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Abstract

Some key features of a mathematical description of an immune response are an estimate of the number of responding cells and the manner in which those cells divide, differentiate, and die. The intracellular dye CFSE is a powerful experimental tool for the analysis of a population of dividing cells, and numerous mathematical treatments have been aimed at using CFSE data to describe an immune response [30, 31, 32, 37, 38, 41, 47, 48]. Recently, partial differential equation structured population models, with measured CFSE fluorescence intensity as the structure variable, have been shown to accurately fit histogram data obtained from CFSE flow cytometry experiments [18, 19, 51, 53]. In this report, the population of cells is mathematically organized into compartments, with all cells in a single compartment having undergone the same number of divisions. A system of structured partial differential equations is derived which can be fit directly to CFSE histogram data. From such a model, cell counts (in terms of the number of divisions undergone) can be directly computed and thus key biological parameters such as population doubling time and precursor viability can be determined. Mathematical aspects of this compartmental model are discussed, and the model is fit to a data set. As in [18, 19], we find temporal and division dependence in the rates of proliferation and death to be essential features of a structured population model for CFSE data. Variability in cellular autofluorescence is found to play a significant role in the data, as well. Finally, the compartmental model is compared to previous work, and statistical aspects of the experimental data are discussed.
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Some key features of a mathematical description of an immune response are an estimate of the number of responding cells and the manner in which those cells divide, differentiate, and die. The intracellular dye CFSE is a powerful experimental tool for the analysis of a population of dividing cells, and numerous mathematical treatments have been aimed at using CFSE data to describe an immune response [30, 31, 32, 37, 38, 41, 47 48]. Recently, partial differential equation structured population models, with measured CFSE fluorescence intensity as the structure variable, have been shown to accurately fit histogram data obtained from CFSE flow cytometry experiments [18, 19, 51, 53]. In this report, the population of cells is mathematically organized into compartments, with all cells in a single compartment having undergone the same number of divisions. A system of structured partial differential equations is derived which can be fit directly to CFSE histogram data. From such a model, cell counts (in terms of the number of divisions undergone) can be directly computed and thus key biological parameters such as population doubling time and precursor viability can be determined. Mathematical aspects of this compartmental model are discussed, and the model is fit to a data set. As in [18, 19], we find temporal and division dependence in the rates of proliferation and death to be essential features of a structured population model for CFSE data. Variability in cellular autofluorescence is found to play a significant role in the data, as well. Finally, the compartmental model is compared to previous work and statistical aspects of the experimental data are discussed.
1 Introduction

The human immune response is a complex process in which the behavior of individual cells in the lymphatic system is altered by a multitude of intra- and extracellular signals. The mathematical analysis of lymphocyte activation and division can be performed on a wide range of scales, from the molecular level (antigen presentation and recognition) to the population level. This report focuses on the latter. To that end, one can look at the total number of divisions a cell has undergone since activation and how cells in different generations differ in phenotype.

The development by Lyons and Parish [54] of the intracellular dye carboxyfluorescein succinimidyl ester (CFSE) for use in proliferation assays has resulted in an essential experimental tool for researchers studying these complex processes. CFSE is nonradioactive and provides long-lasting, bright, and relatively uniform labeling of all cells in a population without adversely affecting the internal machinery of the cells. When cells divide, the dye is partitioned approximately in half. Thus, when labeled cells are stimulated to divide, the CFSE content of individual cells in the population can be assessed via flow cytometry and the number of divisions a cell has undergone can be determined by comparing the measured fluorescence intensity of a cell to the measured fluorescence intensity of an undivided cell [55, 54, 60, 61, 72, 74]. When individual cell fluorescence intensity measurements for all cells in a given population are binned into a histogram, each generation of cells appears as a “peak” in the histogram data. The data set used in this report is the same as that from [18, 68] and the experimental protocol is discussed at length there. The data is depicted in Figure 1.

While the quantitative modeling of CFSE data has traditionally focused on the deconvolution of the data into numbers of cells per generation [30, 31, 32, 37, 38], recent efforts [18, 19, 51, 53] have used a structured population model in order to fit the CFSE histogram data directly. Using this technique, we have produced a strong, physically and biologically motivated model which is quite capable of replicating the observed CFSE histogram data obtained via flow cytometry. The most recent partial differential equation (PDE) model is a fragmentation equation which relates the structured population density $n(t, x)$ to the rates of proliferation $\alpha(t, x)$
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Figure 1: Data set for a CFSE-based proliferation assay. Note that the data is presented in the logarithmic coordinate $z = \log_{10}(x)$, in units log UI. As cells divide, CFSE is diluted and the initially unimodal population density becomes multimodal. While it is easy to distinguish the various peaks in the data, the overlap between peaks results in some systematic error when attempting to identify a region of the horizontal axis with a specific division number. In addition to this overlap, the slow drift to the left over time (as a result of intracellular turnover of CFSE) further weakens the correlation.
and death \( \beta(t, x) \) under the assumption of Gompertz decay of label and is given by

\[
\frac{\partial n(t, x)}{\partial t} - ce^{-kt} \frac{\partial}{\partial x}[(x - x_a)n(t, x)] = -(\alpha(t, x) + \beta(t, x))n(t, x) + \chi_{[x_a, x^*]} 4\alpha(t, 2x - x_a))n(t, 2x - x_a).
\] (1)

The structure variable \( x \) is the fluorescence intensity (in arbitrary units of intensity, UI) of the cells. Because this fluorescence intensity arises primarily from CFSE within the cell, we refer to this as a label structured population model (as opposed to age or size structure, etc. [57]). It is known that cells lose FI in time even in the absence of division as a result of the natural decay of CFSE and the turnover of intracellular proteins to which the fluorescent conjugates bind. The advection term in the equation above accounts for this phenomenon using a Gompertz [39] decay velocity \( v(t, x) = -c(x - x_a)e^{-kt} \) with characteristic parameters \( c \) and \( k \), which has been shown [18] to accurately describe the biphasic decay [56, 60, 72] of CFSE FI observed in data sets. The parameter \( x_a \) represents the natural autofluorescence intensity of cells in the absence of CFSE, assumed for the moment in (1) to be constant across the cell population.

The goal of such a mathematical model is to provide biologists with simple yet intuitive and meaningful parameters with which a population of dividing cells can be described. In particular, information such as average rates of division and cell viability are essential to the analysis of the effects of changing experimental conditions (e.g., differences in donors, differences between diseased and healthy cells) on proliferative behavior. The motivation for the use of FI as a structure variable is that the serial dilution of CFSE by cell division creates a correlation between measured FI and the number of divisions a cell has undergone. Thus the proliferation and death rate functions \( \alpha(t, x) \) and \( \beta(t, x) \), which are estimated in terms of the structure variable \( x \) as well as time, can be used to compute average division rates in terms of the number of divisions undergone [18]. (For instance, if \( x > 1000 \) UI corresponds to undivided cells, then the average proliferation rate, as a function of time, for undivided cells is the average value of \( \alpha(t, x) \) in the region \( x > 1000 \).

This motivating assumption is accurate to a degree, as one can clearly discern the distinct generations of cells in the data set depicted in Figure 1. However, the peaks corresponding to particular generations of cells overlap slightly and drift to the left in time (as a result of CFSE decay), thus weakening the correlation between the state variable and division number. In [7, 18], it is shown that the proliferation and death rates can be parameterized with respect to a ‘translated variable’ which accounts for the loss of measured FI in time, and that this translated variable is more strongly correlated with division number than the original structure variable \( x \). Yet, the overlap between distinct peaks in the data remains problematic, and it is not clear how much error may be introduced into the estimated proliferation and death rates by this overlap of distinct generations.

Furthermore, while the model (1) is advantageous in being able to estimate average proliferation and death rates without any deconvolution of the data into cell numbers, it cannot be used to accurately assess the number of cells in a particular generation. This information could be approximated by integrating the structured density \( n(t, x) \) over a region \([x_1, x_2]\) (corresponding approximately to the location of a given peak in the histogram data), but this approximation is limited by the extent to which distinct generations of cells in the histogram data overlap. Traditional deconvolution techniques (such as fitting peaks with normal or lognormal curves) impose particular forms on the experimental data which may bias the computed number of cells in each generation.

While all these efforts to date correspond to several iterations in an iterative modeling process (for a philosophical discussion see [21, Chapter 1]) to attempt to understand cell proliferation using CFSE labeling of populations, we clearly have not yet reached a satisfactory understanding of the complex phenomena involved. The fragmentation models used with the CFSE data can be considered as what have been termed Aggregate Data/Aggregate Dynamics or Type II inverse problems as presented in [1, Chapter 14] and [5]. Such problems are also common in investigations with models for electromagnetic propagation in inhomogeneous dielectric materials including bio-tissue [13, 14], vibrational dissipation in viscoelastic materials [16], and HIV cellular progression models [1, 4, 5].

To better understand rates at the generation number cohort or division number cohort level, one should attempt to develop individual (cohort) dynamics to investigate the CFSE data in a Type I framework of Aggregate Data/Individual (Cohort) Dynamics inverse problems such as those discussed in [1, Chapter 14] and [5]. Similar approaches have been successfully pursued in marine and insect population models [3, 6, 10, 12, 22] as well as in physiologically based pharmacokinetic (PBPK) models in toxicology [5, 17]. Fortunately, a simple reformulation of (1) allows such an approach and permits both the accurate quantification of total cells per division number and the accurate estimation of proliferation and death rates in terms of division number in such a framework.
Rather than modeling the population with a single differential equation, one can model each individual generation of cells with a single equation,

\[
\frac{\partial n_i}{\partial t} + \frac{\partial [v(t, x)n_i(t, x)]}{\partial x} = -(\alpha_i(t) + \beta_i(t))n_i(t, x) + R_i(t, x),
\]

with the generations linked through the division mechanism \(R_i(t, x)\) as a source term (see the next section). This is a common technique in existing ordinary and delay differential equations models for dividing cells (see [26, 30, 31]). Because each generation of cells is assigned to a particular compartment (indexed by \(i\)) with unique proliferation and death rates, it is not necessary to estimate these rates in terms of the structure variable \(x\), so that peak overlap and label decay no longer affect the accuracy of the estimated rates. This is in contrast to previous work [18, 19] in which considerable space is devoted to answering the question of how to parameterize the structural dependence of the proliferation and death rates. As an added advantage, the number of parameters necessary for the parameterizations of the proliferation and death rates is reduced (because there is no longer a need to parameterize the functions \(\alpha_i\) and \(\beta_i\) in terms of the structure variable). Furthermore, the existence of multiple compartments makes it possible to accurately determine cell numbers in terms of divisions undergone, even though the computed densities (for the distinct compartments) will still overlap when placed simultaneously on the \(x\) axis. Because this model does not rely upon any assumptions as to the shape (normal, lognormal, etc.) of the generation peaks (instead starting from an initial condition and fitting directly to the CFSE histogram data) systematic bias should be avoided.

In this presentation we begin with a careful formulation of a division-dependent compartmental model, hereafter called simply the compartmental model. The solution to this model is then presented and computational aspects are discussed. Next we establish an inverse problem for the estimation of the AutoFI and Gompertz parameters, as well as the proliferation and death rate functions \(\alpha_i(t)\) and \(\beta_i(t)\). As in previous work [18, 19], multiple parameterizations of the proliferation and death rate functions are considered with the goal of determining how these rates depend on both division number and on time. After presenting results which demonstrate the enhanced capabilities of the compartmental model, the statistical properties of the flow cytometry data are considered and ramifications for the quantification of uncertainty in the estimated parameters are discussed.

## 2 The Compartmental Model

The derivation of the compartmental model follows immediately from the derivation of the fragmentation model (1) in [18], which is itself a variation of the structured population models of Bell-Anderson [23] and Sinko-Streifer [65]. A complete derivation of the compartmental model can be found in Chapter 3 of [68]. Let \(n_i(t, x), 0 \leq i \leq i_{\text{max}}\) be the label structured population density of a population of cells stained with CFSE and having undergone \(i\) divisions. The structure variable \(x\) is the fluorescence intensity (FI) of a cell (in arbitrary units of intensity, UI) satisfying \(x \geq x_0\), where \(x_0\) is the natural autofluorescence intensity (AutoFI) of cells; \(t\) is time (in hours). While it is known that AutoFI increases significantly when cells become activated, this increase is not believed to be significant for the current modeling effort (as AutoFI contributes minimally to the measured FI of a labeled but unactivated cell). Thus, the parameter \(x_0\) should be understood to describe AutoFI for activated cells. It is known that FI scales linearly with the concentration of CFSE used to label a population of cells, and that this measurement does not change significantly when cells increase in size [55]. Thus we assume FI is a mass-like quantity.

The label-structured density of a population of dividing cells is modeled by the system of PDEs

\[
\begin{align*}
\frac{\partial n_0}{\partial t} + \frac{\partial [v(t, x)n_0(t, x)]}{\partial x} &= -(\alpha_0(t) + \beta_0(t))n_0(t, x) \\
\frac{\partial n_1}{\partial t} + \frac{\partial [v(t, x)n_1(t, x)]}{\partial x} &= -(\alpha_1(t) + \beta_1(t))n_1(t, x) + R_1(t, x) \\
&\vdots \\
\frac{\partial n_{i_{\text{max}}}}{\partial t} + \frac{\partial [v(t, x)n_{i_{\text{max}}}(t, x)]}{\partial x} &= -\beta_{i_{\text{max}}}(t)n_{i_{\text{max}}}(t, x) + R_{i_{\text{max}}}(t, x)
\end{align*}
\]  

(2)
where \( v(t, x) \) is the natural rate of CFSE FI decay (as a result of the turnover of CFSE within individual cells) and \( R_i(t, x) = 4\alpha_{i-1}(t)n_{i-1}(t, 2x - x_a) \) for \( 1 \leq i \leq i_{\text{max}} \) represents the influx of newly divided cells. Note the assumption that \( \alpha_{\text{max}} = 0 \). While there is no mathematical limit to the number of generations which can be computed, experimental data generally exhibits fewer than 10 divisions. In an inverse problem setting (see Section 3), the parameter \( i_{\text{max}} \) can be easily fixed in advance by simply counting the number of generations which appear in the data. Because it is then known that there are no cells with generation number \( i_{\text{max}} + 1 \), there must be no proliferation in generation \( i_{\text{max}} \), and the model can be simplified by setting \( \alpha_{i_{\text{max}}} = 0 \). Of course, the process of determining \( i_{\text{max}} \) could be automated via model refinement statistical tests, but that seems unnecessary given the case with which the parameter can be identified from data.

There is an additional mathematical justification for setting \( \alpha_{i_{\text{max}}} = 0 \). The total quantity of CFSE FI in the population is

\[
M(t) = \int_{x_a}^{\infty} x \left( \sum_{i=0}^{i_{\text{max}}} n_i(t, x) \right) dx.
\]

Using the definition of \( M(t) \) and the system of equations (2), we can show that

\[
\frac{dM}{dt} = \int_{x_a}^{\infty} v(t, x) \left( \sum_{i=0}^{i_{\text{max}}} n_i(t, x) \right) dx - \int_{x_a}^{\infty} x \left( \sum_{i=0}^{i_{\text{max}}} \beta_i(t)n_i(t, x) \right) dx + x_a \int_{x_a}^{\infty} \left( \sum_{i=0}^{i_{\text{max}}} \alpha_i(t)n_i(t, x) \right) dx - \int_{x_a}^{\infty} x (\alpha_{i_{\text{max}}}(t)n_{i_{\text{max}}}(t, x)) dx.
\]

While the first three terms on the right side of this equation are physically relevant and expected (loss of FI by Gompertz decay, loss of FI by death, and the additive role of AutoFI, respectively) the final term is not experimentally valid because cells do not recognize a maximum division number after which they must leave the measured population. The requirement that \( \alpha_{i_{\text{max}}} = 0 \) eliminates this term.

The initial condition must be prescribed for each \( i \),

\[
n_i(0, x) = \Phi_i(x).
\]

It will generally (but not necessarily always) be true that \( \Phi_i(x) = 0 \) for \( i \geq 1 \) (that is, all cells in the population are undivided at \( t = 0 \)). These initial condition curves are determined from data taken at \( t = 0 \) (see Section ??). The left \((x = x_a)\) boundary conditions are the no-flux boundary conditions

\[
v(t, x_a)n_i(t, x_a) = 0
\]

for all \( 0 \leq i \leq i_{\text{max}} \). Because the problem is defined on the semi-infinite domain \( x \geq x_a \), these conditions are sufficient to compute a solution. This is in contrast to previous work [18, 19, 51, 53] in which a zero-recruitment boundary condition, \( n(t, x_{\text{max}}) = 0 \), is imposed at the right boundary of the computational domain. As discussed in the next section, under appropriate conditions these two formulations are equivalent.

### 2.1 Model Solution

For many decay velocities \( v(t, x) \) of interest, the system of equations (2) can be solved analytically using the method of characteristics. As discussed previously, we assume that the rate at which cells naturally lose FI is described by the same function, \( v(t, x) \), for all cells independent of division number. As such, the characteristic lines are the same for each generation of cells. Furthermore, it will be assumed that this rate of FI loss is adequately described by a Gompertz decay process [39]; this has been shown [18] to effectively describe the biphasic decay [56, 60, 72] characteristic of proliferation assay data when the intracellular label is CFSE. Thus we have

\[
v(t, x) = -c(x - x_a)e^{-kt}
\]

where \( c > 0 \) and \( k > 0 \) (both with units 1/hr) are parameters to be estimated using the data. In effect, this function describes cellular FI which decreases exponentially (with initial rate \( c \)) to the level of cellular AutoFI,
while the exponential rate itself decreases (exponentially) with rate $k$. The assumption of Gompertz decay of cellular FI has the additional benefit of trivially satisfying the left boundary condition (4) for all $i$, provided $n_i(t, x_a)$ is finite (so that the flux at the boundary is well-defined).

Incorporating the Gompertz decay process, we can rewrite the system (2) as

$$\begin{align*}
\frac{\partial n_0}{\partial t} - ce^{-kt}(x - x_a)\frac{\partial n_0}{\partial x} = - (\alpha_0(t) + \beta_0(t)) n_0(t, x) \\
\frac{\partial n_1}{\partial t} - ce^{-kt}(x - x_a)\frac{\partial n_1}{\partial x} = - (\alpha_1(t) + \beta_1(t)) n_1(t, x) + R_1(t, x) \\
\vdots
\frac{\partial n_{i_{\text{max}}}}{\partial t} - ce^{-kt}(x - x_a)\frac{\partial n_{i_{\text{max}}}}{\partial x} = - (\beta_{i_{\text{max}}}(t) - ce^{-kt}) n_{i_{\text{max}}}(t, x) + R_{i_{\text{max}}}(t, x).
\end{align*}$$

(6)

The characteristic lines (for all $i$) are described by

$$\frac{dx}{dt} = v(t, x) = -c(x - x_a)e^{-kt},$$

(7)

and hence the characteristic line emanating from the point $(0, s)$ in the $tx$-plane is

$$x(t; s) = x_a + (s - x_a)e^\int_0^t c - e^{-kt}d\tau,$$

(8)

where $s \geq x_a$ parameterizes the line along which the initial condition is prescribed.

Define

$$f_i(t) = \alpha_i(t) + \beta_i(t) - ce^{-kt}.$$ 

For undivided cells ($i = 0$), the solution along a characteristic line emanating from a point $(0, s)$ in the $tx$-plane is given by

$$\frac{\partial n_0}{\partial t} = -f_0(t)n_0(t, x(t; s))$$

with $n_0(0, x(0; s)) = n_0(0, s) = \Phi_0(s)$. Thus the solution along characteristic lines is

$$n_0(t, x(t; s)) = \Phi_0(s)e^\int_0^t f_0(\tau)d\tau.$$ 

(9)

As written above, the system of equations (6) is defined on the semi-infinite domain $x \geq x_a$. In general, the initial condition function $\Phi_0(x)$, can be determined from data (see Section 3) only on some finite segment $[x_a, x_{\text{max}}]$ of the domain. However, there is no loss of generality in extending the initial condition curve by assuming $\Phi_0(x) = 0$ if $x > x_{\text{max}}$. This is in contrast to [18, 19, 51, 53] in which a PDE was defined only on the finite interval $[x_a, x_{\text{max}}]$ and a zero-recruitment boundary was imposed. In fact, the two formulations are equivalent provided $\Phi(x_{\text{max}}) = 0$ (in the former models; $\Phi_i(x_{\text{max}}) = 0$ for all $i$ in the compartmental model) and $v(t, x) < 0$. As the semi-infinite formulation is notationally simpler and easy to implement, we use it here.

The solutions for $i \geq 1$ along the same characteristic lines (8) are described by

$$\frac{\partial n_i}{\partial t} = -f_i(t)n_i(t, x(t; s)) + R_i(t, x(t; s))$$

(10)

with $n_i(0, x(0; s)) = \Phi_i(s)$ and the solutions are

$$n_i(t, x(t; s)) = \Phi_i(s)e^\int_0^t f_i(\tau)d\tau + \int_0^t R_i(\tau, x(\tau; s))e^\int_\tau^t f_i(\xi)d\xi d\tau.$$ 

(11)

It is worth noting that the solution by the method of characteristics involves the construction of an integral surface in the coordinates $t$ and $s$. The change of coordinates from $t$ and $x$ to $t$ and $s$ has Jacobian

$$J = \begin{vmatrix}
\frac{\partial t}{\partial x} & \frac{\partial t}{\partial s} \\
\frac{\partial x}{\partial t} & \frac{\partial x}{\partial s}
\end{vmatrix} = e^\int_0^t f_i(\tau)d\tau,$$ 

(12)
which is nonsingular along the initial condition curve \((t = 0)\). Hence we are guaranteed (by the construction above) that a unique solution exists at least locally near the initial condition curve. Note that in the limit as \(k \to 0^+\), the Jacobian is \(J_{k_{0,0}} = e^{-ct}\), which becomes singular asymptotically in time (reflecting the asymptotic convergence of the characteristic lines). In such a case, one might observe solutions which grow without bound. This is only of minimal concern, however, as the total label loss resulting from decay is small over the duration of a typical experiment. Possible characteristic lines (for \(k > 0\) and \(k = 0\)) are shown graphically in Figure 2.

For the remainder of this document, it will be assumed that all cells are undivided at \(t = 0\), so that \(\Phi_i(x) = 0\) for \(i \geq 1\). This condition is satisfied by essentially all experimental data. Thus, the only nontrivial initial condition for the PDE system (6) is \(\Phi_0(x)\). As this model is motivated by an attempt to fit and explain experimental data, this smooth initial condition must be constructed from data taken at the beginning of the experiment. Our process for doing so is described in detail in [20, 68]; essentially a smooth curve is drawn through the original histogram data which is taken to represent the ‘true’ cell counts in the absence of noise. Given the initial condition function \(\Phi_0(x)\) as computed this way from data, it then remains to numerically compute the solutions (9) and (11) for \(n_0(t, x)\) and \(n_i(t, x)\), \(1 \leq i \leq i_{\text{max}}\), respectively. Complete implementation details on our numerical methods (along with a summary of simulations to ensure numerical convergence) based on characteristics in this context are given [20, 68].

3 Inverse Problem Formulation

We now consider the inverse problem of calibrating the model (6) to a particular data set. As stated previously, the data consist of ordered pairs \((z_j^k, n_j^k)\) indicating the total number of cells \(n_j^k\) counted into the histogram bins with left boundary at \(z_j^k\) (in the log FI coordinate) at time \(t_j\). The notation is meant to emphasize the possibility that the histogram bins need not share a common fixed width, nor need they be the same at each measurement time. The data set we will use to calibrate the compartmental model is shown in Figure 3, with measurements taken at \(t = 24, 48, 96,\) and 120 hours.

Let \(n_i(t, x)\) be the solution of the compartmental model for cells having undergone \(i\) divisions. Then the total population of cells is

\[
n(t, x) = \sum_{i=0}^{i_{\text{max}}} n_i(t, x).
\]

Because this model solution is computed in the linear FI coordinate \(x\) while the data is given in the logarithmic
Figure 3: CFSE data set for the compartmental model.

FI coordinate $z = \log_{10}(x)$, we define

$$\tilde{n}(t, z) = 10^z \ln(10) \frac{n(t, x(z))}{n(t, 10^z)}.$$  \hspace{1cm} (12)

The function $\tilde{n}(t, z)$ is the structured population density in terms of the new structure variable $z$. The factor $10^z \ln(10)$ arises from the chain rule in the integral formulation of the model (see Section 2) and is needed to conserve the quantity of label after the change of variables. Finally, we need to convert this structured density into cell counts for comparison with the data. Thus we define

$$I[\tilde{n}](t_j, z_k^j) \equiv \int_{z_k^j}^{z_{k+1}^j} \tilde{n}(t_j, z) \, dz,$$

which is the observation operator for the compartmental model. In practice, because the transformed model solution $\tilde{n}(t, z)$ is computed only at discrete points $(t_j, z_k^j)$, we must approximate this observation operator,

$$I[\tilde{n}](t_j, z_k^j) \approx I_A[\tilde{n}](t_j, z_k^j) = \frac{\tilde{n}(t_j, z_{k+1}^j) + \tilde{n}(t_j, z_k^j)}{2} \left(z_{k+1}^j - z_k^j\right).$$  \hspace{1cm} (13)

### 3.1 Ordinary Least Squares

Given an initial condition, the solution $n(t, x)$ (and hence, $\tilde{n}(t, z)$) is completely determined by the parameters $x_a$ (AutoFI), $c$ and $k$ (Gompertz decay), as well as the proliferation rates $\{\alpha_i(t)\}$ and the death rates $\{\beta_i(t)\}$. Let $\theta = \{x_a, c, k, \{\alpha_i(t)\}, \{\beta_i(t)\}\} \subset \Theta$, where $\Theta$ is some set of admissible values for $\theta$. (While it will be necessary to make some simplifying assumptions on $\Theta$ in order to render the inverse problem computationally tractable, we postpone that discussion for the moment and proceed with a general overview of the inverse problem procedure.) Thus we may write the model as $n(t, x; \theta)$. The goal of the inverse problem is to determine some value of the parameter $\theta$ which minimizes the distance (in an appropriate sense) between the cell counts determined by the model solution, $I[\tilde{n}](t_j, z_k^j)$, and the histogram data. For this report, we choose least squares as the method of estimation. Following standard inverse problem procedure [21, 28, 29, 63], we define the random variables

$$N_k^j = I[\tilde{n}](t_j, z_k^j; \theta_0) + \mathcal{E}_{kj},$$  \hspace{1cm} (14)
where $\mathcal{E}_{kj}$ are independent random variables satisfying $E[\mathcal{E}_{kj}] = 0$ representing measurement error and/or ‘noise’ in the data. The parameter $\theta_0$ is the ‘true’ parameter (given the model) which is assumed to exist and to describe the data. The data, then, represent a single realization of these random variables,

$$n_k^j = I[\tilde{n}](t_j, z_k^j; \theta_0) + \epsilon_{kj}.$$  

The assumption that the data are generated from the specified model, given a nominal truth parameter, is common in inverse problem formulations [8, 21]. While $\theta_0$ is generally unknown, we can define the estimator

$$\theta_{WLS} = \arg \min_{\theta \in \Theta} \sum_{k,j} R_{kj}^2 w_{kj} = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{1}{w_{kj}} (I[\tilde{n}](t_j, z_k^j; \theta) - N_k^j)^2,$$

which minimizes the weighted sum (with weights $w_{kj}^{-1}$) of squared residuals $R_{kj}$. Because the $N_k^j$ are random variables, so are the $R_{kj}$ and, hence, so is $\theta_{WLS}$. Using the data, we may obtain the estimate

$$\hat{\theta}_{WLS}(n_k^j) = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{r_{kj}^2}{w_{kj}} = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{1}{w_{kj}} (I[\tilde{n}](t_j, z_k^j; \theta) - n_k^j)^2.$$  

In theory, the weights $w_{kj}^{-1}$ should be chosen to reflect the variance of the random variables $N_k^j$. In fact, the accurate, unbiased estimation of standard errors as well as confidence intervals around parameter estimates is premised upon an accurate statistical model (hence accurate weights) for the error terms $\mathcal{E}_{kj}$. In practice, however, such a statistical model is rarely (if ever) known a priori, and some additional assumptions must be made. For this report, we assume a constant variance (CV) error model, $\text{Var}(\mathcal{E}_{kj}) = \sigma_k^2$ for all $k$ and $j$. In this case, $w_{kj} = 1$ for all $k$ and $j$ and (15) becomes an ordinary least squares (OLS) problem,

$$\theta_{OLS} = \arg \min_{\theta \in \Theta} J(\theta|N_k^j)^2 = \sum_{k,j} R_{kj}^2 = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{1}{w_{kj}} (I[\tilde{n}](t_j, z_k^j; \theta) - N_k^j)^2,$$

with corresponding estimate

$$\hat{\theta}_{OLS}(n_k^j) = \arg \min_{\theta \in \Theta} J(\theta|n_k^j).$$

The function $J(\theta|n_k^j)$ is the OLS cost of the model, given the data, and is often written simply as $J(\theta)$. The expanded notation is meant to emphasize the dependence of the estimate on the particular data set used to fit the model.

It should be noted that, rather than consider constant variance errors in an OLS framework, one could alternatively consider a statistical model with constant coefficient of variation (CCV), $\text{Var}(\mathcal{E}_{kj}) = \sigma_k^2 (I[\tilde{n}](t_j, z_k^j; \theta_0))^2$. Then $w_{kj} = (I[\tilde{n}](t_j, z_k^j; \theta_{GLS}))^2$ and (15) becomes the generalized least squares (GLS) problem defined implicitly by

$$\theta_{GLS} = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{R_{kj}^2}{(I[\tilde{n}](t_j, z_k^j; \theta_{GLS}))^2} = \arg \min_{\theta \in \Theta} \sum_{k,j} \frac{1}{(I[\tilde{n}](t_j, z_k^j; \theta_{GLS}))^2} (I[\tilde{n}](t_j, z_k^j; \theta_{GLS}) - N_k^j)^2,$$

with corresponding estimate $\hat{\theta}_{GLS}(n_k^j)$. As noted above, the results presented in Section 4 will focus on parameter estimation in an OLS framework. A more thorough consideration of the reliability of the assumptions for the statistical error model in the inverse problem is postponed until the Discussion. For the moment, we focus on the applicability of the compartmental model to a particular data set—that is, how well the compartmental model fits the data. Of course, the measure of fit is assessed in an OLS framework, which may be slightly different than a GLS or more general WLS framework. The misspecification of the error model is known to result in biased standard errors (and hence inaccurate confidence intervals), and thus no such work is carried out here. (Related efforts on determination of the precise form of measurement error, and hence the corresponding statistical error, in a family of data sets similar to the one used here is being pursued and will be reported on in a separate manuscript.) In spite of this drawback, a slight misspecification of the exact error model should have only minimal effect on the estimated best-fit parameters (see, e.g., the computational example of Section 3.4.2 of [21]), and thus we proceed with the OLS estimation of $\theta_0$. 
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3.2 Parameterizations of Proliferation and Death Rates

We have already defined the parameter \( \theta = \{x, c, k, \{\alpha_i(t)\}, \{\beta_i(t)\}\} \subset \Theta \) which describes a given model solution. The parameters \( x, c, k \) and \( k \) are all elements of \( \mathbb{R} \) (although in a generalization below, we consider estimation of a probability distribution on the parameter \( x \)) and thus pose no problem for the estimation procedure. However, the proliferation and death rates \( \alpha_i(t) \) and \( \beta_i(t), 0 \leq i \leq i_{\text{max}} \), are contained in some (infinite-dimensional) function space. Mathematically, the solutions (9) and (11) require only \( \alpha_i(t), \beta_i(t) \in L_2(0, T) \) in order for the solution to be well-defined. Because it can reasonably be assumed that these functions are bounded, this condition is naturally met. However, as currently written, (16) contains a minimization over an infinite-dimensional space \( \Theta \). In order to make the estimation problem amenable to computation, additional assumptions and/or approximations are necessary.

The primary motivation for using a label-structured PDE model to analyze histogram data from CFSE-based proliferation assays was an attempt to use measured FI as a surrogate for division number and hence to investigate how the proliferation and death rates for a population of cells change with division number. In earlier efforts [18, 19, 51, 53], this was accomplished by allowing the proliferation and death rates to depend explicitly on the state variable (\( x \) or \( z \)). For the compartmental model formulated in this report, the number of divisions undergone is accounted for directly, so that it is no longer necessary to have the \( \alpha_i \) and \( \beta_i \) dependent upon the structure variable (following the assumption that the interference of CFSE with the intracellular machinery is negligible). Additionally, it was found in [18, 19] that explicit time-dependence of the rate of cell proliferation is a significant feature of an accurate label structured PDE model. We would like to pursue this investigation using the new compartmental model. Thus, as we consider possible parameterizations of the proliferation and death rates, we do so with an eye toward determining the heterogeneity of the rates (that is, how they vary with division number), as well as the possible time-dependence of the proliferation rates.

We begin with the death rate functions \( \beta_i(t) \). It has long been observed that a significant proportion of undivided cells die in the first few days in culture, and that this cell death occurs independent of cellular activation [38]. Beyond these observations, we would like to explore how the death rates of cells depend on division number. Specifically we consider the following possible parameterizations for the death rate functions \( \beta_i(t) \):

\[B1\] \[\beta_i(t) = 0\] for all \( i \) and for all \( t \);

\[B2\] \[\beta_i(t) = \beta\] for all \( i \) and for all \( t \);

\[B3\] \[\beta_0(t) = \beta_0, \beta_i(t) = 0\] for \( i \geq 1 \);

\[B4\] \[\beta_0(t) = \beta_0, \beta_i(t) = \beta\] for \( i \geq 1 \);

\[B5\] \[\beta_i(t) = \beta_i\] for each \( i \).

The possibility \( B1 \) is included as a baseline for comparison, as a means of concluding the necessity of a death term in the mathematical model. As noted above, it is expected that a model which lacks a mechanism to describe cell death will predict far too many cells in the population when compared to the experimental observations [32, 38]. Parametrization \( B2 \) assumes a constant death rate in the population for all cells regardless of division number. Gett and Hodgkin [38] have shown that parametrization \( B3 \), in which undivided cells die but all cells which proceed through the first division will remain in the population indefinitely, can be accurately used to predict the number of cells in the population up to approximately 90 hours. More generally, one might consider that cells which have divided at least once may die, but at a rate which is possibly different from the rate for undivided cells. This parametrization \( B4 \) has also been successfully used to model proliferation assay data [30, 31, 32]. Finally, in parametrization \( B5 \), we consider the possibility that the death rate is completely heterogenous with respect to division number [30, 36, 43, 47].

While the model is derived in sufficiently general terms to include time-dependent death rate functions, we do not consider any such parameterizations in this report. It is certainly possible that, for particular cell lines and under particular culture conditions, feedback mechanisms such as activation-induced cell death may in fact be time-dependent [38]. For a (hypothetical) population of cells which divides almost synchronously, such time-dependence would be identical to division-number-dependence (i.e., a mechanism which does not appear until, say, 90 hours could be equivalently modeled as a mechanism which does not appear until 3 divisions have been.
completed). Thus it seems reasonable to conclude that, to some extent, the necessity of time-dependent death rates in the mathematical model will depend on the degree of synchronicity observed in the experimental data. At the very least, past experience [18, 19] as well as the results presented here (Section 4) seem to suggest little need for such time-dependence, at least for the current data set.

Unlike for the death rate functions, past experience [18, 19] does indicate a potential need for explicit time-dependence of the proliferation rate functions \( \alpha_i(t) \). (The fact that time dependence for cell death rates seems to be sufficiently modeled with only division dependence while a similar result does not hold for the proliferation rates may be explained if the time-dependence of the proliferation rates occurs on a scale faster than the average time a cell takes between subsequent divisions.) To explore possibilities we consider the following possible parameterizations for the proliferation rate functions:

\begin{enumerate}
  \item \( A_1 \) \( \alpha_0(t) = \alpha_0; \ \alpha_i(t) = \alpha \) for all \( i \);
  \item \( A_2 \) \( \alpha_i(t) = \alpha_i \) for all \( t \);
  \item \( A_3 \) \( \alpha_0(t) = \alpha_0 \chi_{[t > t^*]}; \ \alpha_i(t) = \alpha \) for all \( i \);
  \item \( A_4 \) \( \alpha_0(t) = \alpha_0 \chi_{[t > t^*]}; \ \alpha_i(t) = \alpha_i \);
  \item \( A_5 \) piecewise linear functions of time (see below).
\end{enumerate}

Previous authors [32, 38, 41] have emphasized a special importance for the time required for a cell to complete its first division. In case \( A_1 \), it is assumed that undivided cells divide at a rate which may be different than the rate for divided cells, but that neither of these two rates depends on time [31]. Alternatively, we consider the more general case \( A_2 \) where each generation of cells divides with its own (time-independent) rate [48]. We also consider a simple time-dependent mechanism in which there is a delay before cells begin to divide. A quick glance at the data (Figure 1) reveals that no division occurs in the population for at least the first 24 hours. Such a delay can be easily incorporated into the model with a step function at some specified time \( t^* \). Previous models [31] have found such a transient in the undivided population to be a significant feature of an accurate mathematical model. The proliferation rates for subsequent generations may \( A_4 \) or may not \( A_3 \) vary with the number of divisions undergone.

Finally, following the example of [18], we consider using piecewise linear splines to incorporate time-dependence into the proliferation rates. Given a fixed set of nodes \( \{t_{\alpha_i}^{(p)}\} \), we consider rates of the form

\[ \alpha_i(t) = \sum_q a_i^{(p)} l_i^{(p)}(t), \]

where \( l_i^{(p)}(t_{\alpha_i}^{(q)}) = 1 \) if \( p = q \) and is zero if \( p \neq q \). In Table 1 we list the nodes \( \{t_{\alpha_i}^{(q)}\} \) used for the estimation of the proliferation rate functions. These particular nodes have been chosen based upon careful consideration of the data in Figure 1 as well as past experience.

Independent of which parameterizations of the proliferation and death rates are used, it should be noted that the current model formulation features proliferation and death rates which are essentially Malthusian in nature (see Section 2). That is, the rates at which cells in a particular generation divide and die is assumed to be proportional to the total number of cells in that generation (with ‘constants’ of proportionality \( \alpha_i(t) \) and \( \beta_i \) for proliferation and death, respectively). Alternatively, a model can easily be derived with limiting proliferation and death rates (e.g., logistic rates, Gompertz rates, etc.). Malthusian rates have been used with some success in previous models and should be accurate for any population of cells which divides sufficiently rapidly. Biologically speaking, a cell must proceed through several necessary activities (growth, DNA replication, microtubule formation, etc.) between any two divisions, and this must induce some minimum cell cycle time. Tools such as delay differential equations or stochastic processes have been used to mathematically model the cell cycle (see, e.g., [30, 31, 34, 37, 41, 44, 45, 47, 59, 66, 75]) and have resulted in several successful models. We find the current model with its Malthusian rates to be simple and intuitive while also fully capable of accurately fitting the data (see Section 4). However, it is imperative that the parameters estimated when fitting the model to a particular data set be interpreted in the context of the form of the model being used.
Table 1: Chosen nodes for the estimation of piecewise linear proliferation rates. Bold font indicates a node for which the proliferation rate was set to zero rather than estimated. For each generation, the proliferation rate is assumed to be zero outside the set of nodes shown. Thus the proliferation rate is estimated at three nodes for each division number.

<table>
<thead>
<tr>
<th>Generation (i)</th>
<th>{t_{\alpha_i}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>24, 48, 60, 72, 96</td>
</tr>
<tr>
<td>1</td>
<td>48, 60, 84, 108, 120</td>
</tr>
<tr>
<td>2</td>
<td>48, 60, 84, 108, 120</td>
</tr>
<tr>
<td>3</td>
<td>60, 72, 96, 120</td>
</tr>
<tr>
<td>4</td>
<td>60, 72, 96, 120</td>
</tr>
<tr>
<td>5</td>
<td>60, 72, 96, 120</td>
</tr>
<tr>
<td>6</td>
<td>60, 72, 96, 120</td>
</tr>
</tbody>
</table>

3.3 Probabilistically Distributed AutoFI

The derivation and solution of the compartmental model have been given so far under the assumption that the natural brightness of cells in the absence of any CFSE molecules, i.e., the autofluorescence intensity or AutoFI, can be modeled with sufficient accuracy by a single scalar parameter $x_a$. However, it is known that the AutoFI of a single cell changes as the cell becomes activated, and that AutoFI varies from cell to cell in the population, even among activated cells.

The AutoFI of cells can be measured directly by setting aside a portion of cells from the PBMC culture which are not labeled with CFSE (but which receive an otherwise identical treatment). The results of such a measurement are depicted in Figure 4 for two donors, each at two different measurement times. These data sets were taken independently of the data set shown in Figure 1, which is used to calibrate the model. Because FI measurements are not absolute—they depend on the calibration and gain settings of the flow cytometer at the time of the experiment—the data shown in Figure 4 are intended only to examine the shape of the AutoFI distribution in the population, not its absolute magnitude. As time progresses, the distribution of AutoFI in the data from both donors increases slightly in mean and is increasingly skewed to the right. These features are also found in additional data sets for $24 < t < 144$ (results unpublished) and appear to be the result of some unmodeled biological processes. The most likely explanation is the known increase in AutoFI as cells become activated [55, Fig. 6]. After a sufficient amount of time, essentially all cells in the culture have either become activated or have died.

Following the discussion at the beginning of Section 2, we may consider only AutoFI for activated cells. While we have thus far assumed that this AutoFI can be sufficiently modeled with a single parameter, Figure 4 suggests that we might need to consider a probability distribution on a range of values for the parameter $x_a$. Let $n(t, x; x_a)$ represent the structured population density of a cohort or subpopulation of cells all of which share the same AutoFI parameter $x_a$, subject to (6). Assume further that this parameter $x_a$ is distributed in the total population of cells with some probability distribution $P$. Then it follows that the total population is described by

$$\eta(t, x) = E[n(t, x; x_a)|P] = \int_{x_{\min}}^{x_{\max}} n(t, x; x_a)dP(x_a). \quad (18)$$

It is now clear that the structured density $\eta(t, x)$ for the total population of cells will depend upon the probability measure $P$. Figure 4 depicts the experimental AutoFI data for each donor and measurement time fitted (ordinary least squares) with a scaled lognormal curve. While such an assumption may possibly be of limited validity early in the experiment (probably as a result of the activation process, as discussed above), most cells are undivided at such times and hence the contribution of AutoFI to the total FI of those cells is minimal. Thus we may assume that $P$ is reasonably well-described by a lognormal distribution. Hence

$$\frac{dP}{dx_a} = p(x_a) = \frac{1}{x_a \sigma \sqrt{2\pi}} \exp\left( -\frac{(\log x_a - \mu)^2}{2\sigma^2} \right),$$
Figure 4: Experimentally determined AutoFI distributions with OLS best-fit scaled lognormal curves. PBMCs of 2 blood donors were cultured without CFSE staining and without stimulation. After 24 (left) and 144 (right) hours respectively, cells were stained for CD4 surface expression and analyzed by flow cytometry. Shown are the histograms of CD4 cell counts as a function of CFSE FI. We see that a lognormal distribution for AutoFI is quite accurate by $t = 144$ hours (right). Such an assumption is less accurate at $t = 24$ hours, when a significant portion of cells in the population remain unactivated.
where

\[ \mu = \log(E[x_a]) - \frac{1}{2} \log \left( 1 + \frac{\text{Var}(x_a)}{E[x_a]^2} \right) \]

\[ \sigma^2 = \log \left( 1 + \frac{\text{Var}(x_a)}{E[x_a]^2} \right). \]

Under such a parametric assumption, the population density \( \eta(t, x) \) is uniquely described by the two parameters \( E[x_a] \) and \( STD[x_a] = \sqrt{\text{Var}(x_a)} \) (in addition to the parameters \( \theta \) discussed so far in this section).

The integral in Equation (18) can be easily computed via the midpoint rule. Let \( \{x^m_a\} \) be a set of evenly spaced points with spacing \( \Delta x_a \). Then

\[ \eta(t, x) \approx \sum_{m=1}^{M} n(t, x; x^m_a) p(x^m_a) \Delta x_a. \] (19)

As written, Equation (19) requires the computation of \( M \) forward solutions in order to approximate the total population density. However, this computationally intensive approach can be avoided by a change of variables. Define \( y = \log_{10}(x - x_a) \) and \( \hat{n}(t, y) = 10^y \log(10)n(t, x(y)) = 10^y \log(10)n(t, 10^y + x_a) \). Then the system (6) becomes

\[ \frac{\partial \hat{n}_0}{\partial t} - \frac{ce^{-kt}}{\log 10} \frac{\partial \hat{n}_0}{\partial y} = -(\alpha_0(t) + \beta_0(t) - ce^{-kt})\hat{n}_0(t, x) \]

\[ \frac{\partial \hat{n}_1}{\partial t} - \frac{ce^{-kt}}{\log 10} \frac{\partial \hat{n}_1}{\partial y} = -(\alpha_1(t) + \beta_1(t) - ce^{-kt})\hat{n}_1(t, x) + 2\alpha_0(t)\hat{n}_0(t, y + \log_{10} 2) \]

\[ \vdots \]

\[ \frac{\partial \hat{n}_{\text{max}}}{\partial t} - \frac{ce^{-kt}}{\log 10} \frac{\partial \hat{n}_{\text{max}}}{\partial y} = -(\beta_{\text{max}}(t) - ce^{-kt})\hat{n}_{\text{max}}(t, x) + 2\alpha_{\text{max}-1}(t)\hat{n}_{\text{max}-1}(t, y + \log_{10} 2). \] (20)

It is then clearly observed that the parameter \( x_a \) no longer appears in the system of equations for the compartmental model in the structure variable \( y \), while only the new initial condition,

\[ \Phi_0(y) = 10^y \log(10)\Phi_0(10^y + x_a), \] (21)

will now depend on \( x_a \). However, provided the initial uptake of CFSE in the experimental procedure results in cells with measured FI significantly greater than their AutoFI (which is always the case for useful experimental data), \( \Phi_0(x) = 0 \) unless \( x >> x_a \) (and hence, unless \( 10^y >> x_a \)). As such, the dependence of the initial condition on the parameter \( x_a \) can be safely ignored. This fact is demonstrated with an example in Figure 5. In general, it is expected that CFSE-labeled cells are approximately 100-1000 times brighter than unlabeled cells (see, e.g., [55, 61, 74]; as mentioned previously, the actual measured FI values depend on machine calibration, and hence will vary from experiment to experiment). For the initial condition corresponding to our particular data set of interest, it is reasonable to assume \( E[x_a] \sim 10 \). In Figure 5, a sample lognormal distribution with \( E[x_a] = 12 \) and \( STD[x_a] = 4 \) is depicted on the left. (These values for the mean and standard deviation can be taken as maximum, worst-case bounds. It is expected that the mean value of \( x_a \) is no more than 12, with standard deviation less than 4.) We can assess the effect of the parameter \( x_a \) on \( \Phi_0(y) \) by computing \( \Phi_0(y) \) for extreme values of \( x_a \) (that is, values in the far-left and far-right tails of the density function). The resulting functions (as well as a third function, showing \( \Phi_0(y) \) when \( x_a = E[x_a] \)) are shown on the right of Figure 5.

It is clear from Figure 5 that the initial condition function (for \( y \) as a structure variable) changes only minimally for any reasonable values of \( x_a \). (Moreover, the original initial condition \( \Phi_0(x) \) was already approximate, having been computed from experimental data.) Thus, computationally, when computing the structured population density according to (18), we compute only a single initial condition from Equation (21) using \( x_a = E[x_a] \). The system (20) can then be solved to obtain \( \hat{n}(t, y) \) (which does not depend on \( x_a \) at all). Next, for each value of \( x_a \) in (19), one can compute

\[ n(t, x; x_a) = \frac{\hat{n}(t, y(x))}{\log(10)(x - x_a)} = \frac{\hat{n}(t, \log_{10}(x - x_a))}{\log(10)(x - x_a)}, \]
in order to determine the population structured density $\eta(t,x)$. It should be noted that, while the change of variables from $x$ to $y$ eliminates the parameter $x_a$ from the system of PDEs, and we have shown that the effect of $x_a$ on the initial condition $\Phi_0(y)$ is negligible, it is not true that the parameter $x_a$ can be ignored entirely. The negligible effect of $x_a$ on the initial condition is the result of the brightness of CFSE-labeled cells at the beginning of the experiment. However, as time progresses, CFSE intensity is lost as cells divide and CFSE degrades, so that AutoFI constitutes a larger percentage of the measured FI. In other words, while it is reasonable to assume $n(0,x) = \Phi_0(x) = 0$ unless $x >> x_a$, this assumption does not hold more generally for $n(t,x)$ ($t > 0$).

Finally, when using Equation (19) to approximate the total population density, one must make certain that the parameter $M$ is sufficiently large to provide desired accuracy. In Figure 6, a sample density is computed at $t = 120$ hours using three different values of $M$. Given the discussion, above, there is essentially no difference in computational time as $M$ changes. While the solution is not accurately captured for $M = 10$, there is no measurable difference between the solutions for $M = 100$ and $M = 1000$. Henceforth, if it is assumed that AutoFI is distributed in the population of cells, the total population $\eta(t,x)$ will be computed via Equation (19) with $M = 100$.

3.4 Remarks on the Inverse Problem

At this point, we have considered numerous different parameterizations for the proliferation rate functions $\alpha_i(t)$ (A1-A5), and the death rates $\beta_j$ (B1-B5). Each of these parameterizations results in a distinct set of parameters which will need to be estimated from the data. We also have the additional label loss parameters $c$ and $k$, as well as the AutoFI parameter which can be considered either as a fixed constant $x_a$ or as a lognormal probability distribution with mean $E[x_a]$ and standard deviation $STD[x_a]$.

In the remainder of this report, we will refer to the model solution simply as $n(t,x;\theta)$ where $\theta \subset \mathbb{R}^p$ is a set of parameters which describes the model. (This includes the case that $x_a$ is described by a probability measure, where $\eta(t,x)$ was used in the previous exposition.) This is done to simplify notation, and it will always be clear from context which parametrization is being used. Obviously, the value of $p$ will vary depending upon the parametrization. The various possibilities are summarized in Table 2.

We now return to the OLS formulation (16) of the inverse problem,

$$\theta_{OLS} = \arg\min_{\theta \in \Theta} \sum_{k,j} \mathcal{R}_{kj}^2 = \arg\min_{\theta \in \Theta} \sum_{k,j} (I[n](t_j, z_k^j; \theta) - N_k^j)^2,$$

where now $\Theta$ is a closed bounded subset of $\mathbb{R}^p$. Using the data $\{n_k^j\}$ as realizations of the random variables $\{N_k^j\}$,
we would like to compute the estimate
\[
\hat{\theta}_{\text{OLS}}(\{n^j_k\}) = \arg \min_{\theta \in \Theta} J(\theta|\{n^j_k\}) = \arg \min_{\theta \in \Theta} \sum_{k,j} (I[\tilde{n}](t_j, z^j_k; \theta) - n^j_k)^2.
\] (22)

However, we have only an approximate numerical solution with which to compare the data. Thus we actually compute the approximate estimate
\[
\hat{\theta}_{\text{OLS}}(h_t, N_x, M; \{n^j_k\}) = \arg \min_{\theta \in \Theta} J_A(\theta|\{n^j_k\}) = \arg \min_{\theta \in \Theta} \sum_{k,j} (I_A[\tilde{n}](t_j, z^j_k; \theta) - n^j_k)^2,
\] (23)

where we have now explicitly emphasized the dependence of the parameter estimate on the computational accuracy of the numerical solution. The continuous dependence of the model solution \(\tilde{n}(t, z; \theta)\) on the parameter \(\theta\) (regardless of which particular parametrization is used) follows easily from the method of characteristics solution of Section 2.1. Numerical convergence with respect to \(h_t\), \(N_x\), and \(M\) follow directly from well-known results regarding the trapezoidal rule for quadrature, linear interpolation of a smooth function, and the midpoint rule for quadrature, respectively. As such, it can be shown (see, e.g., the arguments of [15, Ch. 3]) that the approximate estimates \(\hat{\theta}_{\text{OLS}}(h_t, N_x, M; \{n^j_k\})\) will converge to some \(\theta_{\text{OLS}}\) which minimizes (22) as \(N_x, M \to \infty\), and \(h_t \to 0\). It should be noted that the possible nonuniqueness of the minimizer \(\theta_{\text{OLS}}\) is a common issue in inverse problems. We forgo techniques such as Tikhonov regulariziation in this report, choosing to focus instead on the accuracy of the best fit models \(n(t, z; \hat{\theta}_{\text{OLS}})\) in fitting a particular data set, regardless of uniqueness (although these issues must be dealt with in order to establish standard errors, confidence intervals, etc.). For the remainder of this report, we will not distinguish between \(\theta_{\text{OLS}}, \hat{\theta}_{\text{OLS}}, \) or \(\theta_{\text{OLS}}(h_t, N_x, M; \{n^j_k\})\). It should also be noted that this best-fit parameter, which is itself an estimate of the random variable \(\theta_{\text{OLS}}\), will be data-realization dependent. However, for a good model and a sufficiently large data set, \(\theta_{\text{OLS}}\) is an unbiased estimator of \(\theta_{\text{OLS}}\) [21, 29, 63].

The optimization (23) has been implemented in MATLAB using the \texttt{fmincon} function, which is a variation of the BFGS-active set algorithm for bound-constrained parameters. The parameter constraints are summarized in Table 3.
Moreover, such methods do not apply unless one of the two models in the comparison is contained within the only useful for pairwise comparisons, and are better suited for comparison against an experimental control [24].

Each possible parametrization presented thus far gives rise to a distinct mathematical model which can be fit to a data set in the prescribed manner. Based upon the results for each model, we would like to determine which mechanism which permits the objective comparison of different models.

Parameter $\theta \in \mathbb{R}^p$ of parameters describing the model in each case.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1B1</td>
<td>$\theta = {x_a, c, k, \omega_0, \alpha}$</td>
<td>5</td>
</tr>
<tr>
<td>A1B2</td>
<td>$\theta = {x_a, c, k, \omega_0, \alpha, \beta}$</td>
<td>6</td>
</tr>
<tr>
<td>A1B3</td>
<td>$\theta = {x_a, c, k, \omega_0, \beta_0}$</td>
<td>6</td>
</tr>
<tr>
<td>A1B4</td>
<td>$\theta = {x_a, c, k, \omega_0, \alpha, \beta_0, \beta}$</td>
<td>7</td>
</tr>
<tr>
<td>A1B5</td>
<td>$\theta = {x_a, c, k, \omega_0, \alpha, {\beta_i}}$</td>
<td>12</td>
</tr>
<tr>
<td>A2B1</td>
<td>$\theta = {x_a, c, k, {\alpha_i}}$</td>
<td>9</td>
</tr>
<tr>
<td>A2B2</td>
<td>$\theta = {x_a, c, k, {\alpha_i}, \beta}$</td>
<td>10</td>
</tr>
<tr>
<td>A2B3</td>
<td>$\theta = {x_a, c, k, {\alpha_i}, \beta_0}$</td>
<td>10</td>
</tr>
<tr>
<td>A2B4</td>
<td>$\theta = {x_a, c, k, {\alpha_i}, \beta_0, \beta}$</td>
<td>11</td>
</tr>
<tr>
<td>A2B5</td>
<td>$\theta = {x_a, c, k, {\alpha_i}, {\beta_i}}$</td>
<td>16</td>
</tr>
<tr>
<td>A3B1</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, \alpha}$</td>
<td>6</td>
</tr>
<tr>
<td>A3B2</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, \alpha, \beta}$</td>
<td>7</td>
</tr>
<tr>
<td>A3B3</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, \alpha, \beta_0}$</td>
<td>7</td>
</tr>
<tr>
<td>A3B4</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, \alpha, \beta_0, \beta}$</td>
<td>8</td>
</tr>
<tr>
<td>A3B5</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, \alpha, \beta_0, \beta, {\beta_i}}$</td>
<td>13</td>
</tr>
<tr>
<td>A4B1</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, {\alpha_i}}$</td>
<td>10</td>
</tr>
<tr>
<td>A4B2</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, {\alpha_i}, \beta}$</td>
<td>11</td>
</tr>
<tr>
<td>A4B3</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, {\alpha_i}, \beta_0}$</td>
<td>11</td>
</tr>
<tr>
<td>A4B4</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, {\alpha_i}, \beta_0, \beta}$</td>
<td>12</td>
</tr>
<tr>
<td>A4B5</td>
<td>$\theta = {x_a, c, k, \omega_0, t^*, {\alpha_i}, {\beta_i}}$</td>
<td>17</td>
</tr>
<tr>
<td>A5B1</td>
<td>$\theta = {x_a, c, k, {\alpha_i^{(p)}}}$</td>
<td>21</td>
</tr>
<tr>
<td>A5B2</td>
<td>$\theta = {x_a, c, k, {\alpha_i^{(p)}}, \beta}$</td>
<td>22</td>
</tr>
<tr>
<td>A5B3</td>
<td>$\theta = {x_a, c, k, {\alpha_i^{(p)}}, \beta, \beta_0}$</td>
<td>22</td>
</tr>
<tr>
<td>A5B4</td>
<td>$\theta = {x_a, c, k, {\alpha_i^{(p)}}, \beta_0, \beta}$</td>
<td>23</td>
</tr>
<tr>
<td>A5B5</td>
<td>$\theta = {x_a, c, k, {\alpha_i^{(p)}}, {\beta_i}}$</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 3: Summary of bound-constraints for the OLS parameter estimation problem (23). The parameters $\{\alpha_i\}$, $\{a_i^{(p)}\}$, and $\{\beta_i\}$ must be positive. The feasibility of the remaining bounds has been determined computationally.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_a$</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>$E[x_a]$</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>$STD[x_a]$</td>
<td>1 $\times 10^{-4}$</td>
<td>4 $\times 10^{-2}$</td>
</tr>
<tr>
<td>$c$</td>
<td>0</td>
<td>1 $\times 10^{-3}$</td>
</tr>
<tr>
<td>$k$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>${\alpha_i}$ or ${a_i^{(p)}}$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>${\beta_i}$</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

3.5 Information Theoretic Model Selection

Each possible parametrization presented thus far gives rise to a distinct mathematical model which can be fit to a data set in the prescribed manner. Based upon the results for each model, we would like to determine which parametrization is most appropriate and use those results to draw conclusions regarding division-linked and/or longitudinal changes in the behavior of the cell culture. In order to do this, we must establish some formal mechanism which permits the objective comparison of different models.

One common approach is hypothesis testing for model refinements [8, 11]. However, such methods are only useful for pairwise comparisons, and are better suited for comparison against an experimental control [24]. Moreover, such methods do not apply unless one of the two models in the comparison is contained within the other model (for instance, our parametrization B4 contains B3 as a special case). While several parameterizations discussed in this document are indeed contained within other parameterizations, this is not universally the case (e.g., there is no containment relationship between B2 and B3).
A more general approach, based upon the premises of information theory, is found in the Akaike Information Criterion (AIC). Briefly, for models with independent, homoscedastic, normally distributed errors, it can be shown that (recall that \( p \) is the number of parameters estimated)

\[
AIC = m \log \left( \frac{J(\hat{\theta}_{OLS})}{m} \right) + 2p,
\]

(24)

where \( m \) is the total number of data points, is an approximately unbiased estimate of the “expected relative Kullback-Leibler distance” (information loss) when a model is used to describe a data set [24]. Given a set of \( R \) models, the AIC can be computed for each model; we seek the model which results in the smallest AIC value. It should be emphasized that the AIC is only an estimate of information loss, and this estimate depends on the particular data set being used. (When comparing different models with the AIC, the same data set must be used to fit each model.) As discussed in Section 3.1, we cannot ascertain a priori that the measurement errors are normally distributed with constant variance. However, the use of an OLS framework already constitutes an assumption of homoscedasticity. The assumption of normality does not seem to be a significantly greater burden, and we proceed with the AIC in spite of these issues, recognizing that the use of the AIC will be only suggestive. As will be shown in Section 4, there is a very clear preference among the models when ranked by the AIC. As such, we do not expect our results to change significantly for a different error model. Similarly, the derivation of the AIC assumes that any model which is fit to the data is sufficiently accurate so that the assumption \( E[N_j^k] = n(t_j, x_j; \hat{\theta}_{OLS}) \) is valid. While this assumption may break down for the least accurate of the models tested in this report (see Section 4), it is a standard assumption in the OLS framework (16), provided the estimate \( \hat{\theta}_{OLS} \) is sufficiently close to \( \theta_0 \) for each particular model.

There is an element of parsimony in the AIC, as a model which fits the data poorly (high \( J(\hat{\theta}_{OLS}) \)) or which contains a large number of parameters (high \( p \)) will have a comparatively larger AIC. Yet, rather than using the AIC to determine a single ‘best’ model, additional theory is available. If \( AIC_{min} \) is the smallest computed AIC value, then we can define the AIC differences

\[
\Delta_r = AIC_r - AIC_{min},
\]

(25)

for \( 1 \leq r \leq R \), where \( AIC_r \) is the AIC value computed when model \( r \) is fit to the data. Finally, we can compute the Akaike weights

\[
w_r = \frac{\exp \left( -\frac{\Delta_r}{2} \right)}{\sum_r \exp \left( -\frac{\Delta_r}{2} \right)}.
\]

(26)

It can be shown (either by likelihood ratio tests or in a Bayesian framework, see [24]) that the AIC weight \( w_r \) can be interpreted as the probability that model \( r \) is the best model to describe the data (given the set of \( R \) possible models). Thus, after each model from Table 2 is fit to a data set, we can compute the Akaike weights for the set of candidate models and use these to assess the necessity of various mathematical features (e.g., division dependence of cell death rates) in describing the data. A complete derivation of the AIC and Akaike weights, as well as numerous examples and exhaustive references, can be found in [24].

## 4 Results and Discussion

The model calibration results for each possible parametrization of the compartmental model considered in this report are summarized in Table 5 of [20]. There the approximate OLS costs \( J_A(\hat{\theta}_{OLS}) \) are given for each parametrization, as well as the computed AIC values and AIC differences. The models are also ranked in terms of their relative information theoretic loss. The AIC selected model is parametrization A5B5 with lognormally distributed AutoFI (henceforth, A5B5dist) with a cost \( J_A(\hat{\theta}_{OLS}) = 3.0535 \times 10^{11} \). This parametrization resulted in a model with not only the smallest AIC value, but also the lowest cost (meaning that the decrease in cost more than offset the additional parameters). The optimal solution for parametrization A5B5dist is depicted in comparison to the data in Figure 7. The estimated piecewise linear proliferation rates can be found in Figure 8, and the estimated death rates are summarized in Table 4. For the AutoFI distribution, the best-fit lognormal distribution has mean
Figure 7: Best-fit solution $I_A[\tilde{n}](t, z; \hat{\theta}_{OLS})$ for parametrization A5B5dist. Total cost $J_A(\hat{\theta}_{OLS}) = 3.0535 \times 10^{11}$.

Table 4: Estimated death rates $\beta_i$ in terms of the number $i$ of divisions undergone.

<table>
<thead>
<tr>
<th>Divisions</th>
<th>Death Rate (1/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0165</td>
</tr>
<tr>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>0.0012</td>
</tr>
<tr>
<td>5</td>
<td>0.0544</td>
</tr>
<tr>
<td>6</td>
<td>0.1572</td>
</tr>
</tbody>
</table>

$E[x_a] = 8.739$ UI and $STD[x_a] = 3.534$ UI. The estimated Gompertz label decay parameters are $c = 5.641 \times 10^{-3}$ and $k = 1 \times 10^{-9}$.

As can clearly be seen in Figure 7, the compartmental model (with suitable parametrization) is capable of accurately describing the particular data set used for model calibration in this report. The most notable shortcoming of the model occurs at $t = 24$ hours, where a distinct cohort of cells with high CFSE FI can be seen in the data and is not modeled accurately. As discussed in [18], this cohort is believed to be either cell duplets or some other anomalous cell types which were not properly gated out of the measured cell data, and such cells should not be an issue in future data sets. It also appears that neither of the two generations in the model solution at $t = 48$ hours contains enough cells (when compared to the data at that time). This may also be partly explained as a systematic error resulting from the presence of cell duplets in the data. It is also possible that small errors associated with the manner in which counted beads (see [68, Ch. 1]) are used to determine the total population size.
Figure 8: OLS best-fit piecewise linear proliferation rate functions for each division number. Red circles indicate nodes which were estimated in the inverse problem.
One of the primary goals of considering various parameterizations for the proliferation and death rates (Section 3) was to investigate the dependence of these rates on division number and on time. The best-fit parametrization A5B5dist features a proliferation rate which depends both on time and division number, as well as a death rate which depends on division number. Additionally, the AutoFI parameter \( x_a \) is lognormally distributed, which was not considered in previous efforts [18]. Given the overwhelming weight assigned to the parametrization A5B5dist in the information theoretic framework, it is tempting to conclude that each of these features is necessary in accurately modeling the data. Because the data set contains 4289 points, even a small difference in OLS cost (compare, for example, parameterizations A5B5dist and A5B4dist) results in significantly different AIC values. However, the AIC (24) is derived under the assumptions of independent, homoscedastic, normally distributed errors. If these assumptions are not valid, particularly if the 4289 points are not independent, then the magnitude of the AIC differences may be misleadingly large.

In spite of these potential setbacks, there are still several useful conclusions which can be safely drawn. As expected, the worst parameterizations (in terms of both OLS cost and AIC rank) are those which do not permit cell death in the population (B1). Parameterizations which feature probabilistically distributed AutoFI are more accurate than parameterizations which use a constant parameter \( x_a \) to describe AutoFI. Among the models which use a constant parameter \( x_a \) to describe AutoFI, the most parsimonious model (that is, the AIC selected model) is parametrization A5B4. (Parameterizations A5B4 and A5B5 differ minimally in cost, but A5B4 has fewer parameters.) The best-fit solution for this model is shown in comparison to the data in Figure 9. We find that a model which fails to account for variability in AutoFI in the population of cells does not adequately describe the increasing heterogeneity of the population of cells as division number increases. This is particularly noteworthy for cells having undergone 4 or more divisions, where AutoFI constitutes a comparatively larger fraction of the measured FI of the cells. Such an observation has important experimental ramifications for the design of intracellular dyes. While it has long been known that a population of cells must obtain a high level of FI (relative to their AutoFI) during the initial staining process in order for the experimenter to resolve multiple rounds of division in the population [55, 61], we now see that the variability of AutoFI in the population of cells also has an effect on the peak-to-peak resolution of the data. While AutoFI is a property of the cells being measured (it arises from intracellular molecules which emit light in the frequency bands used to detect the intracellular dye), focus may possibly be directed toward the design of dyes with spectral properties that minimally overlap with common intracellular molecules.

As in previous work [18, 19], we find that time dependence is a significant feature of the proliferation rates, given the model formulation (6). Significantly, we find that the population of cells cannot be accurately modeled by considering only a delay in the time to first division. For instance, the calibrated model using parameterization A4B5dist (which is the AIC selected model among those which does not feature completely time dependent proliferation) is shown in Figure 10. This parametrization does not permit any proliferation until \( t \geq t^* \), thus enforcing a delay before any division occurs in the population. Even with this feature, subsequent divisions of cells emerge too quickly in the model solution. Thus more complex time-dependence (parametrization A5) appears to be necessary, as the resulting decrease in cost outweighs the additional parameters.

The compartmental model was motivated by a desire to compute quantities such as cell numbers from the best-fit model solution. As noted above, previous methods for obtaining cell numbers relied on some form of deconvolution of the histogram data, typically via fitting by a series of normal or lognormal curves. While the compartmental model is more mathematically involved and requires considerably more time for fitting to data (a few minutes to a few hours, depending upon the parameterization used and the accuracy of the initial parameter guess for the BFGS algorithm), it does not require any assumption as to the shape of the distribution of cells within a single generation. Given a calibrated model solution \( n(t, x; \hat{\theta}_{OLS}) \), one can compute the total number of cells

\[
N_i(t) = \int_{x_a}^{\infty} n_i(t, x; \hat{\theta}_{OLS}) dx \tag{27}
\]

for each generation. It may also be of experimental interest to consider the number of precursors in the population. Because each cell division results in the formation of two daughter cells from a single mother cell, one must renormalize (by a factor of 2) the total number of cells in each generation in order to accurately analyze the proportion of cells proceeding through a specified number of divisions. Precursors, then, are cells in the original population (that is, at \( t = 0 \) hours) which eventually give rise to other cells with higher division numbers at later
Figure 9: Among the models which do not use a lognormal distribution to describe AutoFI, the AIC selected model is parametrization A5B4. When comparing the best-fit solution to the data, it is clear that a model lacking an AutoFI distribution will result in peaks which are too distinct when compared to the data.

times. The number of precursors is

\[ P_i(t) = \frac{N_i(t)}{2^i} = \frac{1}{2^i} \int_{x_a}^{\infty} n_i(t, x; \hat{\theta}_{OLS}) \, dx. \]  

(28)

Given that precursors represent numbers of cells in the original population, it follows that the total number of precursors

\[ P(t) = \sum_{i=0}^{i_{\text{max}}} P_i(t) \]

cannot increase in time (but may decrease as a result of cell death). Cell numbers and precursor numbers have been computed from the best-fit model solution (parametrization A5B5dist) and are shown in Figure 11 for undivided cells \((N_0(t), P_0(t))\) and divided cells \(\left(\sum_{i=1}^{i_{\text{max}}} N_i(t), \sum_{i=1}^{i_{\text{max}}} P_i(t)\right)\) as well as total cells. It follows that such curves could easily be used to determine such parameters as approximate doubling time for the population, or the fraction of cells which do not divide. These parameters may be of particular importance in accounting for changes in behavior as a function of experimental conditions (e.g., strength of stimulation) or in a diagnostic setting.
Figure 10: Best-fit model solution with parametrization A4B5dist, the AIC selected model among the subset of models which does not feature completely time-dependent proliferation. While this parametrization includes a delay before the first division is reached, this is still insufficient to describe the data as cells proceed through subsequent rounds of division too quickly. The discontinuity in the model solution at \( t = 48 \) hours is a result of a sudden change in the size of the histogram bins on which the data is specified.

Figure 11: Total cell counts (left) and total precursors (right) in terms of undivided cells, divided cells, and total cells. The values are computed from the best-fit model solution \( n(t, x; \hat{\theta}_{OLS}) \) with parametrization A5B5dist. Numerical values at data collection times are summarized in Tables 5 and 6. The slight increase (less than 0.3\%) in the total number of precursors between \( t \approx 60 \) hours and \( t \approx 90 \) hours is within the range of numerical error for the computed solution.
5 Discussion

In this report, a label structured system of PDEs for a population of dividing cells, indexed by the number of divisions undergone, is derived and fit to data. Under the appropriate assumptions for the label loss rate, autofluorescence parameter, proliferation rates, and death rates, such a model can accurately fit an experimental data set (Figure 7). Because each generation of cells is mathematically described by a separate structured density function, the proliferation and death rates can be estimated directly in terms of division number, and there is no need for any parametrization of these rates in the structure variable. This is in contrast to the previous fragmentation model (1) from [18]. The AIC-selected best-fit compartmental model contains 29 parameters and results in a best-fit OLS cost of $J_{A}(\hat{\theta}_{OLS}) = 3.0535 \times 10^{11}$ while the best-fit fragmentation model contained 73 parameters and resulted in a cost of $3.0901 \times 10^{11}$. Thus the compartmental model appears quite superior to the previous fragmentation model, as it contains fewer parameters and has a lower OLS cost. Additionally, the compartmental model can be used to compute cell numbers in terms of the number of divisions undergone. Certainly it may be possible to decrease the number of parameters in the fragmentation model by changing the placement of the nodes used for the estimation of the proliferation and death rate functions. Yet even if the total number of parameters could be decreased significantly without increasing the OLS cost of the fragmentation model, it still could not be used directly to compute cell numbers.

It is interesting to note that using the compartmental model we have found variability in AutoFI to be an essential feature of an accurate mathematical model. Yet the fragmentation model assumes only a constant value of AutoFI without significant sacrifice in accurately fitting the data (see [18]). The explanation for this unusual observation is the manner in which the proliferation rate is parameterized as a function of the structure variable (or the ‘translated variable’) in the fragmentation model. The large number of nodes used for the structural dependence of that proliferation rate (13 nodes) allows for significant variability in the proliferation rate, even among cells which are sufficiently close in the structural coordinate. Because the Gompertz function for label decay assumes that the rate of FI loss is directly proportional to the quantity of FI, a group of cells which divides immediately and then pauses will lose less label than a group of cells which waits for some time and then divides. In other words, the variability of the proliferation rate induces a variability in the label loss rate. As a consequence of this observation, it would be interesting to compare the effects of probabilistically distributed AutoFI with the effects of probabilistically distributed label loss rates in the compartmental model.

The major advantage of the compartmental model over previous efforts is the ability to compute cell numbers directly from the model solution (Figure 11). Because the compartmental model can be used to estimate the numbers of cells (or precursors) having undergone a specified number of divisions, biologically meaningful parameters can be assessed directly in terms of division number. For instance, the total number of precursors in the population, as a fraction of the original number, provides a meaningful estimation of cell viability. The total number of cells in the population can be used to estimate the population doubling time. As more complex experiments are conducted, the compartmental model could be easily generalized to account for division-linked changes (surface marker expression/differentiation, genetic mutations, etc.). Such features should be useful when comparing results from different data sets, such as when attempting to quantify the effects of a given chemical reagent, or distinguishing between diseased and healthy cells.

Of course, the meaningful comparison of parameter estimates between multiple data sets and experimental conditions relies upon quantification of the levels of uncertainty in the estimated parameters. This quantification, typically in the form of confidence bounds, is premised upon the accurate specification of the statistical model (14) which links the model to the data. In this report, the model was fit to the data in an ordinary least squares sense, with the tacit assumption that the error random variables $E_{kj}$ have mean zero and constant variance. However, this assumption is not an accurate description of the data. While the misspecification of the statistical error model does not invalidate the ability of the compartmental model to (qualitatively) fit the available CFSE data set, it does impede the meaningful quantification of uncertainty in the parameter estimates. Some initial discussions and results on an appropriate statistical model to be used with our mathematical model and inverse problem formulation (see [21, Chapter 3]) are given in [20, Section 5.1] and [68, Chapter 4]. Work is ongoing to establish a suitable mathematical form for the statistical model accurately linking the histogram data to the model.
Table 5: Total numbers of cells in terms of division number. For each time and generation, the total number of cells has been computed from the OLS best-fit model solution (top), from a deconvolution of the data using normal curves (middle) and from a deconvolution of the data using lognormal curves (bottom). While the numbers computed from normal and lognormal curves are generally close together, there are clear differences between the values computed from the deconvolution methods and those obtained with the compartmental model. The most striking example occurs for \( t = 120 \) hours for cells having undergone 6 divisions. It is interesting to note that the division peaks in the histogram data are not well-resolved for such cells, making the accurate determination of cell numbers difficult.

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>11339892</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11339892</td>
</tr>
<tr>
<td></td>
<td>9211571</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9211571</td>
</tr>
<tr>
<td></td>
<td>9254681</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9254681</td>
</tr>
<tr>
<td>48</td>
<td>5881557</td>
<td>6555814</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12437372</td>
</tr>
<tr>
<td></td>
<td>6298359</td>
<td>5473128</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11771487</td>
</tr>
<tr>
<td></td>
<td>6294945</td>
<td>5434570</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11729515</td>
</tr>
<tr>
<td>96</td>
<td>1906065</td>
<td>2478042</td>
<td>8092563</td>
<td>29976431</td>
<td>18520420</td>
<td>7588997</td>
<td>0</td>
<td>59562519</td>
</tr>
<tr>
<td></td>
<td>1970401</td>
<td>3284000</td>
<td>11019352</td>
<td>18184100</td>
<td>18307586</td>
<td>5252346</td>
<td>0</td>
<td>58017785</td>
</tr>
<tr>
<td></td>
<td>2364520</td>
<td>3940800</td>
<td>10467773</td>
<td>17773515</td>
<td>18846649</td>
<td>5409693</td>
<td>0</td>
<td>58800249</td>
</tr>
<tr>
<td>120</td>
<td>1476266</td>
<td>1978030</td>
<td>5605926</td>
<td>17086869</td>
<td>25529315</td>
<td>25986246</td>
<td>14337080</td>
<td>92000632</td>
</tr>
<tr>
<td></td>
<td>1969773</td>
<td>2969295</td>
<td>7881600</td>
<td>21021760</td>
<td>26272000</td>
<td>24958400</td>
<td>4597599</td>
<td>89666268</td>
</tr>
<tr>
<td></td>
<td>2195762</td>
<td>3435673</td>
<td>7722653</td>
<td>17150087</td>
<td>26755781</td>
<td>29050079</td>
<td>5517118</td>
<td>92727154</td>
</tr>
</tbody>
</table>

5.1 Comparison with Deconvolution Techniques

Given the applicability of the compartmental model (once calibrated) to computing the numbers of cells having undergone a specified number of divisions, a relevant comparison can be drawn between the results of a label structured PDE model and the commonly used deconvolution techniques. In Table 5, the number of cells in each generation is computed at each measurement time. For each time and generation, the top number is computed from Equation (27). The middle number is computed by first fitting the function

\[
\psi(z_k; s, \mu, \sigma) = \sum_{i=0}^{\text{max}} \psi_i(z_k; s_i, \mu_i, \sigma_i)
\]

to the data at a given time, where \( \psi_i(z_k; k, \mu_i, \sigma_i) \) is a normal density function with mean \( \mu_i \) and standard deviation \( \sigma_i \), scaled by a factor \( s_i \). The method of fitting is ordinary least squares. Then the total number of cells having undergone \( i \) divisions is \( \sum_k \psi_i(z_k; s, \mu_i, \sigma_i) \). The final number in each block of Table 5 is computed in an analogous manner, but with lognormal rather than normal density functions.

Unsurprisingly, the two deconvolution techniques (fitting with a series of normal or lognormal curves) provide estimates of cell numbers which are fairly consistent. However, these estimates occasionally differ from estimates obtained from the compartmental model. Of particular note is the difference for cells having undergone 6 divisions at \( t = 120 \) hours. It should be noted that this generation of cells is very difficult to distinguish in this particular histogram data set. Such poorly resolved generations of cells can be quite problematic for the deconvolution techniques, as the unique estimation of parameters (for the normal or lognormal curves) requires that distinct generations of cells be plainly visible. It appears to be a major advantage of the compartmental model to be able to fit data (and hence compute cell numbers) even when the histogram data features generations of cells which are less than ideally resolved. Of course, it is not possible to say from these results which technique (if either) is providing the correct number of cells. Yet, because the compartmental model is derived from a conservation law, and this conservation law must hold regardless of the parameters input into the model, cells cannot enter or leave the population except as permitted by the form of the model and the given parameters. Meanwhile, the deconvolution techniques do not arise from any conservation law, and the computed cell numbers in each generation may increase or decrease freely, unrestrained by any balance law. It seems then, that the
Table 6: Total precursors in terms of divisions number. For each time and generation, the total number of precursors has been computed from the OLS best-fit model solution (top), from a deconvolution of the data using normal curves (middle) and from a deconvolution of the data using lognormal curves (bottom). As in Table 5 we find general agreement between the values computed from deconvolution techniques, which are slightly different than those computed from the compartmental model. Under the assumptions of the experiment, the total number of precursors should not increase.

<table>
<thead>
<tr>
<th>Time (hrs)</th>
<th>Divisions Undergone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>11339892</td>
</tr>
<tr>
<td></td>
<td>9211571</td>
</tr>
<tr>
<td></td>
<td>9254681</td>
</tr>
<tr>
<td>48</td>
<td>5881557</td>
</tr>
<tr>
<td></td>
<td>6298359</td>
</tr>
<tr>
<td></td>
<td>6294945</td>
</tr>
<tr>
<td>96</td>
<td>1906065</td>
</tr>
<tr>
<td></td>
<td>1970401</td>
</tr>
<tr>
<td></td>
<td>2364520</td>
</tr>
<tr>
<td>120</td>
<td>1476266</td>
</tr>
<tr>
<td></td>
<td>1969773</td>
</tr>
<tr>
<td></td>
<td>2195762</td>
</tr>
</tbody>
</table>

This is particularly noteworthy in Table 6, where the number of precursors for each generation of cells is computed. As in Table 5, each block of Table 6 contains the results computed from the compartmental model, deconvolution with normal curves, and deconvolution with lognormal curves. Observe the significant increase (more than 10%) in the total number of precursors as computed by deconvolution between \( t = 48 \) and \( t = 96 \) hours. As discussed above, the total number of precursors cannot increase in a population of cells. While the number of precursors computed from the compartmental model also increases, it does so by a very small amount (less than 0.3%) consistent with the error in the numerical solver. Of course, it has already been noted that some data sets do in fact exhibit increases in the total number of precursors—a discrepancy arising from the inaccuracy of the assumption that each well plate contains an identical population of cells. On one hand, the deconvolution techniques would seem to have an advantage, as they are not constrained by any conservation law. However, this has an interesting implication. Because the deconvolution techniques do not link the population estimates from one data collection time to the next, there is a potential bias associated with such methods as a result of sample-to-sample variability in the experimental data. It should be noted that sample-to-sample variability is also problematic for the compartmental model solution. If the samples used to obtain the experimental data are not sufficiently similar, the conservation law (which follows from the assumption that each sample is identical) used to derive the model may not hold. In such a case, the compartmental model would be systematically in error (when compared to the data), as the calibrated model itself would still follow the assumed conservation law. Following the discussion above, we believe that a more accurate statistical model, which will necessarily include a careful consideration of the method of sampling/data collection, will resolve any discrepancy with the compartmental model. Some preliminary work on this subject is surveyed in [68, Chapter 4].

5.2 Generalizations of the Mathematical Model

Apart from issues involving the statistical model relating the mathematical model to the data, it has been shown that the compartmental model accurately reproduces the behavior of a PHA-stimulated population of CD4⁺ cells as represented in histogram data from a flow cytometry assay. This model accounts for the natural rate of CFSE FI decay resulting from turnover of the intracellular label as well as the autofluorescence of cells in the absence
of any fluorescent labeling. Simple linear models are used to describe the rates of cell division and death.

In this paper only a single CFSE data set has been examined and used to estimate the parameters of the mathematical model(s). It is believed that the compartmental model is quite general and should apply to a wide range of data sets from various experimental setups. Work is ongoing to analyze additional data sets to demonstrate such a wide applicability of the model. As additional data sets become available, several additional features may need to be considered at greater length.

It is hoped that the compartmental model can be generalized to account for multiple cell types both in vivo and in vitro. While the cells studied in this report were cultured in a saturating quantity of the stimulating agent PHA, cells in vivo (or even cells in vitro in a different experimental setup) will not experience such a strong, constant stimulation. As such, the possibility exists that some cells may return to a quiescent state during the proliferation assay. It is known that the autofluorescence of a cell changes depending upon its state of activation, and thus this mechanism may need to be included in subsequent modeling efforts. (For the current data set, the quiescent cells are all undivided, and AutoFI is negligible for those cells.)

Similar to the efforts in [18, 19], we have used Malthusian rates for both proliferation (with time-dependent rates $\alpha_i(t)$) and death (with rates $\beta_i$). As discussed in Section 3, such an assumption is reasonable provided the turnover of cells (resulting either from division or death) occurs at a sufficiently rapid pace. Given the physiological constraints placed on rapidly dividing cells (e.g., rates of growth and DNA replication), one would expect some sort of minimum cell cycle time. It is unclear if the necessity of time dependence in the Malthusian rates $\alpha_i$ is an artifact of such a feature. To test this hypothesis, several generalizations of the proliferation and death rate terms are immediately available.

First, one might consider the addition of a second structure variable (say, volume) which could be used to enforce a minimum cell cycle time by requiring that cells progress from some size $V$ to $2V$ before dividing, at which point two cells of size $V$ are produced. However, in the absence of additional observations, it is unclear what parameters (e.g., average rate of growth, or the parameter $V$) might be estimable from CFSE histogram data. Video microscopy measurements by Hawkins, et al. [42] indicate that average cell size may be division dependent, and this may add some additional complexity to the inclusion of volume structure. Biologically, it is expected that apoptosis occurs only at particular checkpoints in the cell cycle (particularly if external ‘kill signals’ are absent) so that a generalization to volume structure (or any other surrogate for cell cycle position or physiological age) may permit a more accurate description of cell death. Still, it is unclear what information might be estimated from only CFSE histogram data. It is possible that the forward scatter (FSC) of laser light may possibly be used as an observable surrogate for cell size, and some additional work will be necessary to investigate this possibility.

A second possibility to generalize the rates of proliferation and death would be to consider rate-limiting (e.g., logistic, Gompertz) models for proliferation and death. Some biological mechanisms have been proposed which may lead to density-dependent rates of cell death [27], and a Gompertz model for cell growth has been used to account for quiescence in the context of a size-structured population model [40]. Of course, generalizations to nonlinear division and death must be considered in the context of the improvement they provide in fitting a given model to CFSE data sets. Given the accuracy of the simple linear models (albeit with time-dependent rates of proliferation), such generalizations seem unnecessary at the moment.

Given that the compartmental model can be used to compute numbers of cells per generation directly, some comparison has already been made between the results obtained with this model and the cell numbers computed from deconvolution techniques (Tables 5 and 6). It remains to compare the parameter estimates and model fits obtained with the compartmental model with those obtained from previous models (Smith-Martin, cyton, etc.). In fact, it may be possible to incorporate into the compartmental model the mathematical forms used to describe proliferation and death in these models. Recall that the method of characteristics provides a solution (equations (9) and (11)) of the form

$$n_i(t, x(t; s)) = F(\text{Division,Death})$$

where $x(t; s)$ is the characteristic line emanating from the point $(0, s)$ in the $tx$-plane. Clearly, the left side of Equation (29) is independent of any mathematical formulation of cell proliferation and death. In this report, the form of the hypothetical function $F$ is determined from the PDE formulation of the compartmental model (2) and the accompanying assumptions regarding the Malthusian rates of proliferation and death. Alternative, one could consider using (29) or its differential form (i.e., (10)) as a starting point, defining the right side of
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the equation in accordance with the assumptions of the Smith-Martin or cyton models, or their generalizations [34, 41, 47, 58, 73]. While previous authors have derived these models specifically in terms of total cell numbers, (29) could be related back to previous work by simple integration. The primary advantage in using (29) would be in the direct comparison of the model to histogram data, rather than from computed cell numbers. Further study could reveal the extent (if any) to which such a direct comparison improves the unique identification of parameters in previous models, although this will first rely on an accurate statistical model.

In this context, it is clear that several alternative possibilities exist for a mathematical description of proliferation and death rates. Thus it is clear that the interpretation of the proliferation and death parameters must be made with careful regard to the form of the model. Given the form of the model solution (Equations (9) and (11)) for the compartmental model, it is plainly observed that linear changes in parameters for proliferation and death rates cause an exponential response in the computed solution [32, 38]. As such, the sensitivity of the model to these parameters, as well as the degree to which their estimation is unique, must be carefully considered when interpreting estimated parameters. The uniqueness of the estimated functions \(\alpha_i(t)\) will depend on how the nodes for the linear splines are chosen in relation to the times at which data is taken. In some models, it has been shown that the effects of a linear increase of cell cycle time with division number cannot be distinguished from the effects of a linear increase in the death rate with division number [48]. If this is the case, then the biological interpretation of some parameters may be suspect.

Ideally, the values of \(\alpha_i(t)\) and \(\beta_i\) can be related back to more physical/experimental parameters such as the type and strength of stimulation, which may in turn require the mathematical modeling of certain molecular pathways within individual cells. Recent work has indicated that the mechanisms responsible for cell proliferation and death may be mutually dependent upon a common molecular pathway [33, 67]. As more data becomes available, we hope to examine how the estimated parameters change under various experimental conditions, with an eye toward additional constitutive relationships linking molecular and/or subcellular functions to population dynamics [25]. In this context, it seems necessary to consider the extent to which these functions and/or pathways are inherited. Evidence suggests that closely related cells exhibit strong correlation in times to divide and some correlation in times to die, and that this correlation tends to decrease with the number of divisions undergone [42]. Cells with a common precursor may also share a common division destiny [42], which can be altered by stimulation conditions [70]. While computed cell numbers are relatively unaffected provided correlation is limited to cells having undergone the same number of divisions [34, 42, 45], correlation between subsequent division of cells can alter the dynamics predicted by a mathematical model [73]. For large populations, this effect seems negligible, but may play an important role in vivo where only a small number of responding cells can trigger an immune response [73]. Cyton models and branching process models have been formulated to account for various levels of correlation [34, 45, 73], and these models may be incorporated into the compartmental model framework as described above. Alternatively, it may be possible (given any reasonable, identifiable parameterizations of cell division and death) to place probability distributions on these parameters (e.g., on the functions \(\alpha_i(t)\) and \(\beta_i(t)\)) [6, 9, 12] in the manner described in Section 3.3.

5.3 Concluding Remarks

Our compartmental model is the latest in a series of structured PDE models which can be fit directly to histogram representations of flow cytometry data. Once calibrated, the compartmental model can be used to quickly and accurately estimate the numbers of cells having undergone a certain number of divisions. This information can be used to determine biologically relevant parameters which will help to meaningfully compare cells from different donors and experiments. While the use of cell numbers per generation is not new, the direct modeling of histogram data reduces any need for deconvolution techniques which may introduce unnecessary bias into the computed cell numbers. Moreover, because the model is based upon conservation principles, it should be possible to fit histogram data even when the ‘peaks’ in the data (representing distinct generations of cells) are not well-resolved. This is a significant advantage over deconvolution techniques. The actual number of generations which can be accurately modeled (that is, the maximum value of \(i_{\text{max}}\)) will depend upon the uniformity of the initial uptake of intracellular dye as well as the magnitude of the resulting CFSE FI relative to cellular AutoFI.

We are actively working to collect additional data sets with which to demonstrate the widespread applicability of this model, as well as to use this model in a systematic fashion to analyze how the estimated parameters
vary under changing experimental and biological conditions. Most immediately, this will require the development of an accurate statistical model for the data. The generalization of the model to multiple cell types is immediate, although an accurate quantification of any interaction terms will require some careful thought and experimentation.

As more information becomes available regarding the complex processes involved in cell proliferation, we are confident that the model discussed here provides a firm physiological foundation upon which CFSE-based assay data can be understood. We strongly believe that the ideas and results presented here will form an important interpretive framework with a wide array of applications in experimental settings, diagnostic tests [35], and perhaps in a more integrated model of cell dynamics [46, 50].
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