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The goals of this effort were to (1) develop an overall architecture that identifies key services and underlying protocols, (2) investigate the core network and system level requirements for supporting such a platform, (3) prototype key components and services that compose this infrastructure. This document presents progress on this effort and reports on the results.
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1.0 SUMMARY

The goals of this effort were to (1) develop an overall architecture that identifies key services and underlying protocols, (2) investigate the core network and system level requirements for supporting such a platform, (3) prototype key components and services that compose this infrastructure. This document presents progress on this effort and reports on the results.

2.0 PROGRESS AGAINST PLANNED OBJECTIVES

The following objectives have been achieved:

1. Exploratory Phase – Infrastructure Layer: Designed infrastructure layer overlay and services, i.e., self-organizing overlay and content-based routing and discovery services. Also explored potential authentication and authorization mechanisms at the overlay level to address requirements of a trusted communication layer.

2. Prototyping Phase: Developed and deployed a prototype of the self-organizing overlay. Evaluated the layer using simulations as well as existing testbeds.

3.0 TECHNICAL ACCOMPLISHMENTS

3.1 Design and Evaluations of Infrastructure Layer Services

The infrastructure layer has two components: a self-organizing overlay layer and content-based routing and discovery services.

3.1.1 Self-organizing Overlay Layer. The self-organizing layer is designed to build a dynamic overlay on top of trusted network elements, and provide abstractions for routing and querying managed information objects across these elements while maintaining the security and trust guarantees provided by the elements. The overlay is designed to be able to robustly handle the addition, deletion, failure or temporary unavailability of these network elements, adding additional levels of application level robustness and availability. Key attributes of the overlay structure include awareness of the physical infrastructure so that it can optimize itself and adapt to changes, security/access control and privacy built on the secure and trusted physical infrastructure by establishing trust between peers in the overlay, assigning access rights to
information in the system and restricting access to the information stored in the system so that only queries with appropriate credentials can discover it, and reliability and fault tolerance at both the overlay and the routine levels. Network elements and end hosts providing resources in the overlay have different roles and accordingly, different access privileges based on their credentials and capabilities. These credential and capabilities are used to manage application level information domains and can implement context and content aware access control.

3.1.2 Content-based Routing/Discovery Services. The routing engine is designed to build on the overlay and support flexible content-based routing and complex querying of managed information objects using partial keywords, wildcards, or ranges. It also guarantees that all resources with information object and data elements that match a query/message will be located. This layer also provides replication and load balancing services, and handles dynamic addition and deletion of data. The layer provides redundancy to prevent data loss. For example, every resource node may maintain the replica of the state of its successor node in the overlay, and reflect changes to this replica whenever its successor notifies it of changes. Correspondingly, it would also notify its predecessor in the overlay of any changes to its state. Consequently, if a resource fails, the predecessor node merges the replica into its state and then makes a replica of its new successor. If a new node joins, the joining node’s predecessor updates its replica to reflect the joining node’s state, and the successor gives its state information to the joining node. To maintain load balancing, load should be redistributed among the nodes whenever a node joins and leaves.

3.2 System Architecture

The overall architecture is a Distributed Hash Table (DHT), similar to peer-to-peer data lookup systems (Chord, CAN). The key difference is in the way we map information objects to the index space. In existing systems, this is done using consistent hashing [1]. As a result, objects in this case are randomly distributed across nodes without any notion of locality. Our design attempts to preserve locality while mapping the data elements to the index space – all objects in our case are described using a sequence of keywords and these keywords form a multidimensional keyword space where they are the coordinates and the data elements are points in the space. Two data elements are “local” if their keywords are lexicographically close or they have common keywords. Thus, we map data elements to a 1-dimensional index such that indices that are local in
the 1-dimensional index space are also local in this multi-dimensional keyword space. Further, they are mapped to the same node or to nodes that are close together in the overlay network. This mapping is derived using locality-preserving mappings called Space Filling Curves (SFC) [2-4]. Note that locality is not preserved in an absolute sense – documents that match the same query (i.e., share a keyword) can be mapped to disjoint fragments of the index space, called clusters. These clusters may in turn be mapped to multiple nodes, so a query will have to be efficiently routed to these nodes. The infrastructure layer optimizes the querying process using successive refinement and pruning of the queries to reduce the number of clusters generated for a query, and as a result, the number of messages generated. We have proved that for a generic query that defines a polyhedron region in the multi-dimensional space and matches $p\%$ of the stored data, the percentage of nodes in a typical system with matching data approaches $p\%$ [5].

3.3 System Operation

The infrastructure layer defines two basic operations: “publish” and “query”. Figure 1 illustrates the publishing process: the keywords describing the content of the data element and the SFC-mapping are used to construct the index for the data element, and this index is used to store the element at the appropriate node in the overlay. Figure 2 shows the simple querying process: the query is translated into the corresponding region in the multi-dimensional information space and the relevant clusters of the SFC-based index space, and the appropriate nodes in the overlay are queried.

3.4 System Evaluation

In order to evaluate the feasibility of the infrastructure layer and its potential for supporting scalable decentralized content-based discovery, we implemented a simulation using the Hilbert
SFC [2-4] mapping, and the Chord [6] overlay network topology. We used two types of data: uniformly distributed synthetic data; and real data from CiteSeer [7] consisting of HTML files describing scientific articles. In our experiments, we scaled the system size from $10^3$ nodes to $10^6$ nodes. The number of keys (unique keyword combinations) stored were $10^7$ for synthetic data, and $4 \times 10^5$ for real data. 3-dimensional (3D) and 5-dimensional (5D) keyword spaces were evaluated using three types of queries: partial keyword queries, wildcard and partial keyword queries, and range queries, grouped by their coverage (e.g., a query with coverage $p\%$ matches $p\%$ of the total data stored in the system). The results of our simulations show that the percentage of nodes with matches decreases as the system size grows, and approaches the percentage of data the query matches, indicating the scalability of the system.

To prove the efficiency of the optimized query engine, we measured the number of clusters generated without and with the optimization. We used queries grouped by coverage into three sets. The optimization greatly reduces the number of clusters generated (e.g., only 0.35% of the clusters need to be generated for the synthetic data, and 0.08% for the real data, for a query with 1% coverage).

We also implemented and deployed a prototype of the infrastructure layer on a cluster of 64 Intel Pentium-4 1.70GHz computers with 512 MB RAM Linux2.4.20-8 and a 100 Mbps Ethernet interconnect. Two sets of queries were tested, their runtime measured, and the results averaged. The first set consisted of keyword queries (no wildcards, ranges, partial keywords), and the second set consisted of wildcard and range queries. Our experiments showed that the runtime of a query grows with the size of the system. As the size of the system grows, the number of intermediary nodes involved in routing the query grows, causing an increase in the runtime. Also, the keyword queries perform better than the wildcard ones. The keyword queries are routed to a single destination, while the wildcard queries are routed to multiple destinations.
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