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Abstract—In this paper, we propose to reduce the MAC overheads in random access protocols by partitioning the channel spectrum used into a narrow channel and a wide channel. The narrow channel is used for transmitting the short packets (approximately 100 bytes long) and the wide channel is used for transmitting the longer packets. We intend to use multiple radios, one each for the different channel partitions. Narrow width channels have a reduced capacity, which lowers the maximum transmission rate achievable on these channels. As a result, the channel wastage due to the rate-independent MAC overhead can be reduced. We propose a protocol called WiSP (channel Width Selection based on Packet size) to estimate the appropriate channel widths depending on the relative traffic load involving short and long packets in the network. We evaluate our protocol using extensive simulations and demonstrate its effectiveness in achieving higher throughputs. We propose our algorithm to complement frame aggregation (which is an existing approach for minimizing MAC overheads). We show that there are scenarios during which the frame aggregation can perform poorly, and show that our proposed algorithm can provide a good performance even in those situations.

I. INTRODUCTION

The present day communication networks predominantly involve packets of smaller sizes. For instance, a 2008 study [1] showed that more than 55% of the packets in the internet are of sizes smaller than 100 bytes. This is not surprising given that many of the traffic such as, those generated by VoIP or the ACKs generated by TCP (used commonly by the HTML traffic) are small packets that are smaller than 100 bytes. Even though the transmission time associated with such short packets are small, the channel wastage due to bandwidth-independent overheads of the MAC protocol used is significant for these packets. The bandwidth-independent (or rate-independent) overhead is the channel time consumed independent of the transmission rate used for data packets.

In most of the present day wireless communication techniques that follow a random access scheme, the channel is first assessed to be free before a packet transmission to avoid collisions (e.g., DIFS in IEEE 802.11). If the channel is sensed to be busy, the nodes backoff until the channel becomes free again. The associated overhead due to the time spent in backoff or channel sensing are independent of the packet size or the transmission rate, and are hence bandwidth independent overheads. If, for instance, \( P_l \) (in bits) denotes the packet payload size, \( T \) (in seconds) denotes the channel time consumed by the rate-independent overhead associated with each transmission, and \( R \) (in bits per second) denotes the transmission rate, then \( \frac{TR}{P_l+TR} \) fraction of channel capacity is wasted as the rate-independent overhead [2]. Observe that the channel wastage is higher when the packet payload size is small or when we use higher rates of transmission. The wastage in capacity becomes significant when short packets (~ 100 bytes) are queued in front of longer packets (~ 1000 bytes), as the long packets have to unnecessarily wait for the short packets whose significant portion of transmission time is spent on the overheads.

Current approaches for reducing the bandwidth independent overhead include frame aggregation [3], [4], where multiple MAC frames are combined into a single large frame and sent using a single transmission opportunity. While frame aggregation is in general effective for reducing the effect of the overheads, there are some
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situations when frame aggregation cannot be adopted. For instance, in the case of voice flows, the packets usually arrive at a low rate and aggregating the voice packets before sending out the combined packets will incur a delay. Moreover, because voice packets are typically only 100 bytes long, multiple voice packets may have to be combined to create a single MAC frame that is large enough to mitigate the effect of MAC overheads. Therefore, the voice packets may end up being delayed further before they are actually transmitted over the network, which may result in a poor voice quality at the receiver. Simply choosing to not aggregate the voice packets may once again result in expensive channel capacity to be wasted on the overheads. With the rapidly growing rates of VoIP calls in the internet, this would imply a significant wastage of capacity.

In this work, we propose to partition the channel into a narrow channel and a wide channel. The narrow channel is used for transmitting the short packets and the wide channel is used for transmitting the longer packets. We intend to use multiple radios, one each for the different channel partitions. Narrow width channels have a reduced capacity, which as a result lowers the maximum transmission rate achievable on these channels. As a result, the channel wastage in rate-independent overhead can be reduced. However, it is not straightforward as to how much bandwidth (we interchangeably use the term bandwidth to imply the width of the channel) to allocate for short packet transmissions. This is because, if a node predominantly transmits long packets with very little short packets, then the capacity lost for the long packets while partitioning the channel may cause a negative effect on their throughput. On the other hand, if the node generates more short packets than long packets, then the bandwidth allocated for the short packets, if not sufficient, may result in an eventual packet loss due to buffer overflow at the sender side. It is therefore important to determine the appropriate bandwidth required for each of the packet sizes. Furthermore, it is also important to understand when to partition the channel, depending on the amount of short and long packets generated in the network.

We propose a channel partition scheme called WiSP (channel Width Selection based on Packet size), where we use a simple heuristic to determine the channel partition widths. WiSP estimates the relative load of short and long packets in the network and calculates the channel partition widths accordingly. We are not proposing our approach as a replacement for frame aggregation, but to rather use it to complement and provide an alternate means for reducing the MAC overheads during situations when frame aggregation cannot be used.

We show that our proposed protocol achieves a better performance in terms of achieving higher network throughput when compared to a situation where we do not partition. We also compare the performance of our protocol with that of frame aggregation for scenarios where frame aggregation does not provide effective improvements, and show that our approach provides a significant performance in those scenarios.

II. PROBLEM MOTIVATION

In this section, we demonstrate the benefit of choosing variable-width channels based on packet sizes. First, we wish to understand the amount of capacity loss when higher rates are used for short packets. For this, we generate packets of various sizes ranging from 100 bytes to 1500 bytes and plot the capacity loss calculated at various fractions of bandwidths. If $\alpha$ is the fraction of bandwidth allocated for the packet transmission and $DIFS, SIFS$ represent the inter-frame spacing in IEEE 802.11 (chosen to be $34 \mu s$ and $16 \mu s$ respectively, considering a slot duration of $9 \mu s$), the capacity loss, $C_{loss}$ is calculated using the following formula,

$$C_{loss} = \frac{(DIFS + SIFS) \cdot \alpha R}{P_t + (DIFS + SIFS) \cdot \alpha R}$$

In this equation, $R$ is the maximum rate of transmission, which at a bandwidth of 20 MHz (802.11 channel width) is 54 Mbps. We assume that the rate of a packet transmitted at $\alpha$ fraction of the bandwidth is also scaled by $\alpha$. The $C_{loss}$ values for the different packet sizes are shown in Figure 1. We observe from the plot that shorter packets experience higher capacity loss when they are transmitted at higher fractions of bandwidth than longer packets. In particular, we observe that for a 100 byte packet transmitted at the full bandwidth ($\alpha = 1$), the capacity loss is above 80%, whereas it is lower than 20% for a 1500 byte packet. We also observe that shorter packets experience fewer capacity loss when they are sent at narrower bandwidths. This suggests that choosing bandwidth based on packet sizes can lower capacity loss.

Next, we show that the percentage of channel partitioned for the short packets be proportional to the amount of short packets in the network. For this, we used ns-2 to simulated a 802.11a wireless link between two nodes and generated two constant bit rate UDP flows from one of the nodes to the other. One of the UDP flow generates 1000 byte packets at the rate 24 Mbps. The other UDP flow generates 100 byte packets. The packet
Figure 1. Percentage of capacity loss as a function of fraction of bandwidth used.

Figure 2. Illustration on technique used for partitioning the channels.

generation rate of the 100 byte packets is varied so that the percentage of short packets in the network (calculated by dividing the packet generation rate of the 100 byte UDP flow by the total packet generation rate of both the UDP flows) is in the range of 10% up to 50% in steps of 10% (accordingly, the packet generation rates for the 100 byte packets are evaluated to be 2.5 Mbps, 6 Mbps, 10 Mbps, 16 Mbps, and 24 Mbps). In each case we varied the percentage of channel allocated to short packets from 10% to 50% and measured the combined throughput of the both the flows in each case, which is plotted in Figure 2. We first observe that the throughput values peak at the channel percentage value that is same as the percentage of short packets. Furthermore, we observe that the throughput falls if the percentage of channel allocated to short packets goes beyond the actual percentage of short packets in the network, as this will reduce the amount of channel allocated to the long packet flows. We use this motivation for developing our channel partitioning algorithm.

III. NETWORK MODEL

We assume a single hop infrastructure network consisting of a set of static wireless clients controlled by an access point (AP). We consider a small to medium network consisting of 5 to 25 clients that are typical of a home or an office network. We assume that the available spectrum can be split into multiple sub-channels, each of varying widths. The center frequency of the sub-channel depends on the width of that channel. For all of our evaluations in this paper, we only consider situations where a channel is split into two sub-channels. Furthermore, we consider IEEE 802.11a channels and protocols. However, our algorithm is more generic and can be extended to any wireless technologies and for any number of sub-channels. Figure 3 shows an example where a 20 MHz channel is split in two possible ways, (a) two 10 MHz channels, and (b) a 5 MHz and a 15 MHz channel. Note that the center frequencies of the sub-channels change depending on their widths.

We assume that the clients and the AP are equipped with multiple radios. The wireless radios in a node are capable of transmitting over any one of the sub-channels at any instant of time, and are capable of switching across sub-channels. We assume that the sub-channels have sufficient guard band between them, so that the interference due to transmissions on adjacent channels is reduced.

Figure 3. An example where a 20 MHz channel is split into (a) two 10 MHz channels, and (b) a 5 MHz and a 15 MHz channel.

IV. THE WiSP PROTOCOL

The WiSP protocol is a centralized approach, where the bandwidth partition values are decided by the AP. Note that for successful communication between a pair of nodes, they have to be communicating on the same
sub-channel (involving the same center frequency and channel width). Thus, the channel partitions chosen by an AP has to be used by all the \( N \) clients controlled by this AP. The AP chooses the percentage of channel for the short packets in increments of 10\%, and the remaining channel is used for the long packets (after discounting for a guard band of \( W_{\text{guard}} \) in either cases). We make the following assumptions in our algorithm:

\[ \text{a) Assumptions:} \] 1) For simplicity of analysis, we restrict ourself to a single data rate. However, in practical scenarios an autorate algorithm can be used to determine the best rates for a given channel width.

2) An earlier work has shown that narrow channel have longer transmission range for a fixed power of transmission than wider channels [5]. In order to overcome the resulting asymmetry in links between the clients and the AP for the short and long packets, we scale the transmission power depending on the channel widths used. Therefore, narrower channels transmit at a lower power than a wider channel. We also scale the carrier sense and received SNR thresholds accordingly.

3) Because all the clients use the same channel widths, they can carry sense each other independently on each of the partitions.

4) We do not scale the slot size, DIFS, SIFS, and other system parameters. However, we scale the symbol time based on the channel width used. Scaling the symbol time will also affect the transmission rate used for data packets.

\[ \text{b) Algorithm:} \] Our WiSP algorithm is as follows:

| WiSP: Channel Partitioning Algorithm: 
Parameters: Total channel width - \( W_{\text{total}} \)  
Small packet Threshold - \( P_{th} \)  
Guard band - \( W_{\text{guard}} \)  
| // Algorithm executed at client \( i \)  
| 1. // Initialize current width for short packets  
| \( W_{\text{curr}} \leftarrow W_{\text{total}} \)  
| 2. // During each probing interval \( T_{cl} \)  
| 2.1 // size(packet) gives the size of packet in bits  
| 3. if \( \text{size(packet)} \leq P_{th} \) \{  
| 4. Send packets using \( (W_{\text{curr}} - W_{\text{guard}}) \) to AP  
| 5. numShortBits \(_i\) += \text{size(packet)} \}  
| 6. else \{  
| 7. Send packets using \( (W_{\text{total}} - W_{\text{curr}} - W_{\text{guard}}) \) to AP  
| 8. numLongBits \(_i\) += \text{size(packet)} \}  

9. // At the end of interval \( T_{cl} \)  
10. \( \lambda_i = \frac{(\text{numShortBits}_i + \text{numLongBits}_i)}{T_{cl}} \)  
11. \( \beta_i = \frac{(\text{numShortBits}_i + \text{numLongBits}_i)}{\text{numShortBits}_i} \)  
12. sendToAP(\( \lambda_i, \beta_i \))  
13. return  
14. recvFromAP(\( w \))  
15. if(\( W_{\text{curr}} \neq w \))  
16. \( W_{\text{curr}} \leftarrow w \)  
17. return

// Algorithm executed at the AP
18. // From each client \( j \), receive \( \lambda_j \) and \( \beta_j \)  
19. recvFromClient(\( \lambda_j, \beta_j \))  
20. // Calculate the network wide % of short packets  
21. \( \beta^* = \frac{\sum_i \beta_i \lambda_i}{\sum_i \lambda_i} \)  
22. // \( \lceil x \rceil \) rounds \( x \) to the nearest multiple of 10.  
23. \( w_{\text{percent}} = \lceil \beta^* \rceil \times 10 \)  
24. sendToClient(\( w_{\text{percent}} \times W_{\text{total}} \))

In the above algorithm, each of the segments (demarcated using a line) are executed at different instants of time. The algorithm starts by sending both the short and long packets on the same channel (using single radio) using the full channel width \( W_{\text{total}} \). Every client \( i \) then estimates the arrival rate of packets at its side, \( \lambda_i \) and computes the percentage of short packets \( \beta_i \) using the formula,

\[ \beta_i = \frac{\text{No. of packets of size } \leq P_{th}}{\text{Total no. of packets}} \]

where \( P_{th} \) is a packet size threshold, such that packets smaller than \( P_{th} \) are considered short and are otherwise considered long. The clients then send the estimate of arrival rate and the percentage of short packets to the AP periodically every \( T_{cl} \) seconds. The AP, after receiving the arrival rate and \( \beta \) values from all the clients, calculates the aggregate percentage of short packets in the network, using 

\[ \beta^* = \frac{\sum_i \beta_i \lambda_i}{\sum_i \lambda_i} \]

The AP then chooses the percentage of channel for the short packets to the closest multiple of 10 using \( \beta^* \), and broadcasts the channel width to all the clients (using sendToClient()). Once the new channel widths are received by the clients (in recvFromAP()), they use them to select the appropriate percentage of channels for the short and long packets.

Note that the AP estimates the bandwidth partitions based on the packets received from all the clients and all the flows. To enable new clients that may later join
the AP’s network, the AP sends the beacon packets (or neighbor advertisement packets) on the full bandwidth $W_{total}$ along with the information on the current bandwidth partition. Thus the new client can start using the new partitions right away. The AP can then re-calculate the bandwidth partitions for the whole network based on the packets that the new client generates. If any of the channel queue is full at a client, then the client can choose to send any additional packets arriving at that channel queue through the other channel.

V. PERFORMANCE RESULTS

We divide the performance evaluation section into two parts. In the first part, we validate our WiSP algorithm to show that our algorithm correctly estimates the percentage of channel to allocated to short packets. We provide simulations results that cover a variety of scenarios for this purpose. Later, in the second part, we compare the performance of our algorithm to that of frame aggregation for scenarios where frame aggregation performs poorly. As we mentioned in Section I, the main purpose of our algorithm is to not to replace frame aggregation, but to complement it in scenarios where frame aggregation cannot be performed (or performs poorly). All of our simulations are performed using an IEEE 802.11a network and the packet transmission rate is fixed at 54 Mbps, and a guard band of 5% is used between the sub-channels while partitioning the channels. Furthermore, we use a threshold, $P_{th}$ of 128 bytes to determine whether a packet is short or long.

A. Algorithm Validation

To validate our WiSP algorithm, we first repeated the simulation discussed in Section II using two UDP flows between a pair of nodes and used our WiSP algorithm to choose the best channel partitions for each of the percentage of short packets generated. We then plot in Figure 4, the total throughput obtained for the different percentages of the short packets. We also plot the maximum throughput obtained in Figure 2, which are labeled as ‘Fixed Partition’, as the partition values are fixed manually and are not chosen by WiSP, and the throughput obtained without using channel partitioning (using a single radio and a single channel for both short and long packets), which are labeled as ‘No Partition’. The plot also shows the percentage improvement obtained using WiSP and the fixed partition scheme over the no partition scheme, and the values are displayed on top of the corresponding bars. We observe that the WiSP protocol achieves almost the same throughput as the maximum throughput obtained using fixed partition values. Furthermore, we observe that partitioning the channels improves the throughput performance significantly, and the percentage of improvement is higher for higher percentage of short packets in the network. We also found that the percentage of improvement starts to decrease as the percentage of short packets in the network is increased beyond 50% (we have not shown those plots here to avoid cluttering the figure). This is because, the benefit from partitioning the channel can be useful only when there are a significant mix of long and short packets in the network. When a network has predominantly short packets, then there are not much long packets that can benefit from the capacity saved by using channel partitioning.

We observe that the throughput achieved using the WiSP algorithm is slightly lower than the throughput achieved using a fixed partition. This is because, our WiSP algorithm initially does not partition the channels, as it has no estimate of the amount of short and long packets in the network. Later, as the clients start estimating the percentage of short packets and reporting them to AP, they start to use different sub-channels for the two packet sizes. The associated latency involved in estimating the percentage of short packets and getting the amount of channel form AP, therefore creates a through traffic difference. There is also latency involved in estimating the throughput values when the percentage of short packets vary within a flow depending on the flow dynamics, such as in the case of TCP or variable bit rate UDP flows. Before proceeding to evaluate the performance of our protocol for these cases, we first show that our algorithm can correctly estimate the percentage of short packets even when they vary.

For this, we generated two UDP flows, as before between a client and the AP. One of the UDP flows generates a constant bit rate traffic of 24 Mbps consisting of 1000 byte packets. The other UDP flow generates 100 byte packets. However, the rate of this flow is varied at intervals of 15 seconds starting from 24 Mbps to 10 Mbps, and then to 3 Mbps before finally increased to 16 Mbps. We plot the actual percentage of short packets as evaluated using these rates, and that estimated by our algorithm in Figure 5. The interval at which the clients send the reports on percentage of packets is set to 5 seconds. We, therefore observe that except for a latency of 5 seconds, our algorithm correctly tracks the percentage of short packets.

Next, we further validate our protocol using TCP flows. For this, we considered a network where the
number of clients are varied from 5 to 25 in steps of 5. Each client generates a TCP flow towards the AP for 60 seconds; the TCP frame size is fixed at 1000 bytes, so that the TCP ACKs (which are 40 bytes long) are the only short packets in the network. We then plot the aggregate throughput obtained using WiSP algorithm, the throughput obtained using fixed partitions, and that obtained without partitioning the channel. For the case of fixed partitions, we observed that the channel partition at which the maximum throughput was achieved was different for different number of clients. We therefore, plot only the maximum throughput achieved across multiple partitions. The plots are shown in Figure 6. We once again observe that the WiSP algorithm achieves a throughput that is close to the maximum throughput achieved using the fixed partition case. Furthermore, we observe that, except for the 5 clients case, partitioning the channels consistently offers a throughput improvement of around 10 to 12%. This is because, in the case of TCP flows that we generated the performance improvement can be achieved only from the ACK packets, which are relatively fewer than the amount of data packets sent. The throughput improvement in the case of 5 clients may be high because of lower contention due to fewer clients in the network, which may have have resulted in more data packets and ACKs.

Finally, we wish to validate our protocol for the case of variable bit rate UDP flows. For this, we once again consider a network consisting of 5 to 25 clients. Each client generates a constant bit rate UDP flow at 24 Mbps rate consisting of 1000 byte packets, and a variable bit rate UDP flow consisting of 100 byte packets. The rates for the variable bit rate traffic is chosen randomly form the set \( \{2.5 \text{ Mbps}, 6 \text{ Mbps}, 10 \text{ Mbps}, 16 \text{ Mbps}, 24 \text{ Mbps}\} \). Furthermore, the rate of packet generation is varied every 15 seconds. The simulation time is set to 60 seconds. Figure 7 plots the throughput values averaged over 10 different runs of our simulation (where the rates for the variable bit rate flows are randomly chosen each time) obtained using WiSP, the maximum throughput obtained using the fixed partition algorithm, and the throughput when the channel is not partitioned. We observed that the percentage of channel at which the maximum throughput was achieved varied for each run of our simulation. However, in each case our WiSP algorithm correctly estimated the percentage of short packets, as we can observe from the plots. Furthermore, we observe that unlike the case of TCP, we achieve throughput improvement of at least 25% and up to 79% using our WiSP algorithm. This shows that a significant percent of channel capacity has been saved using our algorithm.

B. Comparison With Frame Aggregation

In Section I, we discussed an example scenario in the case of VoIP flows where frame aggregation cannot be used. We now provide throughput results for such a scenario both using frame aggregation and WiSP. For this, we considered a single client-AP network. The client is made to send constant bit rate traffic. One of the flows is set to send 1000 byte packets at a rate of 24 Mbps. We then generated a number of flows that send 100 byte packets at a rate of 1 Mbps. The 1 Mbps flows are intended to simulate a voice traffic. The number of 100 byte packet flows is varied from 1 to 5. In each case, we measure the throughput obtained without using frame aggregation or WiSP, the throughput obtained using WiSP, and that obtained using frame aggregation (we used the code shared with us by the authors of [6] for frame aggregation). Because the largest
packet size used in our simulations is 1000 bytes, we set the maximum frame size for frame aggregation also to be 1000 bytes to get a fair comparison. Figure 8 shows the corresponding results. We observe that frame aggregation does not achieve a throughput improvement that is higher than 11%. Whereas the WiSP algorithm achieves an improvement of up to 43% depending on the number of 100 byte flows in the network. This is because, the frame aggregation algorithm maintains a FIFO ordering on the interface queue from which the packets are combined. This FIFO ordering is maintained per destination, rather than per flow. Therefore, rather than benefiting from combining the 100 byte packets after buffering them for a while, the frame aggregation algorithm aggregates the packets as they arrive. Because most of the packets are 1000 byte long, a significant portion of the packets go un-aggregated.

Next, we wish to simulate a scenario where a user attempts to open multiple web sessions. Web pages are TCP connections where the associated HTTP packets are transferred within a few seconds. To emulate this scenario, we simulated five different TCP flows every 5 seconds, each lasting for just 5 seconds. We varied the number of clients in the network from 5 to 25 in steps of 5. Every client in the network is made to simulate the same number of TCP connections as explained. We then plot in Figure 9 the combined throughput of all the TCP connections across all clients for the case where no WiSP or frame aggregation is used, and for WiSP and frame aggregation scenarios. We observe that, once again, frame aggregation does not provide significant throughput improvements; the maximum percentage improvement is 5%. However, we observe that WiSP provides at least 11% and up to 45% improvement for the cases shown. The reason for the poor performance in the case of frame aggregation is because the TCP flows are short lived and therefore not much ACK packets are generated. Furthermore, we found that the AP does not aggregate ACKs belonging to different clients, eventually leading to a significant amount of ACK packets being not aggregated resulting in a bad performance.

The above two scenarios provide evidence that frame aggregation can perform poorly in certain scenarios, during which partitioning the channel using WiSP can be useful.

**VI. EXTENSIONS TO A DISTRIBUTED SCENARIO**

Our centralized algorithm can be easily modified to a distributed setting suitable for a multihop network. In the distributed case, the bandwidth partitions are estimated by the receive nodes, which for instance, may be the next hop node for a flow. However, the nodes that send the packets to a common next-hop node $j$, have to send their estimate of the arrival and transmission rates of the packets of only those flows that are sent through $j$. Thus, different flows in a node can be assigned different bandwidth values depending on the next-hop of a flow. The nodes, therefore, may have to switch across different bandwidth pairs for transmitting the packets belonging to the different flows. Furthermore, every hop of a given flow may be using a different bandwidth values. Note that a single flow targeted at a given next-hop node have to use two different bandwidths, one for the short packets in the flow and the other for the long packets in the flow. Thus, two radios are required for simultaneously transmitting the packets of a flow on the two bandwidths. Furthermore, two more radios are required per node for receiving packets sent by other nodes on two bandwidths. Thus, our distributed algorithm requires that every node is equipped with at least four radios.
Few interesting problems arise in the case of a distributed setting as summarized below:

c) Carrier sensing across different bandwidths:
The nodes in the case of a distributed setting may be using different bandwidths on the same channel spectrum. An important aspect, therefore, that need to be considered in a distributed setting is the means for carrier sensing transmissions on all the possible bandwidth pairs. One straightforward heuristic will be to carrier sense every possible bandwidth pair before initiating a transmission. The carrier sense thresholds, of course, have to be scaled according to the bandwidth, as mentioned in the centralized case. This mechanism, however, can be expensive due to the associated latencies. We wish to explore effective alternatives to this simple approach.

d) Interference-aware bandwidth selection:
We illustrate this problem using the example in Figure 10. The figure (a) shows two transmissions on the same frequency spectrum, one from node A to B, and the other from node D to C. The transmissions, however, use only the bandwidths that are shaded black. These two transmissions cannot take place simultaneously (indicated by a cross mark), as otherwise they will interfere with each other since their bandwidths overlap. If however, the bandwidth are chosen as in (b), then the two transmissions can be scheduled simultaneously without interfering with each other, as their bandwidths do not overlap. Thus, (b) can achieve a higher system throughput than (a). We wish to explore more on interference-aware channel width selection algorithms.

VII. RELATED WORK

The bandwidth independent MAC overheads limit the maximum achievable throughput despite the various physical layer approaches used to improve the wireless network performance [7]. Frame aggregation, is a popular approach that is currently being used to address the bandwidth independent overhead problem [3]. In this section, we describe some of the approaches used to improve system throughput using frame aggregation.

The IEEE 802.11n standard proposes two approaches to frame aggregation, namely the MAC service data unit (MSDU) aggregation, and the MAC protocol data unit (MPDU) aggregation [8]. MSDU aggregation is the more efficient of the two aggregation methods, where the packets, belonging to the same destination, are aggregated into a single 802.11 frame with a common MAC header and checksum. This scheme is useful for aggregating multiple small user packets such as TCP ACKs or other control oriented data.

MPDU concatenates normal 802.11 MAC frames each having its own MAC header and checksum. Each of these subframes is separated by a MAC delimiter, which includes a length, checksum, and delimiter signature. The MAC delimiter allows a receiver to robustly separate each subframe, even in the case where some errors occur in the individual subframe. The MPDU approach is less efficient than MSDU because of the added overhead of
the individual MAC headers of the constituent 802.11 frames. However, MPDUs support a block ACK scheme by which individual subframes are acknowledged separately, which allows the re-transmission of only those subframes in error. A restriction of both MSDUs and MPDUs is that all of the constituent frames must be of the same quality of service (QoS) level. It is not permitted to mix voice frames with best-effort frames, for example.

Several variants of the basic MSDU and MPDU scheme have been proposed in the literature. For instance, Skordoulis et al [4] proposed a two-level frame aggregation scheme that mixes the two aggregation methods. In the first stage, the MAC aggregates user packets from the upper layer into an MSDU with a MAC header and checksum. Then, a series of these MSDUs are concatenated into an MPDU with each MSDU separated by a MAC delimiter. This scheme increases the maximum aggregation size compared to using MSDUs and reduces MAC header overheads compared to using MPDUs. It allows the block ACK scheme to be applied to the MSDUs. Kim et al. [9] proposed a multi-layer scheme that provides aggregation at both the MAC and PHY layers. The MAC aggregates multiple MAC frames into an MPDU, and then the PHY aggregates a series of MPDUs into a single physical frame. Within the physical frame, an additional physical delimiter precedes each of the MPDUs. The physical delimiter contains modulation and coding scheme information for each MPDU, and thus allows each MPDU to be transmitted at a different rate. Unlike the other existing approaches, this scheme also supports multi-destination aggregation because each MPDU can be addressed to a different destination.

Sadeghi et al. [10] proposed the opportunistic autorate (OAR) method, which uses frame aggregation to take advantage of favorable channel conditions. When the underlying rate adaptation algorithm shows that a frame can be sent at higher than base-rate, the MAC attempts to aggregate frames so that the time spent sending the frame at the higher rate equals the time to send a single frame at base-rate. This preserves the basic fairness capabilities of the 802.11 MAC while taking advantage of higher rates and the overhead reduction of frame aggregation. In [11], the authors propose a cross-layer approach for frame aggregation by which both broadcast and unicast packets can be aggregated into a single frame. The authors use this approach for combining ACK packets (which are considered to be broadcast frames as they do not require link level ACKs) with TCP data packets traveling in the opposite direction. In [12], the authors propose to use frame aggregation, not just to improve the TCP throughputs, but also to improve fairness and reduce the end-to-end delays in the network.

While frame aggregation can be thought of as a time-based approach, where frames belonging to different time instances are aggregated, the bandwidth partition approach that we propose is a frequency-based approach. Our scheme can therefore be used to complement the frame aggregation scheme. Furthermore, our scheme can benefit from frame aggregation, as multiple short packets sent on the narrow channel can be combined to a single large frame and sent on the wide channel whenever the bandwidth allocation for the short packets is not sufficient. However, we do not exploit this possibility in our current approach.

VIII. CONCLUSION

In this work, we have proposed to partition a channel into a narrow and a wide sub-channel for overcoming MAC overheads. The narrow sub-channel is used for sending short packets and the wide channel is used for sending long packets. We have proposed a centralized algorithm for partitioning the channel and have discussed some interesting problems when extending this to a distributed algorithm. We have studied the performance of our algorithm using extensive simulations and show that our algorithm can provide significant improvements even in cases where frame aggregation performs poorly.
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