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Executive Summary

High quality information gathered in a short time leads to good decision making. Search and detection systems are designed to provide information. The effectiveness of a search and detection system is dependent on the search algorithms used, the accuracy of detection sensors, and the search environment. This thesis is focused on altering the search environment to increase search performance, that is, to decrease the expected time it takes a single searcher to find an object, the target, inside the search environment.

We model the search environment as a simple connected, undirected graph. The nodes of the graph represent the discrete search cells. An edge between two nodes exists if the search cells are accessible from each other in the search environment. A searcher is restricted to moving along edges of the graph as he searches the environment.

The target’s location is fixed and randomly chosen according to a probability map showing the likelihood of the target’s presence at each search cell. Due to the lack of prior intelligence, the target could be located to any cell equal likely and the probability map is non-informative, i.e., uniform. Incorporating prior knowledge about the target’s location requires reasonable probability models to calculate the probability map. A Markov chain is handy to do those calculations. Assuming the target’s exact location at time zero, the Markov chain calculation provides probability distributions for any time late, that is, the delay time until the search begins.

Our objective is to find the edges we have to add to the graph in order to maximize the search performance. It is often computationally intractable to analytically compute the expected time to find the target; however, we can always estimate the quantity through simulation. While simulation can be used to evaluate the goodness of the added edge, it does not help to optimize the edge selecting process. We do not want to add edges randomly in a brute force kind of manner and evaluate our choice by simulation. We prefer to add edges in an optimal manner. Therefore we need a measurement for goodness that allows us to put the edges in order.

The algebraic connectivity — the second-smallest eigenvalue of the graph Laplacian — has been shown to serve as a good measure to judge the goodness of an added edge. We find a heuristic relationship between algebraic connectivity and time to find the target. The algebraic connectivity is non-decreasing with adding edges to the graph. Increasing algebraic connectivity will most likely decrease the time it takes to find the target. Besides brute force, we could neither find nor develop an exact method that meets our desire of finding the optimal set of edges to
add. However, we demonstrate that a heuristic, greedy algorithm that utilizes the information of the Fiedler vector — the eigenvector associated to the second-smallest eigenvalue of the graph Laplacian — is a very effective and efficient method to maximize the algebraic connectivity. We compare this method to an algorithm that uses a semidefinite program to maximize the algebraic connectivity by adding edges. Using the greedy algorithm is supported by the analysis of the resulting search times.

In addition to increasing the algebraic connectivity of the graph, the maximum hitting time can be used to grow a graph as well. A uniform probability map does not provide information to the searcher about the next move. The searcher will start a random walk through the graph. The hitting time is the time it takes a randomly walking searcher to travel between any two nodes of the graph. Large hitting times in a graph cause large search times. Motivated by this fact, we place an edge between the nodes that have the maximum hitting time.

Our simulations have shown that it is sufficient to add a few edges to the graph chosen by the greedy algorithm. The gain in search performance incurred by adding edges vanishes with graph density. The decrease in time to find the target follows an exponential trend with augmenting the graph and approaches the expected time it takes to find the target in a complete graph. We propose approximation formulas to estimate the parameters for the exponential trend line.

By constraining the growing algorithm to consider only a special subset of the nodes, we can increase search performance even further. Intuitively, we would like the searcher to search the cells with a higher probability of the target’s presence with priority. We extract an induced subgraph containing only cells with a high likelihood of finding the target. To determine the size of the subgraph, we use the entropy of the probability map as a measure. The subgraph is subjected to augmentation by the proposed methods before it is merged back into the original graph.

Simulation studies show that the results hold whether we use a myopic searcher or a searcher that finds its way to the next desired search cell using a shortest path algorithm. The main part of the simulation was done utilizing a perfect myopic searcher. Although the absence of false detection rates may appear to oversimplify the search problem, it shows interactions with the environment. The searcher could be trapped just because of the nature of the myopic behavior. Using a shortest path searcher supports the proposed methods to augment the graph in order to increase search performance.
As a side product, the reader will find comparing analysis of two algorithms to generate random connected graphs. Looking for a way to generate random graphs that can be used as a search environment, we find that a time-consuming acceptance–rejection method can be used to ensure the graph is connected.
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CHAPTER 1: 
INTRODUCTION

1.1 Background

The three main parts in ground battle, such as in urban and irregular warfare, are fire, movement ability, and resistance against adversary weapon force. These military skills have determined the strength of an armed force for ages. As a fourth battle factor, information dominance has recently been added due to the invention and dramatic improvement of computer systems in the last half century.

Knowledge about the adversary’s state can be a huge advantage and can influence an operation’s outcome. Thus, the faster we have access to some information and the more detailed it is, the better we are able to respond in an appropriate way. Search and detection systems are built to provide such information. We can find such systems almost everywhere, for example, from a single soldier with binoculars, to remote sensors on the ocean floor up to sophisticated robot systems and unmanned aerial vehicles (UAVs). Information-gathering systems are imperfect and it takes time to find a target. There are two obvious ways to increase the system’s performance: (1) make the technology better, and/or (2) develop better search algorithms and decision rules. There is a third way that is not so obvious and barely studied—changing the search environment.

This thesis focuses on analyzing the effect of the system’s performance when we can influence the environment and if we are able to change it to cause an advantage for the searcher or a disadvantage for the adversary.

A simple, pictorial example is a building containing a hostile combatant. The task is to find him as soon as possible. We have to decide the order in which to search the floors and rooms and are constrained by the building’s structure. Now, assume we can break a wall to reach another room more quickly. The question is to determine, which wall to break down to minimize the expected time to find the target.
1.2 Objectives

We will model the search environment as a simple connected undirected graph, which is a common method for a variety of search problems. By inserting new edges to the graph we are going to change the search environment’s model. Our objective is to maximize search performance, that is to minimize the time needed to find the target. Considering a stationary target and a given initial graph, we want to determine, which edge to add to minimize the expected time to find a target inside the search environment. If we know something about the target’s behavior and we have some idea where the target is more likely to be, we are going to include this information in the decision process. We want to answer the question: how does a prior probability distribution of the target’s location affect the decision about the edges to add? If we allow the target to move, it raises the question of how this influences the decision. In particular, how do we handle target movement while updating the probability map, that is each cell’s likelihood of containing the target? Extensive research on Markovian targets exists in the literature, as described in the next section. Does the solution for minimizing the expected search time by choice of edges to add still hold for a moving target? In addition to finding the target as fast as possible, we may want to constrain the target’s movement. Which existing edge in the graph should we remove to make it as hard as possible for the target to escape detection?

To put our objectives in an operational scenario, assume we have to plan the search route for an unmanned aerial vehicle (UAV). The task is to find a ground target. We use a discretized search area and two search points are connected if they are accessible from each other in the original environment, i.e., a road in the search environment will result in a path of search nodes in the discretized model. We assume an imperfect sensor; in particular it could miss the target and thus has to search the area more than once. The first question is: which connections between search points should we artificially include in the model to minimize the time to find the target. Now assume we have a probability overlay for our discretized search model that provides information about the likelihood of target locations. We want to know if this additional information influences the choice of edges to add. Can we find a better solution using this additional information? In particular, can we find the target in shorter time? Intuitively, we will do best visiting the search points in order of probability from highest to lowest. But it takes time to travel from one point to another and we could spend too much time traveling. So, we are likely not interested in connections between points far away from each other. In the next step we allow the target to move. Do we have to adapt our model to that new situation in order to minimize the search time? Assume we could locate a ground team in the search area, i.e., a checkpoint.
We constrain the target’s mobility by taking out an edge of the model without influencing the UAV’s agility. Where should we place the checkpoint to most constrain the target’s movement? If we could disconnect the search model we would create two smaller subproblems.

1.3 Literature Review
Graphs provide simple and pictorial ways to represent relationships between objects. For that reason, graph theory is widely adaptable to diverse problem solving. Networks, e.g., the Internet, social networks, biological networks, and simple road maps, are probably the most well-known examples that use graphs for modeling purposes. A small part of graph theory is focused on random graphs [1]. Although not obvious at first, random graphs are used to get insight into real-world problems [2, 3]. The first theoretical models of a network incorporating random graphs was proposed by Paul Erdős and Alfréd Rényi [4, 5]. Among all graphs, random or not, connected graphs are of special interest. Ensuring connectivity while generating random graphs is not an easy task and [6] provides a probabilistic investigation.

The Laplacian matrix of a graph and its eigenvalues can be used in various areas of mathematics with interpretations in several problems in physics, electrical engineering and many others. Among all eigenvalues of the graph Laplacian, one of the most popular is the second smallest. This particular eigenvalue has been studied extensively by M. Fiedler [7, 8]. In terms of graph theory, this eigenvalue is denoted as algebraic connectivity. Because of its importance and in honor of Fiedler’s work, the associated eigenvector is known as Fiedler vector. Classifications of bounds to other graph properties as a function of algebraic connectivity are shown in [9] and recently summarized in [10].

While the strategy of assigning edge weights to graphs in order to maximize the algebraic connectivity has been widely studied and applied to various problems [11, 12, 13], the problem of adding some non-existing edges to achieve the same goal remains challenging. In fact, this problem is proved to be NP-hard [14]. In this research area, Boyd’s publication [15] is of particular interest. He and his co-workers have identified and given a common framework for a lot of these edge-weight problems using a semidefinite program (SDP) [16]. For each of the missing edges, we can either add or not add that edge, which is a boolean decision variable. Thus, the SPD is constrained to a boolean solution. In [17], Boyd and Ghosh introduce a relaxation to the boolean constrained semidefinite program, as well as an application of the Fiedler vector. While the relaxed SDP does provide an optimal non-integer solution, which represents an upper bound for the augmented graphs algebraic connectivity, it does not directly
yield a solution to the original problem. At the end, a simple rounding of the edge weights makes this a heuristic method. Neither the Fiedler vector method nor the relaxed SDP guarantees an optimal solution. In case of growing a graph by one edge, Kim [18] defines a method that uses the Fiedler vector and provides the optimal solution.

The connection between algebraic connectivity and search performance has been studied in [19], and a framework for decision making in probabilistic search can be found in [20]. To the best of our knowledge there is no publication that provides insight into the relation between augmentation of a given connected graph and search performance.

Another property we looked at during this study is the hitting time related to random walks on connected graphs [21, 22]. Calculating the hitting times for a given graph is computationally expensive, especially if the graph gets large. Markov chains have been used for that calculation and sophisticated algorithms have been developed to reduce the computational effort [23, 24]. The hitting time bridges directly from graph theory to search theory.

Search and search theory constitute a broad subject. The literature provides countless sources and applications with search problems. Many of those references, even if not directly applicable to our problem, help to learn about different techniques of problem solving. A variety of sequential optimization problems can be expressed as special cases of an elementary search problem [25]. Search on graphs is often related to dynamic programming [26], with the desire to find a self-adjusting data structure, reorder nodes to reveal similarities [27] or combinatorial search to reconstruct hidden graphs [28]. The author of [29] defines a small-world topology in a graph-theoretic sense and finds that such topologies can make a search problem very difficult and that the cost of solving such search problems can have a heavy-tailed distribution. In economics, we find another major field of search problems and applications. Defining the best out of several possible alternatives with different properties is considered a search problem [30] with very strong connections to optimization problems.

Search and detection from a military point of view typically looks for a lost object or a target. The problem variety ranges from searching for objects hidden in boxes [31] to searching for moving targets [32, 33], to pursuit-evasion problems [34, 35, 36, 37, 38]. Many search algorithm and techniques make use of Bayes’ law to calculate and update probabilities of finding the target at a specific location [39, 40]. Those probabilities are used to find an optimal path through the search environment. Branch-and-bound algorithms used to solve search problems, as well as two classical search problems, can be found in [41].
1.4 Scope
Among the various kinds of search problems, we concentrate this study on a single searcher and a stationary target within a discretized environment.

Because of the known relationship between algebraic connectivity and search performance, we first study how to optimize the connectivity of a given graph by adding a specific number of edges. To measure the connectivity, we use the eigenvalues of the graph Laplacian, in particular the second-smallest eigenvalue.

Second, we analyze the effect of the graph modification on the search performance, assuming the searcher follows a computed path determined by a recursively updated likelihood of the target presence in each of the search cells—the probability map.

1.5 Main Contributions
With this study, we seek to enhance the relationship between graph and search theory. We can show that it is beneficial to add non-existing edges to the graph in order to increase search performance. The change in time to find the target caused by augmenting the graph follows an exponential pattern. This further implies that the gain in search performance decreases with graph density. We propose a formula that can be used to roughly approximate the decrease in time to find the target by adding edges to a sparse graph.

In addition, we analyze different methods to generate random simple, connected graphs as well as various methods to grow a graph. We rigorously evaluate these various methods and compare them with existing approaches. Further, we provide a model that incorporates probabilistic target information with the search problem.

1.6 Organization of Thesis
In Chapter 2, we summarize the known results related to the problem we try to solve. We subdivide the review into subsection probabilistic search, graph theory, and optimization. Furthermore, we define the notions used later on in this chapter.

Chapter 3 starts with the analysis of the different methods to generate a random simple, connected graph, followed by finding the best way to grow a graph for the purpose of decreasing search time. That decision is supported by simulation results. Finally, we propose a formula to roughly approximate the gain of adding edges. Analysis is followed immediately by results in
Chapter 3 for all the small subproblems in the same chapter.

Furthermore, we briefly describe problems we have seen during this study related to search behavior, false detection rates, and projection of the results to more realistic problems that could appear in real life. Those problems are considered in ideas for future work in Chapter 4.
CHAPTER 2:
MATHEMATICAL FORMULATION

2.1 Problem Formulation
This thesis’ goal is to alter the search environment in order to maximize search performance. We use the \textit{time to decision (TTD)} as measure of performance (MOP). The search is conducted on graph $\mathcal{G}$ with vertex set $\mathcal{V}$, edge set $\mathcal{E}$ and with initial probability distribution $p(v)$, that is the likelihood of the target’s presence at vertex $v$. We use the symbol $TTD(\mathcal{G}(\mathcal{V}, \mathcal{E}), p(v))$ or simplified $TTD(\mathcal{G}, p(v))$ to denote the associated search performance. The searcher is considered as given and we are not able to change any of its properties such as sensor characteristics. The environment, modeled as a simple connected graph, can be modified by adding $k$, $0 \leq k \leq m$, non-existing edges to the graph $\mathcal{G}$. The set of non-existing edges is denoted by $\overline{\mathcal{E}}$, with $|\overline{\mathcal{E}}| = m$. The solution, i.e., the set of edges to add in order to best increase the search performance, is clearly a subset of $\overline{\mathcal{E}}$ and is denoted by the symbol $\mathcal{E}^*$. The problem can be stated as

$$\begin{align*}
\min \quad & TTD(\mathcal{G}(\mathcal{V}, \mathcal{E} \cup \mathcal{E}^*), p(v)) \\
\text{s.t.} \quad & |\mathcal{E}^*| = k, \\
& \mathcal{E}^* \subseteq \overline{\mathcal{E}}.
\end{align*}$$

Because of the relationship between algebraic connectivity, $\lambda_2$ (the second-smallest eigenvalue of the graph Laplacian, $\mathcal{L}$) and search performance, as shown in [19], we want to solve the problem

$$\begin{align*}
\max \quad & \lambda_2(\mathcal{L}(\mathcal{G}(\mathcal{V}, \mathcal{E} \cup \mathcal{E}^*))) \\
\text{s.t.} \quad & |\mathcal{E}^*| = k, \\
& \mathcal{E}^* \subseteq \overline{\mathcal{E}}
\end{align*}$$

in the first step and analyze the effect to the search performance in a second step.

2.2 Probabilistic Search Review
The primary question in search is to determine where the target is located in a region $\mathcal{A}$. We want to know the target’s exact position or at least narrow it down to a small part of the search
If the target is considered stationary and is in fact located somewhere in the region, we have a good chance to answer the question. Depending on the searcher’s properties, it takes more or less effort, but at the end we will find the target assuming no constraint on search effort or resources (e.g., time). The effort needed to come up with an answer can be unbounded if our initial belief in the target’s presence is incorrect and the target is not located inside the search region. We need to provide a decision rule for the searcher as to when to stop the search without determining the target’s position. The primary question becomes whether or not the target is present in the search region $\mathcal{A}$, and if so, the secondary question is about its position.

### 2.2.1 Definitions and Notations

The uncertainty of the target’s presence or absence in the search region can be considered a binary hypothesis test and expressed as $H$, a Bernoulli random variable; i.e., $H$ can take either zero or one. The probability that the target is present becomes $P(H = 1)$. Consider a discretized search region $\mathcal{A}$, with cells $c \in \{1, \ldots, |\mathcal{A}|\}$. In addition, we define a virtual cell $\emptyset$ that represents all space outside the search environment. A target can be either in one of the search region cells or in the virtual cell, which represents its absence from the search region. We define $p_\emptyset \overset{\text{def}}{=} P(H = 0) = 1 - P(H = 1)$. The presence in one of these cells, also known as the cell belief, is another Bernoulli random variable, denoted as $X_c$ or $X_\emptyset$. At the beginning of the search process (time, $t = 0$) there may be a particular probability that the target is inside the $c^{th}$ search cell, $p_0^c \overset{\text{def}}{=} P(X_c = 1)$ or outside the search region, $p_0^\emptyset \overset{\text{def}}{=} P(X_\emptyset = 1) = 1 - \sum_{c=1}^{|\mathcal{A}|} p_0^c$. In the case of the absence of such prior cell beliefs, the cells are weighted by a noninformative distribution (i.e., uniform) and $p_0^c = \frac{1}{|\mathcal{A}|}$, $\forall c \in \mathcal{A}$. Figure 2.1 and Figure 2.2 depict the idea of the initial target location using initial probability maps and initial belief.

The single searcher’s position, $s(t)$, will be in one of the search region’s cells at any time: $s(t) \in \{1, \ldots, |\mathcal{A}|\}$, $\forall t \in \{1, 2, \ldots\}$. We can define another Bernoulli random variable, $Y_{s(t)}$, that determines whether the searcher detects the target in the cell at time $t$. We want to take into account that the searcher’s sensor is imperfect. We allow the searcher to make false positive detections, that is, detection of a target that is in fact not present, and false negative detections, which is a missed detection of a present target, with probabilities

\[
P(Y_c = 1|X_c = 0) \overset{\text{def}}{=} \alpha \quad \text{(false positive)},
\]

\[
P(Y_c = 0|X_c = 1) \overset{\text{def}}{=} \beta \quad \text{(false negative)}.
\]
Applying the law of total probability and Bayes’ theorem [42]:

\[
P(B) = P(B|A_1)P(A_1) + \ldots + P(B|A_k)P(A_k) = \sum_{i=1}^{k} P(B|A_i)P(A_i),
\]

\[
P(A_j|B) = \frac{P(A_j \cup B)}{B} = \frac{P(B|A_j)P(A_j)}{\sum_{i=1}^{k} P(B|A_i)P(A_i)} \quad j = 1, \ldots, k
\]

we can update the probabilities of the target’s presence for all cells \( c \) after the \( t^{th} \) time steps:

\[
p_c^t = \begin{cases} 
\frac{(1 - \beta) p_c^{t-1}}{(1 - \beta) p_c^{t-1} + \alpha (1 - p_c^{t-1})} & \text{if } s(t) = c, Y_{s(t)} = 1 \\
\frac{\beta p_c^{t-1}}{\beta p_c^{t-1} + (1 - \alpha) (1 - p_c^{t-1})} & \text{if } s(t) = c, Y_{s(t)} = 0 \\
\frac{\alpha p_c^{t-1}}{(1 - \beta) p_{s(t)}^{t-1} + \alpha (1 - p_{s(t)}^{t-1})} & \text{if } s(t) \neq c, Y_{s(t)} = 1 \\
\frac{(1 - \alpha) p_c^{t-1}}{\beta p_{s(t)}^{t-1} + (1 - \alpha) (1 - p_{s(t)}^{t-1})} & \text{if } s(t) \neq c, Y_{s(t)} = 0
\end{cases}
\]
The author in [19] provides an expression that combines these four cases in one single equation (2.1). He defines

\[ \Phi(Y_s(t)) \overset{\text{def}}{=} (1 - Y_s(t))(1 - \alpha) + Y_s(t)\alpha, \]

\[ \Psi(Y_s(t)) \overset{\text{def}}{=} (1 - Y_s(t))\beta + Y_s(t)(1 - \beta), \]

and finally

\[ p_{tc} = \Theta_c(Y_s(t)) \cdot p_{tc}^{-1} \]

The result is a compact and easy way to update the probability map

with \( \Omega(Y_s(t)) \overset{\text{def}}{=} \Psi(Y_s(t)) - \Phi(Y_s(t)) = (2Y_s(t) - 1)(1 - \alpha - \beta) \)

and \( \Theta_c(Y_s(t)) \overset{\text{def}}{=} \begin{cases} \Psi(Y_s(t)), & \text{if } s(t) = c \\ \Phi(Y_s(t)), & \text{if } s(t) \neq c. \end{cases} \)

Recall that \( s(t) \) is the searcher’s location at time \( t \) and \( c \) is the cell whose probability is being updated. A recursive Bayesian update gives the Equation 2.2.

\[
P_{tc}^t = \frac{\prod_{k=1}^{t} \Theta_c(Y_s(k)) \cdot P_{tc}^0}{\prod_{k=1}^{t} \Phi(Y_s(k)) + \sum_{k=1}^{t} \left( \prod_{l=1}^{k-1} \Theta_s(k) \left( Y_s(l) \right) \right) \Omega(Y_s(k)) \left( \prod_{m=k+1}^{t} \Phi(Y_s(m)) \right) \cdot p_{tc}^0} 
\]

Similarly, the probability that the target is outside the search region can be expressed and updated by

\[
P_{t0}^t = \frac{\Phi(Y_s(t)) \cdot p_{t0}^{t-1}}{\Phi(Y_s(t)) + \Omega(Y_s(t)) \cdot p_{t0}^{t-1}} 
\]

\[
= \frac{\prod_{k=1}^{t} \Phi(Y_s(k)) \cdot P_{t0}^0}{\prod_{k=1}^{t} \Phi(Y_s(k)) + \sum_{k=1}^{t} \left( \prod_{l=1}^{k-1} \Theta_s(k) \left( Y_s(l) \right) \right) \Omega(Y_s(k)) \left( \prod_{m=k+1}^{t} \Phi(Y_s(m)) \right) \cdot p_{t0}^0} 
\]

Equations 2.1–2.4 are needed to determine the best search path in order to minimize the expected time until detection. Furthermore, we need to update the probability that the target is present, which is an easy task if we have found the target. In case there is no detectable target we need to decide whether to stop or proceed with the search. This is related to the problem
of (optimal) stopping criterion found in the search literature [43, 44]. The probability mass accumulated in the virtual cell is the indicator for the target’s presence. Dealing with imperfect sensors, this value is strictly greater than 0 and strictly less than 1 ($0 < p^t_0 < 1 | \alpha, \beta \neq 0$). For that purpose, we introduce a lower ($B_l$) and upper ($B_u$) probability threshold. The current belief in the target’s presence is defined as $B(t) = 1 - p^t_0$ and gets updated after every cell search. If the cell belief $p^t_c > B_u$ for any cell $c$, we believe the target is present and it is located at cell $c$. Note that this cell is not necessarily the current searcher’s position. In this case, the belief $B(t)$ exceeds the upper threshold $B_u$. If $B(t) < B_l$, thus $\sum_c p^t_c < B_l$, the searcher will stop the search process and the search area is considered target free. The decision made by the preceding rules may be wrong in both cases. Figure 2.3 depicts the idea of the introduced thresholds and shows the different belief traces for a perfect and an imperfect searcher.

![Belief of target presence](image)

**Figure 2.3: Belief of target presence** - Searches with different sensor were conducted on a graph with $n=50$ and $m=60$. The initial probability map was uniform with belief $\frac{1}{2}$. Target was stationary at the same location for both searches as well as the initial searcher’s position. The thresholds were set to be $B_l=0.05$ and $B_u=0.97$.

### 2.2.2 Some Search Behaviors

Finally, we put the searcher in one of the search region’s cells, the start cell. Besides the initial belief of target presence, $B(0)$, and the initial probability mass, $p^0_c, \forall c \in \{1 \ldots |A|\}$ (i.e., the initial **probability map**) the searcher needs to be equipped with some rules to conduct the search, that is, the **search behavior**. We know from search theory that a random search is the lower bound to compare against any other search algorithm [45, 46].

For this thesis, we investigate two different search behaviors, both of which restrict the searcher’s
motion to only neighboring cells. The myopic searcher will move to the neighbor (possibly the current position) with highest probability that the target is present. Thus, if the searcher’s current cell is weighted with the highest probability among all of its possible neighbors, the searcher will conduct the next search at the same position. Motivated by the fact that the incremental change in belief is monotonically increasing with increasing search-cell probability mass, a shortest path behavior can be defined. The maximum-probability cell is defined by the probability map. Planning the shortest path for transiting from the searcher’s current position to that maximal probability cell can be done by efficient algorithms, such as Dijkstra’s. On its path, the searcher is still constrained by the environment and thus will usually visit several other cells before reaching the highest probability cell. At each of the visited cells, it will conduct a search but proceed on the planned path regardless of the search result. This form of search behavior is called “semi-adaptive” search [47]. If the searcher cannot define the next step uniquely by the given rules and has to choose from more than one equal option, it will randomly choose one of them. This is true for both search behaviors.

2.3 Graph-Theory Review
Graphs are mathematical structures to model relations between objects and have been extensively studied in the past. Graph theory has been widely adapted to diverse problems since its first appearance, and for that reason we can find various different notations. We adopt the notations from [48], and provide an overview in this section.

2.3.1 Definitions and Notations
We are going to model the search environment as a graph. $G = (\mathcal{V}(G), \mathcal{E}(G))$ where $\mathcal{V}(G) = \{v_1, \ldots, v_n\}$ is called the vertex set with $n = |\mathcal{V}|$, and $\mathcal{E}(G) = \{e_{ij}\}$ is called the edge set with $m = |\mathcal{E}|$. An edge, $e_{ij}$, connects vertices $v_i$ and $v_j$ if they are adjacent or neighbors. We say $v_i$ and $v_j$ are adjacent if $e_{ij} \in \mathcal{E}(G)$. The number of neighbors of a node $v$ is called the degree of $v$ and is denoted by $\text{deg}(v)$. We denote the largest degree with $\Delta(G)$ and the smallest degree with $\delta(G)$. We consider a simple graph, without multiple edges or loops.

The complement of the graph $G = (\mathcal{V}, \mathcal{E})$ is $\overline{G} = (\mathcal{V}, \overline{\mathcal{E}})$. The set $\overline{\mathcal{E}}(G) = \{e_{ij} | e_{ij} \notin \mathcal{E}(G)\}$ is the set of all possible edges not in the edge set of $G$, with $\overline{m} = |\overline{\mathcal{E}}|$ and $G(\mathcal{V}, \mathcal{E} \cup \overline{\mathcal{E}}) = K_n$, the complete graph.

A $u$-$w$ walk in $G$ is a sequence of vertices in $G$, beginning with $u$ and ending at $w$, such that consecutive vertices in the sequence are adjacent; that is, we can express the walk as $u =$
v_1, v_2, v_2, \ldots, v_k = w. A u-w walk in a graph in which no vertices are repeated is a path. If \( G \) contains a u-v path, then u and v are said to be connected. A graph \( G \) is connected if every pair of vertices of \( G \) are connected, that is, if \( G \) contains a u-v path for every pair u, v of distinct vertices of \( G \).

The distance between u and v is the smallest length of any u-v path in \( G \). The greatest distance between any two vertices of a connected graph \( G \) is called the diameter and is denoted by \( \text{diam}(G) \).

For a graph with \( n \) vertices, the entries of the \( n \times n \) adjacency matrix \( \text{Adj} \) are defined by:

\[
\text{Adj}_{ij} := \begin{cases} 
1, & \text{if there is an edge } e_{ij} \\
0, & \text{if there is no edge } e_{ij} \\
0, & \text{if } i = j
\end{cases}
\]

A simple connected graph with \( n \) vertices has at least \((n - 1)\) edges and at most \( \frac{1}{2}n(n - 1) \) edges, in the latter case the graph is complete. A graph \( S \) is called a subgraph of \( G \), written \( S \subseteq G \), if \( V(S) \subseteq V(G) \) and \( E(S) \subseteq E(G) \). A subgraph \( F \) of the graph \( G \) is called an induced subgraph of \( G \) if whenever \( u \) and \( v \) are vertices of \( F \) and \( e_{uv} \in E(G) \) then \( e_{uv} \in E(F) \) as well. To emphasize this is an induced subgraph of \( G \), we denote this subgraph by \( \langle S \rangle_G \).

### 2.3.2 The Graph Laplacian

The graph Laplacian, \( L(G) \), is a \( n \times n \) matrix of the form \( L := \text{Deg} - \text{Adj} \) where \( \text{Deg} \) is the degree matrix, i.e.,

\[
\text{Deg}_{ij} := \begin{cases} 
\deg(v_i), & \text{if } i = j \\
0, & \text{otherwise}
\end{cases}
\]

Another way to express the graph Laplacian is using the edge vector \( a_e \in \mathbb{R}^n \), which is defined for any \( e = e_{ij} \) by

\[
a_{e_{ik}} := \begin{cases} 
1, & \text{if } k = i \\
-1, & \text{if } k = j \\
0, & \text{otherwise}
\end{cases}
\]
The matrix $a_e a_e^T$ is the graph Laplacian for the graph with the edge $e$, $G = (V, \{e\})$. Thus, the graph Laplacian for $G = (V, E)$ can be expressed as

$$L = \sum_{e=1}^{m} a_e a_e^T.$$ 

The eigenvalues of the graph Laplacian are of interest for many applications—here in particular the second-smallest eigenvalue, which is the algebraic connectivity [7]. The eigenvalues, $\lambda$, are defined by:

$$Lx = \lambda x$$

$$(L - \lambda I)x = 0$$

which has a nontrivial solution if $\text{det}(L - \lambda I) = 0$, where $I$ is the identity matrix. The algebraic connectivity, $\lambda_2$, has some interesting properties [7, 9]:

- $\lambda_2$ is monotonically non-decreasing with adding edges to the graph $G$,
- $\lambda_2 = 0$ if and only if $G$ is not connected,
- $\lambda_2 = |V|$ when $G$ is a complete graph and
- $\lambda_2 \leq \delta(G)$.

The corresponding eigenvector to the second-smallest eigenvalue is called the Fiedler vector.

Note that the smallest eigenvalue for a connected graph is always zero.

### 2.3.3 On Random Walks

The notion of random walks comes into play for the search problem if we have no idea where the target could be located. The initial probability distribution across the nodes is uniform, thereby the search starts as a random walk.

Given a graph and a starting point, a searcher selects a neighboring cell at random, moves to this neighbor and selects a neighbor from this position, etc. The sequence of vertices produced this way is a random walk on the graph. A random walk can be considered a finite Markov chain. There is not much difference between the theory of random walks on graphs and finite Markov chains. Various aspects of the theory of random walks on graphs are surveyed [22]. In particular, hitting times and return times are of interest for our study.

The access time or hitting time, $H_{ij}$, is the expected number of steps it takes in a random walk
to visit node $j$, starting at node $i$. The sum of the hitting times $H_{ij} + H_{ji}$ is called the commute time, the expected number of steps in a random walk to visit node $j$ and return to node $i$, starting at node $i$. The return time for a node $j$ is the expected time until a searcher revisits that node without any constraints. So we do not care if any other node is visited before we hit the start node again. We find the solution by solving the Markov chain for the long-run proportion of being in a specific state.

### 2.4 Optimization Review

We want to find the best edge (or a number of best edges) to add to an existing graph in order to maximize search performance. Our measure of performance is the time it takes to make the decision whether the target is present or absent. We have to solve an optimization problem. According to the problem setup, optimization methods are often divided into several subfields, i.e., linear programming [49], non-linear programming [50], and convex optimization including semidefinite programming [16]. Among the different and problem-specific algorithms, we are interested in exact algorithms that provide optimal solutions or algorithms in which we can define the error magnitude. Unfortunately, this is not always achievable, or we have to pay with a huge amount of computational effort. For this reason, knowing we will be able to do better, we sometimes use heuristic algorithms that provide good solutions.

#### 2.4.1 Brute Force

This method simply tries all possible combinations of edges to add and thus is an exact algorithm. It is guaranteed to find the optimal solution. Unfortunately, it takes $\binom{|\mathcal{E}|}{k}$ eigenvalue computations, where $|\mathcal{E}|$ is the number of possible edges to add and $k$ is the actual number of edges to add. We used this method for comparison purposes for adding up to two edges. With an increasing number of nodes, the number of calculations to conduct increases dramatically. The curse of dimensionality renders brute force improper for practical use.

#### 2.4.2 Fiedler Vector Method

This method uses the Fiedler vector, i.e., the eigenvector associated with the second-smallest eigenvalue, to find an edge to add. It was first introduced as a greedy perturbation heuristic in [17]. We add the $k$ edges sequentially, one at a time, choosing the edge $e_{ij}$ from the remaining candidate set with the largest value $(v_i - v_j)^2$, where $v$ is the Fiedler vector of the current Laplacian. We need to conduct $k$ eigenvector computations to find $k$ edges to add. One eigenvalue
and eigenvector calculation takes approximately \( O(\frac{4}{3}n^3) \) operations. If \( v \) is the unit eigenvector corresponding to \( \lambda_2 \), then \( vv^T \) is a supergradient of \( \lambda_2 \) at \( L \). When \( \lambda_1 < \lambda_2 < \lambda_3 \), then \( vv^T \) gives the first order approximation of the increase in \( \lambda_2 \). So, the motivation for this method is to add the edge \( e_{ij} \) that gives the largest predicted increase in \( \lambda_2(L) \), according to a first-order approximation.

This method does pretty well in many cases, but does not guarantee an optimal solution, either for adding one edge or for the sequence of edges. In [18], this issue is reviewed and an algorithm is given that guarantees the optimal solution for adding one edge. The proposed algorithm incorporates \( \lambda_3 \), the third-smallest eigenvalue of the graph Laplacian, in addition to the algebraic connectivity. A bisection technique is used to stepwise narrow down the list of possible edges to add. The method increases the computational complexity to \( O(5.7mn) \), compared to \( O(2mn) \) for the greedy-type heuristic, excluding the eigenvector calculation. The given algorithm requires graphs that have the two eigenvalues different, \( \lambda_2 \neq \lambda_3 \), involves much more computational effort, and conducting this method sequentially does not provide optimality. We would end up with another heuristic approach. In this thesis, we are not following this path.

### 2.4.3 Semidefinite Program (SDP)

In his 1973 paper [7], Fiedler has already stated and proven that \( \tilde{M} = M - \lambda_2 (I - n^{-1}J) \) is semidefinite for any \( n \times n \) semidefinite matrix \( M \) with corresponding second-smallest eigenvalue \( \lambda_2 \), where \( I \) is the identity matrix and \( J \) the matrix of all ones. The graph Laplacian \( L \) with \( \lambda_i \geq 0, \ i = 1, 2, \ldots, n \) is always positive semidefinite.

The problem of how to maximize the algebraic connectivity of the graph by adding \( k, 0 \leq k \leq m \), edges to the graph can be formulated as

\[
\max \lambda_2 (\mathcal{L}(\mathcal{G}(\mathcal{V}, \mathcal{E} \cup \mathcal{E}^*)))
\]

\[
s.t. \ |\mathcal{E}^*| = k, \quad \mathcal{E}^* \subseteq \overline{\mathcal{E}}.
\]

The decision variable for the maximization problem, whether to include an edge or not, is
denoted by $x \in \{0, 1\}^m$, where $x_e = 1$ if an edge belongs to the subset $E^*[17]$: 

$$
\max \lambda_2 \left( L + \sum_{e=1}^{m} x_e a_e a^T_e \right) \\
\text{s.t. } 1^T x = k, \\
x \in \{0, 1\}^m.
$$

We introduce an shortcut for the resulting graph Laplacian $L(x)$ and relax the problem by removing the boolean constraint for the decision variable $x$, obtaining

$$
L(x) = L + \sum_{e=1}^{m} x_e a_e a^T_e
$$

with relaxation

$$
\max \lambda_3 (L(x)) \quad \text{s.t. } 1^T x = k, \\
0 \leq x \leq 1.
$$

Boyd used the semidefinite property to formulate a semidefinite program in [17] to maximize the algebraic connectivity by adding edges to the graph:

$$
\max \ s \quad \text{(2.5)} \\
\text{s.t. } s \left( I - 11^T/n \right) \preceq L(x) \\
1^T x = k, \\
0 \leq x \leq 1.
$$

To see why this is true, let us first decompose $L(x) = U \Lambda U^{-1}$, where $\Lambda$ is the matrix with all eigenvalues of $L(x)$ at the diagonal and 0 otherwise. $U$ is the matrix with all corresponding eigenvectors. Because $L(x)$ is symmetric, $U$ is orthogonal, and therefore $U^{-1} = U^T$. Thus, $L(x) = U \Lambda U^T$. We know that the smallest eigenvalue of the graph Laplacian is always 0 and
the corresponding eigenvector is 1. A normalized $U$ looks like this:

$$U = \begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n-1} & 1/\sqrt{n} \\
  a_{21} & a_{22} & \cdots & a_{2n-1} & 1/\sqrt{n} \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{n-11} & a_{n-12} & \cdots & a_{n-1n-1} & 1/\sqrt{n} \\
  a_{n1} & a_{n2} & \cdots & a_{nn-1} & 1/\sqrt{n}
\end{pmatrix},$$

where the product of rows $x$ and $y$ is

$$a_{x1}a_{y1} + \ldots + a_{xn-1}a_{yn-1} + \frac{1}{\sqrt{n}} \frac{1}{\sqrt{n}} = \begin{cases} 
1, \text{ if } x = y \\
0, \text{ if } x \neq y.
\end{cases} \quad (2.6)$$

Second, let’s find the eigenvalues of $\left( I - \frac{11^T}{n} \right)$.

$$\left( I - \frac{11^T}{n} \right) v = \lambda v = Iv - \frac{1}{n} 1^T v$$

It is certainly true $\exists v \ni 1^Tv = 0$. This is an eigenvector associated with $\lambda = 1$ and clearly there are $n-1$ of these. The remaining eigenvector is 1 with associated eigenvalue $\lambda = 0$.

$$\left( I - \frac{11^T}{n} \right) 1 = \lambda 1 = 1 - \frac{1}{n} 1^T 1 = 1 - \frac{1}{n} 1 = 0$$

Third, multiply $U \Gamma U^{-1} = U \Gamma U^T$ where $U$ is the orthogonal matrix from the $L(x)$ decomposition and $\Gamma$ is the matrix with all the eigenvalues of $\left( I - \frac{11^T}{n} \right)$ at the diagonal and 0 otherwise:

$$\begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n-1} & 0 \\
  a_{21} & a_{22} & \cdots & a_{2n-1} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{n-11} & a_{n-12} & \cdots & a_{n-1n-1} & 0 \\
  a_{n1} & a_{n2} & \cdots & a_{nn-1} & 0
\end{pmatrix} \begin{pmatrix}
  a_{11} & a_{21} & \cdots & a_{n-11} & a_{n1} \\
  a_{12} & a_{22} & \cdots & a_{n-12} & a_{n2} \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{n-1} & a_{n-1} & \cdots & a_{n-1} & a_{nn-1} \\
  1/\sqrt{n} & 1/\sqrt{n} & \cdots & 1/\sqrt{n} & 1/\sqrt{n}
\end{pmatrix} \begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n-1} & 0 \\
  a_{21} & a_{22} & \cdots & a_{2n-1} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{n-11} & a_{n-12} & \cdots & a_{n-1n-1} & 0 \\
  a_{n1} & a_{n2} & \cdots & a_{nn-1} & 0
\end{pmatrix}$$
Because of Equation (2.6) we know

\[ a_{x_1}a_{y_1} + \ldots + a_{x_n}a_{y_n} = \begin{cases} 
1 - \frac{1}{n}, & \text{if } x = y \\
-\frac{1}{n}, & \text{if } x \neq y.
\end{cases} \]

Finally putting all the pieces together yields

\[
\begin{align*}
    s \left( I - \frac{1}{n} \frac{1^T}{n} \right) & \preceq \mathcal{L}(x), \\
    \mathcal{L}(x) - s \left( I - \frac{1}{n} \frac{1^T}{n} \right) & \succeq 0, \\
    U\Lambda U^T - sU\Gamma U^T & \succeq 0, \\
    U(\Lambda - s\Gamma)U^T & \succeq 0.
\end{align*}
\]

We constrain the left-hand side of the SDP to be positive semidefinite and subtract \( s \) from every eigenvalue of \( \mathcal{L}(x) \), so \( s \) can be at most equal to \( \lambda_2(\mathcal{L}(x)) \). If we maximize \( s \) at the same time, we certainly maximize \( \lambda_2(\mathcal{L}(x)) \). This proves the correctness of (2.5). Good references for the linear-algebra proportion of the previous derivation are [51, 52, 53].

Because of the SDP relaxation, the result is an upper bound for the optimal integer solution. The number of edges to add is smeared over all the possible edges to add, i.e., the optimal solution contains fractions of edges. To solve our original problem, we are not interested in fractions of edges to add. We either add an edge or not. Once again we need a heuristic to determine, which edge to choose. The best we can do is simply rounding to find the \( k \) best edges, which is not guaranteed to be optimal.
CHAPTER 3:
SIMULATION RESULTS AND ANALYSIS

3.1 Generating Random Simple, Connected Graphs
The first step in the analysis is to find a search environment that will be modeled as a graph. To better understand the role of graph-theoretic properties on search performance, we want to include all kinds of graphs in our analysis. We do not have any requirements on a graph, other than that is a connected graph. We are in need for a way to quickly generate random simple connected graphs even with large node numbers. In this section, we present two ways to do so. One is computationally much faster than the other, but produces graphs with higher maximum degrees, $\Delta$, whereas the second approach generates more uniform maximum degrees.

3.1.1 The Spanning-Tree Method
The result we want the random graph generator to return is a connected graph. Every connected graph has a spanning tree, a subgraph containing $(n-1)$ edges that is connected. Conversely, a graph having such a spanning tree must be connected. That is the key for the spanning-tree method.

Suppose we want to generate a connected graph with $n$ nodes and $m$ edges. Initially, all the numbered nodes are in a “basket” representing available nodes. In a second basket we store the connected sub-spanning tree, currently empty. The algorithm picks randomly a node from the set of available nodes and a node from the connected sub-spanning tree. It places an edge between those two nodes and puts the node chosen from the available node basket into the basket with the sub spanning tree. Repeating this $n$ times will leave the available node basket empty, and we find a spanning-tree with $n$ nodes and $(n-1)$ edges in the other basket. We now have to choose $(m-n+1)$ edges from the remaining $\frac{n(n-1)}{2} - (n - 1)$ possible edges and place those in the graph.

We have to conduct only one try to come up with a desired graph and we are able to specify the number of edges explicitly. The disadvantage is that we produce graphs that tend to have high maximum degrees ($\Delta$). The node first chosen to start to build the sub-spanning tree is likely to have the most incident edges. We especially observe this for sparse graphs with larger node numbers.
3.1.2 The Acceptance-Rejection Method

This method allows an algorithm to generate random graphs that violate any of our requirements. In an additional step, the graph gets checked and accepted or rejected. Rejection would cause the entire algorithm to start again.

Again, suppose we want to generate a connected graph with \( n \) nodes and \( m \) edges. The number of possible edges is \( \frac{n(n-1)}{2} \). The algorithm draws a binomial random variable with probability of success \( p \) for each of those possible edges. It puts an edge into the edge set \( E(G) \) if the coin flip succeeded. If \( p = \frac{2m}{n(n-1)} \), than the expected number of edges in the resulting graph is \( m \).

We calculate the second-smallest eigenvalue for the preliminary result and accept the graph if \( \lambda_2 \neq 0 \). Because it is most unlikely to get the exact number of desired edges in the graph, we will work with an lower (\( m_l \)) and upper bound (\( m_u \)) and accept the graph if \( m_l \leq m \leq m_u \). That still enables us to constrain the number of edges to a specific number.

This method is unbiased in selecting edges and any node could possibly end up with the highest degree. The downside is that we have to do many more calculations. Sparse graphs are likely to violate the connectivity property, and the smaller \( m_u - m_l \) is, the longer it takes to find a graph.

3.1.3 Comparing the Methods by Maximum Degree

Besides the different computational effort required by the two methods already mentioned, the concern remains that the spanning-tree method produces graphs with higher maximum degree. This effect appears to be more pronounced for sparse graphs than for dense.

To show this, we generate random graphs with 50 nodes and restrict the number of edges to be within one of three different ranges. The ranges are \([55, 65]\), \([500, 520]\) and \([1000, 1020]\). We generate 50 graphs for each range by each generating method. If it happens that both methods return a graph with the same number of edges, we increment the count for the method, which graph has the higher largest degree. The result is shown in Figure 3.1. It is not surprising that the maximum degrees vary among different graphs with the same number of edges. For the middle- and high-density graphs, the plot looks like the result we expect from similar methods. In contrast, the sparse graphs look different. Here the spanning-tree method produced graphs with a mean maximum degree of 7.24 and a standard deviation of 1.17. The mean maximum degree for the acceptance-rejection method is 6.54, with a standard deviation of 1.01. This verifies our concern that the spanning-tree method produces graphs with higher maximum degree.
Because of this result, we elect to use the slower (but unbiased in maximum degree) acceptance–rejection method to generate random graphs.

![Comparison of the two random graph-generating methods](image)

**Figure 3.1: Comparison of the two random graph-generating methods** - For each edge number range, 50 random graphs were generated by each method. The counts are the number of times that one method's graph's maximum degree is bigger than the other's maximum degree, provided the number of edges are the same. The maximum-degree range was [5, 9] with $\mu = 6.54$, $\sigma = 1.01$ for the acceptance-rejection method and [5, 11] with $\mu = 7.25$, $\sigma = 1.17$ for the spanning-tree method.

### 3.2 Sequential vs. Simultaneous Adding of Edges

Up to this point of study, we have a graph to grow—either one that represents a real search environment or one via the aforementioned random graph-generation method. Except for the brute-force method, no known method guarantees optimal choices in picking the edge(s) to add in order to maximize the algebraic connectivity. The one method we have not incorporated so far is the improved method described in [18], which requires an amount of computational effort less than the brute force method but guarantees to find the optimal solution in case of adding one single edge. If a sequential adding of current-state optimal edges leads to an optimal graph, this method would be our first choice.

We will perform the analysis on a $P_{10}$, that is, a path with ten nodes and consequently nine edges. Besides the fact that this is a special graph, it shows some important phenomena too. We add a missing edge to the graph, calculate the resulting algebraic connectivity, remove the edge, and pick another one to add. To exhaust all possibilities, we have to do this 36 times. Now, we
pick the edge that provides the highest $\lambda_2$. There is no way we could do better. To visualize the result we add all 36 edges to the graph and color them according to the calculated algebraic connectivity. The result is shown in Figure 3.2. In this case, there is no unique optimal solution. We could add $e_{1,10}$ or $e_{2,9}$ and would increase $\lambda_2$ to the same optimal value.

Let us add $e_{1,10}$ and perform the same calculation for the remaining 35 missing edges. Figure 3.3 illustrates the outcome. This highlights another phenomenon. No matter which edge we add in this state, the algebraic connectivity will stay the same. We have to add at least two edges to get an improvement in $\lambda_2$. Pictorially speaking, we created a cycle (C_{10}) by adding $e_{1,10}$ and thus each node is as good as each other. We can rotate the graph and cannot tell any difference. This also proves that $\lambda_2$ is non-decreasing instead of increasing with the addition of edges.

If we do our calculation for more than one edge simultaneously, we have to conduct $\binom{36}{2} = 630$ calculations to find the optimal solution for adding two edges (Figure 3.4) and $\binom{36}{3} = 7140$ calculations for adding three edges (Figure 3.5). We observe that the first added edge, $e_{1,10}$, is not part of the solution for two simultaneously added edges. On the other hand, the solution for three simultaneously added edges contains the solution for two simultaneously added edges. Starting from Figure 3.4 and adding the best edge in order to maximize $\lambda_2$ will result in Figure 3.5.

This simple example shows two points. First, conducting brute force for more than one edge to add is not practicable, and second, sequentially adding the current graph’s best edge will not necessarily return the graph with the highest possible algebraic connectivity. Therefore, a heuristic method to find the next edge, although this may not be the best one, is good enough to grow the graph sequentially. For that reason, we prefer the computationally easier Fiedler vector method to the in [18] proposed algorithm.
Figure 3.2: **Ten-node graph, sequential adding of first edge** - Adding one of the colored edges will increase $\lambda_2$ according to the edge color.

Figure 3.3: **Ten-node graph, sequential adding of second edge** - No matter which edge will be added, $\lambda_2$ will keep its value.

Figure 3.4: **Ten-node graph, simultaneous adding of two edges** - This is the optimal solution for adding two edges with optimal value for $\lambda_2$. This neither includes the edge $e_{1,10}$ nor $e_{2,9}$ which are the optimal solutions for adding one edge.

Figure 3.5: **Ten-node graph, simultaneous adding of three edges** - This is the optimal solution for adding three edges with optimal value for $\lambda_2$. This includes the optimal solution for adding two edges.
3.3 Fiedler Vector vs. SDP

So far, we have the choice between the sequential Fiedler vector method and the semidefinite program (SDP) formulation [16] to grow a graph according to its algebraic connectivity. Using the SDP, we have to conduct one calculation to find $k$ edges to add at once. Remember that the SDP only works if we relax the problem and allow solutions with fractions of edges. The optimal value is the upper bound for $\lambda_2$. At the end, we have to round the optimal solution to get a heuristic integer solution. The heuristic solution will have an optimal value less than or equal to the upper bound. Another problem could be the SDP formulation itself. We have to store the $n \times n$ matrix $a_e a_e^T$ for each of the $(\frac{n(n-1)}{2} - m)$ nonexistent edges in $\mathcal{G}(\mathcal{V}, \mathcal{E})$, with $|\mathcal{V}| = n$ and $|\mathcal{E}| = m$. This will use a lot of memory, especially for sparse graphs, and the computational effort hits the limit pretty soon. We can investigate whether the gain is worth the effort.

We can generate a connected random graph with 20 nodes and constrain the number of edges to be between 20 and 30 in the first step. For each of the missing edges we can calculate $\lambda_2$ (that is, the algebraic connectivity) after adding that single edge to the graph. The edge with the highest value is the optimal solution we are looking for. This time, we keep the best ten edges in mind, just for comparison. Now we look at the SDP integer solution for the same graph and match it to the ten-best known edges, if possible. We do the same for the Fiedler vector method and repeat this process for 2000 different random graphs. The plot for graphs with different edge densities is shown in Figure 3.6.

Notice that the expected number of missing edges is $\frac{20 \cdot 19}{2} = 165$, if we constrain $20 \leq m \leq 30$. 

![Figure 3.6: Fiedler vs. SDP, add one edge to a random graph](image-url)
- The edges found by the Fiedler vector method and by a semidefinite program were matched to the ten best known edges (calculated by brute force). The plot shows the number of times a method hit a specific edge. The simulation was repeated 2000 times for each different edge density with $n = 20$. 

Notice that the expected number of missing edges is $\frac{20 \cdot 19}{2} = 165$, if we constrain $20 \leq m \leq 30$. 
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Thus, the number of matches for the best (second best, third best ...) edge would be \( \frac{2000}{165} = 12.12 \) if we just randomly pick an edge. So both methods do much better. How well they do depends on the sparsity of the graph. The smaller the edge set to pick from, the better the result.

Other than the Fiedler-vector method, the SDP can simultaneously find more than one edge to add. We have not incorporated this advantage, so far. Let us do the same simulation and grow the graph by 10, 20, and 40 edges. Unfortunately, we do not know the optimal solution and brute force is just not going to work in reasonable time. For that reason, we switch the measure of performance to the resulting algebraic connectivity. We count, which method returns the graph with higher \( \lambda_2 \). The results are plotted in Figure 3.7. This analysis shows that the greedy algorithm, that is, the sequential Fiedler vector method, is the best method we have found so far. The algebraic connectivity of the grown graph is not optimal, but better than a SDP result after rounding to integer values. For each edge we want to add to the graph, we have to compute the graph Laplacian. The eigenvalue and eigenvector calculation takes approximately \( O\left(\frac{4}{3}n^3\right) \) operations. To lower the amount of computational effort, we picked more than one edge (block) after one Fiedler vector calculation. For Figure 3.8, we used a block size of 3 and 10 and compared the result to the normal Fiedler vector method (block size 1) and random addition of edges. The result for a block size of three is not bad at all and thus this is a reasonable approach to lower the computational effort. The bigger the block size, the closer the result to that achieved by randomly adding edges.

Figure 3.7: Fiedler vs. SDP, add more than one edge to a random graph - A random graph was grown by a certain number of edges using the Fiedler vector method and a SDP. The plot shows the number of times a method returned a graph with higher \( \lambda_2 \) than the other method. The simulation was repeated 500 times for each different edge density and each different number of edges to add.
3.4 Relationship between TTD and Algebraic Connectivity

At this point, we have collected all the needed tools to concentrate on the actual objective of this thesis. We are able to generate an arbitrary random connected graph and grow it by a number of edges using the greedy algorithm that utilizes the Fiedler vector.

We are going to generate 100 random graphs with \( n=50 \) and conduct searches on each. We assume a perfect sensor (\( \alpha=\beta=0 \)) that behaves myopically. We initially place the stationary target in any of the 50 search cells according to a uniform prior distribution. The initial belief is 1, that is, the target is known to be present in the search region. We know the target is inside the search environment but we do not have any information about the likelihood of its location. We always place the searcher in the same start cell (node 1). During the search we record the number of steps the searcher conducts its search until it finds the target. This is equal to the number of cells searched. It will take the searcher at most 50 steps to find the target if the search environment happens to be a complete graph. We repeat the search for each graph 1000 times with different target locations. The time to decision (TTD) is the mean number of steps needed for every run. In the case of our setup, this is the expected number of steps until the searcher finds the target. Figure 3.9 shows once again that \( \lambda_2 \) is non-decreasing with \( m \). The fact that \( \lambda_2 \leq \delta \) explains the nearly quadratic shape. Sparse graphs will have small minimum degrees, \( \delta \), and it takes many more additional edges to increase \( \delta \). Suppose we have a graph...
with just one missing edge, an almost-complete graph. Adding that one edge will increase $\lambda_2$ by at least one. In fact, Fiedler [7] has proven that if $G$ is a graph with $n$ vertices, which is not complete than $\lambda_2(G) \leq n - 2$. A corollary to this result is that the last edge needed to complete a graph increases the algebraic connectivity by at least two.

The plotted times to find the target in Figure 3.10 confirm our initial claim that search performance increases with increasing algebraic connectivity. The lower $\lambda_2$, the sparser the graph and the longer it takes to visit all the nodes if the searcher behaves myopically. Recall that the searcher moves to the cell with highest probability among all its neighbors. If all the neighbors are already visited and thus have a probability of zero (due to the assumption of a perfect sensor), the searcher does not have any information where to go and can bounce around for some time. This becomes more unlikely the denser the graph is. In a complete graph, the searcher will always have at least one neighbor with allocated probability greater than zero, provided the target is not found yet. But once we have a graph that has a number of edges in the middle part of the plot, there is not much gain in search performance due to adding additional edges.

In addition, we have to consider the variability caused by the target’s location and the search behavior. The searcher can find the target in just one step or it can take a very long time and both scenarios are equal likely. Furthermore, it is unlikely for the searcher to take the same route even with the same initial conditions. Whenever there is no clear information for where the searcher should go, it picks randomly from the set of all adjacent nodes.
### 3.5 Growing Graphs by the Greedy Algorithm

Let us finally grow the first graph by the greedy algorithm. To keep the simulation time short, we start with a sparse graph with 20 nodes. The acceptance-rejection method returns a graph $\mathcal{G}$ with $m = 27$ edges. We use the greedy algorithm and grow $\mathcal{G}$ 46 times by three edges each. So, $\mathcal{G}$ grows to an almost-complete graph, in steps of three edges. We conduct 2000 searches for each growing state. The searcher is considered perfect ($\alpha = \beta = 0$) and behaves myopically. The target’s location is uniform among the nodes. The plot in Figure 3.11 shows the expected number of steps to find the target, that is, the mean of the 2000 search results for every state of the graph. For comparison, we grow the same graph 46 times by three randomly chosen edges each. We use the second $y$-axis to display the change of algebraic connectivity. The result is very interesting. We can improve the search performance by adding just a few wisely chosen edges to the initial graph. Doing this, we are in the neighborhood of the expected time to find the target if the graph were complete. We cannot do better than that. Conversely, adding more edges to that already grown graph does not gain much more.

However, we must be careful with interpretations. We did not constrain the edge set from which...
to choose the edges and we did not allocate real coordinates to the nodes. So far, it takes the same time (one step) to move from one node to any other adjacent node. These edges are not weighted by real distances. Section 3.6 investigates the effect of different transit times between nodes.

As mentioned, we will find the best search performance on a complete graph. The myopic searcher will visit the nodes of a $K_n$ according to the probability the target is located at that cell. If the searcher is perfect, it will never visit the same cell twice. We use this information to calculate the expected number of cell searches, $E[S(K_n, \frac{1}{n})]$, on a $K_n$ where the target is located in any cell with probability $\frac{1}{n}$, by

$$E[S(K_n, \frac{1}{n})] = \begin{cases} 1 & \text{, with probability } \frac{1}{n} \\ 1 + E[S(K_{n-1}, \frac{1}{n-1})] & \text{, with probability } (1 - \frac{1}{n}). \end{cases}$$

If we know that the target is located in an environment represented by a $K_2$, we have to search one of the cells to know its location. Setting the initial conditions $E[S(K_2, \frac{1}{2})] = 1$ and solving the recurrence gives the closed form:

$$E[S(K_n, \frac{1}{n})] = \frac{\sum_{k=2}^{n} k}{n} = \frac{n(n + 1) - 2}{2n},$$

(3.1)

$$Var[S(K_n, \frac{1}{n})] = \frac{1}{n} \left( \sum_{k=1}^{n-1} \left( (k - E[S(K_n, \frac{1}{n})])^2 \right) + \left( (n - 1) - E[S(K_n, \frac{1}{n})] \right)^2 \right).$$

Now, we have to analyze if we always can improve the search performance in that way rather than as artifact due to the chosen graph. We are going to generate fifteen sparse graphs with $n = 20$ and grow those graphs ten times by three edges each step. We conduct 2000 myopic searches with perfect sensor for each of the growing states. The target is still located equal likely at one of the search cells. The result is shown in Figure 3.12.

We repeat this simulation for sparse graphs with 50 and 100 nodes. Because we expect a higher number of edges needed to add to increase search performance, we will add five and ten edges, respectively, at every step. The results are shown in Figure 3.13 and Figure 3.14.
For the plots in Figure 3.12–3.14, we can fit an exponential function of the form

\[ y = a + b \cdot e^{-c \cdot x}, \]

where \( x \) is the number of added edges to the initial sparse graph. Using this fitted curve equation, we can estimate the number of edges one must add to a sparse graph in order to increase search performance by a desired amount. The denser the initial graph, the more edges are needed to get a significant decrease in expected time to find the target, demonstrating the effect of diminishing returns by additional edges. The actual number of edges to add is seen to be dependent on the number of nodes in the graph. However, common among all graphs and independent of the number of nodes is the fact that at some point, there is no further improvement with the addition of more edges.

To illustrate the value of the fitted model, consider that for a sparse graph with \( n = 50 \) (refer to Figure 3.13), one can add just ten edges to decrease the search time by half relative to the lowest possible time, i.e., the theoretically derived lower bound. In other words, we gain 50% of the possible search improvement by adding just 0.857% of the total possible edges available for addition. The analytic formulation that captures this relationship is one of the main contributions of this work.
Figure 3.13: **Conducting searches on fifteen growing sparse graphs with 50 nodes** - The initial graphs with \( n = 50 \) and \( 55 \leq m \leq 60 \) were grown in steps of five edges by the greedy algorithm. 2000 myopic searches were conducted for each growing state. The searcher was considered perfect and the target was located uniformly. We included the calculated expected number of steps for a \( K_{50} \).

Figure 3.14: **Conducting searches on ten growing sparse graphs with 100 nodes** - The initial graph with \( n = 100 \) and \( 120 \leq m \leq 150 \) were grown in steps of ten edges by the greedy algorithm. 2000 myopic searches were conducted for each growing state. The searcher was considered perfect and the target was located uniformly. We included the calculated expected number of steps for a \( K_{100} \).
The way we came up with the equation to explain the relationship between added edges and time to decision is time consuming. We cannot provide an equation for a graph with an arbitrary number of nodes unless we conduct the simulation. Thus, it would be nice if we could estimate the parameters $a$, $b$ and $c$ in relation to $n$, the number of nodes in the graph.

We space a series of simulations with different numbers of nodes. For each $n$, we take a number of graphs, grow those graphs, and fit an exponential line. To get a good estimate for the parameters, we have to grow the graphs until it is complete. Remember that the number of edges is dramatically increasing with the number of nodes. Knowing that the fitted line is exponential, we can increase the number of edges between the data points, i.e., starting with three edges between two simulations, increase to five, ten, 100, and 500 for a large number of nodes. Another factor that influences the accuracy of the parameter estimates is the number of searches conducted. While 2000 replications for a graph with $n = 10$ is sufficient, the same number of replications for a graph with $n = 120$ is questionable. The target is uniformly distributed among the nodes. The long-run number of times the target is located in cell $c_i$ is 200 for $n = 10$ and 16.67 for $n = 120$.

In Figure 3.15 we can see the simulations result for the parameter $a$. The value turns out to be

$$a = E[S(K_n, \frac{1}{n})].$$

In Figure 3.16 we see the simulation result for parameter $b$. The value turns out to be

$$b = \sqrt{Var[S(K_n, \frac{1}{n})]}.$$

Figure 3.17 shows the simulation result for parameter $c$. We included an exponential fit. A close approximation for the value of $c$ is

$$c = \frac{n}{\sqrt{Var[S(K_n, \frac{1}{n})]}} \cdot (E[S(K_n, \frac{1}{n})] \frac{1}{n(n-1)} - n).$$
Figure 3.15: **Estimate coefficient** $a$ - Simulations to grow graphs with different $n$ were conducted. The plot shows the parameters $a$ of the fitted curve. The calculated numbers are $a = E[S(K_n, \frac{1}{n})]$.

![Graph](image1.png)

Figure 3.16: **Estimate coefficient** $b$ - Simulations to grow graphs with different $n$ were conducted. The plot shows the parameters $b$ of the fitted curve. The calculated numbers are $b = \sqrt{\text{Var}[S(K_n, \frac{1}{n})]}$.

![Graph](image2.png)
Figure 3.17: **Estimate coefficient** $c$ - Simulations to grow graphs with different $n$ were conducted. The plot shows the parameters $c$ of the fitted curve. We include an exponential fit as well as our stated approximation.
3.6 Incorporating Initial Information

Up to this point, we only used random graphs without any coordinates assigned to their nodes; that is, we assumed the length of each edge to be one. In real applications, however, we certainly have to think about the edge length and the associated travel time. In addition, we may have some information about the likelihood of the target location, described by the prior probability map. Using that probability map to determine the path taken through the graph can decrease the expected time to find the target. In this section we describe the impact of including this information into the search process.

3.6.1 The Subgraph Idea

The simulations and results so far are based on a prior probability map that is uniform, i.e., the target could be located anywhere. Fortunately, this is not true all the time, since prior intelligence is often available. If we provide a probability map to the searcher that is not uniform, the target could be found faster. The improvement in TTD depends on the distribution itself. It is more likely to find the target in one of the high-probability cells. Clearly, the best tactic is to search the cells in order of their assigned probability from highest to smallest—see “most inviting strategy” [54]. Exactly that will happen if the search environment is a complete graph. We have already made use of this fact when calculating the minimum time it takes to find the target. Unfortunately, a complete graph is hard to find in real-world applications and therefore we will not be able to reach the desired cell within the next step.

Here is another approach. Once the searcher reaches the area of high-probability cells, we want it to visit as many of those cells as possible before it searches low-probability cells. An induced complete subgraph that includes only high-probability cells would do the job. After entering the subgraph, the searcher is focused on all the nodes with a higher likelihood of finding the target. It sounds beneficial to add edges in order to improve the connectivity among the higher probability nodes.

Consider the implementation as follows: We extract a subgraph from the search environments model that consists of all the high-probability cells, such that the probability sums up to a predefined threshold (e.g., 80%) of the probability mass allocated to the search environment. Recall that the probability inside the search environment does not have to sum to one because of the introduction of the virtual cell. Figure 3.18 depicts this idea and we can see the original graph, the associated probabilities map, and the associated induced subgraph.
After finding the subgraph, we can now extract it from the original graph. That subgraph is subjected to growth by the greedy algorithm described in previous sections and the augmented subgraph is merged back into the original graph. Using this method we ensure that the growth algorithm will only consider the high-probability nodes when choosing to add an edge. The result should provide more possibilities to the searcher to walk around the high-probability cells.

![Induced subgraph](image)

**Figure 3.18:** Induced subgraph - (a) The probability map was derived using a Markov chain, the same way as described in Figure 3.20. (b) The darker nodes of the induced subgraph represent the smallest node set needed to represent 80% of the probability mass. That subgraph is subject to grow by the greedy algorithm.

We created 30 sparse random graphs with 50 nodes and number of edges between 60 and 70. We assigned a prior probability map that looks Gaussian on the graph. Each of the graphs was grown by ten edges using the greedy algorithm with and without extracting a subgraph that incorporates 85% of the probability. Finally we conducted 3000 searches on each of the 90 graphs to assess the goodness of the subgraph idea. Figure 3.19 shows the probability distribution and the simulation result.

We can observe that the subgraph method outperforms the ordinary greedy algorithm in 80% of the cases. In other cases the subgraph method did worse. The amount we could gain using this subgraph approach is much more than the amount we would lose. Therefore, there is a potential value in using this method, which merits further investigation on what conditions we must meet in order to see an improvement.
Figure 3.19: Subgraph analysis, random graphs - (a) Probability map that was used for the analysis. (b) Time-to-decision comparison for the different methods. The plot at the bottom shows the difference gained in TTD using the subgraph idea. Reference is the improvement gained by adding ten edges to the original graph using the greedy algorithm. The horizontal lines mark the averages of gain or loss.

3.6.2 Coordinates and a More Realistic Edge Length

The assumption of having equal edge length makes the calculation easy and there is no need to assign actual coordinates to the nodes. Certainly, that is not true dealing with real search environments. Let us fix that and see how it influences the results we have observed so far.

A real scenario will be given by an environment that has no or just a few search nodes on it, e.g., a city map. We can still keep the equal-edge-length assumption by discretizing the search environment in an appropriate way. In other words, we put the nodes to the graph such that all the edges have the same length or at least fall into a range of edge length. In addition, we will leave the area of totally random graphs and will use graphs that could have an interpretation in the real world (e.g., a road network, the floor plan of a building). Figure 3.20 depicts such a graph. We take an arbitrary road network, put a grid on top, and assign nodes such that no edge length exceeds $\sqrt{2}$.

If there is any information about the target’s location within that search environment, we can express it as a prior probability of the target’s presence in each of the search cells (cell belief). The assigned prior probabilities should represent a possible real world scenario. Thus, randomly assigning probabilities seems to be a bad idea. Suppose we model a part of a street by ten nodes that build a simple path. We would like not see an alternating sequence of very high and very low probabilities following that path in a real world problem.
A Markov chain [55] can be used to calculate reasonable probabilities to model a target’s movement. Assuming the same probability that the target will stay in the current node or move to any of the adjacent nodes, we can easily derive the transition matrix, \( P \), from the adjacency matrix. The \( 1 \times n \) start vector, \( sv \), allows us to distribute the initial probability mass among more than one search cell. Knowing the target’s position probabilities at time \( t_s = 0 \), we can calculate the probability map, denoted \( \text{probMap} \), that represents the target’s location likelihood after \( t_s \) time steps:

\[
\text{probMap} = sv \cdot P^{t_s}.
\]

In Figure 3.20, we can see such a prior probability coded by different colors. The target was assumed to be at the position \( tp_0 \) at time zero. The searcher cannot reach the search area within the next 40 time steps. By the time the searcher arrives, the target could be in each of the search cells with a probability coded by the cell’s color, incorporating the target’s maximal speed. Now we can use that information and provide it to the searcher. Compared to a uniform prior target distribution, the searcher’s myopic behavior becomes more efficient. We can use the greedy algorithm to grow any graph and certainly we can grow a graph as described above.
In order to keep the ability of transferring the problem to the real world, we have to think about the set of possible edges to add; in particular, we want to constrain that edge set according to edge length.

The greedy algorithm itself does not need any node coordinates to come up with a solution and therefore does not care about the length of the edges it adds. But we do not want to tolerate adding very large edges, where large can be measured by the largest edge already in the graph. Suppose we have a graph that represents an entire city and its road network. We have put effort to ensure that all the edges in the search region model are bounded above. In order to maximize the algebraic connectivity of that graph, the algorithm may want to add an edge that connects the southernmost with the northernmost cell, straight through the city, which is hard to imagine would happen in the real world. Even if the searcher were a UAV, it would take a lot of precious time to travel that long edge without searching.

We can take the graph and the probability map from Figure 3.20 and do various kinds of perturbations. The edges in the graph have a length of 1 or $\sqrt{2}$. We allow the greedy algorithm to add five edges with a total length less than or equal to four. On one hand, we use the ordinary greedy algorithm, and on the other hand, the subgraph method with a probability threshold of 0.9. Starting the search at position $(4, 7)$ gives a better result for the subgraph method.

Figure 3.21 shows a histogram of time to decision for 5000 replications, conditioned on the target location. We observe that augmenting a graph means decreasing the time to decision for some nodes while increasing the time for some other nodes. The subgraph method does well as long as the target is located inside that subgraph. We can decrease the TTD more than augmenting the entire graph. But every coin has its flip side. In case the target is not located inside the augmented subgraph, the search time may be longer than conducting the search without adding any edges to the graph. The reason is because we try to force the searcher to stay in high-probability areas of the search region. But even if small, there is a probability the target is located in a low-probability cell. Providing more opportunities to walk directly between the high-probability cells will postpone the need to consider low-probability for the myopic searcher. Essential for the proposed method is to find the right subgraph, in particular, to find the right threshold to extract the subgraph. We want to set the threshold in order to gain most improvement in search performance whenever the target is located inside the extracted subgraph. At the same time, we do not want to see the TTD increased for the low-probability target locations.
We can measure the entropy of the probability map to set the threshold used to extract the subgraph [56]. The higher the entropy, the more uncertainty about the target location. Highest uncertainty is reached with a uniform target distribution. At that state, the subgraph idea does not make any sense. The non-monotonicity is explained by Figure 3.21. Adding edges increases TTD for some target locations while decreasing TTD for others. Changing the size of the subgraph results in different added edges, which can cause a change of TTD in the opposite direction.

We have tested this property using the graph and the target distribution from Figure 3.20 for different times late (i.e., number of times the Markov chain was updated for the probability
map calculation) and different probability thresholds. The result nominally supports the idea. Let us suppose that we picked the best threshold if we get the lowest TTD. The best threshold increases with increasing entropy of the probability map.

Figure 3.22: Subgraph analysis, random graphs - (a) Entropy of the probability map according to time late. We used the graph from Figure 3.20 to compute the likelihood of the target location. (b) The separate lines show the change in TTD by changing the probability threshold to extract the subgraph. The subgraph is getting larger with increasing threshold. The smallest TTDs for each line are connected. The best probability threshold increases with increasing entropy.

Another part that turns out to be influential is the starting point of the search. To see this, we repeat the simulation used to get Figure 3.21 with several starting points for the search. The simulation result is shown in Table 3.1. The cell with highest probability of hosting the target is cell(3, 7). If we initially place the searcher in cell(4, 7), the right neighbor, we can decrease the search time using the subgraph method rather than augmenting the entire graph. The simulation result for starting the search in cell(2, 7), the left neighbor of the highest probability cell, does not support the use of the subgraph method. We notice that it makes a difference where we place the searcher to start the search. The question about the conditions that make the subgraph method beneficial remains unsolved and opens a possible area for future work.

3.7 Other Search Methods

In this section, we analyze the impact of different search methods. First, we want to know what method best fits more realistic search environments as described in the previous section. Second, we want to test whether our results still hold. In addition, we looked at the assumption of using a perfect sensor.
Table 3.1: **TTD for different start nodes** - Here we see the difference in time to decision caused by a change of the searchers starting position. Cell (3, 7) has got the highest likelihood of target location. While starting from position (2, 7) supports the subgraph method, starting from location (4, 7) requires to grow the entire graph in order to get best search performance.

<table>
<thead>
<tr>
<th>start node</th>
<th>original graph</th>
<th>augmented subgraph</th>
<th>augmented graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 11)</td>
<td>22.20</td>
<td>22.67</td>
<td>21.65</td>
</tr>
<tr>
<td>(2, 7)</td>
<td>33.83</td>
<td>16.79</td>
<td>15.42</td>
</tr>
<tr>
<td>(4, 7)</td>
<td>24.68</td>
<td>16.59</td>
<td>21.20</td>
</tr>
<tr>
<td>(11, 1)</td>
<td>23.97</td>
<td>24.93</td>
<td>22.72</td>
</tr>
</tbody>
</table>

### 3.7.1 The Curse of a Myopic Searcher with Perfect Sensor

Although it may intuitively appear beneficial to have a myopic searcher with no false detection rates, it sometimes causes trouble. To investigate the large variance we observed in the simulation data, we looked at the search trace and revealed the problem. Suppose the subgraph in Figure 3.23, with initial probability coded by color intensity. This could be a graph we want to search or just a part of a larger graph that is connected via cell 15 to the remaining nodes. Let us place the target in cell 1 (according to the initial probability there is a high likelihood that this can happen). The perfect searcher will first enter cell 3. The probability allocated to cell 4 is slightly higher than the probability for cell 2. That forces the myopic searcher to search node 4 and all the way down to node 14. All the already searched cells hold the target with probability zero due to the perfect searcher. The memoryless searcher needs to find its way out of that trap without any information. In essence, we find the searcher stuck in a local minimum, which is a known shortcoming of myopic algorithms. At any position (except position 14) the searcher must randomly choose between two equal likely neighbors. So it will walk forward and backwards without pattern until it hits node 3 by chance.

![Figure 3.23: Example for a perfect searchers trap](image)

The statistics for 5000 simulations are shown in the following table. For the searcher to avoid being trapped, we would like to give it some memory to retrace the way as soon as possible. We
can use the fact that it is most unlikely to find a perfect sensor in reality and assign a perfect sensor a small false negative rate. That false detection rate causes a missed detection on occasion. It causes the searcher to leave a little probability mass in the already unsuccessfully searched cells. That remaining probability helps the searcher to trace back. It provides information about the way it came and there is no need to randomly choose between two equal likely neighbors. Repeating the same simulation as described above with $\beta = 0.001$ returned a $TTD = 25$ for each of the 5000 trials, that is, $\mu = 25$ and $\sigma = 0$.

### 3.7.2 Shortest-path Searcher

We have seen that it takes the least amount of time to find the target if a myopic searcher is placed in a search environment that can be represented by a complete graph with constant edge length. However, we will not see such an environment in real applications. Nevertheless, the takeaway is to search the cells in order of the allocated probability mass, from highest to lowest.

While the myopic searcher uses only local information to identify the next step, a searcher using a constrained shortest-path approach can use global information. It not only considers the adjacent neighbors as possible next search cells, but the entire search environment. It picks the highest probability cell, calculates the shortest path to that cell, and starts to travel.

There are two different behaviors in terms of observations. The searcher could stop at every node while traveling and conduct a search, or the searcher will only search the high-probability node and not perform observations in the nodes it travels through. The second method needs to conduct the same number of searches as the myopic searcher in a complete graph. On top of that time, we have to add the additional travel time. This fact makes it hard to compare against the myopic search method. We need to define how long it takes to travel and how long it takes to search a single cell. In case the searcher moves fast compared to the search time, the shortest-path searcher may have an advantage. If it takes much longer to travel in contrast to search a cell, the myopic searcher may be the better choice.

A simple simulation can show that a shortest-path searcher will travel a lot in a more realistic environment, as shown in Figure 3.20, which is intuitive. The probability decreases from the

<table>
<thead>
<tr>
<th>statistic</th>
<th>min</th>
<th>1$^{st}$ quantile</th>
<th>median</th>
<th>3$^{rd}$ quantile</th>
<th>max</th>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTD</td>
<td>25</td>
<td>65</td>
<td>103</td>
<td>171</td>
<td>731</td>
<td>133.08</td>
<td>94.73</td>
</tr>
</tbody>
</table>

Table 3.2: **Statistics for a trapped perfect myopic sensor** - Large TTDs are caused by the searcher’s lack of memory and the zero probability of target location for the already searched cells.
point of target location at time zero in all possible directions. Searching the nodes in order of decreasing probability forces the searcher to change direction often.

Identifying which method is best for the given search environment and prior probability distribution remains to be determined and is an area for future work. The point we want to make is that our result holds for a shortest-path searcher, too. The time to find the target can be reduced by augmenting the graph.

3.8 Growing Graphs by Hitting Time

Whenever we play the game with imperfect sensors, it may take much longer to find the target compared to the time it takes using a perfect sensor (refer to Figure 2.3). The reason is that we have to search cells multiple times to be sure about the target’s presence or absence. A cell where the searcher did not find the target still contains probability mass of the target’s presence (provided \( \beta > 0 \)). That probability mass will grow due to future probability updates. To reduce the search time, and more importantly to provide a stopping criterion for the searcher, we previously introduced a lower bound \( \underline{B} \) and an upper bound \( \overline{B} \), which are the probability thresholds to exceed in order to conclude the search.

As derived in [57], let us suppose we want to concentrate the search on just a single cell until the cell’s probability exceeds \( \overline{B} \) or gets smaller than \( \underline{B} \). We would need the minimum number of searches if the searcher returns only 0 (target not present) or only 1 (target present) respectively.

Utilizing the Bayes’ update rule recursively, we can learn the pattern. Provided the sensor returns always zero (one), gives the minimum number \( t \) of needed visits

\[
t > \left\lceil \frac{\ln \frac{\overline{B}(1-p)}{(1-B)p}}{\ln \frac{1-\beta}{\alpha}} \right\rceil
\]

to exceed the upper threshold \( \overline{B} \) and

\[
t > \left\lceil \frac{\ln \frac{\underline{B}(1-p)}{(1-B)p}}{\ln \frac{\beta}{1-\alpha}} \right\rceil
\]

to go below the lower threshold \( \underline{B} \), where \( p \) is the initial probability and \( \alpha \) and \( \beta \) the false detection rates. The higher \( \alpha \) and \( \beta \), the more likely it is the searcher has to visit several nodes more than once. The next node with highest probability of containing the target could be far
away in distance, and the myopic searcher would spend a lot of time to finally reach that node. The searcher could face the same problem several times. Motivated by this fact, we want to take out the large hitting times from the graph by placing an appropriate edge.

The hitting time \((i, j)\) denoted \(ht(i, j)\), is the expected time it takes for the searcher to first visit node \(j\) starting at node \(i\) [22]. This time can be calculated using an absorbing Markov chain. We declare the probability to stay at node \(j\) as one, and thus, created an absorbing state. Rewriting the probability transition matrix in the form \(\begin{pmatrix} 1 & 0 \\ R & Q \end{pmatrix}\) allows the calculation

\[
E[T|x_0 = i] = \sum_{i=s}^{r} (I - Q)^{-1} \{0 \ldots s - 1\} \text{, where } \{0 \ldots s - 1\} \text{ are the absorbing states and } \{s \ldots r\} \text{ the transition states. With one calculation, we get the hitting times for node } j \text{ from all possible start nodes } i.
\]

The return time for a node \(j\) is the expected time until a searcher revisits that node. We find the solution solving the Markov chain for the long-run proportion of being in a specific state. \(E[T|x_0 = j] = \frac{1}{\pi_j}\). We have to solve the system of equations

\[
\pi_j = \sum_k \pi_k P_{kj}
\]

\[
\sum_j \pi_j = 1.
\]

A solution for this is \(\pi_j = \frac{\text{deg}(j)}{2m}\).

Here is how we can use this information to define a new method to augment a graph. We compute all the hitting times (this is a \(n \times n\) matrix), find the largest among them, and place an edge between the start and end nodes. Adding an edge using this method influences all the other hitting times immediately. Adding more than one edge to the graph requires multiple hitting-time calculations.

The best method we have so far is the greedy algorithm using the Fiedler vector to select the edge to add. That method is used as a reference to compare the goodness of the hitting-time method. We use a random graph with \(n = 50\) and \(m = 62\) and grow the graph ten times by five edges. We do this using both the greedy algorithm and the hitting-time method. We conduct a search with 3000 replications for each graph. The searcher has false detection rates of \(\alpha = 0.00\) and \(\beta = 0.01\). The resulting times to detection are plotted in Figure 3.24.
We observe that the proposed hitting-time method is a good alternative to the Fiedler method.

The hitting time for a specific node is highly influenced by its degree. In case of return time, this fact is obvious looking at the formula for the calculation. The degree difference between $deg(i)$ and $deg(j)$ is one of the reasons for a non-symmetric hitting-time matrix. In most cases, we will see $ht(i, j) \neq ht(j, i)$. Another metric was to use the combined hitting time, that is, using $ht(i, j) + ht(j, i)$, as criterion to find the edge to add. The results for TTD turn out not to be significantly different from the normal hitting-time method, so we can save the additional computation and go for the normal hitting-time method as proposed. Further investigation of this approach is left for future study.
4.1 Conclusion

This thesis investigated the relationship between the addition of edges to a graph representing a search environment and improvement in the search performance, as measured by the time necessary to complete the search. This work leverages existing results pertaining to the second smallest eigenvalue of the graph Laplacian, also known as the algebraic connectivity of the graph. It performs comparisons to identify a greedy method based on the Fiedler vector as an effective, efficient choice for augmenting a graph as well as a method utilizing the maximum hitting time. Statistical simulation studies and analysis using randomly generated graphs validate this finding.

Further, this work enhances the understanding of the positive correlation between $\lambda_2$ and the search time until the target is found in problems of probabilistic search. In fact, search performance on sparse graphs can be significantly improved by adding only a few wisely chosen edges, and the relation between number of edges to add and the search time is modeled as exponential. This analytic model offers guidance for the necessary additional number of edges needed to achieve a specified improvement in search for a target. This result also highlights the fact that adding edges beyond a certain number does little to improve search performance, and that knowledge of the relationship between number of additional edges and enhancement of search will limit the expense of adding unhelpful edges.

This work also proposed a novel method for further enhancing the improvement in search performance by partitioning the regions of high and low probability of target presence. By extracting the former region as a subgraph and adding edges using the greedy method found to be most effective, this approach offers a means of incorporating prior information on the target’s likely locations into the graph augmentation process.

Simulation studies also show that it is sufficient for the searcher to utilize local information in conducting its adaptive search of the environment. Such a myopic search strategy is seen to outperform other approaches that may involve global information, e.g., shortest path method, but that are wasteful in forcing the searcher to transit through previously visited or low-probability regions in the search environment.
4.2 Future Work

There are numerous avenues for future research, including extensions to account for heterogeneous edge weightings that can represent, for example, physical distances between spatial locations.

Searcher trajectories that address the constrained paths will enhance the relevance of the proposed models to practical applications of probabilistic search. Additional modifications to the model for realistic scenarios will address the need to account for the time it takes to search a cell, in addition to the time it takes to transit there. In such situations, it is possible that a variant of the shortest path search algorithm investigated herein might become more attractive. We note that such constrained search-path optimization problems are computationally intractable [58]. Similarly, more sophisticated treatment of the search-planning process by means of formulating a traveling-salesman problem can further improve the search performance. In other words, slight detours yielding longer search path lengths but accumulating greater probability mass may yield more efficient searches. Such routing algorithms have been formulated in operations research and computer science and can be applied to the probabilistic-search problem as well [59, 60]. A connection between the shortest spanning tree of a graph and the traveling-salesman problem was already claimed in 1956 [61]. That may be a way to further enhance the applied search algorithm. A close cousin of the traveling-salesman problem is the vehicle-routing problem and several known algorithms are discussed in [62]. Especially while using more than one searcher, some of the algorithm’s ideas could be adopted to coordinate multiple searchers. Another interesting technique could be the use of pebbles that are left behind while searching, to coordinate the search. That technique has been successfully used searching mazes [63].

The inclusion of correct information pertaining to the target location is seen to be beneficial to the searcher; however, using incorrect information, either by misdirection or by mistake, is significantly detrimental to the search process. In other words, if the searcher erroneously attributes a low likelihood to the true target location, the myopic searcher will search for a long time until that cell is finally searched. At some point it may be worthwhile to stop the search and change strategy. Stopping the search and restarting at a different point is not a bad idea at all [29]. The question is when to stop and where to restart, incorporating the time it takes to reach the restarting location.

However, the myopic searcher may have an advantage over a searcher with global information
by restricting the search to local regions. Such advantages may further be accentuated in the case of mobile targets, which is another area of future study [32, 33]. Addition of edges may improve the searcher’s ability to localize the target, but also hinders the search by providing greater access for a moving target to maneuver on the graph. Investigation of this trade-off, as well as the ability to block some edges for the target movement, may reveal new methods of search planning. Results from pursuit-evasion problem solving [34, 35, 36, 37, 38] might be considered to guide the searcher through the environment or may reveal other ideas to influence the search environment. While improving the searcher’s moving ability, we might want to restrict the target’s movement by blocking or deleting edges. The competing strategies are similar to minimax optimization problems. The problem of removing edges that most restrict the target’s mobility can be seen as the dual of the thesis’ problem. Performing the Fiedler vector method on the graph’s complement will find a heuristic solution.

Divide-and-conquer techniques may be beneficial to disconnect the graph in two smaller subgraphs. According to a given budget, we could use two searchers, one for each subgraph, or we could use one searcher, but define where to start searching and when to change to the other subgraph.

Other analytic models relating entropy of the initial target distribution and threshold percentage of probability mass to specify the subgraph to be extracted and augmented offer additional avenues of interesting research.
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APPENDIX A:
SOFTWARE USED FOR SIMULATION AND ANALYSIS

Simulation environment
I used the following program for simulation and analysis:

MATLAB® & SIMULINK®
student version
version 7.10.0.499 (R2010a)
32-bit (win32)
The MathWorks™

Besides the help files that come with the program I frequently used the online help that can be found under:
http://www.mathworks.com/academia/student_version/start.html

SDP-solver
To be able to solve semidefinite programs within the MATLAB® environment I downloaded and installed the following solver:

cvx: A system for disciplined convex programming package
©2005-2010 Michael C. Grant and Stephen P. Boyd
http://www.stanford.edu/~boyd/cvx
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