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Abstract—Sampling is the bottleneck for ultra-wideband (UWB) communication. Our major contribution is to exploit the channel itself as part of compressed sensing, through waveform-based pre-coding at the transmitter. We also have demonstrated a UWB system baseband bandwidth (5 GHz) that would, if with the conventional sampling technology, take decades for the industry to reach. The concept has been demonstrated, through simulations, using real-world measurements. Realistic channel estimation is also considered.

I. INTRODUCTION

Ultra-wideband (UWB) [1], [2], [3], [4] represents a new paradigm in wireless communication. The unprecedented radio bandwidth provides advantages such as immunity from flat fading. Two primary challenges exist: (1) how to collect energy over the rich multipath components; (2) extremely high sampling rate analog to digital conversion (A/D). Time reversal [5] provides a promising solution to the first problem [6]. In particular, the concept of time reversal has recently demonstrated in a real-time hardware test-bed [7], [8]. At the heart of time reversal, the channel itself is exploited as a part of the transceiver. This idea makes sense since when few movements exist, the channel is time-invariant and reciprocal [9]. In principle, most of the processing at the receiver can be moved to the transmitter—where energy consumption and computation are sufficient for many advanced algorithms.

A natural question arises: Can we move the hardware complexity of the receiver to the transmitter side to reduce the sampling rate of A/D to the level of 125 Msps—for which excellent high dynamic range commercial solutions are available? Fortunately compressed sensing (CS) [10], [11] is a natural framework for our purpose.

CS has been used to UWB communications [12], [13]. Our major contribution is to exploit the channel itself as part of compressed sensing, through waveform-based pre-coding at the transmitter. Only one low-rate A/D is used at the receiver. We also have demonstrated (Fig. 1) a UWB system covering the 3 GHz – 8 GHz frequency band that would, if with the conventional sampling technology, take decades for the industry to reach.

This paper is organized as follows. Section II introduces the CS theory background and extends CS concept to a continuous time filter based architecture. Section III describes the proposed CS based UWB system together with a CS based channel estimation method. Section IV shows the simulation results and section V gives the conclusions.

II. COMRESSED SENSING FOR COMMUNICATIONS

A. Compressed sensing background

Reference [14] gives a most succinct highlight of the CS principles and will be followed here for a flavor of this elegant theory. Consider the problem of reconstructing an $N \times 1$ signal vector $x$. Suppose the basis $\Psi = [\psi_1, \ldots, \psi_N]$ provides a $K$-sparse representation of $x$, where $K << N$; that is

$$x = \sum_{n=0}^{N-1} \psi_n \theta_n = \sum_{l=1}^{K} \psi_{n_l} \theta_{n_l}$$

(1)

Here $x$ is a linear combination of $K$ vector chosen from $\Psi$; $\{n_l\}$ are the indices of those vectors; $\{\theta_{n_l}\}$ are the coefficients. Alternatively, we can write in matrix notation

$$x = \Psi \theta,$$

(2)

where $\theta = [\theta_0, \theta_1, \ldots, \theta_{N-1}]^T$. In CS, $x$ can be reconstructed successfully from $M$ measurements and $M << N$. The measurement vector $y$ is done by projecting $x$ over another basis $\Phi$ which is incoherent with $\Psi$, i.e. $y = \Phi \Psi \theta$. The reconstruction problem becomes an $l_1 - \text{norm}$ optimization problem:

$$\hat{\theta} = \arg \min ||\theta||_1 \quad s.t. \quad y = \Phi \Psi \theta.$$  

(3)

This problem can be solved by linear programming techniques like basis pursuit (BP) or greedy algorithms such as matching pursuit (MP) and orthogonal matching pursuit (OMP).

When applying CS theory to communications, the sampling rate can be reduced to sub-Nyquist rate. In [15] and [16] a serial and a parallel system structure were proposed, respectively. Sampling rate can be reduced to less than 20% of Nyquist rate. However, they were designed for signals that are sparse in frequency domain. In this paper we propose a serial system structure which is suitable for pulse-based UWB communications, which is sparse in time domain. The analog-to-information converter (AIC) structure in [15] is not
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suitable for UWB communications. $3 - 8$ GHz UWB signal is considered as an example in describing the reasons:

- The pseudo noise (PN) chip rate requirement for PN sequence makes it difficult for UWB signals, which must be at least twice the maximum signal frequency. For example, a $3 - 8$ GHz UWB signal needs at least 16 GHz chip rate.
- The multiplier, which can be a mixer, supporting such high bandwidth for $3 - 8$ GHz UWB signal is difficult to implement.
- The system is time-variant. Each measurement is the product of a streaming signal and a changing PN sequence. This requires a huge amount of storage space and complex computation.

In this paper, a simple architecture that is suitable for UWB signals is proposed using a finite impulse response (FIR) filter-based architecture.

**B. Filter-based compressed sensing**

Random filter based CS system for discrete time signals was proposed in [17]. This idea can be extended to continuous time signals. We use $*$ to denote the convolution process in a linear time-invariant (LTI) system. Assume that there is an analog signal $x(t), t \in [0, T_x]$ which is $K$-sparse over some basis $\Psi$:

$$x(t) = \sum_{n=0}^{N-1} \psi_n(t) \theta_n = \Psi(t) \theta,$$  \hspace{1cm} (4)

where

$$\Psi(t) = [\psi_0(t), \psi_1(t), ..., \psi_{N-1}(t)],$$

$$\theta = [\theta_0, \theta_1, ..., \theta_{N-1}]^T. \hspace{1cm} (5)$$

Note that there are only $K$ non-zeros in $\theta$. $x(t)$ is then fed into a length-$L$ FIR filter $h(t)$:

$$h(t) = \sum_{i=0}^{L-1} h_i \delta(t - iT_h), \hspace{1cm} (7)$$

where $T_h$ is the time delay between each filter tap.

The output $y(t) = h(t) * x(t)$ is then uniformly sampled with sampling period $T_s$. $T_s$ follows the relation $T_s/T_h = q$, where $q$ is a positive integer. $M$ samples are collected so that $M \cdot T_s = [L \cdot T_h + T_x]$, where $(L \cdot T_h + T_x)$ is the duration of $y(t)$. Now the problem becomes recovering $N \times 1$ vector $\theta$ from the $M \times 1$ measurement vector $y$, which is exactly the same as the problem posed in Equation 3. The number of measurements for successful recovery depends on the sparsity $K$, duration of the analog signal $T_x$, filter length $L$ and the incoherence between $\Phi$ and $\Psi$. Numerical results in Section III show that when $x(t)$ is sparse and $h(t)$ is a PN sequence, $\theta$ can be reconstructed successfully with a reduced sampling rate, requiring only $M << N$ measurements. Note that measurement $y$ is a projection from $x$ via an FIR filter. We use this feature to design our proposed system.

**III. COMPRESSED SENSING BASED UWB COMMUNICATION SYSTEM**

![Figure 1](image)

Fig. 1. The system architecture of the proposed CS based UWB system. The communication problem of recovering the transmitted information can be modeled as a CS problem.

**A. Communication system architecture**

With the knowledge of Section II-A and Section II-B, we propose a CS-based UWB communication system which is able to reduce the sampling rate to $1.25\%$ of Nyquist rate. The system architecture is illustrated in Fig. 1. A UWB signal is transmitted by feeding a sparse bit sequence through a UWB pulse generator and an pre-coding filter. Then, the received signal is directly sampled after the channel, using a low-rate A/D and then processed by a recovery algorithm. $\Phi$ is the projection matrix consisting of the pre-coding filter and the channel. It can be noticed that channel itself is part of the projection matrix in CS, so the receiver is very simple, with
only one low-rate A/D to collect measurement samples. Our simulation in Section IV shows that 3 – 8 GHz UWB signals can be successfully recovered by a 125 Msps A/D.

$K$-pulse position modulation (PPM) is used to modulate sparse bit sequence. Each PPM symbol is $K$-sparse: there are $N$ positions and only $K << N$ pulses in each symbol, as illustrated in Fig. 2. The output of the UWB pulse generator can be written using the notations in Equation 4 and 5, with $\Psi_n (t) = p(t - n T_p)$, where $p(t)$ is the function of the UWB pulse and $T_p$ is the period of the pulse. Pre-coding filter and channel are modeled as FIR filters, with combined impulse response $h(t) = f(t) \ast c(t)$, where $f(t)$ and $c(t)$ are the impulse response for the pre-coding filter and the channel, respectively. Here $h(t)$ is equivalent to the $h(t)$ in Equation 7. The received signal $y(t) = h(t) \ast x(t)$ is then uniformly sampled by an A/D with sampling period $T_s$. Similar to Equation 8 and 11, the down-sampled measurements form the $M \times 1$ vector $y = \Phi \Psi \theta = \Theta \theta$, where $\Phi$ is a quasi-Toeplitz matrix. Now, the communication problem becomes a problem of estimating $\theta$ from $M << N$ measurements, which is again identical to the problem described as Equation 3.

The success of recovery relies on the sparsity $K$ and the incoherence between $\Psi$ and $\Phi$. Sparsity is easily met by controlling the transmitted sequence. In our simulation, $K = 1$, which means that there is only one pulse in PPM symbol. The incoherence property can be met by proper selection of the pre-coding filter $f(t)$. Simulation results show that if $f(t)$ is a PN sequence whose chip rate is equal to the bandwidth of the UWB pulse $p(t)$, $\theta$ can be successfully recovered using recovery algorithms. So far the discussion is in baseband. If the transmitted UWB is passband, then up-conversion is applied after the pre-coding filter. PN chip rate and the receiver structure remain the same. No down-conversion is required at the receiver. For example, as will be shown in the simulation, a 3 – 8 GHz UWB pulse requires a 5 GHz PN chip rate, which is the same as the signal bandwidth, not the Nyquist rate of the maximum signal frequency, as required by the AIC system. A/D at the receiver directly samples the received signal, without doing down-conversion.

The number of measurements $M$ and sampling rate are related and determined by the length of the combined filter $h(t)$. If $h(t)$ is long, the received signal is “spread out” in the time domain, therefore sufficient measurements can be made under a lower sampling rate.

$B$. Channel estimation

After down-sampling, $y$ is processed at the receiver with $\Theta$ using BP. In constructing $\Theta$, $f(t)$, $c(t)$ and $\Psi(t)$ are required. $f(t)$ and $\Psi(t)$ are fixed and can be considered as prior knowledge at the receiver. The channel, $c(t)$, however, needs to be estimated. A CS based channel estimation method is proposed. A 3 – 8 GHz channel can be estimated by a 500 Msps A/D.

Similar to Equation 7, the UWB channel can be modeled as:

$$ c(t) = \sum_{i=0}^{L-1} c_i \delta (t - iT_h) \quad (13) $$

The channel estimation block diagram is illustrated in Fig. 3. A UWB probing pulse $p(t) \ast f(t)$ is transmitted to “probe” the channel, where $p(t)$ is a UWB pulse and $f(t)$ is a PN sequence. At the receiver, sub-Nyquist rate A/D collects $M$ uniform measurements. This process can be represented as $y = D \downarrow (c(t) \ast f(t) \ast p(t))$, where $D \downarrow$ denotes a downsampling factor of $[N/M]$ and $y$ denotes the measurement vector. Since the system is LTI, an alternative block diagram can be drawn as Fig. 4. Then, $y = D \downarrow ((f(t) \ast p(t)) \ast c(t))$. In matrix notation, $y = \Theta c$, where $\Theta$ is a quasi-Toeplitz matrix derived from $f(t) \ast p(t)$ and $c = [c_0, c_1, ..., c_{L-1}]^T$.

The channel estimation problem is to get $\hat{c}$ from measurements $y$, which is identical to the CS problem described in Equation 3. Successful recovery requires $c$ to be sparse and the incoherent property of measurement matrix $\Theta$ [11]. Indoor UWB channel is sparse and PN sequence structured $\Theta$ has the incoherent property. PN chip rate should be the same as the bandwidth of the channel under estimation. We use simulation to show the estimation result.

First, we need to set up the real channel $c(t)$ as the estimation target. Vector network analyzer (VNA) is used to get the real indoor channel coefficient $c$. 3 – 8 GHz channel is measured by VNA with 1 MHz frequency step and 128 averages. $c(t)$ (Fig. 5) is derived from the VNA data using CLEAN algorithm with a rectangular window. There are about 50 non-zero entries in $c$. PN chip rate is 5 GHz and length of $f(t)$ is 1 $\mu$s. Baseband Gaussian UWB pulse $p(t)$ has 5 GHz bandwidth. Since the measured channel is in passband, up-conversion is applied after the PN filter. At the receiver, 500 Msps A/D is used to get measurements. BP is then used to get the estimated vector $\hat{c}$ with the knowledge of $f(t)$, $p(t)$ and $y$ only. Additive white Gaussian noise (AWGN) is added at the received samples as $y = \Theta c + w$, where $w$ is the noise vector. Basis pursuit denoising (BPDN) is used to solve the
recovery problem with noise. Fig. 6 (a) shows the estimation result and Fig. 6 (b) shows the zoomed in result. It can be seen that though $\hat{c}$ is a little noisy, all major paths in $\hat{c}$ perfectly match to $c$. Only the amplitudes are slightly different.

We will use $c$ as “perfect estimation” to form the measurement matrix $\Phi$ and the noisy $\hat{c}$ as “imperfect estimation” to form the measurement matrix $\hat{\Phi}$ in the CS-based UWB communication system symbol error rate simulation. Interestingly, though imperfect estimation is noisy, the symbol error rate is similar to perfect estimation.

IV. Simulation Results

Since UWB channel is stable when few movements exist in the indoor environment, we assume that channel is time-invariant during the channel estimation and communication process.

In the simulation, each symbol has only one pulse in 256 candidate positions, containing 8 bits information. This is a special case of the PPM symbol illustrated in Fig. 2, with $K = 1$. More pulses can be used to increase the information per symbol. Since the purpose of the paper is to recover $\theta$, not maximizing the data rate, the case when $K > 1$ is not simulated. The UWB pulse generator produces a 5 GHz bandwidth Gaussian pulse. The pre-coding filter is a PN sequence with 128 ns duration and 5 GHz chip rate. Then the signal is modulated with a 5.5 GHz sinusoidal, up-converting to the 3 – 8 GHz frequency band. Measured channel $c(t)$ in 5 is used. Due to the delay spread of the channel and the length of PN sequence, the received signal $y(t)$ is spread out over 256 ns. A 256 ns guard period is added between symbols to avoid intersymbol interference (ISI). At the receiver, perfect synchronization is assumed. 125 Msps, 250 Msps and 500 Msps sampling rates are simulated to evaluate the symbol error rate VS SNR per symbol performance. Since measurements are made in a 512 ns period, the relating numbers of measurements $M$ for 125 Msps, 250 Msps and 500 Msps are 64, 128 and 256, respectively. BPDN provided by [18] is used as the reconstruction algorithm. The position with maximum amplitude in $\hat{\theta}$ is compared with the position in $\theta$. If two positions are exactly the same, the symbol is considered as reconstructed successfully. 20000 simulations were performed for each SNR plot.

Fig. 7 shows the reconstruction result under 125 Msps sampling rate without any additive noise. $\hat{\theta}$ reconstructed from perfect/imperfect channel profile is compared with original $\theta$. From Fig. 7, we can see that $\hat{\theta}$ from imperfect channel profile is a bit more noisy. However, the position of maximum amplitude is exactly the same as the one in $\theta$. Therefore, the transmitted symbol is recovered successfully. After 20000 simulations, no errors can be found.

Fig. 8 shows the results under AWGN. Perfect/imperfect channel estimation and 125 Msps/250 Msps/500 Msps sampling rate are simulated. We can see that higher sampling rate provides better symbol error rate performance. This is because more measurements are collected under higher sampling rate. It is also noticed that under same sampling rate, the symbol error rate of perfect channel estimation and imperfect channel

![Fig. 5](image1.png) Time domain channel derived from VNA measurement. The sparsity of this channel is 50.

![Fig. 6](image2.png) (a) Channel estimation result. (b) Zoomed in version of the result.

![Fig. 7](image3.png) Recovery of $\hat{\theta}$ using 125 Msps A/D, perfect/imperfect channel estimation. No noise is added.

![Fig. 8](image4.png) Simulation results under AWGN. Perfect/imperfect channel estimation and 125 Msps/250 Msps/500 Msps sampling rate are simulated.
estimation have almost no difference. From the 500 Msp per symbol rate curve, we can see that the symbol error rate is 0 when SNR is over -6 dB, in 20000 simulations. 

Many interesting topics are raised after the simulation. Does the measurement matrix $\Phi$ and $\Psi$ satisfy the incoherence property in theory? What is the relationship for sampling rate, SNR and symbol error rate? Why the imperfect channel estimation shows similar performance with perfect channel estimation? How to achieve synchronization with this system? Further effort needs to be done to explain these questions.

V. CONCLUSIONS

Our proposed approach is to exploit the projection matrix with channel itself and a waveform-based pre-coding at the transmitter. Taking the channel as part of CS results in a very simple receiver design, with only one low-rate A/D. The pre-coding is implemented in a natural way using an FIR filter. The concept has been demonstrated, through simulations, using real-world measurements. Realistic channel estimation is also considered. The philosophy is to trade computation complexity for hardware complexity, and move receiver complexity to the transmitter.

This work is just the beginning of the pre-coded CS. Future work includes reduction of algorithm complexity. Much quicker algorithms are required for real-time applications such as UWB communications. Deterministic CS [19] will be considered in the context of UWB channel.

Traditional pre-coding optimizes the system in the digital domain. The waveform-based pre-coding optimizes the transceiver in both mixed signal and digital domain. CS provides a natural framework. It may be more natural to combine waveform-based pre-coding with sampling innovation [20], since pre-coding can be used to reduce the degrees of freedom—thus the sampling rate.
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Fig. 8. Simulation results of symbol error rate vs SNR per symbol at the receiver.