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Nematic liquid crystal polymers and nanocomposites have wide-ranging applications in modern technology including display devices, ultra-fast switches, high strength fibers, and materials with enhanced multi-functional properties including thermal, dielectric, electrical, and barrier properties. In this review article we provide an overview of selected mathematical issues and numerical simulations of nematic liquid crystal polymers and rigid rod nanocomposites. Some open questions will be addressed.
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1. INTRODUCTION

Macromolecular materials, in particular, liquid crystalline materials, have a wide range of applications in ultra-fast video displays, temperature and pressure sensors, chromatography and smart fluids for brakes and clutches, high-strength fibers and many more. One prominent example is that nematic liquid crystal polymers have been spun into high-strength fibers and then manufactured into special airbags that cushioned the successful landing of NASA's highly publicized missions to Mars.22

Peter Palffy-Muhoray has given many interesting examples of liquid crystals in our life in Physics Today:39 “Liquid crystals are all around us: in high strength plastics, snail slime, laundry detergents, textile fibers such as silk and Kevlar, crude oil, insect wings, mineral slurries, lipstick, Bose Einstein condensates, and the mantles of neutron stars. We eat them as aligned molecules in gluten and drink them as phospholipids in milk where they stabilize fat globules. In our bodies they transport fats, make up cell membranes, and affect the functioning of hair cells in the inner ear, and even of DNA.” So, what are liquid crystals? Liquid crystallinity refers to a state of matter that is intermediate between the crystalline solid and the amorphous liquid. As a rule, a substance in a liquid crystal state is strongly anisotropic in some of its properties and yet exhibits a certain degree of fluidity. When the concentration of the rodlike molecules is high (lyotropic systems) or when the temperature is low enough (thermotropic systems), the molecules tend to be aligned with each other and the system is in a nematic phase. Otherwise, the molecule orientations are randomly distributed and the system is in an isotropic phase. Figure 1 illustrates the arrangement of rod-like molecules in both the isotropic (or random) phase and the nematic phase. Actually there are many anisotropic mesomorphic phases or mesophases (meaning intermediate phases) with the nematic phase being the simplest one. The orientational order presented in liquid crystals is usually quantified by an order parameter while the orientation of a rodlike molecule is specified by a unit vector along its axis. The nematic liquid crystals have a high degree of long-range orientational order of the molecules but no long-range positional order. This solid–liquid duality leads to many anomalous behaviors of liquid crystalline materials. Liquid crystalline polymers (LCPs) are materials with long and stiff macromolecules, whose conformation and flexibility interact with fluid flows, applied electric or magnetic fields, and thermal conditions. There
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are two types of such materials, one called lyotropic which is a solution that undergoes a phase transition between isotropic and nematic states when the concentration is increased sufficiently, and the other called thermotropic which are melts that exhibit the isotropic to nematic phase transition when the temperature is decreased to a critical temperature. The distinction between lyotropic and thermotropic systems is not crucial for mathematical studies. Products with high tensile modulus are manufactured from these macromolecular materials due to preferred internal molecular orientational order. Understanding the flow of LCPs and the effects of external fields, in particular, the flow-orientational order coupling during material processing, is crucial to predicting new materials with desired properties and to quality control in LCP material processing. Excellent books on this topic include Bird et al., Doi and Edwards, de Gennes, Larson, and Donald et al. A detailed overview on liquid crystals can be found in Ref. [96].

The initial theoretical basis for the rigid rod liquid crystalline polymer is attributed to two Nobel Prize laureates—Lars Onsager and Paul J. Flory. Both the Onsager and Flory theories are statistical theories based on the assumption that liquid crystal phases arise from purely steric
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interactions. The main difference between the two theories is that the Onsager theory uses the second virial expansion of the interaction energy whereas the Flory theory uses the lattice model to simulate the excluded volume effect. Because of its virial expansion, the Onsager theory is more applicable to dilute solutions. Introducing higher virial terms may extend the Onsager theory to concentrated solutions.\(^\text{59,60}\) In contrast, the Flory theory makes some assumptions valid only in a perfectly ordered phase. These assumptions restrict the Flory theory to high concentrations and a highly ordered phase. Both the Onsager and Flory theories predict an isotropic–nematic phase transition when the polymer concentration is sufficiently high (or equivalently when the temperature is sufficiently low).

The Leslie-Ericksen (LE) vector theory\(^\text{61,73}\) is one of the earliest constitutive theories of liquid-crystals. It extends Oseen and Frank’s continuum theory of elasticity of liquid crystals at rest to model flow behavior.\(^\text{62}\) The LE model takes the microstructure of the material into account by postulating a unit “director” that characterizes the direction of local ordering of the polymer rods. The theory assumes a uniquely defined principal axis exists everywhere. The Onsager potential can be written as

\[ V_{\text{Onsager}}(m) = r k_B T \int_{m'} |\beta(m, m') \rho(m')| / m' \]  

where \( m \) and \( m' \) are unit vectors, \( \rho(m) \) denotes the probability density function that a random molecule in the ensemble has orientation \( m \). \( \beta(m, m') = 2dL^2|m \times m'| \) represents the excluded-volume interaction between two rodlike molecules with orientations \( m \) and \( m' \), \( r \) is the number density of the rigid rodlike molecules with diameter \( d \) and length \( L \), \( k_B \) is the Boltzmann constant, and \( T \) is temperature. One can approximate the magnitude of the cross product by the following expression:

\[ |m \times m'| = \sqrt{\sin^2 \theta = \sqrt{1 - \cos^2 \theta}} \approx 1 - \frac{1}{2} \cos^2 \theta = 1 - \frac{1}{2} (m \cdot m')^2 \]  

where \( \theta \) is the angle between \( m \) and \( m' \). Using the above approximation, one can simplify the Onsager potential to the Maier-Saupe potential:

\[ V_{\text{MS}} = -\frac{3}{2} k_B T m : M \]
where $U$ is the nematic strength, and $M$ is the second moment of the orientation distribution

$$M = \langle mm \rangle = \int_{m \in S^2} mm \rho(m) \, dm$$

(4)

The Maier-Saupe potential (3) was originally developed for studying phase transitions in thermotropic liquid crystals and it has been widely adopted in the study of liquid crystalline polymers. The Maier-Saupe is analytically less complicated in that it is completely specified by the second moment. To derive an equation for the second moment also inspires a further simplification in which the Smoluchowski equation is approximated by an equation for the second moment. As a result, the macroscopic properties of interest at any material point are estimated by an equation for the second moment. As a result, the Smoluchowski equation is approximated by an equation for the second moment. Below we review briefly the approach of closure approximation. This approach has been widely adopted in the development of numerical methods for solving the closure-based class of problems for dilute polymer solutions (e.g., “Boger fluids”) and other complex fluids including liquid crystal polymers. For simplicity, here we restrict ourselves to the two-dimensional Doi-Hess theory in the absence of flow.

We parametrize the rod axis by $m = (m_1, m_2)$. Let $\theta$ be the angular coordinate of $m$. We have

$$m_1 = \cos \theta, \quad m_2 = \sin \theta \quad \frac{\partial m_1}{\partial \theta} = -m_2, \quad \frac{\partial m_2}{\partial \theta} = m_1$$

(5)

The stochastic evolution of one polymer rod is described by a Langevin equation:

$$d\theta = -D \frac{V'(\theta)}{k_B T} \, dt + \sqrt{2D} \, dW$$

(6)

where $D$ is the diffusion constant, $V(\theta)$ is the total potential including the intermolecular potential and other potentials in the absence of external fields, and $W(t)$ is the Wiener process (Brownian motion). In general, the Langevin equation approach is limited because of the non-locality of the excluded volume potential, but more so because there are many degeneracies due to rotational invariance of equilibria, and in shear flow there are many limit cycles and bifurcations which are, thus far, not detectable from statistics of stochastic differential equation paths. One popular approach is to use a mesoscopic probability density function to describe the molecules and then use the Maier-Saupe potential which gives the interaction potential between a (test) polymer rod and the surrounding polymer rods described by mesoscopic probability density.

The Maier-Saupe potential can be expressed as

$$V_{MS} = -\frac{3U k_B T}{2} \cdot \langle m \rangle - \frac{1}{2} \cdot Q = -2N k_B T \cdot m : Q$$

(7)

where $N = 3U/4$, and $Q$ is the orientation tensor (traceless normalization of the second moment)

$$Q = \langle m m \rangle - \frac{1}{2} \cdot Q_{11} \cdot Q_{12} = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix}$$

(8)

The orientation tensor $Q$ is symmetric and traceless, so $Q_{12} = Q_{21}$ and $Q_{11} = -Q_{22}$.

The probability density function $\rho(\theta, t)$ is described by the Smoluchowski equation

$$\frac{\partial \rho}{\partial t} = D_r \frac{\partial}{\partial \theta} \left( V'_{MS}(\theta) + \frac{\partial \rho}{\partial \theta} \right)$$

(9)

where $D_r$ is the rotational diffusion coefficient of polymer rods. For simplicity we set $D_r = 1$, which is equivalent to a re-scaling of time for constant $D_r$; the more general orientation-dependent diffusion constant does not lead to qualitatively different results. To derive an equation for the orientation tensor, we first use (5) to derive the identity:

$$\left\{ \frac{\partial}{\partial \theta} \langle m m \rangle \left( \frac{\partial}{\partial \theta} \langle m m \rangle : Q \right) \right\}_{1,1} = -4 \langle m m \rangle \langle m m : Q \rangle + 4 \langle m m : Q \rangle$$

(10)

The proof of this equation is straightforward. First we show that the $(1, 1)$-component is the same for both sides even before taking the average.

$$\left\{ \frac{\partial}{\partial \theta} \langle m m \rangle \left( \frac{\partial}{\partial \theta} \langle m m \rangle : Q \right) \right\}_{1,1} = -2m_1 m_2 \left[ -2m_1 m_2 (Q_{11} - Q_{22}) + 2(m_1^2 - m_2^2) Q_{12} \right]$$

Next we check the $(1, 2)$-component.

$$\left\{ \frac{\partial}{\partial \theta} \langle m m \rangle \left( \frac{\partial}{\partial \theta} \langle m m \rangle : Q \right) \right\}_{1,2}$$

(11)

$$\left\{ \langle m_1^2 - m_2^2 \rangle \left[ -2m_1 m_2 (Q_{11} - Q_{22}) + 2(m_1^2 - m_2^2) Q_{12} \right] \right\}_{1,2}$$

Next we check the $(2, 1)$-component.

$$\left\{ \frac{\partial}{\partial \theta} \langle m m \rangle \left( \frac{\partial}{\partial \theta} \langle m m \rangle : Q \right) \right\}_{2,1}$$

(12)

On the other hand,

$$\left\{ \langle m_1^2 - m_2^2 \rangle \left[ -2m_1 m_2 (Q_{11} - Q_{22}) + 2(m_1^2 - m_2^2) Q_{12} \right] \right\}_{2,1}$$

(13)

$$\left\{ \langle m_1^2 - m_2^2 \rangle \langle m m : Q \rangle + 4 \langle m m : Q \rangle \right\}_{2,1}$$

(14)
Therefore, we have derived

\[ Q_{\text{in}}(15), \text{the evolution of} \]

\[ \frac{dQ}{dt} = -4Q + 8N \left( Q + \frac{1}{2} \right) \cdot Q - 8N \langle \text{mmm}m \rangle \cdot Q \]  

In (15), the evolution of \( Q \) is affected by the fourth moment \( \langle \text{mmm}m \rangle \). The coupling between moments in (15) requires some closure approximation. The quadratic Doo closure rule assumes

\[ \langle \text{mmm}m \rangle : (\bullet) = \langle \text{mm} \rangle \langle \text{mm} \rangle : (\bullet) \]

\[ \text{MM} : (\bullet) = (M : (\bullet))M \]  

Different closure rules, such as Hinch-Leal,\textsuperscript{22} Tsuji-Rey,\textsuperscript{34} have been studied. We list some 2D closure rules below.

Tsuji-Rey closure:

\[ \langle \text{mmm}m \rangle : (\bullet) = \frac{1}{4} \left( Q : (\bullet)Q + Q^2 (\bullet) \right. 

\[ + Q : (\bullet)Q + (\bullet) : Q \right) 

\[ - (Q : (\bullet))I + \frac{1}{2} (Q : (\bullet)I) \]  

Hinch-Leal 1 closure:

\[ \langle \text{mmm}m \rangle : (\bullet) = \frac{1}{8} \left( nM - (\bullet) : M - (\bullet) : (\text{MM}) \right. 

\[ \left. - 2(\bullet) : (\text{MM} - (\bullet) : M)I \right) \]  

Hinch-Leal 2 closure:

\[ \langle \text{mmm}m \rangle : (\bullet) = M : (\bullet) : M 

\[ + 2M : (\bullet) - M^2 (\bullet) : M^2 / (I : M^2) \right] 

\[ + \alpha(M) \left[ \frac{52}{315} (\bullet) - \frac{8}{21} (\bullet) : M 

\[ + M : (\bullet) - (\bullet) : M)I \right) \]

Detailed studies on closure rules can be found in Ref. [28]. As illustrated here, the orientation tensor theory is either derived or recovered from the kinetic theory for the density function by projection onto a second-moment description using closure rules.

To give a more mathematical description on the orientation tensor \( Q \), let us temporarily leave 2D rods in favor of 3D rods. The orientation tensor \( Q \) is the basis for micron-scale light scattering measurements of primary axes (directors), degrees of molecular alignment (birefringence), and normal and shear stress measurements. The spectral representation of \( Q \) gives mesoscopic directors and order parameters. In three-dimensional space (3D), the eigenvalues of \( Q \), \( d_i = 1/3 \), are the order parameters, which describe the averaged degrees of orientation with respect to the eigenvectors of \( Q \), \( n_i \), which in turn are the mesoscopic principal optical axes. The ellipsoid of Figure 2 depicts a geometric representation of the orientation tensor \( Q \) in 3D space.

An experimentalist can probe the optical axes by varying the plane transverse to the light signal; the principal axes correspond to a plane with local maximal birefringence (or anisotropy). Birefringence in the plane of \( n_i, n_j \) (or any plane) is measured by differences in the principal degrees of orientation, \( B_{ij} = |d_i - d_j| \). We further note that \( d_i > 1/3 \) implies that on an average the molecules align

\[ \langle \text{mmm}m \rangle : (\bullet) = \langle \text{mm} \rangle \langle \text{mm} \rangle : (\bullet) \]

\[ = \text{MM} : (\bullet) = (M : (\bullet))M \]  

\[ \text{Hinch-Leal 1 closure:} \]

\[ \langle \text{mmm}m \rangle : (\bullet) = \frac{1}{8} \left( nM - (\bullet) : M - (\bullet) : (\text{MM}) \right. \]

\[ \left. - 2(\bullet) : (\text{MM} - (\bullet) : M)I \right) \]

\[ \text{Hinch-Leal 2 closure:} \]

\[ \langle \text{mmm}m \rangle : (\bullet) = M : (\bullet) : M \]

\[ + 2M : (\bullet) - M^2 (\bullet) : M^2 / (I : M^2) \right] \]

\[ + \alpha(M) \left[ \frac{52}{315} (\bullet) - \frac{8}{21} (\bullet) : M \right. \]

\[ + M : (\bullet) - (\bullet) : M)I \right) \]  

where \( \alpha(M) = \exp[2(I - 3M^2 : 1)/(I - (\bullet) : M^2)] \] Where \( \alpha(M) = \exp[2(I - 3M^2 : 1)/(I - (\bullet) : M^2)] \)
In (21), the aspect ratios of the ellipsoid are given by $d_i$, where $d_1 < 1/3$ implies greater alignment with the plane perpendicular to $n_i$. The principal axis associated with the largest value of $d_i$ is usually referred to as the “major director.” Mathematically, a spectral representation of $Q$ is given by

$$Q = \sum_{i=1}^{3} \left( d_i - \frac{1}{3} \right) n_i \otimes n_i$$

where $(n, m)$ is the angle between the directors $n_i$ and $m$. The isotropic state corresponds to the case where $d_1 = d_2 = d_3 = 1/3$ or equivalently $Q = 0$, and the ellipsoid of Figure 2 reverts to a sphere with random mesoscale order.

In the presence of flow field, the probability density function $f(m, x, t)$ is governed by the Smoluchowski equation below, in which the time has been re-scaled with the rotational diffusion coefficient.

Smoluchowski equation:

$$\frac{Df}{Dt} = -R \cdot \left( \rho \mu \right) - R \cdot \left( m \times \dot{m} \rho \right)$$

In (20), $D/Dt = \partial/\partial t + v \cdot \nabla$ denotes the material time derivative, $\mu(m) = \ln \rho(m) + V(m)/k_B T$ is the normalized chemical potential density, $R = m \times \partial R/\partial m$ is the rotational gradient operator, and $m$ is the Jeffery orbit of ellipsoids given by

$$m = \Omega \cdot m + a(D \cdot m - D : m m)$$

In (21), $D$ and $\Omega$ are the rate-of-strain and vorticity tensors, and $a$ is the aspect ratio parameter defined as $a = (r_2 + 1)/(r_2 - 1)$ where $r$ is the ratio of the rod length or plate thickness to the diameter. $0 < a \leq 1$ corresponds to the case of rod-like molecules and $-1 \leq a < 0$ for the case of platelets. In the presence of external electric/magnetic fields, the potential $V(m)$ in $\mu(m)$ above will include terms in addition to the Maier-Saupe potential.

The development of the Doi–Hess theory has given a large impetus to the study of rheology of liquid–crystalline polymers. For planar linear flows the monodomain problem has been solved.\textsuperscript{37} What remains open is full 3D linear flows.

## 2. MATHEMATICAL STUDIES OF PURE NEMATICS

The isotropic–nematic (I–N) phase transition in hard rod gases and liquids is a classical topic, which was first explained theoretically by Onsager in terms of excluded volume potential.\textsuperscript{37} Onsager’s approach was based on a variational model where the second virial coefficient was calculated for excluded volume interaction between the rods. His calculation resulted in a non-analytic $[m \times m]$ potential where $m$ represents the direction of the rod. Later Maier and Saupe (3) re-examined the I–N transition with a simpler potential in the form of $-(m \cdot m)^2$ that now bears their names.\textsuperscript{39} The Maier-Saupe potential is a quartic approximation of the Onsager potential, which affords sufficient degrees of freedom to capture the hysteresis loop in an order parameter representation of isotropic and anisotropic equilibria. The interaction employed in the Maier-Saupe theory of the nematic state has been generalized in a manner consistent with the asymmetry of the molecules that exhibit a nematic phase.\textsuperscript{40} The bifurcation in Onsager’s model of the isotropic–nematic transition in a three-dimensional system of hard rods as well as the corresponding two-dimensional system of hard lines was investigated in Ref. [58]. It was found that the existence and order of a phase transition depend on both the direction of bifurcation and on properties of the global solutions. In 1986 Doi and Edwards\textsuperscript{23} employed a second-moment closure approximation for the Smoluchowski equation for the probability density function (PDF) to further illustrate robustness of the I–N transition with coarse-grained models and an excluded-volume potential. In Ref. [40] a simple proof was given to show that all steady states of the Doi–Hess tensor model are uniaxial. In fact, the homogeneous nematic dynamics of liquid crystalline polymers without flow is described by the following Doi–Hess orientation tensor model:

$$\frac{d}{dt} Q = -F(Q)$$

Here

$$F(Q) = \left( 1 - \frac{N}{3} \right) Q - N(Q : Q) + N(Q : Q) \left( Q + \frac{1}{3} \right)$$

where $Q$ is a second-order, symmetric, traceless tensor that describes the average molecular orientation with respect to a probability distribution. $N$ is the dimensionless polymer concentration that dictates the strength of the Maier-Saupe potential. The orientation tensor $Q$ is said to have uniaxial symmetry if two of its eigenvalues are identical; otherwise, it is said to exhibit biaxial symmetry. In order to show that all homogeneous equilibria of (22) are uniaxial, we first...
diagonalize the equation $F(Q) = 0$ using orthogonal frame of eigenvectors of $Q$. Then we show that all three eigenvalues of $Q$ satisfy a quadratic equation; therefore there are at most two distinct eigenvalues out of three, which is the definition of uniaxiality. However, the dynamics of the orientation tensor $Q$ is not necessarily uniaxial. The stability of each steady state was examined in full system in Ref. [40].

The proof that all kinetic model equilibria are uniaxial is much harder and remained open until quite recently, when mathematical analysts, led by Constantin, Kevrekidis and Titi, began to revisit Onsager’s seminal papers and provide modern rigorous proofs about stationary solutions. Very recently in Ref. [106] the axial symmetry of interacting by the Maier-Saupe potential is given by the Smoluchowski (or Fokker-Planck) equation:

$$\frac{\partial \rho}{\partial t} = D \frac{\partial}{\partial u} \left( \frac{1}{k_BT} \frac{\partial V}{\partial u} \rho + \frac{\partial \rho}{\partial u} \right)$$

$$V(u, \rho) = -k_B T (u \otimes u) : (u \otimes u)$$

$$\langle u \otimes u \rangle = \int u \exp(-V(u, \rho)) du$$

where $\rho$ is the orientational distribution function, $u$ a unit vector specifying the orientation of a rodlike molecule, $D$ the rotational diffusion coefficient, $V$ the Maier-Saupe short-range nematic potential, $\langle u \otimes u \rangle$ the second moment of $\rho$, $k_B$ the Boltzmann constant, $T$ the absolute temperature, and $b$ the strength of the nematic potential. In equilibrium the solution of the Smoluchowski equation is given by the Boltzmann distribution:

$$\rho(u) = \frac{\exp(-V(u, \rho))}{\int_s \exp(-V(u, \rho)) du}$$

Since $\langle u \otimes u \rangle$ is symmetric, we choose a Cartesian system such that $\langle u \otimes u \rangle$ is diagonal:

$$\langle u \otimes u \rangle = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 + r_1 & 0 \\ 0 & 0 & 1 + r_3 \end{pmatrix}$$

where $u = (u_1, u_2, u_3)$ and $r_i = \langle u_i^2 \rangle - 1/3$. If $r_1 = r_2 = r_3 = 0$, then the system is in isotropic state. If there are two distinct eigenvalues among $r_1$, $r_2$ and $r_3$, then the system is in axisymmetric (uniaxial) state. Upon diagonalization of the second moment $\langle u \otimes u \rangle$, the probability distribution function takes a simple form:

$$\rho(u) = \frac{\exp(b(r_1 u_1^2 + r_2 u_2^2 + r_3 u_3^2 + 1/3))}{\int \exp(b(r_1 u_1^2 + r_2 u_2^2 + r_3 u_3^2 + 1/3)) du}$$

where $b$ is treated as a variable for mathematical convenience. Then we introduce three random variables:

$$h_i = u_i^2 - \langle u_i^2 \rangle, \quad i = 1, 2, 3$$

and show that they have following properties:

1. $\langle h_i \rangle = 0, \quad i = 1, 2, 3; \sum_{i=1}^{3} h_i = 0$.
2. Suppose $r_1 > r_2$. Then for $b > 0$, we have $\langle h_2 (h_1 - h_3) \rangle < 0$. Note that $\langle h_i h_j \rangle$ is the correlation of $u_i^2$ and $u_j^2$, while $\langle h_i h_3 \rangle$ is the correlation of $u_i^2$ and $u_3^2$. "

We further define functions

\[ R_i(b) = (u_i^2) - \frac{1}{3}, \quad i = 1, 2, 3 \]  

which satisfy
1. \( R_i(0) = 0, \quad i = 1, 2, 3 \)
2. If \((r_1, r_2, r_3)\) corresponds to an equilibrium for \( b = b_0 \), then \( R_i(b_0) = r_i, \quad i = 1, 2, 3 \)
3. Consider a function

\[ F(b) = r_i R_i(b) - r_j R_j(b) \]  

It is clear that \( F(0) = F(b_0) = 0 \). To establish contradiction, we carried out detailed analysis in Ref. [115] to show that

\[ 2F'(b) = (r_1 - r_2)(r_2 - r_3)(h_2(b_1 - h_1)) + (r_2 - r_3)(r_3 - r_1)(h_3(b_2 - h_1)) + (r_1 - r_2)(r_1 - r_3)(h_1(b_3 - h_2)) > 0 \]

for \( b > 0 \)  

(32)

since all the coefficients and correlation terms are positive. (32) implies that \( F(b) \) is a monotonically increasing function, which contradicts with the fact \( F(0) = F(b_0) = 0 \).

To establish the number of equilibria, we select the axis of symmetry as the \( z \)-axis and use the spherical coordinates to denote the unit vector \( u \):

\[ u = (u_1, u_2, u_3) = (\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi) \]  

(33)

Then the Maier-Saupe potential has the expression

\[ V(\phi) = -r \cos^2 \phi \]  

(34)

where \( r = (b/2)(3(\cos^2 \phi) - 1) \) is the Flory order parameter and satisfies the equation

\[ r[1 - bf(r)] = 0 \]  

(35)

Here the function \( f(r) \) is given by

\[ f(r) = \frac{\int_0^1 \omega^2(1 - \omega^2) \exp(\omega r) d\omega}{\int_0^1 \exp(\omega r) d\omega} \]  

(36)

and can be shown to have the following properties:
1. \( f(0) = 2/15 \)
2. \( 0 < f(r) < 1/4 \)
3. \( \lim_{r \to 0} f(r) = 0, \lim_{r \to \infty} f(r) = 0 \)
4. There exists \( r^* > 0 \), such that \( f'(r^*) = 0, f''(r) > 0 \) for \( r < r^* \) and \( f'(r) < 0 \) for \( r > r^* \)

Then the conclusion on the number of equilibria follows immediately. More specifically,

1. For \( b < b^* \), there exists one solution \( r = 0 \).
2. For \( b = b^* \), there are two solutions: \( r = 0 \) and \( r = r^* = 2.17828797 \cdots \).
3. For \( b^* < b < 15/2 \), there are three solutions \( 0, r_1 \) and \( r_2 \) where \( r_1 \) is between 0 and \( r^* \), and \( r_2 \) is bigger than \( r^* \).
4. For \( b = 15/2 \), there are two solutions \( 0 \) and \( r_2 \) where \( r_2 \) is bigger than \( r^* \).
5. For \( b > 15/2 \), there are three solutions \( 0, r_1 \) and \( r_2 \) where \( r_1 \) is negative and \( r_2 \) is bigger than \( r^* \).

Here \( b^* = 1/f(r^*) = 6.731486 \cdots \).

In contrast, in the Doi–Hess orientation tensor theory the uniaxial equilibrium branches as functions of the concentration parameter \( N \) (inversely proportional to the temperature) are given by:

\[ s_b = 0, \quad s_2 = \frac{1 \pm 3\sqrt{1 - 8/3N}}{4} \]  

(37)

Figure 3 depicts the isotropic–nematic phase diagram for the Maier-Saupe interactions with the Doi–Hess orientation tensor theory. It was further shown in Ref. [40] that the “oblate phase” (where the order parameter \( s < 0 \) is stable to uniaxial perturbations, but unstable to biaxial perturbations. Thus it is unstable. This explains why “oblate phase” is not observed in equilibrium experiment; the oblate phase turns out to play a prominent role in shear flows when there are different limit cycles (tumbling and wagging, for example) at different heights in the shear gap.

Rigorous analysis for steady state solutions with the Onsager potential is still unavailable. The main difficulty lies in the fact that the Onsager potential depends on the whole function of the probability density whereas the Maier-Saupe potential depends only on the second moment.
For extended nematics which consists of an ensemble of rigid rods with inherent dipoles, the Smoluchowski equation can be written as

\[ \frac{\partial \rho}{\partial t} = D \frac{\partial}{\partial \mathbf{u}} \left( \frac{1}{k_B T} \frac{\partial U}{\partial \mathbf{u}} \rho + \frac{\partial \rho}{\partial \mathbf{u}} \right) \]

(38)

\[ U(\mathbf{u}, [\rho]) = -\alpha k_B T [\mathbf{u}] \cdot [\mathbf{u}] - b k_B T (\mathbf{u} \otimes \mathbf{u}) : (\mathbf{u} \otimes \mathbf{u}) \]

Here, \( \alpha \) is the strength of the dipole–dipole interaction. In Ref. [116] it was proved that all stable equilibria of rigid, dipolar rod dispersions are either isotropic or prolate uniaxial. It was further demonstrated that unstable non-axisymmetric equilibria exist and therefore the stability is essential in establishing the axisymmetry. A recent work by Lee et al.\textsuperscript{72} studied dipole-induced first-order phase transitions of nano-rod monolayers where the total potential for dipolar Brownian rods in equilibrium is given by (38). It was shown that the coupling of a dipole potential to excluded volume is sufficient to re-instate a first-order phase transition of rods confined to two-dimensions. Extending the work to imposed elongational or shear flow, or a magnetic field remains to be explored.

3. EFFECTS OF FLOW FIELDS

Even though nematic liquid crystalline polymers (LCPs) have been studied for quite a long time, their technological applications remain dominated by high tensile strength fibers, such as Kevlar. This is mainly due to the intrinsic difficulty of maintaining a monodomain orientational state at the macroscopic level. Understanding the microstructural orientation state in any processing flow other than fiber spinning becomes extremely important in any future developments of LCPs as structural materials. Many numerical studies have been performed on the characterization of the shear flow behavior of LCPs based on various models, including the Leslie-Erickson theory,\textsuperscript{80, 81} the Doi model,\textsuperscript{27–29, 66, 68} and the Smoluchowski equation.\textsuperscript{32, 33, 35, 36} These studies aimed to reproduce, explain and predict experimental discoveries of steady and transient modes.

“By a combination of theory and experiment, many steady and transient shear-induced, monodomain modes have been catalogued and named primarily on the basis of director response: steady alignment with primary director either in the shear plane (flow aligning) or along the vorticity axis (logrolling); in-plane transient oscillatory (wagging) or rotating (tumbling) director modes; and out-of-plane transient director modes (kayaking). Complicated dynamics is also possible.”\textsuperscript{15} The effect of extensional flow and general linear planar flows has also been investigated.\textsuperscript{31, 34, 37} The proof of limit cycles, except in a simple 2D tensor model, remains open to our knowledge in 3D tensor models and in either 2D or 3D kinetic equations.

We are now going to impose physical boundary conditions on the oppositely moving, steady phases. This will necessarily lead to spatial structure in the orientation field, and thereby generate nonlinear shear flow and potentially higher dimensional structures and flows. For the Doi–Hess mesoscopic orientation tensor model, the asymptotic, one-dimensional gap structures, along with the flow-gradient direction, in “slow” Couette cells were derived in Ref. [42]. A simple geometric setup of this study is sketched in Figure 4.

The scaling properties of steady flow molecular structures in slow Couette flows with equal elasticity constants in Ref. [42] were later generalized in several ways to contrast isotropic and anisotropic elasticity and to compare Couette versus Poiseuille flow and to consider dynamics and stability of these steady states within the asymptotic model equations.\textsuperscript{36} In Ref. [12] the classical problem of the viscoelastic response of nematic liquid crystal polymers to small amplitude oscillatory shear was revisited by applying a multiple time scale perturbation analysis to the Doi–Hess rigid rod model. The analysis in Ref. [12] was restricted to in-plane orientational configuration. Generalization of the analysis to full tensor degrees of freedom leads to a five-dimensional dynamical system, which is not yet analytically solved. In Ref. [71] monolayer films of liquid crystalline polymers were modelled with a mesoscopic two-dimensional analogue of the Doi–Hess tensor model. The weak-shear steady and unsteady selection criteria for 2D nematic polymers using various second-moment closures was derived. A simple proof was given based on the Poincare-Bendixon Theorem to show that limit cycles (“tumbling orbits”) exist beyond the parameter boundary for the steady-unsteady transition. Finally, it was revealed that the shear-perturbed 2D phase diagram is significantly robust to closure approximations than the 3D system.

The effect of homogeneous elongational flows \( \gamma = -x/2, -y/2, z \) (\( \gamma > 0 \): axially stretching; \( \gamma < 0 \): planar stretching) was studied in Ref. [41] using the Doi–Hess orientation tensor model. All flow-induced steady states (both uniaxial and biaxial) and their stability were investigated. The main conclusions were that in axial stretching, biaxial steady state solutions exist but they are all unstable and the only stable solutions are uniaxial; in planar

![Fig. 4. A schematic diagram of the Couette cell, with no slip velocity conditions and tangential anchoring at the plates.](Image)
The effect of elongational perturbations on nematic liquid crystal polymers under a weak shear based on the two-dimensional Smoluchowski equation was investigated in Ref. [118]. Let \( \mathbf{u} = (\cos \theta, \sin \theta) \) represent the orientation of rodlike molecules, \( \mathbf{v} = y(0, -x) \) be the shear flow, \( \mathbf{v}_e = (y/2)(-y, -x) \) be the elongational perturbation. Then the Smoluchowski equation for the orientational distribution function can be written as
\[
\frac{\partial \rho}{\partial t} = D \frac{\partial}{\partial \theta} \left( \frac{e}{2} \left[ V_{ps}(\theta) + V_{ms}(\theta) \right] \rho + \frac{\partial \rho}{\partial \theta} \right)
\]
\[
V_{ms}(\theta) = -U \cos 2(\theta - \alpha) \cos 2(\theta - \alpha)
\]
where \( e \) is the ratio of the shear rate (\( y \)) and rotational diffusivity (\( D \)) and is called the Peclet number, \( U \) is the normalized polymer concentration.

In the 2-D case, it is well-known that in the absence of flow the isotropic–nematic phase transition occurs at \( U = 2 \). In the presence of an imposed weak shear there is a threshold (\( U_c \approx 2.41144646 \)) for \( U \). When \( U < U_c \), steady state solution exists; otherwise there is no steady state. The slow time evolution driven by the weak shear can be captured by the multi-scale analysis. It was revealed in Ref. [120] that the order parameter of the orientational distribution of rodlike molecules is time invariant while the director changes with time. More specifically,

- The director of the orientational distribution converges to a stable steady state position when the strength of the nematic potential \( U \) is less than \( U_c \).
- The angular velocity of the director is position-dependent and is always positive when the orientational distribution is temporarily periodic ("tumbling") and can never reach a steady state when \( U \) is larger than the threshold \( U_c \).

Recently a comprehensive study of the 2-D nematic liquid crystal polymers under an arbitrary shear was provided in Ref. [107]. The study shows that when the concentration parameter \( U \) is smaller than a critical value \( U_c \), the stable branch and an unstable branch form a fold and are connected at \( U_c \) and it resolves the details of the transition occurs around the folding point of the phase curve. As the Peclet number increases, the stable branch and the unstable branch of the fold are peeled off from each other and are separated. When the Peclet number is larger than 0.746, the fold disappears completely and there is only one steady state for each value of \( U \).

The effect of elongational perturbations on nematic liquid crystal polymers under a weak shear based on the two-dimensional Smoluchowski equation was investigated in Ref. [118]. Let \( \mathbf{u} = (\cos \theta, \sin \theta) \) represent the orientation of rodlike molecules, \( \mathbf{v} = y(0, -x) \) be the shear flow, \( \mathbf{v}_e = (y/2)(-y, -x) \) be the elongational perturbation. Then the Smoluchowski equation for the orientational distribution function can be written as
\[
\frac{\partial \rho}{\partial t} = D \frac{\partial}{\partial \theta} \left( \frac{e}{2} \left[ V_{ps}(\theta) + V_{ms}(\theta) \right] \rho + \frac{\partial \rho}{\partial \theta} \right)
\]
\[
V_{ms}(\theta) = -U \cos 2(\theta - \alpha) \cos 2(\theta - \alpha)
\]
4. NANOCOMPOSITES AND EFFECTIVE CONDUCTIVITY

One particular area of nanotechnology research has been carbon nanotubes (CNTs). Ever since their discovery in 1991, nanotubes have emerged as stars of the chemistry world. They are stronger than steel, lightweight, and able to withstand repeated bending, buckling, and twisting; they can conduct electricity as well as copper or semiconductor like silicon; and they transport heat better than any other known material. CNTs can be thought of as a sheet of graphite, which has its two ends wrapped together to form a hollow cylinder and has a cap enclosing the tube at one of the ends. CNTs exhibit a high aspect ratio (length-to-diameter ratio), with the length generally several μm and the diameter approximately 0.4 to 100 nm. Nano-elements like CNTs are combined at low (0.1–5%) volume fractions to have the same geometry with three semi-axes a > b ≫ c for rigid rods with conductivity σr and volume fraction θr in a matrix of conductivity σm. For simplicity, all ellipsoids are assumed to have the same geometry with three semi-axes a, b, and c (a > b = c for spheroidal rods and a = b > c for spheroidal platelets). The ellipsoids orient due to excluded-volume interactions and flow according to a orientation probability distribution that is the central object of the Doi–Hess kinetic theory. From homogenization theory of composites with spheroidal inclusions at low volume fractions, conductivity obeys elliptic equations which are virtually identical for thermal, electric, and dielectric properties. The effective conductivity tensor in close form is derived in Ref. [112]:

\[
\sigma^e = \sigma_m I + \sigma_r \theta_r \left( \frac{2}{(\alpha_2 - \alpha_1)^2} \right) \left\{ \frac{1}{\alpha_2 + \alpha_1 - (\alpha_2 - \alpha_1) L_u} \right\}^\perp M(\rho) \left\{ \frac{1}{\alpha_2 + \alpha_1 + (\alpha_2 - \alpha_1) L_u} \right\} + O(\theta^2)
\]

where \( I \) is the 3 by 3 identity matrix, \( L_u \) is the spheroidal depolarization factor depending on the aspect ratio \( r = a/b \gg 1 \), rods; \( r = c/a \ll 1 \), platelets) of the molecular spheroids through the relation

\[
L_u = \frac{1}{\epsilon^2} \left[ \frac{1}{2\epsilon} \ln \left( \frac{1 + \epsilon}{1 - \epsilon} \right) - 1 \right], \quad \epsilon = \sqrt{1 - r^2}
\]

Here \( \rho \) is the orientation probability distribution function of quiescent or flowing anisotropic macromolecules, governed by the Smoluchowski equation of the Doi–Hess kinetic theory for quiescent or flowing nematic polymers; \( M(\rho) \) is the second-moment of the orientation probability density \( \rho \). From the closed form, the scaling properties of enhanced conductivity versus volume fraction and weak shear rate become explicit. Not surprisingly, the effective conductivity tensor inherits all the features of the orientation tensor from the isotropic–nematic phase transition, including hysteresis, bi-stability, and discontinuous jumps.

In Ref. [113] we combined two classical mathematical asymptotic analysis, slender longwave hydro-dynamics[90, 101] and homogenization theory for composites, to predict elongational flow enhancements in conductivity of LCP nano-composites. We found that elongational flow dominates free surface and thermal effects on electrical and thermal conductivity enhancement and there is no sacrifice in these properties by producing much larger radius fibers.

Even though the above studies are restricted to bulk homogeneous mesophases of nematic nanocomposites at rest and in weak shear flows[112] and in elongational flow, they serve as benchmarks and lay the groundwork for future extensions to heterogeneity, more general flow rates and flow type, and the incorporation of effects of the “inter-phase” between the matrix and nano-inclusions.

5. NUMERICAL SIMULATIONS

As we have seen already, the governing equations for liquid crystal polymers (and other complex fluids) are nonlinear and the only feasible way of comparing model predictions with experimental observations is to carry out numerical simulations. In 1990 Larson carried out one of the earliest numerical simulations based on the kinetic Doi–Hess model with the Onsager potential. He solved the Doi equation for the three-dimensional time-dependent orientation distribution function for rodlike nematic polymers by an expansion in spherical harmonic functions. His results confirmed two-dimensional calculations with the Maier-Saupe potential[102] and also predicted negative first normal stress difference, which is in qualitative agreement with the experimentally measured values. Later in 1991 Larson and Ottiniger used two numerical techniques to solve the Doi equation with the Onsager potential again. One of their numerical techniques is based on spherical harmonic function expansions, and the other is a stochastic simulation technique which basically rewrites the Doi diffusion equation as a stochastic differential equation for the time evolution of the Markovian process and then integrates the equations of motion for a large ensemble of molecules. They predicted flow-aligning, log-rolling, wagging, tumbling and kayaking. As noted earlier, the ability to detect bifurcations among these various different orbits is beyond current methods of stochastic differential equations.
In recent years the spherical harmonics expansion method has gained popularity in solving the kinetic Doi-Hess equation. For example, Grosso, Kreinings, Crescitielli and Maffettone used it in their prediction of chaotic dynamics in sheared liquid crystalline polymers. Forest’s group carried out more detailed monodomain studies using the spherical harmonic expansions, both for monodomains and for spatially heterogeneous nematic polymer flows.

Another popular approach to model liquid crystalline polymers is to solve the Doi tensor model instead of the Smoluchowski equation. As we mentioned in the Introduction, the Doi tensor model is an approximation of the Doi-Hess kinetic model with the the Maier-Saupe potential and the Doi-Marrucci-Greco potential. The Doi-Marrucci-Greco potential couples the Maier-Saupe short range inter-molecular potential to a long range potential to account for non-local elastic interactions. The Doi-Marrucci-Greco potential is given by

$$\Phi_{\text{DMG}} = -\frac{3}{2} U_k T \left( \frac{Q + \frac{J^2}{24} \Delta Q}{Q} \right)$$

where $l$ is the persistence length of the non-local distortional elasticity interaction and $U$ is a constant representing the nematic strength. Calculations based on the Doi tensor model have been extensively carried out. For example, in Ref. [66] the orientation tensor is restricted to be a two-by-two matrix and the coupled flow calculations are one-dimensional, in Ref. [61] the behavior of the Doi-Marrucci-Greco (DMG) model for nematic liquid crystalline polymers in planar shear flow is investigated where the 2D assumption of no spatial gradients in the flow direction is retained in the computations. It was found in Ref. [61] that the DMG model was able to capture dynamic behaviors in accordance with experimental observations for the Ericksen number and Deborah number cascades. For increasing shear rates within the Ericksen number cascade, where gradient elasticity is the dominant stress contribution, the DMG model exhibits four distinct flow regimes: stable simple linear shear flow at low shear rates; stable roll cells at intermediate shear rates; irregular structure followed by large-stain disclination formation and irregular structure preceded by disclination formation at high shear rates. For increasing shear rates within the Deborah number cascade, where the dominant contribution to the stress is viscoelasticity, the DMG model displays a stream-wide banded texture, in the absence of roll cells and disclinations, followed by a shear alignment where the mean orientation lies within the shear plane throughout the monodomain. Very recently Klein et al. extended their calculations to three-dimensional shear-driven dynamics to study polydomain textures and disclination loops in liquid crystalline polymers.

Finally, we want to point out that numerical simulations based on the Leslie-Ericksen theory on liquid crystals have also been carried out extensively. For example, Rey and his co-workers have used this theory to study bifurcation and banded textures of nematic polymers in simple shear flows. Very recently they have conducted a nanoscale analysis with a continuum theory to predict a new defect-forming mechanism for liquid crystal interfaces.

### 6. CONTROLLABILITY AND OBSERVABILITY OF NEMATIC LIQUID CRYSTALS

The controllability of viscoelastic fields is a fundamental concept that defines some essential capabilities and limitations of the resulting materials. In practice, the shape of an extrudate can be controlled by varying the size or shape of an orifice, whereas the advance of the free surface can be controlled by varying the inflow into a mold. There is still a big gap between theoretical work and practical problems. An important issue of controllability is the question whether it is possible to steer a system to a desirable state with a given set of control inputs.

In Ref. [89] the controllability of flows of linear viscoelastic fluids was investigated by Renardy using multi-mode Maxwell models. The state of the system is characterized by the velocities and the viscoelastic stresses; the control input is in the form of the body force. It was found that the system is uncontrollable, unless the initial conditions for the stresses satisfy a set of constraints. For the degenerate case of creeping flow where the density is zero in the equation of motion, there is no controllability unless the control input is distributed along the entire interval in the physical domain. In the presence of inertia, crucial difference occurs between the cases of one or more relaxation modes: For a single relaxation mode (i.e., a Maxwell fluid), exact controllability holds provided the time interval satisfies certain inequality; for multiple relaxation modes, exact controllability holds provided modified regularity assumptions. Another piece of work by Renardy was focused on the homogeneous shear flow of viscoelastic fluids with several different constitutive models. For those equations, the state of the system consists of viscoelastic stresses whereas the shear rate is regarded as a control input. For the upper convected Maxwell (UCM) model, it was revealed in Ref. [90] that the reachable set, i.e., the states in stress space which are accessible from a given initial condition, is specified by a positive definite inequality of the stress tensor. Very recently the result was extended to the control of nonhomogeneous shear flow of an upper convected Maxwell fluid where the state of the system and the available control are the same as those in Ref. [89]. In our very recent studies we started to apply nonlinear geometric control theory to examine the controllability of the upper convected Maxwell model under various homogeneous flows. In Ref. [121] we adopted a local version of the concept, namely weak controllability. This definition has been widely used in nonlinear control theory as well as in engineering applications. In many real life
applications of complicated nonlinear systems, engineers prefer to reach a distance target by scheduling a sequence of local movements for the reasons of model uncertainties, system perturbations, and sensor noise.

In the following we present on overall basic definition and description of weak controllability adopted from Ref. [55].

Let
$$\dot{x} = f(x) + \sum_{i=1}^{m} g_i(x)u_i$$
(44)

be a general nonlinear control system, where $x$ is the state variable, and $u_i \in \mathbb{R}$, $i = 1, \ldots, m$, are the control variables. Let $M$ denote the manifold of state variables. A point $x_i$ in $M$ is reachable from a point $x_0$ in $M$ if there exist piecewise continuous input functions, $u_i = a_i(t)$, such that the trajectory, $x(t)$, of (44) with initial state $x_0$ reaches $x_i$ in finite time. The global reachability is usually hard to prove for nonlinear control systems. A feasible solution is to seek weak controllability. The system (44) is weakly controllable within some open subset $S \subseteq M$ if for each point $x_0 \in S$, there is an open neighborhood $U_{x_0}$ of $x_0$ so that the set of points reachable from $x_0$ along trajectories inside $U_{x_0}$ contains at least an open subset of $M$.

A powerful sufficient condition on the weak controllability of a nonlinear control system is the controllability rank condition (CRC). Namely, a control system of the form (44) is weakly controllable on an open set $S$ if it satisfies the controllability rank condition on $S$, i.e.,
$$\dim(\Delta_v(x)) = n$$
(45)
for all $x \in S$, where $n$ is the dimension of the manifold $M$, and
$$\Delta_v(x) = \text{span}\{X(x) | X is a vector field in the control Lie algebra}\}.$$

From a theoretical viewpoint, Lie brackets of vector fields provide an efficient tool to prove weak controllability.

The study in Ref. [121] can be extended to the nematic liquid crystal polymers using the Doi-Hess tensor theory. As a toy model, let us consider the two-dimensional Doi model with imposed extensional flow.

For a homogeneous extensional flow with rate $\dot{y}(t)$, the velocity is
$$v = \dot{y}(t) \left[ \begin{array}{c} \frac{x_2}{2} \\ -\frac{x_1}{2} \end{array} \right]$$
(46)
The rate-of-strain tensor becomes
$$D = \frac{1}{2} \nabla v + (\nabla v)^T = \dot{y}(t) \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right]$$
(47)

The Doi tensor model for nematic liquid crystalline polymer under extensional flow is given by
$$\frac{dQ}{dt} = \Omega Q - Q \Omega + aD Q + aD Q + \frac{3}{2} \Omega F(Q)$$
(48)
where
$$\Omega = \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{12} & -Q_{11} \end{pmatrix}$$
is the orientation tensor,
$$\Omega = \frac{1}{2} \nabla v - (\nabla v)^T$$
is the vorticity tensor,
$$F(Q) = \left( 1 - \frac{N}{2} \right) Q - NQ^2 + NQ : Q \left( Q + \frac{1}{2} \right)$$
(49)
a is a dimensionless parameter depending on the molecular aspect ratio, $N$ is a dimensionless concentration of nematic polymers, $D_\alpha$ is an averaged rotary diffusivity or relaxation rate. After some rescaling and nondimensionalization, the nematodynamic model (48) can be written as
$$\frac{d\tilde{x}}{dt} = f(\tilde{x}) + g(\tilde{x})u$$

where
$$\tilde{x} = \left[ \begin{array}{c} x_1 \\ x_2 \end{array} \right]$$
(50)
$$f(\tilde{x}) = -6 \left( 1 - \frac{N}{2} + 2N(x_1^2 + x_2^2) \right) \tilde{x},$$
$$g(\tilde{x}) = \left[ \begin{array}{c} a \left( \frac{1}{2} - 2\tilde{x}_1^2 \right) \\ -2\alpha x_2 \end{array} \right].$$

We now regard $Pe(t)$ as a control input and consider the problem (50) with initial state $Q_0$ and final state $Q_1$. The system is controllable if for any choices of $Q_0$ and $Q_1$, there exists a control $Pe(t)$ on the interval $(0, T)$.

The Lie bracket is calculated to be
$$[\tilde{f}, \tilde{g}] = \left[ \begin{array}{c} 6a \left( 2x_1^2 \left( 1 - \frac{N}{2} - 2N(x_1^2 + x_2^2) \right) \right) \\ + \frac{1}{4} \left( 1 - \frac{N}{2} + N(3x_1^2 + x_2^2) \right) \end{array} \right]$$
$$12\alpha x_1 x_2 \left[ \begin{array}{c} 1 + \frac{N}{2} - 2N(x_1^2 + x_2^2) \end{array} \right]$$

Finally, we have
$$\det[\tilde{g}, [\tilde{f}, \tilde{g}]] = 12a^2 x_1 x_2$$
(51)
The determinant does not equal zero when $x_1 \neq 0$ and $x_2 \neq 0$. So the Doi model (50) under extensional flow satisfies CRC and is weakly controllable when $Q_{11} \neq 0$ and $Q_{12} \neq 0$. In terms of geometric words, the system (50) is weakly controllable at all points in $R^2 \setminus \{S_1 \cup S_2\}$ where
$$R^2 = \{(x_1, x_2) | x_1, x_2 \in R\}, \quad S_1 = \{(x_1, x_2) | x_1 = 0\}, \quad S_2 = \{(x_1, x_2) | x_2 = 0\}.$$

Extending the above preliminary study to 3-D orientation tensor theory and other flow geometries (e.g., shear flow) and finding reachable set remain to be explored.
The observability of nematic liquid crystal polymers is still open. Roughly speaking, by observability we mean the ability to determine the orientation distribution or orientation tensor of nematic polymers from the time history of the observations. The observations can vary, for example, the birefringence measurements from light scattering experiments. Recently Kerner studied the observability of one and two-point two-dimensional vortex flow from one or two Eulerian and Lagrangian observations. In his work, an Eulerian observation is a measurement of the velocity of the flow at a fixed point in the domain of the flow whereas a Lagrangian observation is a measurement of the position of a particle moving with the fluid. By applying the observability and strong observability rank conditions and calculating them for different vortex configurations and observations, it was found that vortex flows with Lagrangian observations tend to be more observable than the same flows with Eulerian observations. Extending this work on vortex flows to complex flows including nematic liquid crystal polymers is practically important.

7. OTHER DIRECTIONS

Other current and future research directions of nematic liquid crystals include theoretical and numerical studies of biaxial liquid crystals whose molecules are ellipsoidal, brick-shaped, V-shaped, bow-shaped, boomerang-shaped or banana shaped. Recall that in a nematic phase the molecules tend to align along the director \( \mathbf{n} \). A biaxial nematic phase may result due to the further breaking of the rotational symmetry of the system around the director \( \mathbf{n} \). The existence of the biaxial nematic phase was originally predicted theoretically and later observed experimentally.

The equilibrium phase diagram of a class of biaxial nematic liquid crystals was given in Refs. [5,99] using mean field theories with a generalized Straley’s interaction potential. Very recently shear induced mesostructures (either steady or time-dependent) in biaxial liquid crystals were reported in Ref. [97] using a hydrodynamical kinetic theory where the governing Smoluchowski equation was solved numerically with the Galerkin method. In Ref. [97] the simple plane shear flows were used. Extending this to more complicated flows remains to be explored.

8. CONCLUDING REMARKS

In this review we have briefly summarized recent theoretical and numerical studies on liquid crystal polymers. Some unexplored problems and areas which need future attention have been identified. Due to its complexity and importance, this field will inspire and involve more scientific activities.
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