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1 

1.0  INTRODUCTION 
 

This report describes the results of experimental and numerical investigations on 
combustion and fuel processes.  The purpose of this program was to investigate and 
demonstrate revolutionary concepts that may make a significant contribution to the 
affordability and performance goals of the Versatile Affordable Advanced Turbine 
Engine (VAATE) program.  
 
The objectives of this research program were to: 
 

1) Develop and apply advanced diagnostic techniques to the investigation of 
advanced-concept technologies for future-generation propulsion systems. 

2) Develop and apply advanced computational-fluid-dynamics (CFD)-based 
simulations and models to the investigation of advanced-concept technologies for 
future-generation propulsion systems. 

3) Utilize advanced diagnostics and models to design and conduct fundamental 
experiments that will provide a database for evaluation and application of 
advanced-concept technologies for future-generation propulsion systems. 

4) Identify, evaluate, and apply high-impact technologies that have the potential to 
reduce cost, improve performance, and reduce emissions in future-generation 
propulsion systems. 

5) Identify, evaluate, and apply advanced-propulsion-system cycles that will result in 
high-impact revolutionary technologies for future-generation propulsion systems. 

6) Demonstrate the advanced technologies in small-engine tests and innovative low-
cost flight tests. 

 
The research conducted during this program resulted in more than 325 publications, 
presentations, and patents, a complete list of which can be found in Section 9 along with brief 
descriptions of significant accomplishments of the ISSI staff. Complete copies of 144 of these 
presentations and publications are included in the Appendix. In this report the research efforts 
are summarized in Sections 2-7. Section 2 details the advanced-diagnostic-technique 
development and evaluation. Section 3 describes the effort in simulation and model development 
and evaluation. Section 4 documents the fundamental experiments. Section 5 details the high-
impact-technology component studies. Section 6 documents the advanced-propulsion-system 
concept studies. Section 7 describes the demonstration of advanced-concept high-impact 
technologies.  
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2.0 ADVANCED-DIAGNOSTIC-TECHNIQUE DEVELOPMENT AND EVALUATION 
 

2.1   General Overview  
 

The objective of this portion of the program was to develop and apply advanced diagnostic 
techniques for both fundamental experiments and advanced component concept studies. The 
diagnostic techniques developed under this task were used to support directly the other major 
program tasks. A wide variety of point-wise, imaging, picosecond (ps), and fuels-specific 
techniques were developed and evaluated. A summary of the work accomplished on this task 
during the program follows. 
 
2.1.1 Triple-Pump Coherent Anti-Stokes Raman Spectroscopy (CARS): Temperature 

and Multiple-Species Concentration Measurements in Reacting Flows. 
 
Two types of triple-pump CARS systems were employed for the simultaneous measurement of 
temperature and multiple-species concentrations.  In the first system the ro-vibrational transitions 
of N2, O2, and H2 were probed using three narrowband pump beams and a broadband Stokes 
beam.  In the second system pure rotational transitions of N2/O2 and the ro-vibrartional 
transitions of N2/CO2 were probed using two narrowband pump beams, a broadband pump beam, 
and a broadband Stokes beam.  The use of a broadband pump source in the second CARS system 
allowed rotational and ro-vibrational transitions of different molecules to be probed 
simultaneously.  For both CSRS systems the signals appeared at two distinct wavelengths.  The 
CARS signals at the two wavelengths were separated by dichroic mirrors before being detected 
by two spectrometer-CCD detection systems.  For proof-of-concept demonstrations, single-shot 
and averaged measurements were performed in an atmospheric-pressure hydrogen-air diffusion 
flame and in a carbon-dioxide-seeded, near-adiabatic hydrogen-air flame stabilized over a 
Hencken burner.  To the investigators’ knowledge, these represent the first reported experiments 
of triple-pump CARS for the simultaneous measurement of temperature and multiple-species 
concentrations.  The results of this study were documented by S. Roy, T. R. Meyer, M. S. Brown 
(all of ISSI), V. N. Velur (California Institute of Technology), R. P. Lucht (Purdue University), 
and J. R. Gord (AFRL) in a paper that was published in Optics Communications [Vol. 224, Nos. 
1-3, pp. 131-137 (August 15, 2003)].  The paper is included in the Appendix.  
 
2.1.2   Single-Shot Thermometry and Multiple-Species Measurements Using Dual-Pump, 

Dual-Broadband (DPDB) CARS in Liquid-Fueled CFM56 Combustor. 
 
A DPDB CARS system for the simultaneous measurement of temperature and multiple-species 
concentrations was demonstrated in the exhaust stream of a liquid-fueled CFM56 model gas-
turbine combustor.  The DPDB CARS approach employs four laser beams that generate CARS 
signals near two distinct wavelengths, enabling highly accurate, spatially resolved single-shot 
measurements within the full range of combustor operating conditions.  For the proof-of-concept 
experiments, CARS signals from N2-O2 and N2-CO2 pairings were collected.  Single-shot 
measurements were made for different jet fuels, fuel additives, and equivalence ratios to 
document correlations among particulate-size distribution, concentrations of carbon dioxide and 
oxygen, temperature, and fuel composition.  The results of this investigation were documented 
by S. Roy, T. R. Meyer (both of ISSI), R. P. Lucht (Purdue University), V. M. Belovich, E. 
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Corporan, and J. R. Gord (all of AFRL) in three presentations at: 1) the 42nd AIAA Aerospace 
Sciences Meeting and Exhibit, which was held 5-8 January 2004 in Reno, NV,  2) the ACS/SAS 
Poster Session and Patterson College Awards, which was held 2 March 2004 in Dayton, OH, and 
3) the 29th Annual Dayton-Cincinnati Aerospace Science Symposium, which was held 9 March 
2004 in Dayton, OH.  AIAA Paper No. 2004-0711, the publication that resulted from the first 
presentation, is included in the Appendix. 
 
2.1.3 Two-Color, Two-Photon Laser-Induced Polarization Spectroscopy (LIPS) 

Measurements of Atomic Hydrogen in Near-Adiabatic, Atmospheric-Pressure 
Hydrogen/Air Flames. 

 
Two-color, two-photon laser-induced polarization spectroscopy (LIPS) of atomic hydrogen was 
demonstrated and applied in atmospheric-pressure hydrogen/air flames.  Fundamental and 
frequency-doubled beams from a single 486-nm dye laser were used in the experiments.  The 
243-nm pump beam in the measurements was tuned to the two-photon 21 =→= nn resonance 
of the hydrogen atom.  The 486-nm probe beam was tuned to the single-photon 42 =→= nn  
resonance of the hydrogen atom.  Measurements were performed in an atmospheric-pressure 
H2/air flame stabilized on a near-adiabatic, flat-flame calibration burner (the Hencken burner).  
For the range of pump-beam intensities used, the LIPS signal was found to be nearly 
proportional to the square of the pump-beam intensity over a wide range of flame equivalence 
ratios.  Spectral line shapes were recorded at flame equivalence ratios ranging from 0.85 to 2.10.  
Vertical H-atom number-density distribution profiles were measured in the Hencken burner.  The 
vertical H-atom number-density profiles measured along the burner centerline for various flame 
equivalence ratios were compared with the results of a numerical flame calculation using the 
UNICORN (UNsteady Ignition and COmbustion with ReactioNs) code.  Good agreement 
between theory and experiment was obtained for stoichiometric and rich flame conditions.  For 
flames with equivalence ratios greater than 1.5, the H-atom concentration was substantially 
above the adiabatic equilibrium value--even at 50 mm above the burner surface.  The slow 
approach to the adiabatic equilibrium H-atom concentration value can be explained by assuming 
partial equilibrium in the post-flame gases; the H-atom concentration is proportional to the O2 
concentration, which requires significant residence time to decrease to its very low equilibrium 
concentration.  These results suggest that the use of the Hencken burner as a radical-
measurement-technique calibration source may be of questionable value for equivalence ratios 
greater than 1.5 and less than 0.8.  The results of this investigation were documented by W. D. 
Kulatilaka, R. P. Lucht (both of Purdue University), S. F. Hanna (Texas A&M University), and 
V. R. Katta (ISSI) in a paper that was published in Combustion and Flame [Vol. 137, pp. 523-
537 (June 2004)].  The paper is included in the Appendix.  
 
2.1.4 DPDB CARS in Reacting Flows. 
 
 A DPDB CARS system for making simultaneous measurements of temperature and 
concentrations of N2, O2, and CO2 in reacting flows was demonstrated.  In this system pure 
rotational transitions of N2-O2 and ro-vibrational transitions of N2-CO2 were probed 
simultaneously with two narrowband pump beams, a broadband pump beam, and a broadband 
Stokes beam.  The main advantage of this technique is that it permits accurate temperature 
measurements at both low and high temperatures as well as concentration measurements of three 
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molecules.  The results of this investigation were documented by S. Roy, T. R. Meyer (both of 
ISSI), R. P. Lucht (Purdue University), M. Afzelius, P.-E. Bengtsson (both of Lund Institute of 
Technology), and J. R. Gord (AFRL) in a paper that was published in Optics Letters [29(16), 
1843-1845 (August 15, 2004)].  The paper is included in the Appendix. 
 
2.1.5 Non-perturbative Modeling of Two-Photon Absorption in Three-State System. 
 
The physics of the two-photon absorption process was investigated for a three-state system.  The 
density-matrix equations for the two-photon interaction were solved in the steady-state limit, 
assuming that the pump-laser radiation was monochromatic.  Collisional broadening, saturation, 
and Stark shifting of the two-photon resonance were investigated in detail by numerical solution 
of the steady-state density-matrix equations.  Analytical expressions for the saturation intensity 
and the Stark shift were derived for the case where the single-photon transitions between the 
intermediate state and the initial and final states are far from resonance with the pump laser.  For 
this case it was found that the direction of the Stark shift is dependent on the relative magnitudes 
of the dipole-measurement matrix elements for the single-photon transitions that couple the 
intermediate state with the initial and final states.  Saturation and Stark shifting were also 
investigated for the case where the single-photon transitions between the intermediate state and 
the initial and final states are close to resonance with the pump laser.  The results of this 
investigation were documented by R. P. Lucht (Purdue University), S. Roy (ISSI), and J. R. Gord 
(AFRL) in a paper that was published in the Journal of Chemical Physics [121(20), 9820-9829 
(22 November 2004)].  The paper is included in the Appendix. 
 
2.1.6 Multiple-Pump CARS for Quantitative Measurement of Temperature and Flame 

Species in Model Gas-Turbine Combustor. 
 
DPDB CARS was applied for the simultaneous measurement of temperature and multiple-
species concentrations in a liquid-fueled, model gas-turbine combustor.  In this system pure 
rotational transitions of N2-O2 and the ro-vibrational transitions of N2-CO2 were probed using 
two narrowband pump beams, a broadband pump beam, and a broadband Stoke beam.  The main 
advantage of this technique is that it permits very accurate temperature measurements at both 
low and high temperatures as well as concentration measurements of three molecules from each 
laser shot.  Single-shot measurements of temperature and concentrations ratios of N2-CO2 and 
N2-O2 in the exhaust stream of a liquid-fueled, CFM56, swirl-stabilized gas-turbine combustor 
were made for equivalence ratios ranging from 0.4 to 1.1.  The results of this study were 
documented by S. Roy, T. R. Meyer (both of ISSI), R. P. Lucht (Purdue University), and J. R. 
Gord (AFRL) in Paper No. V0034 that was presented at the International Conference on 
Advanced Optical Diagnostics in Fluids, Solids, and Combustion (Visualization Society of 
Japan/SPIE), which was held 4-6 December 2004 in Tokyo, Japan.  The paper is included in the 
Appendix. 
 
2.1.7 State-of-the-Art Fuel-Acidity Monitoring. 
A novel iridium-oxide-based acidity sensor was developed for off-line monitoring of the acidity 
of fuel.  The sensor works in the potentiometric mode using an IrOx electrode as an indicating 
electrode and a Ag/Ag+ electrode as a reference electrode.  The data show that the IrOx sensor 
responds to compounds present in fuel that have acid-base character.  An off-line IrOx sensor 
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would allow determination of the acidity of different fuels and discrimination between neat and 
thermally stressed fuels.  Experimental results also indicate that the low conductance of fuel 
and/or the material used for sensor encapsulation may influence the response time of the IrOx 
sensor.  The results of this investigation were documented by J. Widera (ISSI) and J. M. Johnson 
(University of Dayton Research Institute) in a paper that was presented at the 226th 
Electrochemical Society Meeting, which was held 3-8 October 2004 in Honolulu, HI.  The paper 
was published in the Electrochemical Society Proceedings, Vol. PV 2004-08, entitled, Chemical 
Sensors VI: Chemical and Biological Sensors and Analytical Methods [(C. Bruckner-Lea, P. 
Vanysek, G. Hunter, M. Egashira, N. Miura, and F. Mizutani, Eds.) (Electrochemical Society, 
Pennington, NJ, Fall 2004), pp. 208-214].  The paper is included in the Appendix to this report. 
 
2.1.8 Kinetic Behavior of Polymer-Coated Long-Period-Grating Fiber-Optic Sensors. 
 
A new method of analysis employing the time-dependent response of long-period-grating (LPG) 
fiber-optic sensors was introduced.  The current kinetic approach allows analysis of the time-
dependent wavelength shift of the sensor, in contrast to previous studies in which the LPG 
sensing element has been operated in an equilibrium mode and modeled with Langmuir 
adsorption behavior.  A detailed kinetic model was presented that is based on diffusion of the 
analyte through the outer protective membrane coating into the affinity coating, which is bound 
to the fiber cladding.  A simpler phenomenological approach was presented that is based on 
measurement of the slope of the time-dependent response of the LPG sensor.  The principles of 
the kinetic methods were demonstrated employing a commercial Cu+2 sensor with a 
carboxymethylcellulose-sensing element.  The detailed mathematical model fit the time-
dependent behavior well and provided a means of calibrating the concentration-dependent time 
response.  In the current approach copper concentrations below parts per 106 were reliably 
analyzed.  The kinetic model allows early-time measurement for low concentrations of analyte, 
where equilibration times are long.  This kinetic model should be generally applicable to other 
affinity-coated LPG fiber-optic sensors.  The results of this study were documented by J. Widera 
(ISSI), C. E. Bunker (AFRL), G. E. Pacey (Miami University), V. R. Katta, M. S. Brown (both 
of ISSI), J. L. Elster, M. E. Jones (both of Luna Innovations), J. R. Gord (AFRL), and S. W. 
Buckner (St. Louis University) in a paper that was published in Applied Optics [Vol. 44, No. 6, 
pp. 1011-1017 (20 February 2005)].  The paper is included in the Appendix.  
 
2.1.9 Combustion Exhaust Measurements of Nitric Oxide (NO) with Ultraviolet (UV) 

Diode-Laser-Based Absorption Sensor. 
 
A diode-laser-based sensor was developed for UV absorption measurements of the NO molecule. 
The sensor is based on the sum-frequency mixing (SFM) of the output of a tunable, 395-mm, 
external-cavity diode laser and a 532-nm, diode-pumped, frequency-doubled Nd:YAG laser in a 
beta-barium-borate (β-BBO) crystal.  The SFM process generates 325 ± 75 nW of UV radiation 
at 226.8 nm, corresponding to the (n’= 0, n”= 0) band of the A2Σ+-Χ2Π electronic transition of 
NO. Results were obtained from initial laboratory experiments in a gas cell as well as from field 
demonstrations of the sensor for measurements in the exhaust streams of a gas-turbine engine 
and a well-stirred reactor.  It was demonstrated that the sensor is capable of fully resolving the 
absorption spectrum and accurately measuring the NO concentration in actual combustion 
environments.  Absorption was clearly visible in the gas-turbine exhaust--even for the lowest 
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concentrations of 9 parts per million (ppm) for idle conditions and for a path length of 0.51 m.  
The sensitivity of the current system is estimated at 0.23%, which corresponds to a detection 
limit of 0.8 ppm in 1 m for 1000-K gas.  The estimated uncertainty in the absolute concentrations 
that we obtained using the sensor is 10%.  The results of this study were documented by T. N. 
Anderson, R. P. Lucht (both of Purdue University), R. Barron-Jimenez, S. F. Hanna, J. A. Caton 
(all of Texas A&M University), T. Walther (Darmstadt University of Technology), S. Roy, M. S. 
Brown (both of ISSI), J. R. Gord (AFRL), I. Critchley, and L. Flamand (both of Honeywell 
Engines Systems and Services) in a paper that was published in Applied Optics [Vol. 44, No. 8, 
pp. 1491-1502 (10 March 2005)].  The paper is included in the Appendix.  
 
2.1.10 Optical Turbine-Engine Diagnostics for Ground-Test and On-Board Applications. 

 
While optical-diagnostic techniques have been applied with great success to the fundamental 
study of combustion chemistry and physics in the laboratory, the challenges afforded by real-
world propulsion systems demand continuing innovation if such techniques are to be adapted and 
transitioned for use in engineering tests and on-board monitoring and control applications.  
Efforts continue on transitioning aerodynamic measurement technologies from diagnostics-
development laboratories to combustor test-and-evaluation facilities in the Propulsion 
Directorate’s Combustion Branch (Turbine Engine Division).  Various optical-diagnostic 
techniques have been applied for visualizing flow fields and quantifying temperatures and key 
species concentrations in several advanced combustors.  The results of this investigation were 
documented by J. R. Gord (AFRL), T. R. Meyer, S. Roy, M. S. Brown, and S. P. Gogineni (all of 
ISSI) in an invited paper that was presented at NATO Conference RTO-MP-AVT-124, which 
was held 25-28 April 2005 in Budapest, Hungary.  The paper is included in the Appendix to this 
report. 
 
2.1.11 Diode-Laser-Based UV-Absorption Sensor for High-Speed Detection of Hydroxyl 

Radical (OH). 
 
A new diode-laser-based UV-absorption sensor for high-speed detection of OH was developed.  
The sensor is based on sum-frequency generation of UV radiation at 313.5 nm by mixing the 
output of a 763-nm distributed-feedback diode laser with that of a 532-nm high-power, diode-
pumped, frequency-doubled Nd:YVO4 laser in a β-BBO crystal.  Approximately 25 µW of UV 
radiation was generated and used to probe rotational transitions    in the A2Σ+ - X2Π (v’=0, v”=0) 
electronic transition of OH.  Single-sweep, single-pass measurements of temperature and OH 
concentration in a stoichiometric C2H4-air flame were demonstrated at rates up to 20 kHz.  The 
results of this investigation were documented by T. N. Anderson, R. P. Lucht (both of Purdue 
University, T. R. Meyer, S. Roy (both of ISSI), and J. R. Gord (AFRL) in two papers.  The first 
was presented at the 4th Joint Meeting of the U. S. Sections of the Combustion Institute, which 
was held 20-23 March 2005 in Philadelphia, PA.   The second was published in Optics Letters 
[Vol. 30, No. 11, pp. 1321-1323 (June 1, 2005)].  The second paper is included in the Appendix. 
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2.1.12 Advanced CARS Techniques for Simultaneous Species and Temperature Measurements. 
 
The use of CARS spectroscopy for temperature measurements in combustion systems ranging 
from laboratory flames to practical combustors is well established.  In the great majority of these 
temperature-measurement experiments, the two pump beams are obtained from the same laser 
source and, thus, have the same frequency.  In the CARS process, the coherent Raman 
polarization in the medium is established by the interaction of one pump beam with the Stokes 
beam.  The other pump beam is scattered from this induced polarization to produce the CARS 
signal, and there is no inherent requirement that the two pump beams have the same frequency.  
The measurement capabilities of the CARS technique can be greatly extended by the use of 
different frequencies for each of the pump beams.  In dual-pump CARS, the frequencies of the 
two pump beams are selected so that the frequency differences between the Stokes beam and the 
pump beams correspond to the Raman resonances for two different species.  Concentrations can 
be determined very accurately from the ratios of the two CARS signals.  Dual-pump CARS has 
been used in a wide variety of experiments for accurate species-concentration measurements.  
Other techniques of interest include triple-pump CARS, DPDB CARS, and electronic-resonance-
enhanced (ERE) CARS.  High-resolution single-pulse CARS has been employed for temperature 
and pressure measurements in supersonic flows.  The development of these nanosecond-laser-
based techniques has been enabled by continuing improvements in the pulse energy, beam 
quality, and injection seeding of Q-switched Nd:YAG lasers.  Femtosecond CARS has potential 
applications for high-data-rate measurements of temperature and species in reacting flows.  
These advanced CARS techniques were discussed by R. P. Lucht (Purdue University), S. Roy, T. 
R. Meyer (both of ISSI), and J. R. Gord (AFRL) in a paper that was presented at the Joint Army-
Navy-NASA-Air Force (JANNAF) 40th Combustion, 28th Airbreathing Propulsion Meeting, 
which was held 13-16 June 2005 in Charleston, SC.  The presentation is included in the 
Appendix to this report. 
 
2.1.13 Ballistic Imaging of Liquid Core for Steady Jet in Cross Flow. 
 
A time-gated ballistic-imaging instrument was used to obtain high-spatial-resolution, single-shot 
images of the liquid core in a water spray issuing into a gaseous cross flow.  The diagnostic 
technique was developed further to improve the spatial resolution.  Images and statistics for 
various jets under cross flow experimental conditions (different Weber numbers) were obtained.  
Series of these images reveal a near-nozzle flow field that is undergoing breakup and subsequent 
droplet formation by stripping.  Signatures of spatially periodic behavior in the liquid core and 
formation of small voids during breakup were also be detected.  The results of this investigation 
were documented by M. A. Linne, M. Paciaroni, J. R. Gord (AFRL), and T. R. Meyer (ISSI) in a 
paper that was published in Applied Optics [Vol. 44, pp. 6627-6634 (November 2005)].  The 
paper is included in the Appendix. 
 
2.1.14 10-kHz Detection of CO2 at 4.5 µm Using Tunable Diode-Laser-Based Difference-

Frequency Generation. 
 
A compact, high-speed tunable, diode-laser-based mid-infrared (MIR) laser source was 
developed for absorption spectroscopy of CO2 at rates up to 10 kHz.  Radiation at 4.5 µm with a 
mode-hop-free tuning range of 80 GHz was generated by difference-frequency mixing the 860-
nm output of a distributed-feedback diode laser with the 1064-nm output of a diode-pumped 
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Nd:YAG laser in a periodically poled lithium-niobate crystal.  MIR absorption spectroscopy of 
CO2 with a detection limit of 44 ppm m at 10 kHz was demonstrated in a C2H4-air laminar 
diffusion flame and in the exhaust of a liquid-fueled model gas-turbine combustor.  The results 
of this investigation were documented by T. R. Meyer, S. Roy (both of ISSI), T. N. Anderson, R. 
P. Lucht (both of Purdue University), R. Barron-Jimenez (Texas A&M University), and J. R. 
Gord (AFRL) in a paper that was published in Optics Letters [Vol. 30, No. 22, pp. 3087-3089 
(November 15, 2005)].  The paper is included in the Appendix. 
 
2.1.15 Broadband CARS Spectroscopy of Nitrogen Using ps Modeless Dye Laser. 
 
Broadband ps-CARS spectroscopy of nitrogen was demonstrated using 145-ps pump and probe 
beams and a 115-ps Stokes beam with a spectral bandwidth of 5 nm.  This is, to the authors’ 
knowledge, the first demonstration of broadband CARS using subnanosecond lasers.  The short 
temporal envelope of the laser pulses and the broadband spectral nature of the Stokes beam will 
enable non-resonant-background-free, single-shot, or time-dependent spectroscopy in high-
pressure or hydrocarbon-rich environments.  Correlation of room-temperature, broadband, ps N2 
CARS with a theoretical spectrum was successful.  The results of this study were documented by 
S. Roy, T. R. Meyer (both of ISSI), and J. R. Gord (AFRL) in a paper that was published in 
Optics Letters [Vol. 30, No. 23, pp. 3222-3224 (December 1, 2005)].  The paper is included in 
the Appendix. 
 
2.1.16 Time-Resolved Dynamics of Resonant and Non-resonant Broadband ps CARS 

Signals. 
 
The time-resolved dynamics of resonant and non-resonant broadband ps CARS signals in gas-
phase media were investigated.  For ~ 135-ps pump and probe beams and ~ 106-ps Stokes 
beams, the magnitude of the non-resonant signals was decreased by more than three orders of 
magnitude when the probe beam was delayed by ~110 ps, whereas the resonant nitrogen CARS 
signal was reduced only by a factor of three.  Investigation of these time dynamics is important 
for understanding the optimal time delay for non-resonant background suppression as well as for 
understanding the collisional and Doppler dependence of the resonant CARS signals.  The results 
of this study were documented by S. Roy, T. R. Meyer (both of ISSI), and J. R. Gord (AFRL) in 
a paper that was published in Applied Physics Letters [Vol. 87, pp. 264103-1 - 264103-3 (26 
December 2005)].  The paper is included in the Appendix to this report. 
 
2.1.17 Injection-Seeded Megahertz (MHz)-Repetition-Rate Optical-Parametric-Oscillator 

(OPO) System. 
 
The ability to generate ultra-high-frequency sequences of broadly wavelength-tunable, high-
intensity laser pulses was demonstrated using a custom-built OPO pumped by the third-harmonic 
output of a “burst”-mode Nd:YAG laser.  Burst sequences consisting of six to ten pulses 
separated in time by between 7 and 10 ms were obtained, with average total conversion 
efficiency as high as ~ 35%.  External-cavity diode lasers at 786 and 827 nm were used to 
injection seed the OPO cavity, resulting in time-averaged linewidth of ~ 200 – 300 MHz, for 
both the signal and idler waves.  By mixing the OPO signal output (622 nm) with the residual 
third harmonic at 355 nm, burst sequences at 226 nm were produced, from which some 
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preliminary NO Planar Laser Induced Fluorescence (PLIF) image sequences were obtained.  The 
results of this investigation were documented by N. Jiang, M. Uddi, M. Samimy, W. R. Lempert 
(all of The Ohio State University), G. Switzer, T. R. Meyer (both of ISSI), and J. R. Gord 
(AFRL) in AIAA Paper 2006-838 that was presented at the 44th AIAA Aerospace Sciences 
Meeting and Exhibit, which was held 9-12 January 2006 in Reno, NV.  A paper was also 
submitted in March 2006 to Optics Express.  The AIAA paper is included in the Appendix. 
 
2.1.18 Water-Vapor Detection Using Asynchronous Terahertz (THz) Sampling. 
 
The use of a fiber-coupled THz transmitter/receiver pair for spectroscopic detection of water 
vapor was investigated.  Transmission signals of an alumina cylinder demonstrated that the 
measurement approach could be applied in a windowless ceramic combustor.  First, a 
conventional commercial transmitter/receiver pair was used to make measurements for 
frequencies to 1.25 THz.  Water-vapor absorption was clearly evident within the alumina 
transparency window and was readily modeled using existing databases.  A variety of data-
acquisition schemes was possible using THz instrumentation.  To assess signal-collection 
techniques, a prototype THz transmitter/receiver pair was then used with the asynchronous 
optical-sampling (ASOPS) technique to obtain asynchronous THz-sampling signals to 1 THz 
without the need for an optomechanical delay line.  Two mode-locked Ti:sapphire lasers 
operating at slightly different repetition rates were used for pumping the transmitter and receiver 
independently to permit a complete time-domain THz signal to be recorded.  The resulting 
repetitive phase walkout was demonstrated by collecting power spectra of room air that exhibited 
water-vapor absorption.  The results of this investigation were documented by M. S. Brown 
(ISSI), G. J. Fiechtner (Sandia National Laboratories), J. V. Rudd, D. A. Zimdars, M. Warmuth 
(all of Picometrix, Inc.), and J. R. Gord (AFRL) in a paper that was published in Applied 
Spectroscopy [Vol. 60, No. 3, pp. 261-265 (March 2006)].  The paper is included in the 
Appendix. 
 
2.1.19 Velocity Imaging for Liquid-Gas Interface in Near Field of Atomizing Spray:  Proof 

of Concept. 
 
Ballistic imaging was adapted for the liquid core of an atomizing spray.  An unambiguous 
description of the forces that act to break apart the liquid core in a spray can be provided only 
through direct measurement of the force vectors themselves.  Therefore, it would be invaluable 
to obtain velocity and acceleration data at the liquid-gas interface.  Double-image ballistic 
imaging was employed to extract velocity information through the application of image-analysis 
algorithms.  This method was shown to be effective for liquid-phase droplet features within the 
resolution limit of the imaging system.  In view of these results, it is clear that a three- or four-
image implementation of this technique would allow the determination of acceleration and, by 
extension, information concerning the forces active in spray breakup.  The results of this study 
were documented by D. L. Sedarsky, M. E. Paciaroni, M. A. Linne (all of the Lund Institute of 
Technology), J. R. Gord (AFRL), and T. R. Meyer (ISSI) in a paper that was published in Optics 
Letters [Vol. 31, No. 7, pp. 906-908 (1 April 2006)].  The paper is included in the Appendix. 
 
 



 

 
 

 
                                                   Approved for public release; distribution is unlimited. 

 

                                                   10 

2.1.20 RELIEF Velocimetry Using ps Tagging and Nd:YAG-Based Interrogation.  
 
The ability to perform O2-based RELIEF flow-tagging velocimetry in which the O2 v”=1 level is 
initially excited and the v” = 3 → v” = 0 transition of the Schumann-Runge system at 223.4 nm 
is employed for interrogation, was demonstrated experimentally.  Such a strategy mitigated the 
requirement to use an ArF excimer laser for flow interrogation.  Single-shot imaging 
demonstrated a potential spatially resolved velocity accuracy of ~ 2 m/s, which could be 
increased to better than 1 m/s with time averaging.  Preliminary measurements employing a 100-
ps pump laser for the stimulated Raman tagging step showed that vibrational excitation 
comparable to that obtained using Q-switched laser sources can be realized with pulse energies 
that are lower by at least one order of magnitude.  The results of this investigation were 
documented by W. Lempert, Y. Zuzeek, M. Uddi, K. Frederickson, N. Jiang (all of The Ohio 
State University), S. Roy, T. Meyer, and S. Gogineni (all of ISSI), and J. Gord (AFRL) in AIAA 
Paper No. 2006-2970 that was presented at the 25th AIAA Aerodynamic Measurement 
Technology and Ground Testing Conference, which was held 5-8 June 2006 in San Francisco, 
CA.  The paper is included in the Appendix. 
 
2.1.21 Effects of Quenching on ERE-CARS of NO.  
 
The effects of gas-mixture composition on the ERE-CARS signals of NO were investigated.  
From previous LIF studies, quenching rates are known to change drastically, by factors of 400 - 
800, in mixtures of CO2/O2/N2.  The observed ERE-CARS signal remained constant to within 
30%, whereas LIF signals from NO were predicted to decrease by more than two orders of 
magnitude in the same environments.  These findings are very significant for the use of NO 
ERE-CARS in high-pressure combustion environments where the electronic quenching rate can 
vary rapidly as a function of both space and time.  The results of this investigation were 
documented by S. Roy (ISSI), W. D. Kulatilaka, S. V. Naik, N. M. Laurendeau, R. P. Lucht (all 
of Purdue University), and J. R. Gord (AFRL) in a paper that was published in Applied Physics 
Letters [Vol. 89, pp. 104105-1 - 104105-3 (4 September 2006)].  The paper is included in the 
Appendix to this report. 
 
2.1.22 Application of Difference-Frequency-Mixing-Based Diode-Laser Sensor for Carbon-

Monoxide (CO) Detection in 4.4 - 4.8 µm Spectral Region. 
 
An all-solid-state continuous-wave (cw) laser system for mid-infrared absorption measurements 
of the CO molecule has been developed and demonstrated.  The single-mode, tunable output of 
an external-cavity diode laser (ECDL) was difference-frequency mixed with the output of a 550-
mW diode-pumped cw Nd:YAG laser in a periodically poled lithium-niobate (PPLN) crystal to 
generate tunable cw radiation in the mid-infrared region.  The wavelength of the 860-nm ECDL 
can be coarse tuned from 860.782 to 872.826 mm, allowing the sensor to be operated in the 
spectral region 4.4 – 4.8 µm.  CO-concentration measurements were performed in CO/CO2/N2 
mixtures in a room-temperature gas cell, in the exhaust stream of a well-stirred reactor (WSR) at 
Wright-Patterson Air Force Base, and in a near-adiabatic hydrogen/air CO2-doped flame.  The 
noise-equivalent detection limits were estimated to be 1.1 and 2.5 ppm per meter for the gas-cell 
and flame experiments, respectively.  These limits were computed for combustion gas at 1000 K 
and atmospheric pressure, assuming a signal-to-noise ratio of one.  The sensor uncertainty was 
estimated to be 2% for the gas-cell measurements and 10% for the flame measurements, based 
on the repeatability of the peak absorption.  The results of this investigation were documented by 
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R. Barron-Jimenez, J. A. Caton (both of Texas A&M University), T. N. Anderson, R. P. Lucht 
(both of Purdue University), T. Walther (TU Darmstadt), S. Roy, M. S. Brown (both of ISSI), 
and J. R. Gord (AFRL) in a paper that was published in Applied Physics B [Vol. 85, pp. 185-197 
(November 2006)].  The paper is included in the Appendix.  
 
2.1.23 Measurement of NO Concentrations in Flames Using ERE-CARS. 
 
NO concentrations in flames were measured using ERE-CARS.  Visible pump and Stokes beams 
were tuned to a Q-branch vibrational Raman resonance of NO.  A UV probe beam was tuned 
into resonance with specific rotational transitions in the (ν”=1, ν’=0) vibrational band in the 
A2Σ+- X2Π electronic transition, thus providing a substantial electronic-resonance enhancement 
of the resulting CARS signal.  NO concentrations were measured at levels down to 50 parts in 
106 in H2/air flames at atmospheric pressure.  NO was also detected in heavily sooting C2H2/air 
flames at atmospheric pressure with minimal background interference.  The results of this study 
were documented by W. D. Kulatilaka, N. Chai, S. V. Naik, N. M. Laurendeau, R. P. Lucht (all 
of Purdue University), J. P. Kuehner (Washington and Lee University), S. Roy (ISSI), and J. R. 
Gord (AFRL) in a paper that was published in Optics Letters [Vol. 31, No. 22, pp. 3357-3359 
(November 15, 2006)].  The paper is included in the Appendix. 
 
2.1.24 Femtosecond (fs)-CARS Measurement of Gas Temperatures from Frequency-

Spread Dephasing of Raman Coherence. 
 
Gas-phase temperatures and concentrations were measured from the magnitude and decay of the 
initial Raman coherence in fs-CARS.  A time-delayed probe beam was scattered from the Raman 
polarization that was induced by pump and Stokes beams to generate the CARS signal; the 
dephasing rate of this initial coherence was determined by the temperature-sensitive frequency 
spread of the Raman transitions.  Temperature was measured from the CARS-signal decrease 
with increasing probe delay.  Concentration was obtained from the ratio of the CARS and non-
resonant background signals.  Collision rates did not affect the determination of these quantities.  
The results of this investigation were documented by R. P. Lucht (Purdue University), S. Roy, T. 
R. Meyer (both of ISSI), and J. R. Gord (AFRL) in a paper that was published in Applied Physics 
Letters [Vol. 89, pp. 251112-1 – 251112-3 (18 December 2006)].  The paper is included in the 
Appendix to this report.   
 
2.1.25 Measurements of NO and OH Concentrations in Vitiated Air Using Diode-Laser-

Based UV Absorption Sensors. 
 
Diode-laser-based sensors were implemented to measure the concentrations of NO and OH 
radicals in the vitiated inlet airflow of a model scramjet combustor.  The sensors utilized sum-
frequency-mixed sources consisting of a fixed-frequency 532-nm laser and a tunable diode laser 
to generate ultraviolet radiation for absorption spectroscopy with electronic transitions of OH 
and NO.  Sensitive, interference-free absolute measurements were possible, enabling the first 
measurements of both species in a model scramjet combustor using diode-laser-based sensors.  
With wavelength-modulation spectroscopy, no absorption by OH was evident in the vitiated 
airflow, verifying that the OH concentration was below the 0.2-ppm detection limit of the sensor.  
Concentrations of NO were measured to be 200 – 1100 ppm for the vitiator conditions tested.  
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The results of this study were documented by T. N. Anderson, R. P. Lucht (both of Purdue 
University), T. R. Meyer, T. Mathur, K. D. Grinstead, Jr. (all of ISSI), J. R. Gord, M. Gruber, 
and C. D. Carter (all of AFRL) in AIAA Paper 2007-467 that was presented at the 45th AIAA 
Aerospace Sciences Meeting and Exhibit, which was held 8-11 January 2006 in Reno, NV.  The 
paper is included in the Appendix. 
 
2.1.26 Robust Procedure for Analysis of Non-Evenly Spaced Velocity Time-Series Data. 
 
Laser Doppler Velocimetry (LDV) is an important tool for validation of computational fluid-
dynamics (CFD) models in high-enthalpy bluff-body flows.  However, in high-speed LDV, as 
opposed to hotwire anemometry, data must be unevenly sampled in time and cannot be analyzed 
using a standard Discrete Fast Fourier Transform (DFFT).  Data from LDV have traditionally 
been processed with the Lomb Algorithm, which is a normalized periodogram representing a 
linear least-squares approximation of the linear regression of periodic functions.  This algorithm 
can be computationally inefficient because a sufficiently large number of frequencies must be 
chosen to produce accurate results.  In the present effort, spectral analysis with the Lomb 
Algorithm is compared with the processing of data employing a piecewise interpolation scheme 
developed through the use of MATLAB.  A series of known input signals is generated to 
provide a baseline for this comparison.  Successful implementation in the wake of a bluff-body 
was achieved.  Such alternative schemes are straightforward to implement, can be easily tailored 
for each flow application to extract the relevant low- and high-frequency modes, and may be 
more attractive for applications such as real-time spectral analysis of combustion control.  The 
results of this investigation were documented by K. B. Garwick, A. Lynch, J. R. Gord, B. V. Kiel 
(all of AFRL) and T. R. Meyer (ISSI) in AIAA Paper 2007-1301 that was presented at the AIAA 
Meeting in Reno.  The paper is included in the Appendix. 
 
2.1.27 Detection of Acetylene by ERE-CARS. 
 
Acetylene (C2H2) was detected at low concentrations by ERE-CARS.  Visible pump and Stokes 
beams were tuned into resonance with Q-branch transitions in the ν2 Raman band of acetylene.  
An ultraviolet probe beam was tuned into resonance with the XA ~~

− electronic transition of C2H2, 
resulting in significant electronic-resonance enhancement of the CARS signal.  The signal was 
found to increase significantly with rising pressure for the pressure range 0.1 - 8 bar at 300 K.  
Collisional narrowing of the spectra appeared to be important at 2 bar and above.  A detection 
limit of ~ 25 ppm at 300 K and 1 bar was achieved for the experimental conditions.  The signal 
magnitudes and the shape of the C2H2 spectrum were essentially constant for UV probe 
wavelengths from 233.0 to 238.5 nm, indicating that significant resonant enhancement was 
achieved--even without tuning the probe beam into resonance with a specific electronic-
resonance transition.  The results of this study were documented by N. Chai, S. V. Naik, W. D. 
Kulatilaka, N. M. Laurendeau, R. P. Lucht (all of Purdue University), S. Roy (ISSI), and J. R. 
Gord (AFRL) in a paper that was published in Applied Physics B Lasers and Optics [Vol. 87, pp. 
731-737 (June 2007)].  The paper is included in the Appendix. 
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2.1.28 Effects of Pressure Variations on ERE-CARS of NO.  
 
The effects of pressure variations on the ERE-CARS signal of NO were studied at pressures 
ranging from 0.1 to 8 bar.  ERE-CARS signals were recorded in a gas cell that was filled with a 
mixture of 300 ppm NO in N2 buffer gas at room temperature.  The ERE-CARS signal was 
found to increase with rising pressure up to 2 bar and to remain nearly constant thereafter.  The 
spectra recorded at different cell pressures were modeled using a modified version of the Sandia 
CARSFT code.  Laser-saturation effects were accounted for by systematically varying the 
theoretical ultraviolet probe-laser linewidth.  Excellent agreement was obtained between theory 
and experiment for the pressure-scaling behavior of the ERE-CARS signal of NO.  This finding, 
along with a negligible influence of electronic quenching on the ERE-CARS signal, provides 
strong incentive for the application of ERE-CARS to measurements of NO concentrations in 
high-pressure combustion environments.  The results of this investigation were documented by 
W. D. Kulatilaka, N. Chai, S. V. Naik (all of Purdue University), S. Roy (ISSI), N. M. 
Laurendeau, R. P. Lucht (both of Purdue University), J. P. Kuehner (Washington and Lee 
University), and J. R. Gord (AFRL) in a paper that was published in Optics Communications 
[Vol. 274, pp. 441-446 (June 15, 2007)]; the paper is included in the Appendix to this report. 
 
2.1.29 Detection of Atomic Hydrogen in Flames Using ps, Two-Color, Two-Photon-

Resonance Six-Wave-Mixing Spectroscopy. 
 
Two-color, six-wave-mixing spectroscopy techniques were investigated using ps lasers for the 
detection of atomic hydrogen in an atmospheric-pressure hydrogen-air flame.  An ultraviolet 
laser at 243 nm was two-photon resonant with the 2S1/2  ←← 1S1/2 transition, and a visible probe 
laser at 656 nm was resonant with Hα transitions (n = 3 ←  n = 2).  The signal dependence on the 
polarization of the pump laser was investigated for a two-beam polarization-spectroscopy 
experimental configuration and for a four-beam grating configuration.  A direct comparison of 
the absolute signal and background levels in the two experimental geometries demonstrated a 
significant advantage to using the four-beam grating geometry rather than the simpler two-beam 
configuration.  The ps laser pulses provided sufficient time resolution to investigate hydrogen 
collisions in the atmospheric-pressure flame.  Time-resolved, two-color laser-induced 
fluorescence (LIF) was used to measure an n = 2 population lifetime of 110 ps, and time-
resolved, two-color six-wave-mixing spectroscopy was used to measure a coherence lifetime of 
76 ps.  Based on the collisional time scale, it is expected that the six-wave-mixing signal 
dependence on collisions is significantly reduced with ps laser pulses when compared to laser-
pulse durations on the nanosecond time scale.  The results of this investigation were documented 
by W. D. Kulatilaka, R. P. Lucht (both of Purdue University), S. Roy (ISSI), J. R. Gord (AFRL), 
and T. B. Settersten (Sandia National Laboratories) in a paper that was published in Applied 
Optics [Vol. 46, No. 19, pp. 3921-3927 (1 July 2007)].  The paper is included in the Appendix.   
 
2.1.30 Theory of fs-CARS Spectroscopy of Gas-Phase Transitions. 
 
A theoretical analysis of CARS spectroscopy of gas-phase resonances using fs lasers was 
performed.  The time-dependent density matrix equations for the fs-CARS process were 
formulated and manipulated into a form that was suitable for solution by direct numerical 
integration (DNI).  The temporal shapes of the pump, Stokes, and probe laser pulses were 
specified as an input to the DNI calculations.  It was assumed that the laser pulse shapes were 
70-fs Gaussians and that the pulses were Fourier-transform limited.  A single excited electronic 
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level was defined as an effective intermediate level in the Raman process, and transition 
strengths were adjusted to match the experimental Raman polarizability.  The excitation of the 
Raman coherence was investigated for different Q-branch rotational transitions in the 
fundamental 2330 cm-1 band of diatomic nitrogen, assuming that the pump and Stokes pulses 
were temporally overlapped.  The excitation process was shown to be virtually identical for 
transitions ranging from Q(2) to Q(20).  The excitation of the Raman coherences was also very 
efficient: for laser irradiances of 5 × 1017 W/m2 (corresponding approximately to a 100-µJ, 70-fs 
pulse focused to 50 µm), approximately 10% of the population of the ground Raman level was 
pumped to the excited Raman level during the impulsive pump-Stokes excitation, and the 
magnitude of the induced Raman coherence reached 40% of its maximum possible value.  The 
theoretical results were compared with the results of experiments where the fs-CARS signal was 
recorded as a function of probe delay with respect to the impulsive pump-Stokes excitation.  The 
results of this study were documented by R. P. Lucht, P. J. Kinnius (both of Purdue University), 
S. Roy (ISSI), and J. R. Gord (AFRL) in a paper that was published in the Journal of Chemical 
Physics [Vol. 127, pp. 044316-1 - 044316-17 (July 28, 2007)].  The paper is included in the 
Appendix. 
 
2.1.31 Improving Signal-to-Interference Ratio in Rich Hydrocarbon-Air Flames Using ps-

CARS 
 
Interest is growing in the use of short-pulse lasers for CARS to minimize non-resonant 
background (NRB) contributions in a variety of applications.  Using time-coincident ps pump 
and Stokes beams and a time-delayed ps probe beam, we achieved a three-orders-of-magnitude 
reduction in NRB interference can be achieved in rich hydrocarbon-air flames while preserving 
60 - 80% of the CARS signal.  This represents a significant improvement in signal-to-
interference ratio compared with that from previous measurements in room-temperature air and 
is attributed to reduced rates of collisional dephasing and relaxation at flame temperatures.  
Measurements within the flame zone of a laminar flat-flame burner were used to investigate the 
characteristics of time-coincident and probe-delayed broadband ps N2-CARS spectra for C2H4-
air equivalence ratios of 0.5 - 1.2.  Up to three ro-vibrational bands of N2 were excited with each 
laser shot using 13-ps pump and 106-ps Stokes beams, and the CARS signal was generated using 
a 135-ps probe beam delayed by 165 ps.  The enhanced signal-to-interference ratio achieved in 
the current work was one to two orders of magnitude higher than that previously obtained using 
polarization-selection techniques without sensitivity to the effects of birefringence caused by 
density gradients or test-cell windows.  Moreover, the use of a 135-ps laser source in this study 
enabled frequency-domain “broadband” CARS with sufficient resolution to extract ro-vibrational 
spectral features under various flame conditions.  The effect of probe delay and NRB 
suppression on the characteristics of these broadband CARS spectra was investigated, and 
evidence of preferential collision dephasing and relaxation of different ro-vibrational transitions 
was not detected.  This promising but preliminary result must be investigated further in future 
work.  The results of this investigation were documented by T. R. Meyer (Iowa State 
University), S. Roy (ISSI), and J. R. Gord (AFRL) in a paper that was published in Applied 
Spectroscopy [Vol. 61, No. 11, pp. 1135-1140 (November 2007)].  The paper was featured on 
the cover of the November issue of the journal and is included in the Appendix to this report. 
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2.1.32 Effect of Collisions on Time-Delayed ps-CARS Spectroscopy. 
 
The effect of collisions on measured temperatures using time-delayed ps-CARS was 
investigated.  In ps-CARS the probe beam is delayed with respect to the pump and Stokes beams 
to suppress the non-resonant background.  The results of this study were documented by J. R. 
Gord (AFRL), P. Hsu, and S. Roy (both of ISSI) in a paper that was presented at the Laser 
Applications to Chemical, Security, and Environmental Analysis (LACSEA) Meeting, which 
was held 17-20 March 2008 in St. Petersburg, FL.  The paper is included in the Appendix.  
 
2.1.33 Fs-CARS for High-Bandwidth, Collision-Free Temperature Measurements. 
 
Fs-laser-based time-resolved CARS spectroscopy of nitrogen was used to measure temperature 
at 1 kHz.  The first few picoseconds of the time-resolved CARS signal were free of collisions for 
pressures up to 20 bar.  The results of this investigation were documented by S. Roy (ISSI), P. J. 
Kinnius, R. P. Lucht (both of Purdue University), and J. R. Gord (AFRL) in an invited paper that 
was presented at the Laser Applications to Chemical, Security, and Environmental Analysis 
(LACSEA) Meeting, which was held 17-20 March 2008 in St. Petersburg, FL.  The paper is 
included in the Appendix.  
 
2.1.34 Insensitivity of ERE-CARS to Electronic Quenching. 

 
Fs-laser-based time-resolved CARS spectroscopy of nitrogen was used to measure temperature 
at 1 kHz. It was observed that the strong laser pulse helps in keeping both the excited-state 
population and the ground-state coherence reasonably high, even with significant quenching.  
The results of this study were documented by A. K. Patnaik, S. Roy (both of ISSI), R. P. Lucht 
(Purdue University), and J. R. Gord (AFRL) in a paper that was presented at the Laser 
Applications to Chemical, Security, and Environmental Analysis (LACSEA) Meeting, which 
was held 17-20 March 2008 in St. Petersburg, FL.  The paper is included in the Appendix.  
 
2.1.35 Fs-CARS Measurement of Gas-Phase Species and Temperature. 
 
The use of fs lasers for CARS measurements in gases was reviewed, and coupling of fs laser 
radiation with gas-phase resonances, determination of temperatures from frequency-spread 
dephasing, and single-shot measurements were discussed in a presentation co-authored by R. P. 
Lucht, R. J. Kinnius (both of Purdue University), S. Roy (ISSI), and J. R. Gord (AFRL) that was 
made at the Conference on Lasers and Electro-Optics/Quantum Electronics and Laser Science 
Conference (CLEO/QELS 08), which was held 4-9 May 2008 in San Jose, CA.  The paper was 
published in the conference proceedings and is included in the Appendix. 
 
2.1.36 Perturbative Theory and Modeling of ERE-CARS Spectroscopy of NO. 
 
A theory was developed for three-laser ERE-CARS spectroscopy of NO.  A vibrational Q-branch 
Raman polarization was excited in the NO molecule by the frequency difference between the 
visible Raman pump and Stokes beams.  An ultraviolet probe beam was scattered from the 
induced Raman polarization to produce an ultraviolet ERE-CARS signal.  The frequency of the 
ultraviolet probe beam was selected to be in electronic resonance with rotational transitions in 
the A 2Σ+ ← X 2Π  (1,0) band of NO.  This choice resulted in a resonance between the frequency 
of the ERE-CARS signal and transitions in the (0,0) band.  The theoretical model for ERE-
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CARS NO spectra was developed in the perturbative limit.  Comparisons to experimental spectra 
were made where either the probe laser was scanned with a fixed Stokes frequency or the Stokes 
laser was scanned with a fixed probe frequency.  At atmospheric pressure and an NO 
concentration of 100 ppm, good agreement was found between theoretical and experimental 
spectral peak locations and relative intensities for both types of spectra.  Factors relating to 
saturation in the experiments were considered, including implications for the theoretical 
predictions.  The results of this investigation were documented by J. P. Kuehner (Washington 
and Lee University), S. V. Naik, W. D. Kulatilaka, N. Chi, N. M. Laurendeau (all of Purdue 
University), R. P. Lucht (Purdue University and Texas A&M University), S. Roy, A. K. Patnaik 
(both of ISSI), and J. R. Gord (AFRL) in a paper that was published in the Journal of Chemical 
Physics [Vol. 128, pp. 174308-1 – 174308-12 (May 7, 2008)].  The paper is included in the 
Appendix. 
 
2.1.37 Applications of Ultrafast Lasers for Optical Measurements in Combusting Flows. 
 
Optical measurement techniques are powerful tools for the detailed study of combustion 
chemistry and physics.  Although traditional combustion diagnostics based on continuous-wave 
and nanosecond-pulsed lasers continue to dominate fundamental combustion studies and 
applications in reacting flows, revolutionary advances in the science and engineering of ultrafast 
[picosecond- and femtosecond-pulsed] lasers are driving the enhancement of existing diagnostic 
techniques and enabling the development of new measurement approaches.  The ultra-short 
pulses afforded by these new laser systems provide unprecedented temporal resolution for 
studies of chemical kinetics and dynamics, freedom from collisional-quenching effects, and 
tremendous peak powers for broad spectral coverage and non-linear signal generation.  The high 
pulse-repetition rates of ultrafast oscillators and amplifiers allow previously unachievable data-
acquisition bandwidths for the study of turbulence and combustion instabilities.  The applications 
of ultrafast lasers for optical measurements in combusting flows and sprays, with emphasis on 
recent achievements and future opportunities, were reviewed by J. R. Gord (AFRL), T. R. Meyer 
(Iowa State University), and S. Roy (ISSI) in an invited book chapter, which appeared in the first 
volume of the American Chemical Society Series entitled, Annual Review of Analytical 
Chemistry [Vol. 1, pp. 663-687 (July 2008)].  The book chapter is included in the Appendix. 
 
2.1.38 Measurements of NO Concentration in Flames Using Broadband Stokes ERE-

CARS. 
 
The CARS technique has been applied successfully in a number of applications for species-
concentration and temperature measurements.  These measurements were usually conducted for 
major species with concentration larger than 0.1%.  The ERE-CARS technique can enhance the 
signal significantly by tuning one or more laser beams involved in the CARS process into 
resonance with suitable electronic transitions.  Recently, visible narrowband pump and Stokes 
beam were utilized with a narrowband ultraviolet probe beam for measurements of NO 
concentrations in flames.  The frequency of the probe beam was tuned into resonance with a 
suitable electronic transition.  In previous narrowband ERE-CARS measurements, the frequency 
of the Stokes beam was scanned over Raman signatures of NO to acquire the ERE-CARS 
spectra.  Single-shot, broadband ERE-CARS measurements were made.  The narrowband Stokes 
laser was replaced by a broadband dye laser.   
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In the broadband ERE-CARS measurements of NO, a visible pump beam at 532 nm and 
broadband Stokes beam centered at 591 nm were used to excite numerous Raman resonances in 
the ground electronic state of NO.  A third ultraviolet probe beam at 236 nm was used to enhance 
selectively one or two of the induced Raman resonances.  Single-shot spectra were acquired 
using a 1-m spectrometer to disperse the signal and a back-illuminated charge-coupled-device 
(CCD) camera to detect the signal.  A polarization method was used to suppress the non-resonant 
background.  Single-shot measurements were performed both with the non-resonant background 
completely suppressed and with some of the non-resonant background transmitted in the signal 
channel.   
 
ERE-CARS spectra of NO were acquired in an atmospheric-pressure hydrogen/air counter-flow 
diffusion flame.  The single-shot detection limit in this flame was found to be ~ 10 ppm.  A 
standard deviation of ~ 20% of the mean was found by analyzing 1000 single-laser-shot spectra 
at different flame locations.  In measurements where some of the non-resonant background was 
transmitted, the standard deviation of the ratio of the resonant to non-resonant signal was found 
to be 15%.  NO concentration profiles were obtained in a series of non-premixed hydrogen and 
methane flames stabilized within a counter-flow burner with a total strain rate of 20 s-1.  The NO 
concentration profiles were compared with the results of OPPDIF calculations.  The results of 
this research were documented by N. Chai, A. Satija, S. V. Naik, R. P. Lucht, N. M. Laurendeau 
(all of Purdue University), S. Roy (ISSI), and J. R. Gord (AFRL) in a poster that was presented 
at the Work-in-Progress Poster Sessions at the 32nd International Symposium on Combustion, 
which was held 3-8 August 2008 in Montreal, Canada.  The poster is included in the Appendix. 
 
2.1.39 Theory of fs-CARS Spectroscopy for Gas-Phase Transitions. 
 
The use of fs lasers for CARS spectroscopy of molecules in the gas phase offers some significant 
potential advantages compared with nanosecond (ns) CARS; i.e., CARS as usually performed 
with ns pump and Stokes lasers.  These potential advantages include 1) the capability of 
performing real-time temperature and species measurements at data rates significantly > 1 kHz, 
and 2) the absence of any effect of collisions in the determination of temperature and 
concentration from the fs-CARS signal.  However, the broad spectral bandwidth of the fs laser 
pulses would seem to preclude the acquisition of strong CARS signals from gas-phase species.  
For room-air conditions, typical Raman linewidths are 0.1 cm-1, while the frequency bandwidth 
of a Fourier-transform-limited 100-fs laser pulse is 150 cm-1.  However, numerous frequency 
pairs exist within the spectral envelopes of the pump and Stokes lasers that can contribute to the 
excitation of the two-photon Raman resonance.  Consequently, the excitation of gas-phase 
Raman resonances is quite efficient, as shown in a time-dependent density matrix analysis of the 
interaction of 100-fs pump and Stokes pulses with gas-phase N2 Raman resonances.   
 
In the present scanned-probe-beam experiments, temperature and species concentration were 
determined from the decay of the CARS signal in the first few picoseconds (ps) after the 
impulsive pump-Stokes Raman pumping.  The CARS signal in these initial few ps is much 
stronger because the numerous Raman transitions contribute coherently to the signal since they 
are excited with the same phase by the impulsive pump-Stokes excitation.  After a few ps they 
begin to oscillate out of phase because of the differences in the transition frequencies of the 
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various Raman resonances; we refer to this phenomenon as frequency-spread dephasing.  The 
frequency-spread dephasing time decreases with temperature because the frequency spread of 
transitions that contribute to the Raman coherence increases with temperature.   
 
The potential for real-time measurements at frequencies of interest in turbulent flames is the 
result of the recent commercial availability of fs laser systems with pulse energies of up to a few 
millijoules and repetition rates of up to 20 kHz and the expected availability of commercial 
systems in the near future with repetition rates approaching 100 kHz.  We have performed some 
initial single-pulse fs-CARS experiments with a 2-ps chirped probe beam.  The chirped-probe-
pulse fs-CARS signal beam was directed into a spectrometer, and the spectrum was recorded for 
each laser shot on a charge-coupled-device (CCD) camera.  The temporal behavior of the Raman 
coherence could then be determined from the spectrum of the fs-CARS signal.  Chirped-probe-
pulse experiments were performed for atmospheric-pressure nitrogen in a heated gas cell and for 
mixtures of nitrogen and carbon monoxide.  Single-pulse spectra with very high signal-to-noise 
ratios were acquired from atmospheric-pressure flames.  A computer code for fitting the chirped-
probe-pulse spectra and determining temperature and species concentrations as fitting parameters 
is in the early stages of development.  The results of this investigation were documented by R. P. 
Lucht, P. J. Kinnius (both of Purdue University), S. Roy (ISSI), and J. R. Gord (AFRL) in a 
poster that was presented at the Work-in-Progress Poster Sessions at the 32nd International 
Symposium on Combustion, which was held 3-8 August 2008 in Montreal, Canada.  The poster 
is included in the Appendix. 
 
2.1.40 Single-Laser-Shot Detection of NO in Reacting Flows Using ERE-CARS. 
 
Single-laser shot ERE-CARS spectra of NO were generated using the 532-nm output of an 
injection-seeded Nd:YAG (yttrium aluminum garnet) laser as the pump beam, a broadband dye 
laser at ~ 591 nm as the Stokes beam, and a 236-nm narrowband ultraviolet probe beam.  Single-
laser-shot ERE-CARS spectra of NO were acquired in an atmospheric-pressure hydrogen/air 
counterflow diffusion flame.  The single-shot detection limit in this flame was found to be ~ 30 
ppm, and the standard deviation of the measured NO concentration was found to be ~ 20% of the 
mean.  The results of this study were documented by N. Chai, S. V. Naik, N. M. Laurendeau, R. 
P. Lucht (all of Purdue University), S. Roy (ISSI), and J. R. Gord (AFRL) in a paper that was 
published in Applied Physics Letters [Vol. 93, pp. 091115-1 – 091115-3 (September 1, 2008)].  
The paper is included in the Appendix.  
 
2.1.41 Collisional Effects on Molecular Dynamics in ERE-CARS. 
 
The role of collisional decay in the evolution of molecular coherence and excited-state 
population in an ERE-CARS configuration was studied.  A four-level model scheme was 
proposed, and a density-matrix equation was derived to determine the system evolution.  It was 
shown that even for significantly large collisional decays, a suitable (rather strong) probe-laser 
intensity prevents significant depletion of the excited-state population and enhances the ground-
state coherence.  A physical understanding was developed for the reported insensitivity [Roy, et 
al., App. Phys. Lett. 89, 104105 (2006)] of the ERE-CARS signal to the rate of collisional decay 
at the excited electronic level.  The results of this investigation were documented by A. K. 
Patnaik, S. Roy, (both of ISSI), R. P. Lucht (Purdue University), and J. R. Gord (AFRL) in a 
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paper that was published in Journal of Modern Optics [Vol. 55, Nos. 19-20, pp. 3263-3272 (10-
20 November 2008)].  The paper is included in the Appendix   
 
2.1.42 Development of Nearly Transform-Limited, Low-Repetition-Rate, ps OPO. 
 
A low-repetition-rate (10-Hz), ps OPG seeded at the idler wavelength with a high-power diode 
laser was demonstrated.  The output of the OPG at ~ 566 nm was amplified in dye cells, resulting 
in signal enhancement by more than three orders of magnitude.  The nearly transform-limited 
beam at ~ 566 nm had a pulsewidth of ~ 170 ps, with an overall output of ~ 2.3 mJ/pulse.  The 
laser was tuned either by tuning the non-linear crystal or the seed-laser current.  Such a simple, 
compact, high-performance, tunable ps laser system has a number of applications for linear and 
non-linear spectroscopy.  The results of this study were documented by P. S. Hsu, S. Roy (both 
of ISSI), and J. R. Gord (AFRL) in a paper that was published in Optics Letters [Vol. 281, No. 
24, pp. 6068-6071 (December 15, 2008)].  The paper is included in the Appendix. 
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3.0  SIMULATION AND MODEL DEVELOPMENT AND EVALUATION 
 

3.1  General Overview 
 
The objective of this portion of the program was to develop and apply simulations and models 
for the investigation of advanced-concept technologies for future propulsion systems. The 
models and simulations were used to support all the major tasks of this program. A summary of 
the work accomplished on this task during the program follows. 
 
3.1.1 CFD-Based Global Chemistry Predictions for Normal and Inverse Laminar Ethane 

Jet Diffusion Flames under Oxygen Enhancement and Gravity Variation. 
 
Global calculations involving five species at four different fuel compositions for ethane-jet-
diffusion and inverse-diffusion flames under earth gravity and microgravity conditions were 
made using an axisymmetric, time-dependent CFD code.  Computations were compared with 
experimental data obtained from NASA Glenn Research Center.  Enhancement in oxygen 
resulted in increased flame temperatures.  No significant change was observed in inverse-
diffusion-flame lengths (based on maximum temperature) with oxygen enhancement and gravity 
variation.  The results of this investigation were documented by P. Bhatia (Purdue University), 
V. R. Katta (ISSI), P. B. Sunderland (National Center for Microgravity Research), S. S. Krishnan 
(Purdue School of Engineering and Technology). and J. P. Gore (Purdue University) in a paper 
that was presented at the 2004 Technical Meeting of the Central States Section of the 
Combustion Institute, which was held 21-23 March 2004 in Austin, TX.  The paper is included 
in the Appendix. 
 
3.1.2 Macro- vs. Micro-Vortex/Flame Interactions in Hydrogen Diffusion Flames. 
 
The validity of the flamelet theory was examined by studying vortex/flame interactions in a 
hydrogen/air opposing-jet diffusion flame.  The dynamic changes to the flame structure during 
the interaction process were investigated.  Vortices were injected toward the flame surface from 
the air side.  A centimeter-size vortex was made to interact with a 7.0-mm-thick flame, and a 
micron-size vortex was made to interact with a 2.4-mm-thick flame.  High vortex-propagation 
velocities were used for creating rapid flame extinction in both cases.  While the larger vortex, 
regardless of the vortex-propagation velocity, tends to create a wrinkled, strained flame before 
causing extinction--representing a laminar flamelet--the smaller vortex tends to replace the local 
fluid in the flame zone with the constituent fluid and destroys the flame structure--representing a 
distributed reaction zone.  Since the micron-size vortex is larger than the Kolmogorov length 
scale, a portion of the possible turbulent processes (events) in a hydrogen diffusion flame must 
be viewed as distributed reaction zones.  The results of this investigation were documented by V. 
R. Katta, T. R. Meyer (both of ISSI), J. R. Gord, and W. M. Roquemore (both of AFRL) in a 
paper that was presented at the 2004 Technical Meeting of the Central States Section of the 
Combustion Institute, which was held 21-23 March 2004 in Austin, TX.  The paper is included 
in the Appendix. 
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3.1.3 Simulation of Polycyclic Aromatic Hydrocarbons (PAHs) in Trapped-Vortex 
Combustor (TVC). 

 
Residence time and thermo-chemical environment are important factors in determining the soot-
formation characteristics of jet-engine combustors.  For understanding the chemical and physical 
structure of the soot formed in these combustors, knowledge of flow dynamics and formation of 
polycyclic aromatic hydrocarbons (PAHs) is required.  A time-dependent detailed-chemistry 
computational-fluid-dynamics (CFD) model was developed for simulation of reacting flows in a 
TVC.  The axisymmetric TVC of Hsu et al. [J. Propul. Power 14(1) (1998)] was modeled by 
replacing injection holes with injection slots.  Ethylene-air mixtures were used as fuel.  Several 
calculations were made by varying the equivalence ratio and velocity of the main flow.  
Unsteady simulations revealed that the shear-layer vortices established outside the cavity flow 
enhance mixing of benzene in the wake region of the afterbody.  However, in all the cases 
considered here, most of the PAH species are produced in the cavity region.  While the fuel-rich 
condition results in lower amounts of PAHs in the cavity region, soot is produced in more 
abundance in this region.  The results of this investigation were documented by V. R. Katta 
(ISSI), and W. M. Roquemore (AFRL) in ASME Paper No. GT2004-54165 that was presented at 
the ASME Turbo Expo 2004:  Power for Land, Sea, and Air, which was held 14-17 June 2004 in 
Vienna, Austria.  The paper, which was published in the Conference Proceedings, is included in 
the Appendix.  
     
 3.1.4 Gravity, Radiation, and Coflow Effects on Partially Premixed Flames. 
 
The objective of this investigation was to characterize gravity effects on the structure of laminar 
methane-air partially premixed flames through detailed simulations.  The heat loss due to 
radiation from similar flames that were established at various gravitational accelerations and 
coflow velocities was examined.  Radiation was modeled using the optically thin assumption that 
provides a limited value for the radiation heat transfer.  The simulations were validated with 
measurements in a representative 1-g flame.  The predictions were in good agreement with the 
measured reaction-zone topologies and temperature distributions.  The simulations show that 
when the gravitational acceleration for a representative 1-g partially premixed double flame is 
instantaneously decreased to zero, it is possible to establish a nearly steady 0-g flame in roughly 
2.2 s.  The overall effect of radiation on the structure of the 1-g flame is relatively insignificant 
compared with that of the corresponding 0-g flame.  As a result of radiation effects, the heights 
of both the inner premixed and the outer non-premixed reaction zones in the 0-g double flame 
increase, and the heat-release-rate intensity near the premixed reaction-zone tip decreases.  When 
radiation effects are not included in the simulations, the peak temperatures are nearly the same 
for the 1-g and 0-g flames.  However, with radiation the difference in these temperatures is 
significant.  The decrease in the peak temperature due to radiation for the 0-g flame is nearly five 
times larger than for the 1-g flame.  The value of the radiation fraction for 0-g flames without 
coflow can be as large as 50%, although it drops significantly in the presence of a coflow.  While 
the flow fields upstream of the inner premixed reaction zone are nearly identical for 1-g and 0-g 
double flames, they are markedly different in the regions between the two reaction zones as well 
as downstream of the outer non-premixed reaction zone.  The maximum flame temperatures and 
local heat-release rates increase as the gravitational acceleration increases, while the radiation 
fractions and inner flame heights decrease.  The flickering frequency also increases from 14.7 Hz 
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at 1-g to 41.4 Hz at 10-g and follows the correlation St α Fr-0.57 that is in accord with a previous 
compilation of normal gravity data.  The radiation Damköhler number is inversely proportional 
to the Froude number.  The radiation fraction decreases with increasing coflow, and the 
differences between the maximum flame temperatures and heat-release rates for 1-g and 0-g 
flames become less pronounced.  Results for triple flames are in accord with those for double 
flames.  The results of this study were documented by X. Qin (Princeton University), I. K. Puri, 
S. K. Aggarwal (both of the University of Illinois at Chicago), and V. R. Katta (ISSI) in a paper 
that was published in Physics of Fluids [16(8), 2963-2974 (August 2004)].  The paper is included 
in the Appendix. 
 
3.1.5 Effect of Diluents on Lifted Partially Premixed Flames in Normal and Microgravity:  

Numerical Investigation. 
 
The effect of fuel-stream dilution on the liftoff characteristics of partially premixed flames 
(PPFs) under 1- and 0-g conditions was investigated.  Lifted methane-air PPFs were established 
in axisymmetric coflowing jets using different diluents and dilution levels.  A time-accurate, 
implicit algorithm that employs a detailed description of the chemistry and includes radiation 
effects was used for the simulations.  The predictions were validated through a comparison of the 
flame-reaction-zone topologies and liftoff heights.  The effects of diluents and gravity on the 
flame liftoff height, topology, and base structure were characterized.  The predominantly inert 
agents CO2 and N2 were considered because of their flame-suppressant characteristics. Results 
indicated that under identical conditions a lifted 0-g PPF is stabilized closer to the burner than a 
1-g flame, and the CO2 dilution is more effective in detaching the flame from the burner than the 
N2 dilution.  Additionally, the 1-g lifted flames exhibit well-organized oscillations due to 
buoyancy-induced instability, while the corresponding 0-g flames exhibit steady-state behavior.  
The results of this study were documented by A. M. Briones, S. K. Aggarwal (both of the 
University of Illinois at Chicago) and V. R. Katta (ISSI) in a paper that was presented at the 4th 
Joint Meeting of the U. S. Sections of the Combustion Institute, which was held 20-23 March 
2005 in Philadelphia, PA.  The paper is included in the Appendix. 
 
3.1.6 Numerical Studies on Ultra-Lean Methane Premixed Flames. 
 
Lean combustion has potential advantages in limiting NOx and particulate emissions and in 
improving fuel-consumption efficiency.  The major difficulty in achieving and sustaining lean 
combustion in aircraft engines is associated with the flame-stability problem.  A numerical study 
was performed on a counterflow-premixed-flame system in an attempt to understand the stability 
of the ultra-lean methane/air mixture.  A time-dependent, axisymmetric mathematical model 
known as UNICORN was used for the two-dimensional simulation of premixed flames 
associated with this opposing-jet burner.  Sub-limit lean methane/air flames were supported in 
this burner by the products generated by a lean hydrogen/air premixed flame.  A detailed 
chemical-kinetics model GRI-V1.2 (developed by the Gas Research Institute) was used for 
simulating the double-flame structure formed between the methane/air and hydrogen/air 
mixtures.  Extinction of the methane flame was obtained by increasing the applied stretch rate on 
both of the flames.  Numerical results were compared with experimental data.  The role of 
radicals diffusing from the stable hydrogen flame in stabilizing the unstable lean methane flame 
was studied.  The results of this investigation were documented by V. R. Katta (ISSI), Z. Cheng, 
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and R. W. Pitz (both of Vanderbilt University) in a paper that was presented at the 4th Joint 
Meeting of the U. S. Sections of the Combustion Institute, which was held 20-23 March 2005 in 
Philadelphia, PA.  The paper is included in the Appendix. 
 
3.1.7 Effect of Nitromethane on Soot Formation in Heptane Jet Diffusion Flame. 
 
Residence time and thermo-chemical environment are important factors in the soot-formation 
processes of jet diffusion flames.  For understanding the chemical and physical structure of the 
soot formed in jet flames, knowledge of the flow dynamics of diffusion flames is required.  The 
UNICORN model was used for the simulation of heptane/air unsteady jet diffusion flames.  A 
detailed chemical-kinetics model consisting of up to 197 species and 2800 elementary-reaction 
steps was incorporated into UNICORN for the investigation of PAH formation in heptane 
flames.  A simple soot model based on two conservation equations and acetylene concentration 
was used for estimating soot production in these flames.  The effect of nitromethane on the PAH 
species and soot formed in these flames was investigated by incorporating nitromethane 
chemistry.  Small amounts of nitromethane were added to the fuel jet.  The results of this study 
were documented by V. R. Katta (ISSI) and W. M. Roquemore (AFRL) in a paper that was 
presented at the 4th Joint Meeting of the U. S. Sections of the Combustion Institute, which was 
held 20-23 March 2005 in Philadelphia, PA.  The paper is included in the Appendix. 
 
3.1.8 CFD-Based Global- and Detailed-Chemistry Predictions for Inverse, Laminar, 

Ethane Jet Diffusion Flames Under Oxygen Enhancement and Gravity Variation. 
 
Global-chemistry calculations (involving five species) and detailed-chemistry calculations 
(involving 99 species, including PAH and 1066 reactions) at four oxidizer compositions (21, 30, 
50, and 100% O2 mole fraction in N2) were made for ethane inverse jet diffusion flames in earth 
gravity and in microgravity conditions using an axisymmetric, time-dependent computational-
fluid-dynamics code.  Computations were compared with experimental photographs of 
microgravity and 1-g flames.  Enhancement in oxygen resulted in increased flame temperatures.  
Calculations reveal that oxygen enhancement causes an increase in PAH CO, and C2H2 emission 
for earth-gravity inverse diffusion flames and a decrease for microgravity inverse diffusion 
flames.  However, the maximum parts per mission (PPM) (by mass) and the flame width, in 
general, increase with oxygen enhancement and gravity reduction.   The results of this 
investigation were documented by P. Bhatia (Purdue University), V. R. Katta (ISSI), S. S. 
Krishnan (Purdue University), P. B. Sunderland (University of Maryland), and J. P. Gore 
(Purdue University) in a paper that was presented at the 4th Joint Meeting of the U. S. Sections of 
the Combustion Institute, which was held 20-23 March 2005 in Philadelphia, PA.  The paper is 
included in the Appendix. 
 
3.1.9 Studies on Soot Formation in Model Gas-Turbine Combustor. 
 
Residence time and thermo-chemical environment are important factors in the soot-formation 
process in combustors, especially those that employ swirl for flame stabilization.  For 
understanding the chemical and physical structure of the soot formed in these combustors, 
knowledge on flow dynamics and formation of polycyclic aromatic hydrocarbons (PAHs) is 
required.  A time-dependent, detailed-chemistry CFD model was developed for the simulation of 
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the reacting flows in a model swirl-stabilized combustor. While commercial JP-8 fuel was 
employed in the experiments, a six-component surrogate mixture was used in the calculations for 
mimicking the JP-8-fuel combustion.  Detailed chemical kinetics were used for simulation of 
combustion as well as formation of PAH species.  Several calculations were made for different 
equivalence ratios that were obtained by varying the fuel jet velocity and by maintaining the 
airflow unaltered.  Turbulent-flow simulations revealed that two recirculation zones that are 
separated by the air jet establish in the swirl-stabilized combustor.  Stabilization of flames 
between the air jets and the recirculation zones depends on the equivalence ratio.  For the highly 
fuel-lean cases (φ = 0.65), the flame is stabilized between the air jet and the central recirculation 
zone; for the fuel-rich cases, the flame is stabilized between the air jets and the corner 
recirculation zone.  However, these two flames appear to coexist for slightly fuel-lean cases (φ = 
0.85).  The predicted OH-concentration fields were compared with the OH images obtained 
using the PLIF technique.  The results of probe measurements made in the exhaust products were 
also compared.  The results of this study were documented by V. R. Katta, T. R. Meyer (both of 
ISSI), C. Montgomery (Reaction Engineering International), and W. M. Roquemore (AFRL) in 
AIAA Paper 2005-3777 that was presented at the 41st AIAA/ASME/SAE/ASEE Joint Propulsion 
Conference and Exhibit, which was held 10-13 July 2005 in Tucson, AZ.  The paper is included 
in the Appendix. 
 
3.1.10 Micro-Vortex/Flame Interactions and Their Implications in Turbulent-Flame 

Modeling. 
 
Laminar flamelet theory is often used for representing the structure of a turbulent diffusion 
flame.  The limitations of such representation were examined by studying various vortex/flame 
interactions in a hydrogen/air opposing-jet diffusion flame.  Vortices were injected from the air 
side toward the flat flame that formed between the fuel and air jets.  A centimeter-size vortex 
was made to interact with a 7.0-mm-thick flame, and a micron-size vortex was made to interact 
with a 2.4-mm-thick flame.  Sufficiently high vortex-propagation velocities were used for 
creating flame extinction in both cases.  While the larger vortices, irrespective of their 
propagation velocity, tend to create a wrinkled, strained flame before causing extinction--
representing a laminar flamelet--the small vortices tend to replace the local fluid in the flame 
zone with the constituent fluid and destroy the flame structure--representing a distributed 
reaction zone.  Since the micron-size vortex is larger than the Kolmogorov length scale, a portion 
of the possible turbulent processes (events) in a hydrogen diffusion flame must be viewed as 
distributed reaction zones.  The results of this investigation were documented by V. R. Katta, T. 
R. Meyer (both of ISSI), J. R. Gord, and W. M. Roquemore (both of AFRL) in a paper that was 
presented at the 2005 Technical Meeting of the Eastern States Section of the Combustion 
Institute, which was held 13-15 November 2005 in Orlando, FL.  The paper was published in the 
conference proceedings and is included in the Appendix. 
 
3.1.11 Numerical Investigation of Flame Liftoff, Stabilization, and Blowout. 
 
The effects of fuel-stream dilution on the liftoff, stabilization, and blowout characteristics of 
laminar non-premixed flames (NPFs) and partially premixed flames (PPFs) were investigated.  
Lifted methane-air flames were established in axisymmetric coflowing jets.  Because of their 
flame-suppression characteristics, two predominantly inert agents, CO2 and N2, were used as 
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diluents.  A time-accurate implicit algorithm that employs a detailed description of the chemistry 
and includes radiation effects was used for the simulations.  The predictions were validated using 
measurements of the reaction-zone topologies and liftoff heights of both NPF and PPF.  While an 
undiluted PPF was stabilized at the burner rim, characterized by significant radical destruction 
and heat loss to the burner, the corresponding undiluted NPF was lifted and stabilized in a low-
velocity region extending from the wake of the burner.  Detailed comparison of diluted NPF and 
PPF revealed that the base structures of the two flames are similar and exhibit a double-flame 
structure in the near-field region, where the flame stabilization depends on a balance between the 
reaction rate and the scalar dissipation rate; this could also be interpreted as a balance between 
the edge-flame speed undergoing its local scalar dissipation rate and the local flow velocity.  As 
diluent concentration was increased, the flames became weaker, moved downstream along the 
stoichiometric mixture-fraction line, and stabilized at a location where they could find a local 
flow field that had a lower scalar dissipation rate.  Further increase of the diluent concentration 
moved the flames farther downstream into the far-field region, where both the NPF and PPF 
exhibited a triple-flame structure and the flame stabilization mechanism also involved a balance 
between the triple-flame speed and local flow velocity.  The PPFs, however, shifted to a higher 
liftoff height and blew out at a lower diluent concentration than the NPF, which can withstand 
larger amounts of dilution.  In addition, both NPF and PPF were stabilized at lower liftoff heights 
and blew out at a lower diluent concentration when diluted with N2 as opposed to CO2.  The 
observed effects of fuel-stream dilution and partial premixing of flame liftoff and blowout can be 
explained using existing flame-stabilization theories.  The results of this investigation were 
documented by A. M. Briones, S. K. Aggarwal (both of the University of Illinois at Chicago), 
and V. R. Katta (ISSI) in a paper that was published in Physics of Fluids [Vol. 18, pp.       
043603-1 – 043603-13 (April 2006)].  The paper is included in the Appendix. 
 
3.1.12 Trimethylphosphate (TMP) as Soot-Reducing Additive - Numerical Study of Jet 

Flames. 
 
Doping of organophosphorus compound into flames produces phosphor-bearing species, which 
are known to recombine radicals such as H, O, and OH catalytically and, thereby, reduce the 
chemical activity in the flame zone.  While such a scenario for decreasing chemical activity is 
being used for inhibiting flames, the possibility of its application for reducing soot in flames 
must be explored.  A time-dependent, axisymmetric mathematical model known as UNICORN 
was used for studying the effects of TMP on soot production in various flames.  A detailed 
chemical-kinetics model consisting of 238 species and 3178 elementary reaction steps was 
incorporated into UNICORN for the simulation of heptane flames doped with TMP.  Using the 
same code TMP-doped ethane and propane flames were also simulated.  The effects of TMP in 
coaxial diffusion and premixed jet flames were investigated by varying the amount of additive in 
the fuel jet.  Premixed flames were found to be more sensitive to the presence of TMP.  As 
expected, the burning velocity of the fuel was significantly reduced.  However, an increase in 
soot production was also observed.  In contrast, TMP was less effective in diffusion flames but 
decreased soot when a sufficient amount was added.  The stability of the diffusion flame was not 
affected significantly by the presence of TMP in the fuel jet.  The contrasting behavior of TMP 
in premixed and diffusion flames was similar in methane, propane, and heptane flames.  The 
results of this investigation were documented by V. R. Katta (ISSI) and W. M. Roquemore 
(AFRL) in a paper that was presented at the 2006 Technical Meeting of the Central States 
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Section of the Combustion Institute, which was held 21-23 May 2006 in Cleveland, OH.  The 
paper was published in the Conference Proceedings and is included in the Appendix. 
 
3.1.13 Effects of H2-Enrichment on Flame-Propagation Characteristics of Methane-Air 

Flames. 
 
Lean burning of hydrocarbon yields exceptionally low pollutant emissions and superior 
combustion characteristics.  For most hydrocarbon fuels, however, burning in the lean regime 
results in stability problems because of lean flammability limits.  Hydrogen is an alternative fuel.  
The use of pure hydrogen, however, in a practical combustor is limited because of problems 
related to storage, low volumetric-heating value, and flashback that make the use of pure 
hydrogen very difficult and dangerous.  For this reason, a hydrogen-hydrocarbon fuel blend may 
be a practical solution.  Previous investigations have focused mainly on studying the effects of 
adding hydrogen to hydrocarbon flames using simplified configurations (e.g., counterflow one-
dimensional flames and freely propagating flames).  However, for most combustors, flames are 
exposed to both hydrodynamic and curvature-induced stretch and oscillations that drastically 
affect their flammability and emission characteristics.  In the present investigation methane-air 
flames were established on axisymmetric coflowing jets, with the fuel-air mixture introduced 
through the inner burner and air introduced through the coannular burner.  The effect of H2-
enrichment on flame propagation was investigated for a wide range of conditions.  A time-
accurate, implicit algorithm that employs a detailed description of the flame chemistry (GRI-
Mech 1.2) and includes radiation effects was utilized for the simulations.  The addition of 
hydrogen affected both the flame-propagation characteristics through preferential-diffusion 
instability and the inherent high flame speed.  The results of this study were documented by A. 
M. Briones, S. K. Aggarwal (University of Illinois at Chicago), and V. R. Katta (ISSI) in a paper 
that was presented at the 2006 Technical Meeting of the Central States Section of the 
Combustion Institute, which was held 21-23 May 2006 in Cleveland, OH.  The paper was 
published in the Conference Proceedings and is included in the Appendix. 
 
3.1.14 Hysteresis in Counterflow Premixed Flame System. 
 
The response to stretch of the counterflow flame system that is established between lean-
methane-air and lean-hydrogen-air streams was investigated.  The two-dimensional model 
known as UNICORN was used.  Detailed measurements for temperature and species 
concentrations were made along the centerline.  Numerical simulations have identified the 
hysteresis property of this flame system; this was later confirmed by experiments.  For the given 
flow conditions, the flame system can have more than one stable operating mode; however, the 
actual operating mode depends on the manner in which the flow conditions were obtained.  In an 
attempt to understand such hysteresis behavior of counteflow flames, simulations were 
performed by increasing and decreasing the stretch rates.  When the stretch rate on the flame 
system was increased, the flame transitioned from a double-flame to a single-flame structure 
because of the aerodynamic-cooling process.  When the stretch rate was decreased, the flame did 
not transition back to its double-flame structure because of stretch effects on molecular 
diffusion--leading to hysteresis.  Flames established with various lean-methane-air mixtures were 
studied for determining the range for possessing hysteresis.   It was found that the flame system 
exhibits  hysteresis  only  for  methane-air  mixtures  leaner  than  φ  =  0.811.     However,  for     
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0.811 > φ > 0.74, a decrease in stretch increases the flame temperature because of a decrease in 
stretch-induced cooling and eventually returns the flame structure to a double-flame one.  In this 
narrow range of φ (0.74 - 0.811), hysteresis in counterflow premixed flames is temporary, which 
establishes a hysteresis loop with respect to stretch rate.  The results of this investigation were 
documented by V. R. Katta (ISSI), S. Hu, P. Wang, R. W. Pitz (all of Vanderbilt University), W. 
M. Roquemore, and J. Gord (both of AFRL) in a paper that was presented at the 2006 Technical 
Meeting of the Central States Section of the Combustion Institute, which was held 21-23 May 
2006 in Cleveland, OH.  The paper was published in the Conference Proceedings and is included 
in the Appendix. 
 
3.1.15 Comparison of Chemical-Kinetics Models for JP-8 Fuel in Predicting Premixed and 

Non-premixed Flames. 
 
CFD-based predictions were made for an opposed-jet non-premixed flame and laminar non-
premixed and premixed coaxial jet flames that burn vaporized JP-8 fuel.  Results were obtained 
for four published chemical-kinetic mechanisms for JP-8.  The first is identified as the Violi-
Small Mechanism (161 species and 1538 reactions); the second is the Violi-Large Mechanism 
(216 species and 9654 reactions); the third is the Zhang Mechanism (208 species and 2186 
reactions); and the fourth is the Mawid Mechanism (226 species and 3230 reactions).  Three 
surrogate fuels are associated with the Mawid Mechanism.  Differences and similarities in 
laminar flame structure and stability, resulting from calculations using the four JP-8 mechanisms, 
were found.  Calculations with the Violi-Small and Violi-Large Mechanisms predicted extinction 
strain rates that were within 90% of published measurement results.  The flames obtained with 
the Zhang Mechanism were found to be the most difficult to extinguish and those obtained with 
the Mawid Mechanism to be the easiest to extinguish.  Calculations with the Zhang Mechanism 
yielded the highest stability for the non-premixed jet flame and the highest flame velocity for the 
stoichiometric mixture of JP-8 and air in the premixed jet flame.  The Mawid Mechanism 
resulted in coaxial non-premixed jet flames that were more stable than those obtained with the 
Violi Mechanisms, and yet the flame velocities predicted by the Mawid Mechanism for the 
premixed jet flame were lower than those predicted by the Violi Mechanisms.  Calculations with 
the Mawid Mechanism using surrogate mixtures one and three resulted in very different limiting 
strain rates for the opposed-jet flame; however, for the premixed jet flame, the computed flame 
velocities were nearly the same for these mixtures.  Numerical experiments were also performed 
in an attempt to understand the sensitivity of the parent compounds used in the Mawid 
Mechanism for possible changes in their concentrations.  Direct comparisons of calculations and 
experimental results were very limited because published data on these simple laboratory flames 
that burn JP-8 are almost non-existent.  Indeed, the hope is that these predictions will stimulate 
experiments to aid in obtaining suitable kinetic mechanisms for JP-8 flames.  The results of this 
investigation were documented by V. R. Katta (ISSI), M. Mawid (Engineering Research and 
Analysis Corporation), B. Sekar, E. Corporan, J. Zelina, W. M. Roquemore (all of AFRL), and 
C. J. Montgomery (Reaction Engineering International) in a AIAA Paper 2006-4745 that was 
presented at the 42nd AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, which 
was held 9-12 July 2006 in Sacramento, CA.  The paper is included in the Appendix. 
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3.1.16 Numerical Studies on Soot Mitigation in Model Gas-Turbine Combustor. 
 
A time-dependent, detailed-chemistry CFD model was developed for evaluation of the 
performance of a soot-reducing additive in a model swirl-stabilized combustor.  While 
commercial JP-8 fuel was used in the experiments, a six-component surrogate mixture was used 
in the calculations for mimicking the JP-8-fuel combustion.  Di-tertiary-butyl-peroxide (DTBP) 
additive, which is known for improving the ignition characteristics of hydrocarbon fuels, was 
tested for its ability to reduce soot.  Detailed chemical kinetics were used for simulation of JP-
8+DTBP combustion and the consequent formation of PAH species.  Calculations were made for 
different equivalence ratios that were obtained through varying the fuel jet velocity while 
maintaining the airflow unaltered.  Turbulent-flow simulations with the base JP-8 fuel revealed 
that a significant amount of soot was formed for fuel-rich conditions, while negligible or no soot 
was formed for equivalence ratios > 0.8.  Addition of DTBP for the fuel-rich operating 
conditions resulted in only a marginal decrease in the amount of soot formed.  Its effect on fuel-
lean operation of the combustor was also found to be negligible.  However, DTBP appeared to be 
more effective in reducing soot when the combustor was operating in the neighborhood of 
stoichiometric conditions.  Consistent with these results, calculations made for a simple jet 
diffusion flame also revealed that DTBP had no effect on soot formation when it was added to 
the fuel jet.  The results of this study were documented by V. R. Katta, T. R. Meyer (both of 
ISSI), C. J. Montgomery (Reaction Engineering International), and W. M. Roquemore (AFRL) 
in AIAA Paper 2006-5095 that was presented at the 42nd AIAA/ASME/SAE/ASEE Joint 
Propulsion Conference and Exhibit, which was held 9-12 July 2006 in Sacramento, CA.  The 
paper is included in the Appendix. 

 
3.1.17 Numerical Study of Evolution of Strongly Forced, Axisymmetric, Laminar Cold-

Flow Jets. 
 
Periodic jet forcing presents interesting opportunities for jet mixing in a variety of applications.  
In this study simulations were performed to study the effect of high-amplitude forcing on laminar 
jets (Re = 100) with net mass flux.  For the cases presented, the effects of simulating the internal 
nozzle were examined, and assumptions about the nozzle flow were shown to have a significant 
effect on the downstream flow evolution.  Studies were performed on strongly forced 
axisymmetric jets in two geometries: 1) jets issuing perpendicularly from a flat wall and 2) jets 
issuing from a straight tube (nozzle).  The amplitude and frequency of the forcing function were 
varied to study vortex creation and the subsequent evolution downstream of the jet.  For 
example, cases in which the peak jet velocity was three to four times the mean jet velocity were 
examined.  The near-nozzle region was of particular interest because of the strong mixing 
processes that occur there.  Modification of the creation of downstream large-scale vertical 
structures by nozzle flow processes was examined.  An interesting result of this study was the 
fact that the strongest forcing cases possess some striking similarities to synthetic jets.  For such 
cases the flow-reversal processes at the jet exit plane were investigated.  The results of this study 
were documented by V. V. Barve, O. A. Ezekoye, N. T. Clemens (University of Texas at 
Austin), and V. R. Katta (ISSI) in a paper that was published in the AIAA Journal [Vol. 44, No. 
8, pp. 1742-1752 (August 2006)].  The paper is included in the Appendix. 
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3.1.18 Characteristics of Propagating H2-Enriched CH4-Air Flames. 
 
The effects of H2 enrichment on the propagation of laminar CH4-air triple flames in 
axisymmetric coflowing jets were investigated numerically.  A comprehensive, time-dependent 
computational model that employs a detailed description of chemistry and transport was used to 
simulate the transient-ignition and flame-propagation phenomena.  Flames were ignited in a jet-
mixing layer far downstream of the burner.  Following ignition, a well-defined triple flame was 
formed that propagated upstream with nearly constant flame-displacement speed toward the 
burner along the stoichiometric-mixture fraction line.  As the flame approached the burner, it 
transitioned to a double flame and, subsequently, to a burner-stabilized non-premixed flame.  
Predictions were validated using measurements of the flame-displacement speed.  Detailed 
simulations were used to examine the effects of H2 enrichment on the propagation characteristics 
of CH4-air triple flames.  As H2 concentration in the fuel blend was increased, the flame 
displacement and propagation speeds increased progressively as a result of the enhanced 
chemical reactivity, diffusivity, and preferential diffusion caused by H2 addition.  Also the 
flammability limits associated with the triple flames were progressively extended with the 
increase in H2 concentration.  The flame structure and flame dynamics were also markedly 
modified by H2 enrichment, which substantially increases the flame curvature and mixture-
fraction gradient as well as the hydrodynamic and curvature-induced stretch near the triple point.  
For all of the H2-enriched methane-air flames investigated, a negative correlation was found 
between flame speed and stretch, with the flame speed decreasing almost linearly with stretch; 
this is consistent with the findings of previous studies.  The effect of H2 addition is a 
modification of the flame sensitivity to stretch since it decreases the Markstein number (Ma) and 
increases the flame tendency toward diffusive thermal instability (i.e., Ma → 0).  These results 
are consistent with previously reported experimental results for outwardly propagating spherical 
flames that are burning a mixture of natural gas and hydrogen.  The results of this study were 
documented by A. M. Briones, S. K. Aggarwal (both of the University of Illinois at Chicago), 
and V. R. Katta (ISSI) in AIAA Paper 2007-180 that was presented at the AIAA Meeting in 
Reno.  The paper is included in the Appendix. 
 
3.1.19 Investigations on Double-State Behavior of Counterflow Premixed Flame System. 
 
The counterflow flame system established between lean-methane-air and lean-hydrogen-air 
streams was investigated experimentally and numerically.  A two-dimensional model known as 
UNICORN  was used for the simulation.  Detailed measurements of temperature and species 
concentrations were made along the centerline using Raman spectroscopy.  A double-state 
behavior for this flame system was identified in the numerical simulations and later confirmed 
through experiments.  For the given flow conditions, the flame system can have either a single-
flame or a double-flame structure, depending on the manner in which those conditions were 
achieved.  Detailed comparisons of the measurement results and calculations for the two flame 
structures were made.  Calculations for various lean methane-air mixtures and stretch rates were 
performed in an attempt to understand the double-state behavior of counterflow premixed 
flames.  It was found that the flame system exhibits double-state behavior only for leaner (φCH4 < 
0.74) methane-air mixtures.  The aerodynamic and chemical structures of the flames in different 
stretch-rate regimes were analyzed.  When the stretch rate on the flame system was increased, 
the flame transitioned from a double-flame to a single-flame structure as a result of the 
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aerodynamic-cooling process.  When the stretch rate was decreased, the flame did not transition 
back to the double-flame structure as a result of the effects of stretch on molecular diffusion.  
However, for (φCH4 < 0.81), a decrease in stretch rate increased the flame temperature because of 
a lack of stretch-induced cooling and returned the flame structure to a double-flame one.  For a 
narrow range of equivalence ratios (0.74 - 0.81), counterflow premixed flames exhibit a 
hysteresis property.  The results of this investigation were documented by V. R. Katta (ISSI), S. 
Hu, P. Wang, R. W. Pitz (all of Vanderbilt University), W. M. Roquemore, and J. R. Gord (both 
of AFRL) in a paper that was published in Proceedings of the Combustion Institute [Vol. 31, pp. 
1055-1066 (January 2007)].  The paper is included in the Appendix. 
 
3.1.20 Predictions on Sooting Behavior of Recirculation-Zone-Supported Flames.  
 
The primary and secondary recirculation zones, which are formed between the fuel and oxidizer 
jets of a centerbody burner, transport fuel across the centerbody to the oxidizer jet and establish a 
flame that is anchored to the rim of the centerbody. Experimentally it was found that the sooting 
characteristics of a centerbody burner change dramatically when the operating conditions are 
altered systematically. A time-dependent, axisymmetric, detailed-chemistry CFD model was 
developed for studies of soot in a 46-mm-diameter centerbody burner. Combustion and PAH 
formation were simulated using Wang-Frenklach (99 species and 1066 reactions) and NIST (197 
species and 2800 reactions) mechanisms. Soot was simulated using a two-equation model of 
Linstedt. Calculations were performed for different flow conditions under which the 
concentration of ethylene was reduced gradually without altering the fuel and oxidizer flow rates. 
Numerical experiments were performed for determining the effect of soot radiation on flame 
structure. Flame weakening in the transition region of the leading and trailing flame sections was 
found to result from soot radiation. Amazingly similar flame and soot structures were obtained 
with the two chemical-kinetics mechanisms considered.  The results of this investigation were 
documented by V. R. Katta (ISSI) and W. M. Roquemore (AFRL) in Paper No. D37 that was 
presented at the 5th U. S. Combustion Meeting, which was held 25-28 March 2007 in San Diego, 
CA.  The paper is included in the Appendix. 
 
3.1.21 Experimental and Numerical Studies of Centerbody Flames. 
 
A preliminary evaluation was conducted of a centerbody burner as a tool for developing and 
evaluating soot models. The burner consists of a 46-mm-diameter disk symmetrically located in 
an 80-mm-diameter annular quartz duct. A 7.6-mm-diameter fuel jet is located at the center of 
the disk. A mixture of air and excess nitrogen is supplied to the annular duct at a flow rate of 250 
SLPM. Ethylene fuel, mixed with nitrogen, is supplied to the central fuel jet at a flow rate of 3.4 
SLPM. The three flames studied had the same air and fuel velocity (1.2 m/s) and similar vortex 
characteristics.  Different sooting-flame characteristics were achieved by varying the N2 dilution 
in the fuel and air. For example, with no N2 dilution almost the entire surface of the flame was 
sooting. The two flames with N2 dilution had donut- and ring-shaped sooting structures. All three 
of the flames had the interesting characteristic that the soot path lines had spiraling trajectories 
that terminated at the center of the recirculation zone.  Simulations, using a two-dimensional, 
CFD-based code (UNICORN), correctly estimated the structures of the recirculation and flame 
zones. Also, reasonable estimates were obtained for the global structure of the unusual sooting 
surfaces of the three flames, which is somewhat surprising considering the rudimentary soot 
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model used in UNICORN. However, the soot model was not sufficiently developed to capture 
the spiral trajectories of the soot particles.  The spiraling path lines were correctly estimated 
using a particle-tracing program and flow-field data from UNICORN. Other computational 
experiments were conducted that provided insight into the interesting sooting characteristics of 
these flames.  The results of this study were documented by M. Roquemore (AFRL), V. Katta 
(ISSI), V. Belovich, R. Pawlik, A. Lynch, J. Miller (all of AFRL), S. Stouffer, G. Justinger (both 
of UDRI), J. Zelina (AFRL), S. Roy (ISSI), and J. Gord (AFRL) in Paper No. D36 that was 
presented at the 5th U. S. Combustion Meeting, which was held 25-28 March 2007 in San Diego, 
CA.  The paper is included in the Appendix. 
 
3.1.22 Can Non-premixed Stretched Flames Become Infinitely Thin?  
 
A numerical study was performed for determining the minimum possible thickness for a non-
premixed hydrogen-air flame.  The flat flame formed between the counterflowing fuel and the air 
jets was stretched through increasing jet velocities.  A time-dependent model, known as 
UNICORN, that incorporates 13 species and 74 reactions among the constituent species was 
used for the simulation of the opposed-jet hydrogen-air non-premixed flame.  Numerical 
experiments were conducted through changing the reaction rates.  It was found that a non-
premixed flame can only be stretched to a minimum thickness prior to its extinction.  Contrary to 
the flamelet description for laminar stretched flames, the reaction-zone thickness for a hydrogen-
air non-premixed flame can asymptotically reach a value in the range 0.5 - 1.0 mm, depending 
on the radical species used for measuring the thickness.  This finding has an important bearing 
on turbulence modeling based on flamelet theory.  The results of this study were documented by 
V. R. Katta (ISSI), W. M. Roquemore, and J. R. Gord (both of AFRL) in a paper that was 
presented at the 21st International Colloquium on the Dynamics of Explosions and Reactive 
Systems (ICDERS), which was held 23-27 July 2007 in Poitiers, France.  The paper was 
published in the Conference Proceedings and is included in the Appendix. 
 
3.1.23 Evaluation of Chemical-Kinetics Models for Heptane Combustion. 
 
CFD-based predictions were obtained for non-premixed and premixed flames burning vaporized 
heptane fuel.  Three chemical-kinetics models were incorporated into a time-dependent, two-
dimensional, detailed-chemistry CFD model known as UNICORN.  The first mechanism was the 
San Diego (SD) mechanism (52 species and 544 reactions); the second was the Lawrence 
Livermore National Laboratory (LLNL) mechanism (160 species and 1540 reactions); and the 
third was the National Institute of Standards and Technology (NIST) mechanism (197 species 
and 2926 reactions).  Numerical models were validated through simulating an opposing-jet non-
premixed flame that had been previously studied experimentally.  Models were also tested for 
their accuracies in predicting strain-induced extinction and autoignition.  Compared to traditional 
one-dimensional models for opposing-jet flames, two-dimensional simulations were found to 
yield results closer to the experimental values.  All three mechanisms were reasonably close in 
predicting co-axial jet non-premixed and premixed flames. The SD mechanism was found to be 
slightly stiffer than the other two, especially in solving for premixed combustion.   While LLNL 
kinetics resulted in a steady Bunsen-type premixed flame, SD and NIST mechanisms yielded 
cellular-type flame structures for the same flow conditions.  The results of this investigation were 
documented by V. R. Katta (ISSI) and W. M. Roquemore (AFRL) in AIAA Paper 2008-1015 for 
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presentation at the 46th AIAA Aerospace Sciences Meeting and Exhibit, which will be held 7-10 
January 2008 in Reno, NV.  The paper is included in the Appendix. 
 
3.1.24 Comparison of Chemical-Kinetics Mechanisms through Predicting Non-premixed 

Ethylene Jet Flame. 
 
Since detailed chemical-kinetics mechanisms are usually developed and validated through 
simulation of zero- and one-dimensional flames, their performance in predicting a multi-
dimensional flame must be tested prior to their use in a combustor design.  The predictive 
capabilities of various detailed chemical-kinetics mechanisms for ethylene-air combustion were 
investigated through simulation of a non-premixed jet flame.  A time-dependent, axisymmetric 
mathematical model was used for flame simulation.  Five detailed chemical-kinetics models, 
namely, 1) the Wang-Frenklach Mechanism (99 species and 1066 reactions), 2) the Wang-Colket 
Mechanism (171 species and 2002 reactions), 3) the San Diego (SD) Mechanism (52 species and 
544 reactions), 4) the NIST Mechanism (197 species and 2926 reactions), and 5) the LLNL 
Mechanism (160 species and 1540 reactions) were considered.  A two-equation soot model was 
used in conjunction with the detailed-chemistry models for simulation of sooty ethylene flames.  
Calculations were made with and without soot for identifying the impact of the soot model on the 
chemistry models and vice versa.  It was found that all of the five chemistry models predicted a 
non-premixed jet flame equally well when soot was not considered.  However, when soot was 
included, the predictions diverged, with the San Diego Mechanism yielding results that were 
closest to those of the experiment.  The results of this investigation were documented by V. R. 
Katta (ISSI), W. M. Roquemore (AFRL), and R. J. Santoro (Pennsylvania State University) in a 
paper that was presented at the 2008 Technical Meeting of the Central States Section of the 
Combustion Institute, which was held 20-23 April 2008 in Tuscaloosa, AL.  The paper was 
published in the Conference Proceedings and is included in the Appendix.  
 
3.1.25 Effects of H2 Enrichment on Propagation Characteristics of CH4-Air Triple Flames. 
 
The effects of H2 enrichment on the propagation of laminar CH4-air triple flames in 
axisymmetric coflowing jets were investigated numerically.  A comprehensive, time-dependent 
computational model that employs a detailed description of chemistry and transport was used to 
simulate the transient ignition and flame propagation phenomena.  Flames were ignited in a jet-
mixing layer far downstream of the burner.  Following ignition, a well-defined triple flame was 
formed that propagated upstream along the stoichiometric mixture-fraction line with a nearly 
constant displacement velocity.  As the flame approached the burner, it transitioned to a double 
flame and, subsequently, to a burner-stabilized non-premixed flame.  Predictions were validated 
using measurements of the displacement flame velocity.  As the H2 concentration in the fuel 
blend was increased, the displacement flame velocity and local triple-flame speed increased 
progressively because of the enhanced chemical reactivity, diffusivity, and preferential diffusion 
caused by H2 addition.  Furthermore, the flammability limits associated with the triple flames 
were progressively extended with the increase in H2 concentration.  The flame structure and 
flame dynamics were also markedly modified by H2 enrichment, which substantially increased 
the flame curvature and mixture-fraction gradient as well as the hydrodynamic and curvature-
induced stretch near the triple point.  For all of the H2-enriched methane-air flames investigated 
in this study, a negative correlation was found between flame speed and stretch, with the flame 
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speed decreasing almost linearly with stretch, which is consistent with the results of previous 
studies.  The H2 addition also modified the flame sensitivity to stretch, as it decreased the 
Markstein number (Ma), implying an increased tendency toward diffusive-thermal instability 
(i.e., Ma → 0).  These results are consistent with the previously reported experimental results for 
outwardly propagating spherical flames that burn a mixture of natural gas and hydrogen.  The 
results of this study were documented by A. M. Briones, S. K. Aggarwal (both of the University 
of Illinois at Chicago), and V. R. Katta (ISSI) in a paper that was published in Combustion and 
Flame [Vol. 153, pp. 367-383 (May 2008)].  The paper is included in the Appendix. 
 
3.1.26 Numerical Studies on Cavity-Inside-Cavity-Supported Flames in Ultra-Compact 

Combustors. 
 

Cavities are incorporated in the designs of future gas-turbine combustors to provide flame 
stability and, thereby, improve the lean-blowout characteristics.  Recently, a Cavity-Inside-
Cavity (CIC) design was proposed for the Air Force Research Laboratory’s Ultra Compact 
Combustor (UCC).  Numerical studies were performed to aid the understanding of the dynamics 
of CIC-supported flames.  The complex CIC that was used in the actual hardware was simplified 
to make it amenable to two-dimensional models.  Calculations were performed for the modified 
CIC using a two-dimensional, unsteady reacting-flow code known as UNICORN.  Direct 
numerical simulations and calculations using the k-ε turbulence model were performed.  A fast, 
global-chemistry model was used for studying the flame dynamics inside and in the wake region 
of the CIC.  Calculations were performed for several CIC geometries that were generated 
through variation of the width of the cavity.   The design CIC was found to be oversized for the 
secondary (circumferential) airflow used in UCCs.  A detailed-chemistry model was also used to 
aid the understanding of the blowout characteristics of the CIC-supported flames.  The results of 
this investigation were documented by V. R. Katta (ISSI), J. Zelina, and W. M. Roquemore (both 
of AFRL) in a paper that was presented at the 53rd ASME International Gas Turbine and 
Aeroengine Congress and Exposition, which was held 9-13 June 2008 in Berlin, Germany.  The 
paper was published in Proceedings of ASME Turbo Expo ‘08: Power for Land, Sea and Air and 
is included in the Appendix. 
 
3.1.27 Stability of Lifted Flames in Centerbody Burner. 
 
The centerbody burner was designed with the objective of understanding the coupled processes 
of soot formation, growth, and burn-off through decoupling them using recirculation zones.  
Experimentally it was found that the sooting characteristics of the centerbody burner could 
change dramatically with changes in operating conditions.  One of the interesting operating 
regimes in which the flame lifts off and forms a column of soot was identified when oxygen in 
the oxidizer stream was sufficiently reduced.  Numerical studies were performed to aid the 
understanding of the lifted flames of the centerbody burner.  A time-dependent, axisymmetric, 
detailed-chemistry CFD model (UNICORN) was used.  Combustion and PHA formation were 
modeled using the Wang-Frenklach (99 species and 1066 reactions) Mechanism, and soot was 
simulated using a two-equation model of Lindstedt.  Calculations reasonably predicted the 
structure of the lifted flame.  The predicted flame lift-off height matched well with that of the 
experiment.  Recirculation zones were formed between the flame base and the centerbody 
transport fuel, and its lighter fragments formed in the lifted-flame region toward the face of the 
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centerbody.  Mixing of oxygen and fuel and its fragments between the flame base and 
centerbody established a premixed flame in the flame-base region.  Numerical studies were 
conducted by increasing and decreasing the coannular flow velocity to determine the stability of 
the lifted flames.  The results of this study were documented by V. R. Katta (ISSI) and W. M. 
Roquemore (AFRL) is a paper that was presented at the 2008 Technical Meeting of the Central 
States Section of the Combustion Institute, which was held 20-23 April 2008 in Tuscaloosa, AL.  
The paper was published in the Conference Proceedings and is included in the Appendix. 
 
3.1.28 Calculation of Multi-dimensional Flames Using Large Chemical Kinetics. 
 
A time-dependent, two-dimensional, detailed-chemistry CFD model known as UNICORN is 
used for solving complex flame problems.  Unique features were incorporated into UNICORN 
for handling extremely large chemical kinetics with ease and efficiency.  A sub-mixture concept 
was used for evaluating transport properties.  This concept increased the computational speed by 
a factor of five for a 208-species mechanism and is expected to have even higher efficiency with 
larger mechanisms.  An implicit treatment for certain reaction-rate terms was applied during the 
solution of species-conservation equations.  Moving the reaction-rate source terms to the left-
hand side of the partial differential equations eased the stiffness problem that is typically 
associated with combustion chemical kinetics.  Computational speeds were further improved in 
UNICORN by completely integrating the chemical-kinetics mechanisms with the solution 
algorithm.  A software-generated CFD approach was used to avoid the tedious and near-
impossible task of manually integrating a large chemical-kinetics mechanism into a CFD code.  
Several calculations were performed to demonstrate the abilities of the UNICORN code.  
Chemical-kinetics mechanisms up to 366 species and 3700 reaction steps were incorporated, and 
simulations for unsteady multi-dimensional flames were performed on personal computers.  
Making use of the robustness and efficiency of the UNICORN code, detailed chemical 
mechanisms developed for JP-8 fuel were tested for their accuracy, and a parametric study on the 
role of parent species of a surrogate mixture in predicting flame extinguishment was performed.  
Ease of changing chemical kinetics in the UNICORN code was demonstrated through 
investigation of the effects of additives in JP-8 fuel.  The results of this study were documented 
by V. R. Katta (ISSI) and W. M. Roquemore (AFRL) in a paper that was published in the AIAA 
Journal [Vol. 46, No. 7, pp. 1640-1650 (July 2008)].  The paper is included in the Appendix.  
 
3.1.29 Asymmetric Expansion of Detonation Wave in an Array of Tubes. 
 
In the development of Pulse Detonation Engines, one of the important design criteria is reliable 
transition of detonation generated in the ignition tube into a larger main tube in the shortest 
possible distance.  It was thought that asymmetrically aligning the ignition and main tubes would 
enhance detonation transition.  An exploratory numerical study was conducted to aid the 
understanding of detonation expansion in asymmetrically joined tube assemblies.  A CFD code 
based on flux-corrected transport was used for the simulation of a two-dimensional detonation 
wave formed from a pair of ignition sources in a smaller ignition tube and expanded into a larger 
main tube.  Numerous geometries obtained by varying the tube size and offset (asymmetry) were 
investigated.  It was found that expansion of detonation destroys its cellular structure and 
generates strong triple-shock points near the walls. Asymmetric expansion creates triple-shock 
points that are stronger than those generated in symmetric expansion.  Interaction of strong 
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triple-shock points with walls often leads to galloping detonations.  For severe expansion ratios, 
a symmetric configuration resulted in a deflagration wave (failed detonation), while asymmetric 
configurations yielded successful detonation transition from ignition tube to main tube.  The 
results of this investigation were documented by V. R. Katta (ISSI) in a paper that was presented 
at the 44th AIAA/ASME/SAE/ ASEE Joint Propulsion Conference and Exhibit, which was held 
21-23 July 2008 in Hartford, CT.  The paper is included in the Appendix.    
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4.0  FUNDAMENTAL EXPERIMENTS 
 

4.1 General Overview  
 
The objective of this portion of the program was to design and conduct fundamental experiments 
that would aid the understanding of all processes required for advanced propulsion systems. This 
effort required a close coupling of numerical and experimental studies and was, thus, performed 
by a multi-disciplinary team. A summary of the work accomplished on this task during the 
program follows. 
 
4.1.1  Dynamics of Vortex-Flame Interactions and Implications for Turbulent 

Combustion. 
 
Vortex-flame interactions are used to study the dynamics of unsteady laminar flamelet burning in 
non-premixed gaseous and two-phase flows.  Such interactions provide a tractable numerical and 
experimental regime in which turbulent-like phenomena can be evaluated.  A number of 
fundamental parameters were explored that have implications for the study of turbulent 
combustion, including scalar dissipation, unsteady flame thickness, unsteady strain rate, and a 
new parameter recently proposed to characterize local extinction.  Particular attention was paid 
to time-dependent (dynamic) phenomena such as unsteadiness and flame movement that may 
play a significant role in turbulent-combustion modeling and validation.  Results indicated that a 
variety of features can result in non-idealized flamelet behavior in near-unity Lewis-number 
flames.  The sensitivity of mixture-fraction-state relationships to vortex-flame effects was 
analyzed and discussed.  The results of this study were documented by T. R. Meyer, V. R. Katta, 
M. S. Brown (all of ISSI), J. R. Gord, W. M. Roquemore (both of AFRL), A. Lemaire, K. 
Zahringer, and J. C. Rolon (all of Ecole Centrale Paris) in AIAA Paper 2003-4633 that was 
presented at the 39th AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, which 
was held 20-23 July 2003 in Huntsville, AL.  The paper is included in the Appendix. 
 
4.1.2 Vortex-Induced Extinction of Non-Premixed Counterflow Flames. 
 
In an experimental study, unsteady-strain-rate effects on the extinction process of a laminar 
strained two-phase flame during the flame/vortex interaction were examined through 
simultaneous investigation of the flow field by Particle Imaging Velocimetry (PIV) and the 
reaction zone by PLIF of the CH radical.  The influence on the aerodynamic extinction limits for 
various vortex parameters and different single- and two-phase flames was examined.  The effect 
of different flames on the vortex flow was also investigated.   The results of this study were 
documented by A. Lemaire, K. Zahringer (both of Ecole Centrale Paris), T. Meyer (ISSI), J. 
Gord (AFRL), and J. C. Rolon (Ecole Centrale Paris) in a paper that was presented at the 
European Combustion Meeting, which was held 18-21 October 2003 in Orleans, France.  The 
paper is included in the Appendix. 
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4.1.3 PIV/ PLIF Investigation of Two-Phase Vortex-Flame Interactions:  Effects of 
Vortex Size and Strength. 

 
The evolution of flame-surface area and the rate of CH-layer extinction were measured during 
the interaction of a two-phase counterflow diffusion flame with fuel-side vortices of varying size 
and strength.  PLIF of CH was used to mark the flame front, and PIV was used to measure the 
strain-rate field at various phases of the interaction process.  Vortices of similar initial circulation 
but differing in size showed widely disparate peak strain rates and CH decay rates because of 
varying levels of flame-induced vortex dissipation.  Vortex size was also found to have a 
significant effect on flame-surface-area evolution during and after extinction, with the presence 
of droplets playing a major role in the latter.  Implications of these results for the fundamental 
understanding of vortex-flame interactions were considered.  The results of this investigation 
were documented by A. Lemaire (Ecole Centrale Paris), T. R. Meyer (ISSI), K. Zahringer (Ecole 
Centrale Paris), J. R. Gord [Air Force Research Laboratory (AFRL)], and J. C. Rolon (Ecole 
Centrale Paris) in a paper that was published in Experiments in Fluids [Vol. 36, pp. 36-42 
(January 2004)].  The paper is included in the Appendix to this report. 
 
4.1.4 Simultaneous PLIF/PIV Investigation of Vortex-Induced Annular Extinction in H2-

Air Counterflow Diffusion Flames. 
 
High-temporal-resolution measurements of scalars and velocity were used to study vortex-
induced annular (off-centerline) flame extinction during the interaction of a propagating vortex 
with an initially stationary counterflow hydrogen-air diffusion flame.  Such an extinction process 
differs from classical one-dimensional descriptions of strained flamelets in that it captures the 
effects of flame curvature as well as dynamic strain.  PLIF measurements of the hydroxyl radical 
(OH) were used to track flame development, and simultaneous PIV was used to characterize the 
two-dimensional flow field.  Measurements revealed differences in local and normal strain-rate 
profiles along and across the reaction zone and indicated that vortex-induced curvature in the 
annular region may initiate the extinction process.  In addition, the effect of local flame 
extinction on vortex evolution and dissipation was determined from measured vorticity data.  
The results of this study were documented by T. R. Meyer (ISSI), G. J. Fiechtner (Sandia 
National Laboratories), S. P. Gogineni (ISSI), J. C. Rolon (Ecole Central Paris), C. D. Carter, 
and J. R. Gord (both of AFRL) in a paper that was published in Experiments in Fluids [Vol. 36, 
pp. 259-267 (February 2004)].  This paper is included in the Appendix. 
 
4.1.5 Influence of Spray-Flame Structure on Soot Formation in Gas-Turbine 

Combustors. 
 
Simultaneous measurements of OH PLIF and laser-induced incandescence (LII) were used to 
characterize the flame structure and soot-formation process in the reaction zone of a swirl-
stabilized, liquid-fueled gas-turbine combustor. Studies were performed at atmospheric pressure 
with heated inlet air and overall equivalence ratios ranging from 0.5 to 1.15. At low equivalence 
ratios (ϕ < 0.8), large-scale structures entrain rich pockets of fuel and air deep into the flame 
layer; at higher equivalence ratios, these pockets grow in size and prominence, escape the OH-
oxidation zone, and serve as sites for soot inception.  The results of this investigation were 
documented by T. R. Meyer, S. Roy, S. P. Gogineni (all of ISSI), and J. R. Gord (AFRL) in a 
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paper that was presented at the 2004 Technical Meeting of the Central States Section of the 
Combustion Institute, which was held 21-23 March 2004 in Austin, TX.  The paper is included 
in the Appendix. 
 
4.1.6 Extinction Criterion for Unsteady, Opposing-Jet Diffusion Flames. 
 
Dynamic flames are known to survive at strain rates that are much higher than those associated 
with steady-state flames.  A numerical and experimental investigation was performed to aid the 
understanding of the extinction process associated with unsteady flames.  Spatially locked 
unsteady flames in an opposing-jet-flow burner were established and stretched by simultaneously 
driving one vortex from the air side and another from the fuel side.  Changes in the structure of 
the flame during its interaction with the incoming vortices and with the instability-generated 
secondary vortices were investigated using a time-dependent Computational-Fluid-Dynamics-
with-Chemistry (CFDC) code known as UNICORN.  The combustion process was simulated 
using a detailed-chemical-kinetics model that incorporates 13 species and 74 reactions.  Slow-
moving vortices produce a wrinkled but continuous flame, while fast-moving vortices create a 
locally quenched flame with its edge wrapped around the merged vortical structures.  In an 
attempt to characterize the observed quenching process, five variables--namely, air-side, fuel-
side, and stoichiometric strain rates and maximum and stoichiometric scalar dissipation rates--
were investigated.  It was found that these characteristic parameters cannot be used to describe 
the quenching process associated with unsteady flames.  The flow and chemical non-equilibrium 
states associated with the unsteady flames are responsible for changes in the extinction values of 
these traditional characteristic variables.   However, even though the quenching values of the 
scalar dissipation rates increase with the velocity of the incoming vortices, the variations are 
much smaller than those observed in the strain rates.  It is proposed that a variable that is 
proportional to the air-side strain rate and inversely proportional to the rate of change in the 
flame temperature can be used to characterize the unsteady quenching process uniquely.  The 
results of this study were documented by V. R. Katta, T. R. Meyer, M. S. Brown (all of ISSI), J. 
R. Gord, and W. M. Roquemore (both of AFRL) in a paper that was published in Combustion 
and Flame [Vol. 137, pp. 198-221 (April 2004)].  The paper is included in the Appendix. 
 
4.1.7 OH PLIF and Soot-Volume-Fraction Imaging in Reaction Zone of Liquid-Fueled, 

Model Gas-Turbine Combustor. 
 
Simultaneous measurements of OH PLIF and laser-induced incandescence (LII) were used to 
characterize the flame structure and soot-formation process in the reaction zone of a swirl-
stabilized, JP-8-fueled, model gas-turbine combustor.  Studies were performed at atmospheric 
pressure with heated inlet air and primary-zone equivalence ratios from 0.55 to 1.3.  At low 
equivalence ratios (φ < 0.9), large-scale structures entrained rich pockets of fuel and air deep into 
the flame layer; at higher equivalence ratios, these pockets grew in size and prominence, escaped 
the OH-oxidation zone, and served as sites for soot inception.  Data were used for visualizing 
soot development as well as for qualitative tracking of changes in overall soot volume fraction as 
a function of fuel-air ratio and fuel composition.  The utility of the OH-PLIF and LII 
measurement system for test-rig diagnostics was further demonstrated for the study of soot-
mitigating additives.  The results of this investigation were documented by T. R. Meyer, S. Roy, 
S. P. Gogineni (all of ISSI), V. M. Belovich, E. Corporan, and J. R. Gord (all of AFRL) in 
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ASME Paper No. GT2004-54318 that was presented at the ASME Turbo Expo 2004: Power for 
Land, Sea, and Air, which was held 14-17 June 2004 in Vienna, Austria.  The paper was 
published in the conference proceedings and is included in the Appendix.  Dr. Gogineni served 
as Session Co-organizer and Session Chair for this meeting.      
 
4.1.8 Temperature and CO2 Concentration Measurements in Exhaust Stream of Liquid-

Fueled Combustor Using Dual-Pump CARS Spectroscopy. 
 
Single-shot, dual-pump CARS measurements of N2 and CO2 were performed in the exhaust 
stream of a swirl-stabilized JP-8-fueled combustor under sooting conditions.  The combustor was 
designed to study particulate formation and particle-size distributions for different flame 
conditions and, therefore, was operated at near-stoichiometric overall fuel-air ratios.  Various jet 
fuels and additive concentrations were studied.  These conditions pose a significant challenge for 
temperature measurements using standard N2 CARS because of strong flame emission and 
absorption of the CARS signal by the C2 Swan band.  With the dual-pump CARS technique 
employed in this study, the N2 CARS signal is generated at a wavelength (496 nm) that is not 
absorbed by C2, and concentration measurements of CO2 can be performed.  The standard 
deviations of the single-shot temperature measurements were ~ 3-4% of the mean values for 
equivalence ratios ranging from 0.4 to 1.1, whereas those of the single-shot CO2-concentration 
measurements were between 9 and 20% of the mean values.  Previous single-shot temperature 
and CO2-concentration measurements using dual-pump CARS in this liquid-fueled combustor 
were limited to an equivalence range of 0.45, with standard deviations in temperature of about 5-
6% of the mean value of 1143 K [Lucht, et al, AIAA J. 41(4), 679-686 (2003)].  The current 
study demonstrated a significant improvement in the applicability of single-shot CARS 
temperature and CO2-concentration measurements to practical swirl-stabilized combustors under 
soot conditions.  The results of this study were documented by S. Roy, T. R. Meyer (both of 
ISSI), R. P. Lucht (Purdue University), V. M. Belovich, E. Corporan, and J. R. Gord (all of 
AFRL) in a paper that was published in Combustion and Flame [138, 273-284 (August 2004)].  
The paper is included in the Appendix. 
                                                                                                                                 
4.1.9 Studies of Hydroxyl Distribution and Soot Formation in Turbulent Spray Flames. 
 
A measurement system that combines several laser-based imaging techniques was developed for 
characterizing the instantaneous flame structure and soot-formation mechanisms in an 
atmospheric-pressure, swirl-stabilized, liquid-fueled, model gas-turbine combustor.  Planar LII 
was used to map the soot volume fraction, and OH-PLIF was used to image the flame zone.  Mie 
scattering, which appears as an interference in the OH PLIF signal, was used to a limited extent 
as a spray diagnostics.  Optimal excitation and detection parameters to enable the simultaneous 
use of these techniques in turbulent spray flames were considered, along with analyses of 
potential sources of error.  The data indicate that the flame in the near field of the swirl-stabilized 
injector is highly perturbed by large-scale structures and that the fluid-flame interactions have a 
significant impact on soot formation.  Rich pockets of fuel and air along the interface between 
the spray flame and recirculation zone serve as locations for soot inception.  The effect of local 
equivalence ratio was determined from qualitative analysis of the OH-PLIF data and comparison 
with equilibrium calculations in the recirculation region.  Spatially averaged LII measurements 
demonstrated that soot volume fraction in the primary flame zone increases exponentially with 
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equivalence ratio.  Preliminary results suggest that soot formation in the primary zone is strongly 
dependent on fuel aromatic content.  The results of this investigation were documented by J. R. 
Gord (AFRL), T. R. Meyer, S. Roy, and S. P. Gogineni (all of ISSI) in a paper that was 
presented at the 12th International Symposium on Applications of Laser Techniques to Fluid 
Mechanics, which was held 12-15 July 2004 in Lisbon, Portugal.  The paper is included in the 
Appendix.  Dr. Gogineni served on the Advisory Committee for this conference.      
 
4.1.10 Influence of Fuel Type and Operating Conditions on Particulates in Gas-Turbine 

Combustors. 
 
A study to characterize the production of particulate-matter (PM) emissions was performed in a 
liquid-fueled, model gas-turbine combustor while varying fuel type and operating conditions.  
Laser-induced incandescence (LII), OH planar laser-induced fluorescence (PLIF), and laser Mie 
scattering were used, respectively, to track soot volume fraction, measure local equivalence ratio, 
and visualize droplet scattering in the reaction zone.  A condensation nuclei counter (CNC) was 
employed to provide particle number density in the exhaust stream of the combustor, and a 
scanning mobility particle sizer (SMPS) was used to obtain particle size distribution.  In-situ and 
ex-situ PM emissions were measured for fuel aromatic content that varied from 0% to 45% by 
volume as well as for paraffinic fuels that were low in aromatic and heteroatomic content.   
Consistent with the results of previous studies, fuels containing aromatics, which have been 
shown to promote PM production, were found to produce higher quantities of soot than straight-
chain hydrocarbons.  Laser-based measurements showed a significant correlation among 
physical flame structure, fuel type, and particle number density.  The results of this study were 
documented by S. K. Chelgren, V. M. Belovich, E. Corporan, J. R. Gord (all of AFRL), M. J. 
DeWitt (University of Dayton Research Institute), T. R. Meyer, and S. Roy (both of ISSI) in a 
paper that was presented at the AFRC-JFRC 2004 Joint International Combustion Symposium 
that was held 10-13 October 2004 in Maui, HI.  The paper is included in the Appendix. 
 
4.1.11 Application of Laser Imaging Studies of Particle Formation in Gas-Turbine 

Combustion.   
 
The goal of the current investigation was to study soot formation in the highly dynamic 
environment of a swirl-stabilized liquid-fueled combustor. This was accomplished through 
simultaneous imaging of the soot volume fraction and OH distribution in the primary reaction 
zone using LII and OH PLIF, respectively.  Residual droplet Mie scattering was also detected in 
the OH PLIF diagnostic system and was used to a limited extent as a spray diagnostic. The 
performance and accuracy of the planar LII and OH PLIF systems were characterized in this 
investigation and demonstrated in studies of jet fuels and soot-mitigating additives. Preliminary 
analyses of the data indicate that the flame in the near field of the injector is highly perturbed by 
large-scale structures and that fluid-flame interactions have a significant impact on local 
equivalence ratio and soot formation. Rich pockets of fuel and air along the interface between the 
spray flame and recirculation zone serve as locations for soot inception. The effect of local 
equivalence ratio was determined from semi-quantitative analysis of the OH PLIF data, and good 
agreement was found with equilibrium calculations in the recirculation region.  Spatially 
averaged LII measurements demonstrated that soot volume fraction in the primary flame zone 
increases exponentially with equivalence ratio, and these results were compared with particle-
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sampling data collected in the exhaust stream.  The results of this investigation were documented 
by A. C. Lynch, J. R. Gord, E. Corporan, V. M. Belovich (all of AFRL), T. R. Meyer, and S. 
Roy (both of ISSI) in a paper that was presented at the AFRC-JFRC 2004 Joint International 
Combustion Symposium that was held 10-13 October 2004 in Maui, HI.  The paper is included 
in the Appendix. 

 
4.1.12 Investigation of Dynamic Diffusion Flame of H2 in Air with Laser Diagnostics and 

Numerical Modeling. 
 
Detailed studies of flame-vortex interactions play a vital role in improving the understanding of 
turbulent combustion.  A combined experimental and numerical study was conducted on a low-
speed, buoyant, jet diffusion flame of hydrogen in air to investigate the vortex-flame interaction 
and the effects of preferential diffusion on the flame structure.  A time-dependent, axisymmetric 
mathematical model with detailed transport processes and a chemical-kinetics mechanism was 
used to simulate the dynamics of the flame.  Single-shot measurements of temperature and the 
concentrations of molecular hydrogen (H2), the pollutant NO, atomic oxygen (O), atomic 
hydrogen (H), and OH were made using optical techniques such as CARS, degenerate four-wave 
mixing, and PLIF.  Temperature and mole fractions of different species were presented in two-
dimensional contour maps and compared with the numerical predictions.  The model predicted 
the behavior of the experimentally observed dynamic flame quite well, including variations in 
temperature and molar concentrations of fuel and tracer species such as H, OH, and NO.  
Discrepancies in the concentration of O atoms were also noted.  The results of this investigation 
were documented by F. Grisch, B. Attal-Tretout, A. Bresson, P. Bouchardy (all of the Office 
National d’Etudes et de Recherches Aerospatiales), V. R. Katta (ISSI), and W. M. Roquemore 
(AFRL) in a paper that was published in Combustion and Flame [139, 28-38 (October 2004)].  
The paper is included in the Appendix. 
 
4.1.13 Unsteady Effects on Flame-Extinction Limits during Gaseous and Two-Phase 

Flame/Vortex Interactions. 
 
In highly fluctuating flows, high values of strain rate do not induce extinction of the flame front.  
Unsteady effects minimize the flame response to rapidly varying strain fields.  In the present 
study the effects of time-dependent flows on non-premixed flames were investigated during 
flame/vortex interactions.  Gaseous flames and spray flames in the external-sheath combustion 
regime were considered.  For analyzing the flame/vortex interaction process, the velocity field 
and the flame geometry were simultaneously determined using PIV and LIF of the CH radical.  
The influence of vortex flows on the extinction limits for different vortex parameters and for 
different gaseous and two-phase flames was examined.  If the external perturbation is applied 
over an extended period of time, the extinction strain rate is that corresponding to the steady-
state flame, and this critical value depends mainly on the fuel and oxidizer compositions and the 
injection temperature.  If the external perturbation is applied during a short period of time, 
extinction occurs at strain rates above the steady-state extinction strain rate.  This deviation 
appears for flow-fluctuation timescales below steady-flame-diffusion timescales.  This behavior 
is induced by diffusive processes, limiting the ability of the flame to respond to highly 
fluctuating flows.  With respect to unsteady effects, the spray flames investigated here behave 
essentially like gaseous flames because evaporation takes place in a thin layer ahead of the flame 
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front.  Extinction limits are only slightly modified by the spray, the controlling process being the 
competition between aerodynamic and diffusive timescales.  The results of this study were 
documented by A. Lemaire (Ecole Centrale Paris and CNRS and University of Magdeburg), K. 
Zahringer (University of Magdeburg), T. R. Meyer (ISSI), and J. C. Rolon (Ecole Centrale Paris 
and CNRS) in a paper that was presented at the Thirtieth Symposium (International) on 
Combustion, which was held 25-30 July 2004 in Chicago, IL.  The paper was published in the 
Proceedings of the Combustion Institute [Vol. 30, pp. 475-483 (January 2005)] and is included in 
the Appendix. 
 
4.1.14 Simultaneous PLII, OH PLIF, and Droplet Mie Scattering in Swirl-Stabilized Spray 

Flames. 
 
Simultaneous LII, OH PLIF, and droplet Mie scattering were used to study the instantaneous 
flame structure and soot-formation process in an atmospheric-pressure, swirl-stabilized, liquid-
fueled model-gas-turbine combustor.  Optimal excitation and detection schemes to maximize 
single-shot signals and avoid interferences from soot-laden flame emission were considered.  
The data indicate that rich pockets of premixed fuel and air along the interface between the spray 
flame and the recirculation zone serve as primary sites for soot inception.  Intermittent large-
scale structures and local equivalence ratio were also found to play an important role in soot 
formation.  The results of this study were documented by T. R. Meyer, S. Roy (both of ISSI), V. 
M. Belovich, E. Corporan, and J. R. Gord (all of AFRL) in a paper that was published in Applied 
Optics [Vol. 44, No. 3, pp. 445-454 (20 January 2005)].  The paper is included in the Appendix. 
 
4.1.15 DPDB CARS for Exhaust-Gas Temperature and CO2-O2-N2 Mole-Fraction 

Measurements in Model Gas-Turbine Combustors. 
 
DPDB CARS was applied for the first time to the measurement of temperature and multiple-
species mole fractions in a liquid-fueled combustor of practical interest.  In this system pure 
rotational transitions of O2-N2 and the ro-vibrational transitions of CO2-N2 were probed using 
two narrowband pump beams, a broadband pump beam, and a broadband Stokes beam.  This 
technique permits highly accurate temperature measurements at both low and high temperatures 
as well as mole-fraction measurements of two molecules with respect to N2 from each laser shot.  
Single-shot measurements of temperature and mole-fraction ratios of CO2/N2 and O2/N2 in the 
exhaust stream of a swirl-stabilized, JP-8-fueled, model gas-turbine combustor were made for 
equivalence ratios ranging from 0.45 to 1.0.  Agreement between mean rotational and ro-
vibrational temperatures was within ~ 3%, and mean measurements of CO2/N2 and O2/N2 mole-
fraction ratios were within ~ 15% of equilibrium theory.  For illustrating the ability of the current 
measurement system to track multiple scalar statistics in turbulent reacting flows, histograms and 
scatter plots of temperature and species mole fractions were made within the potential-core and 
turbulent-shear-layer regions of the exhaust system.  The results of this investigation were 
documented by T. R. Meyer, S. Roy (both of ISSI), R. P. Lucht (Purdue University), and J. R. 
Gord (AFRL) in a paper that was published in Combustion and Flame [Vol. 142, pp. 52-61 (July 
2005)].  The paper is included in the Appendix. 
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4.1.16 Dynamics of Inverse Diffusion Flame and Its Role in Polycyclic-Aromatic-
Hydrocarbon and Soot Formation. 

 
Residence time and thermo-chemical environment are important factors in the soot-formation 
process in flames.  Recent studies have revealed that the soot generated in an inverse diffusion 
flame (IDF) is not fully carbonized as it is in a normal diffusion flame.  For understanding the 
chemical and physical structure of the partially carbonized soot formed in inverse diffusion 
flames, knowledge of the flow dynamics of these flames is required.  A time-dependent, 
detailed-chemistry CFD model was developed for simulation of an ethylene-air inverse jet-
diffusion flame that had been studied experimentally. Steady-state simulations showed that all of 
the PAH species are produced outside the flame surface on the fuel side.  Unsteady simulations 
revealed that buoyancy-induced vortices establish outside the flame because of the low fuel jet 
velocity (~ 40 cm/s) employed.  These vortices in inverse diffusion flames, as opposed to those 
in normal diffusion flames, appear primarily in the exhaust jet.  The advection of these vortices 
at 17.2 Hz increases mixing and causes PAH species to be more uniformly distributed in 
downstream locations.  While the concentrations of rapidly formed radical and product species 
are not altered appreciably by the flame oscillation, concentrations of certain slowly formed PAH 
species are significantly changed.  The dynamics of 20-nm tracer particles injected from the 
1200-K fuel-side contour line suggest that soot particles are reheated and cooled alternately 
while being entrained into and advected by the buoyancy-induced vortices.  This flow pattern 
could explain the experimentally observed large size and slight carbonization of IDF soot 
particles.  The results of this study were documented by V. R. Katta (ISSI), L. G. Blevins 
(Sandia National Laboratories) and W. M. Roquemore (AFRL) in a paper that was published in 
Combustion and Flame [Vol. 142, pp. 33-51 (July 2005)].  The paper in included in the 
Appendix. 
 
4.1.7 Measurements of OH Mole Fraction and Temperature up to 20 kHz Using Diode-

Laser-Based UV Absorption Sensor. 
 
Diode-laser-based sum-frequency generation of UV radiation at 313.5 nm was utilized for high-
speed absorption measurements of OH mole fraction and temperature at rates up to 20 kHz.  
Sensor performance was characterized over a wide range of operating conditions in a 25.4-mm- 
path-length, steady, C2H4-air diffusion flame through comparisons with CARS, PLIF, and a two-
dimensional numerical simulation with detailed chemical kinetics.  Experimental uncertainties of 
5% and 11% were achieved for measured temperatures and OH mole fractions, respectively, 
with standard deviations of < 3% at 20 kHz and an OH detection limit of < 1 ppm in a 1-m path 
length.  After validation in a steady flame, high-speed diode-laser-based measurements of OH 
mole fraction and temperature were demonstrated for the first time in the unsteady exhaust of a 
liquid-fueled, swirl-stabilized combustor.  Typical agreement of ~ 5% was achieved with CARS 
temperature measurements at various fuel/air ratios, and sensor precision was sufficient to 
capture oscillations of temperature and OH mole fraction for potential use with multi-parameter 
control strategies in combustors of practical interest.  The results of this study were documented 
by T. R. Meyer, S. Roy (both of ISSI), T. N. Anderson (Purdue University), J. D. Miller, V. R 
Katta (both of ISSI), R. P. Lucht (Purdue University), and J. R. Gord (AFRL) in a paper that was 
published in Applied Optics [Vol. 44, No. 31, pp. 6729-6740 (1 November 2005)].  The paper is 
included in the Appendix. 
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4.1.18 Planar Imaging of Soot, Droplets, and Fluorescence for Studies of Alternative Fuel 
Blends in Gas-Turbine Combustion. 

 
A study to characterize the production of particulate-matter emissions was performed in a liquid-
fueled model gas-turbine combustor while varying fuel blends and operating conditions. The 
techniques of LII, OH PLIF, and laser Mie scattering were used to track soot volume fraction, 
measure flame products, and visualize droplet scattering in the reaction zone, respectively. 
Studies were performed on varying fuel blends comprised of kerosene-based jet fuel and 
synthetic fuel in varying concentrations over a range of equivalence ratios.  Consistent with 
results of previous studies, fuels containing aromatics, which have been shown to promote PM 
production, produced higher quantities of soot than straight-chain hydrocarbons. Laser-based 
measurements showed a significant correlation among physical flame structure, fuel type, and 
particle number density.  The results of this study were documented by A. C. Lynch, J. R. Gord 
(both of AFRL), T. R. Meyer, and S. Roy (both of ISSI) in a paper that was presented at the OSA 
Laser Applications to Chemical, Security, and Environmental Analysis Topical Meeting and 
Tabletop Exhibit, which was held 5-9 February 2006 in Incline Village, NV.  The paper is 
included in the Appendix. 
 
4.1.19 Coherent Structures and Turbulent Molecular Mixing in Gaseous Planar Shear 

Layers. 
 
Quantitative planar visualization of molecular mixing dynamics in large- and intermediate-scale 
coherent structures was achieved for the first time in the developing and far-field regions of 
gaseous planar shear layers.  A dual-tracer (NO and acetone) PLIF technique was implemented 
as the gaseous analogue to acid/base chemical reactions that have previously been used to study 
molecular mixing in liquid shear layers.  Data on low-speed, high-speed, and total molecularly 
mixed fluid fractions were collected for low- to high-speed velocity ratios from 0.25 to 0.44 and 
Reynolds numbers, Reδ , from 18 600 to 103 000.  Within this range of conditions, mixed-fluid 
probability density functions and ensemble-averaged statistics are highly influenced by the 
homogenizing effect of large-scale Kelvin-Helmholtz rollers and the competing action of 
intermediate-scale secondary instabilities.  Small-scale turbulence leads to near-unity mixing 
efficiencies and mixed-fluid probabilities within the shear layer, with subresolution stirring being 
detected primarily along the interface with free-stream fluid.  Current molecular-mixing data 
compared favorably with previous time-averaged probe-based measurement results and provided 
new insight on the effects of coherent structures, velocity ratio, downstream distance, and 
differences between low- and high-speed fluid entrainment.  The results of this investigation 
were documented by T. R. Meyer (ISSI), J. C. Dutton (University of Texas at Arlington), and R. 
P. Lucht (Purdue University) in a paper that was published in the Journal of Fluid Mechanics 
[Vol. 558, pp. 179-205 (July 2006)].  The paper is included in the Appendix. 
 
4.1.20 Non-reacting and Combusting Flow Investigation of Bluff Bodies in Cross Flow. 
 
A combination of Laser Doppler Velocimetry (LDV) and high-speed imaging was used to 
investigate bluff-body-stabilized flames.  LDV data taken over several non-combusting operating 
conditions detailed the recirculation zone behind the bluff body as well as the effect of inlet 
conditions on the Karman Street vortex shedding that occurs.  High-speed images of combustion 
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and equivalence ratio taken at blow out agreed with assertions made by Ozawa [1] and Zukoski 
[2] on the transitional nature of the flame from “laminar” to “turbulent” at a Reynolds number of 
~ 15,000.  The fuel-air ratio at lean blow out also correlated very well with the correlation 
parameter of Dezubay [3].  Finally, high-speed images supported assertions by Mehta and 
Soteriou [4] and by Erickson et al. [5] that under certain conditions, Karman Street vortex 
shedding is not suppressed by momentum and baroclinic effects and Karman Street vortices are 
present in the flame near lean blowout.  The results of this study were documented by B. Kiel, K. 
Garwich, A. Lynch, J. R. Gord (all of AFRL), and T. Meyer (ISSI) in AIAA Paper 2006-5234 
that was presented at the 42nd AIAA/ASME/SAE/ASEE Joint Propulsion Conference and 
Exhibit, which was held 9-12 July 2006 in Sacramento, CA.  The paper is included in the 
Appendix. 
 
4.1.21 Understanding Turbulent Flames through Vortex/Flame-Interaction Studies. 
 
Various concepts for modeling the turbulence-chemistry interaction in non-premixed combustion 
were examined by studying vortex/flame interactions in a hydrogen/air, opposed-jet non-
premixed flame.  Unsteady flat flames were obtained by injecting vortices from the fuel and air 
sides of the flame surface simultaneously.  Conventional characteristic parameters such as stretch 
rate and scalar dissipation rate cannot be used for describing the quenching process in unsteady 
flames.  The flow and chemical non-equilibrium states of unsteady flames are responsible for 
variations in extinction values of these traditional characteristic variables.  It was suggested that 
a variable that is proportional to the air-side stretch rate and inversely proportional to the rate of 
change in the flame temperature could be used uniquely for characterizing the unsteady 
quenching process.  Unsteady curved flames were obtained by injecting vortices from the air 
side.  Vortex size was varied from centimeter to sub-millimeter.  The dynamic changes to the 
flame structure that occurred during these interaction processes were mapped onto a scalar-
dissipation-rate scale.  The large centimeter-size vortices, irrespective of the propagation 
velocity, wrinkled and stretched the flame before causing local extinction--representing typical 
laminar-flamelet behavior.  On the other hand, the small sub-millimeter-size vortices replaced 
the local fluid in the flame zone with fresh air and destroyed the flame structure without causing 
any wrinkle or stretch on the reaction zone--representing non-flamelet behavior.  Depending on 
vortex size, interactions between flame and millimeter-range vortices gradually deviated from 
the flamelet description.  The results of this study were documented by V. R. Katta, S. Gogineni, 
T. R. Meyer (all of ISSI), J. R. Gord, and W. M. Roquemore (both of AFRL) in a paper that was 
presented at the 41st Combustion (CS)/29th Airbreathing Propulsion (APS)/23rd Propulsion 
Systems Hazards (PSHS) Joint Subcommittee Meeting, which was held 4-8 December 2006, in 
San Diego, CA.  The paper is included in the Appendix. 
 
4.1.22 NO-Concentration Profiles in Atmospheric-Pressure Flames Using ERE-CARS. 
 
Measurements were made of NO in atmospheric-pressure flames using visible pump (532-nm) 
and Stokes (591-nm) beams with an ultraviolet probe beam (236 nm) near an electronic 
resonance, yielding a significantly enhanced CARS signal at 226 nm. For a hydrogen-air flame 
stabilized over a Hencken burner, good agreement was obtained between ERE-CARS 
measurements and flame computations using UNICORN, a two-dimensional flame code. 
Excellent agreement between measured and calculated NO spectra was obtained for heavily 
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sooting acetylene-air flames on the same Hencken burner. The measured shapes of NO 
concentration profiles determined from ERE-CARS spectra without correction for collisional 
effects were in excellent agreement with the shapes predicted using the OPPDIF code in 
conjunction with GRI 3.0 kinetics for a laminar, counterflow, non-premixed hydrogen-air flame. 
Effects of fuel-stream dilution (nitrogen and carbon dioxide) on measured NO concentrations 
were also studied in the counterflow configuration. For diluted flames, comparisons between 
measured ERE-CARS signals and computed number densities show good spatial agreement, and 
their relative magnitudes match well. Counterflow flames with various hydrogen levels in the 
fuel stream (pure oxygen in the oxidizer stream) and various oxygen levels in the oxidizer stream 
(pure hydrogen in the fuel stream) were investigated to simulate fuel-rich and oxygen-rich 
flames, and an optimum NO level was found. Pathway and sensitivity analyses were 
implemented to gain an understanding of NO formation under these conditions. The current 
results establish the utility of ERE-CARS for detection of NO in flames with large temperature 
and concentration gradients as well as in sooting environments.  The results of this investigation 
were documented by N. Chai, S. V. Naik, W. D. Kulatilaka, R. P. Lucht, N. M. Laurendeau (all 
of Purdue University), S. Roy, V. R. Katta (both of ISSI), J. P. Kuehner (Washington and Lee 
University), and J. R. Gord (AFRL) in Paper No. G04 that was presented at the 5th U. S. 
Combustion Meeting, which was held 25-28 March 2007 in San Diego, CA.  The paper is 
included in the Appendix. 
 
4.1.23 NO-Concentration Measurements in Atmospheric-Pressure Flames Using ERE-

CARS. 
 
The ERE-CARS technique was used for measurement of NO concentration in three atmospheric-
pressure flames.  Visible pump (532-nm) and Stokes (591-nm) beams were used to probe the Q-
branch of the Raman transition.  A significant resonance enhancement was obtained by tuning an 
ultraviolet probe beam (236 nm) into resonance with specific rotational transitions in the (ν’ = 0, 
ν” = 1) vibrational band of the A2Σ+- X2Π electronic system of NO.  ERE-CARS spectra were 
recorded at various heights within a hydrogen-air flame, producing relatively low concentrations 
of NO over a Hencken burner.  Good agreement was obtained between NO ERE-CARS data and 
the results of flame computations using UNICORN, a two-dimensional flame code.  Excellent 
agreement between measured and calculated NO spectra was also obtained when a modified 
version of the Sandia CARSFT code for heavily sooting acetylene-air flames (φ = 0.8 to φ = 1.6) 
was used on the same Hencken burner.  Finally, NO-concentration profiles were obtained using 
ERE-CARS in a laminar, counterflow, non-premixed hydrogen-air flame.  Spectral scans were 
recorded by probing the Q1 (9.5), Q1 (13.5), and Q1 (17.5) Raman transitions.  The measured 
shape of the NO profile was in good agreement with the shape predicted using the OPPDIF code, 
even without correction for collisional effects.  These comparisons between NO measurements 
and predictions established the utility of ERE-CARS for detection of NO in flames with large 
temperature and concentration gradients as well as in sooting environments.  The results of this 
investigation were documented by N. Chai, W. D. Kulatilaka, S. V. Naik, N. M. Laurendeau, R. 
P. Lucht (all of Purdue University), J. P. Kuehner (Washington and Lee University), S. Roy, V. 
R. Katta (both of ISSI), and J. R. Gord (AFRL) in a paper that was published in Applied Physics 
B Lasers and Optics [Vol. 88, pp. 141-150 (June 2007)].  The paper is included in the Appendix. 
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4.1.24 Effects of Oxygenated Compounds on PAH and Soot across a Suite of Laboratory 
Devices. 

 
The impact of oxygenated fuel additives on soot emissions was investigated in a collaborative 
university, industry, and government effort.  The main objective of this program was to obtain a 
fundamental understanding of how changes in fuel composition can reduce soot and PAH 
emissions from military-aircraft combustors.  The research team used a suite of laboratory 
devices that included a shock tube, a well-stirred reactor, a premixed flat flame, an opposed-flow 
diffusion flame, and a high-pressure turbulent reactor.  The two primary additives investigated 
were ethanol and cyclohexanone.  Fuels included ethylene, heptane, a heptane/toluene blend, and 
JP8.  With one exception--an ethylene opposed-flow diffusion flame--the addition of an 
oxygenated compound led to substantial reductions in soot.  Modeling of the premixed flame and 
opposed-jet diffusion flame was used to obtain insight into the mechanism behind the observed 
soot reductions.  The results of this investigation were documented by T. Litzinger (Pennsylvania 
State University), M. Colket [United Technologies Research Center (UTRC)], M. Kahandawala 
[University of Dayton (UD)], V. Katta (ISSI), S.-Y. Lee (Pennsylvania State University), D. 
Liscinsk (UTRC), K. McNesby [Army Research Laboratory (ARO)], R. Pawlik, M. Roquemore 
(both of AFRL), R. Santoro (Pennsylvania State University), S. Sidhu (UD), S. Stouffer (UDRI), 
and J. Wu (Pennsylvania State University) in Paper No. F03 that was presented at the 5th U. S. 
Combustion Meeting, which was held 25-28 March 2007 in San Diego, CA.  The paper is 
included in the Appendix. 
 
4.1.25 Effects of Nitrogen-Containing Compounds on PAH and Soot across a Suite of 

Laboratory Devices. 
  
The effect of nitrogen-bearing fuel additives on soot and PAH-emissions formation was 
investigated in a collaborative university, industry, and government effort.  The overall objective 
of this program was to obtain a fundamental understanding of how changes in fuel composition 
can affect soot and PAH emissions from military-aircraft combustors.  Six laboratory burners-- 
including a premixed flat flame, an opposed-flow diffusion flame, a well-stirred reactor, a 
turbulent spray flame, a shock tube, and a high-pressure turbulent combustor--were used to 
investigate the impact of additives under a wide range of combustion conditions.  The additives 
included various nitroalkanes (nitromethane, nitroethane, and nitropropane), i-propylnitrate, 
nitrogen dioxide, pyridine, and quinoline.  Fuels included ethylene, a heptane/toluene blend, and 
JP8. The effects of many of the additives were examined in most experimental facilities, and the 
results were contrasted and compared.  The experimental results were also modeled using a 
variety of modeling packages and mechanisms.  Reductions in soot were as large as 70%, 
although in some cases no change was detected; in others, increases were observed. Modeling 
failed to offer explanations for all of the experimental observations.  The results of this study 
were documented by M. Colket (UTRC), T. Litzinger (Pennsylvania State University), M. 
Kahandawala (UD), V. Katta (ISSI), S.-L. Lee (Pennsylvania State University), D. Liscinsky 
(UTRC), K. McNesby (ARO), A. Menon (Pennsylvania State University), M. Roquemore 
(AFRL), R. Santoro (Pennsylvania State University), S. Sidhu (UD), and S. Stouffer (UDRI) in 
Paper No. F04 that was presented at the 5th U. S. Combustion Meeting, which was held 25-28 
March 2007 in San Diego, CA.  The paper is included in the Appendix. 
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4.1.26 Effects of Phosphorus Compounds on PAH and Soot across a Suite of Laboratory 
Devices.  

 
Recently researchers from universities, industry, and governmental laboratories completed a 
collaborative study on the impact of different types of organic fuel additives on soot and PAH 
emissions from military gas-turbine engines. The main objective of this program was to obtain a 
fundamental understanding of how even small changes in fuel composition affect soot and PAH 
emissions. Six different combustors--namely, a premixed flame, a co-flow diffusion flame, an 
opposed-flow diffusion flame, a well-stirred reactor, a shock tube, and a swirl-stabilized 
combustor--were used to investigate the impact of additives under a wide range of combustion 
conditions. The experimental results were then modeled using a variety of modeling packages 
and mechanisms. Results were obtained on the effects of phosphorus additives, trimethyl 
phosphite, trimethyl phosphate, diethyl allyl phosphate, and dimethyl methyl phosphonate on 
soot and PAH for several gaseous fuels and a simple JP8 surrogate, heptane/toluene. The results 
of this investigation were documented by S. Sidhu (UDRI), V. Belovich (AFRL), M. Colket 
(UTRC), M. Kahandawala (UDRI), V. Katta (ISSI), D. Liscinsky (UTRC), T. Litzinger 
(Pennsylvania State University), K. McNesby (ARO), R. Pawlik, M. Roquemore (both of 
AFRL), R. Santoro (Pennsylvania State University), and S. Stouffer (UDRI) in Paper No. F17 
that was presented at the 5th U. S. Combustion Meeting, which was held 25-28 March 2007 in 
San Diego, CA.  The paper is included in the Appendix. 
 
4.1.27 Temperature Measurements in Reacting Flows by Time-Resolved fs-CARS 

Spectroscopy. 
 
Time-resolved fs-CARS spectroscopy of the nitrogen molecule was used for the measurement of 
temperature in atmospheric-pressure, near-adiabatic, hydrogen-air diffusion flames.  The initial 
frequency-spread dephasing rate of the Raman coherence induced by the ultrafast (~ 85 fs) 
Stokes and pump beams was used as a measure of the gas-phase temperature.  This initial 
frequency-spread dephasing rate is completely independent of collisions and dependent only on 
the frequency spread of the Raman transitions at different temperatures.  A simple theoretical 
model based on the assumption of impulsive excitation of Raman coherence was used to extract 
temperatures from time-resolved fs-CARS experimental signals.  These extracted temperatures 
were in excellent agreement with the theoretical temperatures calculated from an adiabatic-
equilibrium calculation.  The estimated absolute accuracy and precision of the measurement 
technique were found to be ± 40 K and ± 50 K, respectively, over the temperature range 1500 - 
2500 K.  The results of this investigation were documented by S. Roy (ISSI), P. J. Kinnius, R. P. 
Lucht (both of Purdue University), and J. R. Gord (AFRL) in a paper that was published in 
Optics Communications [Vol. 281, No. 2, pp. 319-325 (January 15, 2008)].  The paper is 
included in the Appendix to this report. 
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5.0  HIGH-IMPACT-TECHNOLOGY COMPONENT STUDIES 
 

5.1 General Overview  
 
The objective of this portion of the program was to identify high-impact technologies that could 
lead to reduced component and operating costs for future propulsion systems.  A summary of the 
work accomplished on this task during the program follows. 
 
5.1.1  Stator-Cascade-Flow Vectoring through Counter-Flow Blowing (CFB). 

Preliminary-design computational results showed that a significant amount of increased flow 
turning (12 degrees) can be achieved in a high-turning-stator example with only 0.5% core-flow 
CFB.  The loading is held nearly constant over the entire blade with CFB, thereby turning the 
flow over the entire chord.  To explore this approach, an existing cascade section was modified 
to implement a “proof-of-concept” design.  Experimental data from PIV showed that an increase 
of 8 degrees in turning was achieved through CFB of 1%.  Furthermore, an optimum amount of 
blowing exists to minimize wake increase and maximize flow vectoring. For this investigation 
the Advanced Ducted Propfan Analysis Code (ADPAC) 2-D model was calibrated by 
comparison to the experimental results for a range of 0.15 - 0.38% core-flow CFB.  This study 
has shown ADPAC to be a viable design tool for CFB applications.  The results of this 
investigation were documented by M. R. Harff, J. M. Wolff (both of Wright State University), 
W. W. Copenhaver, D. Car (both of AFRL), and J. Estevadeordal (ISSI) in AIAA Paper No. 
2003-3408 that was presented at the 33rd AIAA Fluid Dynamics Conference and Exhibit, which 
was held 23 - 26 June 2003 in Orlando, FL.  The paper is included in the Appendix. 
 
5.1.2    Digital-Particle-Imaging-Velocimetry (DPIV) Measurements of Flow Field between 

Transonic Rotor and Upstream Stator. 
 
The use of a planar non-intrusive measurement technique such as DPIV has made it possible to 
investigate many aspects of unsteady flow that were previously considered difficult because of 
the effect of a measurement probe on the flow field or excessively time-consuming because of 
the pointwise nature of LDV or Laser Transit Anemometry.  Furthermore, time-accurate CFD 
codes are being developed and are now commonly used to simulate compressors and investigate 
complex unsteady-flow phenomena.  DPIV measurements were made in a transonic compressor 
stage and used to investigate interactions between an upstream stator and a downstream transonic 
rotor.  In particular, the interaction between the rotor bow shock and the wake shed from the 
upstream stator was explored and offered as a test case for unsteady CFD comparison.  Results 
from an experiment conducted in the U. S. Air Force’s Stage-Matching-Investigation (SMI) rig 
showed that the complex flow field is associated with the interaction of a downstream transonic 
rotor with an upstream stator.  The effect of changing the axial gap between blade rows was 
studied and DPIV plots made as an experimental data set for time-accurate CFD validation.  At 
close spacing the wake shedding is synchronized with the rotor blade-pass frequency.  The 
interaction of the rotor bow shock and wake generator (WG) causes the wake to expand 
downstream of the shock.  The shock is split into two regions above and below the wake.  As the 
shock approaches the wake-generator trailing edge, the velocity increases and causes the shock 
to turn more normal to the freestream flow.  At far spacing the wake convects downstream in a 
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chaotic fashion.  Bands of high and low velocity are evident from the rotor bow shock and 
expansion waves downstream of the shock.  The interaction between the rotor bow shock and 
WG is much weaker than the close-spacing interaction.  The wake has mixed out more at the 
location where it interacts with the shock and neither splits the shock in two nor turns it normal 
to the freestream flow.  The results of this study were documented by S. E. Gorrell, W. W. 
Copenhaver (both of AFRL) and J. Estevadeordal (ISSI) in a paper that was presented at the 
ISUAAAT 03 International Symposium on Unsteady Aerodynamics, Aeroacoustics, and 
Aeroelasticity of Turbomachines, which was held 7-11 September 2003 in Durham, NC, and 
published in the Conference Proceedings.  The paper is included in the Appendix. 
 
5.1.3 Investigation on Vortex Shedding of Jet-in-a-Cross Flow. 
 
An experimental investigation of a circular jet issuing from a wall normal to a cross flow was 
conducted over a momentum-ratio range of 2.0 - 15 for various jet and cross-flow Reynolds 
numbers.  The flow field was interrogated using split-film and DPIV techniques to characterize 
the various regimes of the flow.  The analyzed data revealed the three classic vortices that are 
present in a jet-in-cross-flow environment:  the leading-edge horseshoe vortex, Karman-Street 
vortices, and the combined Kelvin-Helmholtz/Counter-Rotating Vortex Pair.  It was observed 
that the penetration is a function not only of momentum ratio and axial location but also of both 
jet and cross-flow Reynolds numbers.  The DPIV data qualitatively indicated an increase in the 
Kelvin-Helmholtz vortex-shedding frequency with cross-flow Reynolds number.  The results of 
this investigation were documented by B. Kiel, A. Cox (both of AFRL), J. Estevadeordal, and S. 
Gogineni (both of ISSI) in PIV’03 Paper 3133 that was presented at the 5th International 
Symposium on Particle Image Velocimetry, which was held 22-24 September 2003 in Busan, 
Korea.  The paper is included in the Appendix.   
 
5.1.4 Stator Cascade Flow Vectoring through Counter-Flow Blowing. 
 
Preliminary-design computational results showed that a significant amount of increased flow 
turning (12 degrees) can be achieved in a high turning stator example with only 0.5% core-flow 
CFB.  To explore this approach an existing cascade section was modified to implement a “proof-
of-concept” design.  Experimental data from Particle Image Velocimetry (PIV) showed that an 
increase of 8 degrees in turning was achieved through counter-flow blowing of 0.28% of the core 
flow.  For this investigation a simplified 2-D model was run by the ADPAC and the results 
compared to those from experiments for a range of 0.0% to 0.30% core flow counter-flow 
blowing.  Based on this study, ADPAC has been shown to be a viable design tool for CFB 
applications.  The results of this study were documented by M. R. Harff, J. M. Wolff (both of 
Wright State University), W. W. Copenhaver, D. Car (both of AFRL), and J. Estevadeordal 
(ISSI) in a paper that was published in the International Journal of Turbo and Jet Engines [21, 
155-168 (October 2004)].  The paper is included in the Appendix. 
 
5.1.5 PIV with Light-Emitting Diode:  Particle Shadow Velocimetry.  
 
A particle-shadow-velocimetry (PSV) technique that employs light sources with significantly 
lower power than lasers was developed as a variant of PIV. The PSV technique uses a non-
scattering approach that relies on direct in-line illumination by a pulsed source such as a light-
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emitting diode (LED) onto the camera imaging system.  Narrow-depth-of-field optical setups are 
employed for imaging a two-dimensional plane within a flow volume, and images that resemble 
a “negative” or “inverse” of the standard PIV scattering mode are produced by casting particle 
shadows on a bright background.  In this technique the amount of light reaching the image plane 
and the contrast of the seeding particles are significantly increased, while much lower power is 
required than with scattering approaches.  The results of this investigation were documented by 
J. Estevadeordal and L. Goss (both of ISSI) in AIAA Paper No. 2005-37 that was presented at 
the 43rd AIAA Aerospace Sciences Meeting and Exhibit, which was held 10-13 January 2005 in 
Reno, NV; these authors have also submitted a provisional patent on this technique.  A paper by 
J. Estevadeordal, L. P. Goss (both of ISSI), D. Car, and T. Bailie (both of AFRL) on this subject 
was presented at the 30th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium 
(DCASS05), which was held on 8 March 2005 in Dayton, OH; these authors also submitted  a 
paper in March 2005 for publication in Measurement Science and Technology.   The AIAA 
paper  is included in the Appendix. 
 
5.1.6 Development of Fiber-Optic PIV System for Turbomachinery Applications. 
 
A fiber-optic PIV (FOPIV) system was developed that is capable of delivering short, high-power 
laser pulses and of acquiring double-exposure images in flows without direct optical access.  The 
system is capable of delivering Nd:YAG laser pulses of 5-ns duration and up to 50 mJ/pulse at 
15-Hz rates through a single multi-mode silica fiber of 1000- to 1500-micron diameter. The tip 
of the laser fiber is terminated into a housing block that contains the laser-sheet-forming optics.  
Image transmission to the PIV camera is accomplished through a high-density 1.4-mm-diameter 
flexible fiber bundle composed of 100,000 quartz microfibers. A lens system is attached to the 
end of the imaging fiber and is designed for optimal flatness of the object plane with minimal 
distortion; for the current turbomachinery application, it produces a flat image of a 25-mm-
diameter viewing area that is 50 mm from the object plane. This distance to the object plane is 
selected to maximize both viewing area and light-scattering intensity from the micron-sized 
seeding particles. Preliminary data were obtained from a short-test-duration turbine-engine 
facility without direct optical access. This application required that the PIV hardware be mounted 
through an interior instrumentation ring that rotates during the experiment.  The results of this 
investigation were documented by J. Estevadeordal, T. R. Meyer, S. P. Gogineni (all of ISSI), M. 
D. Polanka, and J. R. Gord (both of AFRL) in AIAA Paper No. 2005-38 that was presented at 
the 43rd AIAA Aerospace Sciences Meeting and Exhibit, which was held 10-13 January 2005 in 
Reno, NV.  The paper is included in the Appendix. 

 
5.1.7 Investigation of PSV for Transonic-Flow Applications. 
 
The PSV technique that employs light sources with significantly lower power than lasers was 
investigated as a variant of PIV for high-speed flow applications.  The PSV technique uses a 
non-scattering approach that relies on direct in-line illumination by a pulsed source such as an 
LED onto the camera imaging system.  Narrow-depth-of-field optical setups are employed for 
imaging a two-dimensional plane within a flow volume, and images that resemble a “negative” 
or “inverse” of the standard PIV scattering mode are produced by casting particle shadows on a 
bright background.  In this technique the amount of light reaching the image plane and the 
contrast of the seeding particles are significantly increased, while the power required is markedly 
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lower than that demanded by scattering approaches.  The technique was investigated for 
transonic-flow applications.  The results of this study were documented by J. Estevadeordal and 
L. Goss (both of ISSI) in AIAA Paper 2005-5009 that was presented at the 35th AIAA Fluid 
Dynamics Conference and Exhibit, which was held 6-9 June 2005 in Toronto, Canada. The paper 
is included in the Appendix.   
 
5.1.8 Fluidic-Control Studies for Diffusion Enhancement in Axial Compression Systems. 
 
An experimental research rig was designed for evaluating candidate flow-control concepts for 
diffusion enhancement in axial compression systems.  The rig is modular in design and capable of 
continuous flow in a Mach-0.7 environment with both diffusion and curvature.  Candidate 
concepts can be evaluated inexpensively in a realistic axial-compression-system flow environment.  
Baseline results were obtained.  Three preliminary flow-control modules were tested; all were 
variations on a theme of blowing-only flow control using a slot jet behind a backward-facing step.  
Two of the variations were preliminary investigations into the effect of the lip thickness of the 
backward-facing step and its impact on flow-control effectiveness.  The third introduced 
streamwise vorticity as a means of enhancing the interaction between the blowing jet and the core 
stream in an effort to reduce the secondary-flow-control flow-fraction requirements.  Detailed PIV, 
pressure-sensitive-paint (PSP), and exit total-pressure traverse measurements were preformed.  The 
results of this investigation were documented by D. Car. S. T. Bailie, C. Baudendistel, D. Gebbie 
(all of AFRL), and J. Estevadeordal (ISSI) in AIAA Paper 2006-417 that was presented at the 44th 
AIAA Aerospace Sciences Meeting and Exhibit, which was held 9-12 January 2006 in Reno, NV.  
The paper is included in the Appendix. 
 
5.1.9 PIV Study of Wake-Rotor Interactions in Transonic Compressor at Various 

Operating Conditions. 
 
Details of the unsteady flow field between an upstream WG and a downstream rotor closely 
spaced in a transonic compressor were studied at various operating conditions using PIV.  Flow-
visualization images and PIV data facilitated analysis of the details of shed vortices, wake 
motion, and wake-shock interaction phenomena.  Such analysis not only aids the understanding 
of the effect of blade-row interactions on compressor performance but also allows verification of 
time-accurate CFD codes that are used to characterize transonic compressors.  As the operating 
point changed from choked to stall and the rotor-bow shock moved upstream, distinct vortex-
shedding patterns were observed that affected the wake deviation and rotor incidence.  With 
close spacing between the WG and the rotor, vortex shedding from the WG and the passage of 
the rotor-bow shock were strongly synchronized, and blade-passage “phase-locked” 
measurements were possible.  The resulting multiple images of the flow corresponding to any 
blade position were averaged to yield vortex and rotor-bow-shock locations at several back 
pressures.  Using various post-processing methods, specific shed vortices and wake topological 
features were isolated, and details of the shock-wake interaction were captured.  The results of 
this investigation were documented by J. Estevadeordal (ISSI), S. Gorrell, and W. Copenhaver 
(both of AFRL) in a paper that was published in Journal of Propulsion and Power [Vol. 23, No. 
1, pp. 235-242 (January-February 2007)].  The paper is included in the Appendix. 
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5.1.10 PIV Investigation of Flow Field in Transonic Compressor Cascade with Moving 
Shock Wave. 

 
The unsteady flow field produced during the interaction of a shock wave with stator blades was 
studied in a linear cascade using PIV.  When shock waves traveling with the rotor blades in axial 
transonic compressors interact with upstream stator blades, unsteady phenomena are produced 
such as vortices and separation that induce blockage and losses.  Flow visualization and PIV 
data, synchronized with shock-wave-passage locations, provide details of the flow field in 
various areas of the cascade passage.  The experiments were conducted in a transonic blow-down 
wind tunnel with a nominal inlet Mach number of 0.65.  A single moving normal shock was 
generated using a shock tube that was external to the wind tunnel, and this stock was introduced 
at the exit of the stator cascade to simulate the bow shock from a downstream rotor.  PIV 
instantaneous measurements were made for three different shock strengths at various regions of 
interest and were synchronized with various instants of the shock passage.  In each case, the 
passing shock induced a vortex of varying size and strength around the trailing edge of the stator.  
The flow pattern included the disruption and recovery of the transonic free stream, shock waves, 
vortex flow, vortex blockage, suction-side separation, spiraling arms, secondary vortices, and 
endwall clearance flows.  The results of this study were documented by J. Estevadeordal (ISSI), 
M. D. Langford (Techsburg, Inc.), A. Breeze-Stringfellow (GE Aircraft Engines), S. A. Guillot 
(Techsburg, Inc.), and W. F. Ng (Virginia Tech) in AIAA Paper 2007-5064 that was presented at 
the 43rd AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, which was held 8-
11 July 2007 in Cincinnati, OH.  The paper is included in the Appendix. 
 
5.1.11 PIV Study of Blade-Row Interactions in Transonic Compressor. 
 
Details of the unsteady flow field between an upstream stator and a downstream rotor in a 
transonic compressor were obtained using PIV.  Flow-visualization images and PIV data that 
facilitate analysis of vortex shedding, wake motion, wave deviation, rotor incidence, and wake-
shock-interaction phenomena were acquired.  Such analysis not only aids the understanding of 
the effect of blade-row interactions on compressor performance but also allows verification of 
time-accurate CFD codes that are used to characterize transonic compressors.  The present 
investigation introduced new methods for PIV implementation in complex turbomachinery 
environments.  The PIV measurements were synchronized with various rotor-blade locations, 
and the instantaneous and averaged velocity fields of the flow were calculated.  Stator-wake and 
rotor-bow-shock flow interactions in the blade row were identified for various stator/rotor axial 
spacings and operating conditions.  Using various post-processing methods, specific shed 
vortices and wake topological features were isolated and details of the shock-wake interaction 
captured.  At far spacing, the vortices shed from the stator were phase-locked and shed as 
counter-rotating pairs in the wake.  Rotor-bow-shock strength varied, depending on the axial gap 
between the stator and rotor and the operating condition.  The results showed that as the rotor-
bow-shock is chopped by the stator trailing edge, it turns more normal to the stator pressure 
surface and propagates upstream, validating a prior significant observation made with time-
accurate CFD.  The results of this investigation were documented by J. Estevadeordal (ISSI), S. 
Gorrell, D. Gebbie, and S. Puterbaugh (all of AFRL) in AIAA Paper 2007-5017 that was 
presented at the Joint Propulsion Conference in Cincinnati.  The paper is included in the 
Appendix. 
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5.1.12 Investigation of Blade-Row Interactions in Transonic Compressor Using PIV.  
 
The unsteady flow field between an upstream stator and a downstream rotor in a transonic 
compressor was investigated using PIV.  For this investigation a system was developed for 
obtaining high-resolution velocity data from a new swirler/deswirler stator configuration in an 
axial-flow transonic compressor at CARL at Wright-Patterson AFB; this system was used to 
study blade-row interactions at various parametric and operating-point conditions.  PIV data 
provided details of unsteady phenomena such as vortex shedding, wake motion, rotor incidence, 
bow-shock interactions, and stator pressure- and suction-side properties and blockage.  The PIV 
measurements were synchronized with various rotor-blade positions, and the instantaneous and 
averaged velocity fields and other statistical properties of the flow were calculated for various 
stator/rotor axial spacings and operating conditions.  Using various post-processing methods, 
specific shed vortices and wake topological features were isolated, and details of the shock-wake 
interaction were captured.  Results showed the rotor-bow-shock strength and the relative position 
to the vortices for each condition, the relative phase-locking of the vortices to the blade position 
as they shed as counter-rotating pairs in the wake, and the turning of the shock to more normal to 
the stator pressure surface as it propagates upstream, validating a prior significant observation 
made with time-accurate CFD.  Such details aid the understanding of the effect of blade-row 
interactions on compressor performance, the identification of loss-producing mechanisms, the 
establishment of comparisons with other wake-generator (WG) wakes such as those of the blade 
row of the Stage Matching Investigation (SMI) of CARL, and the verification of time-accurate 
CFD codes that are used to characterize transonic compressors.  The results of this study were 
documented by J. Estevadeordal (ISSI), S. Gorrell (Brigham Young University), and S. L. 
Puterbaugh (AFRL) in a presentation that was made at the DCASS08.  The visual materials for 
this presentation are included in the Appendix. 
 
5.1.13 PIV  Measurements of Blade-Row Interactions in a Transonic Compressor for 

Various Operating Conditions. 
 
Detailed PIV measurements of the unsteady flow field between an upstream swirler/deswirler 
stator configuration and a downstream rotor in a transonic compressor were made.  Flow-
visualization images and PIV data provide details of vortex shedding, wake motion, and shock 
interaction phenomena for various operating conditions.  The observations and analysis aid the 
understanding of the effects of blade-row interactions on compressor performance and allow 
verification of time-accurate CFD codes that are used to analyze transonic compressors.  
Synchronized measurements with various rotor-blade locations allow calculation of phase-
averaged velocity fields of the flow and comparison with instantaneous realizations.  Vortex 
shedding and wake topological features were isolated and details of the shock interactions 
captured.  The results revealed details of the vortex-shedding phenomena in the new 
configurations.  Data were obtained in the suction side of the deswirler using special optical-
probe approaches, and comparisons with a previous SMI stator configuration were made.  
Various vortex shapes were produced as a result of different bow-shock strengths at near-stall 
and peak efficiency.  At close-spacing peak efficiency, it was observed that the wake was flatter 
than at far spacing.  Reducing the loading on the BRI stator also produced thinner wakes.  The 
results of this study were documented by J. Estevadeordal (ISSI), S. Gorrell (Brigham Young 
University), and S. Puterbaugh (AFRL) in AIAA Paper 2008-4700 that was presented at the 44th 
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AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, which was held 21-23 July 
2008 in Hartford, CT.  The paper is included in the Appendix. 
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6.0  ADVANCED-PROPULSION-SYSTEM CONCEPT STUDIES 
 
6.1 General Overview  
 
The objective of this portion of the program was to identify critical propulsion-component 
technologies that must be addressed for advanced propulsion systems. A summary of the work 
accomplished on this task during the program follows. 
 
6.1.1 Initiation of Detonation in a Large Tube. 

 
One of the important design criteria in the development of Pulse Detonation Engines (PDEs) is 
to stabilize detonation in a large-diameter tube in the shortest possible distance.  The initial shock 
train emanating from the ignition source plays an important role in transitioning the deflagration 
wave into a detonation.  To sustain such transition in a large-diameter tube, innovative methods 
and strategies are required. An experimental-numerical investigation was conducted to 
understand the role of a contoured body suspended within the tube for enhancing the detonation 
transition.  A CFD code based on flux-corrected transport was used for the simulation of the fate 
of the two-dimensional detonation wave formed from the ignition source and expanded through 
the gap between the centerbody and the channel walls.  It was found that the reflection of 
transverse waves at the walls and their collision near the leading shock front are critical in 
sustaining a detonation wave during expansion.  The shock-wall and shock-shock interactions 
are enhanced by the centerbody.  Simulations further suggested that the effectiveness of the 
inserted centerbody depends strongly on its length.  The results of this investigation were 
documented by V. Katta (ISSI), C. Tucker [Air Force Institute of Technology (AFIT)], J. Hoke 
(ISSI), and F. Schauer (AFRL) in a paper that was presented at the 19th International Colloquium 
on the Dynamics of Explosions and Reactive System, which was held 27 July - 1 August 2003 in 
Hakone, Japan.  The paper is included in the Appendix. 
 
6.1.2 Use of Flash-Vaporization System with Liquid-Hydrocarbon Fuels in a PDE. 
 
In recent studies [6-7] liquid-fuel droplets were found to hinder the detonation process in a PDE.  
In the current study, multi-phase effects were eliminated with a flash-vaporization system that 
vaporizes the liquid fuels prior to mixing with air.  Previously, hydrocarbon and air mixtures 
were transitioned from deflagration to detonations [6] but exhibited long ignition and 
deflagration-to-detonation transition (DDT) times.  In the present study, two liquid-hydrocarbon 
fuels, with different octane numbers (ON), were detonated with air in a PDE to determine the 
effect of octane number on ignition time and DDT time.  The premixed, combustible mixture 
filled the PDE tubes via an automotive valve and cam system, which is described in detail 
elsewhere [8].  N-heptane (ON-0) and isooctane (ON-100) were evaluated individually to 
determine the effects of automotive octane number on PDE combustion performance.  The ON 
has been considered previously [9] as an acceptable criterion in determining the detonability for 
PDEs, and it is derived based on the tendency to “knock” or detonate relative to isooctane in an 
automotive-engine application.  The goal of the present research was to show that a flash-
vaporized liquid-hydrocarbon fuel system can provide the fuel and air homogeneity required to 
achieve detonations.  The octane number was studied to determine its influence on the ignition 
and DDT time for hydrocarbon fuels.  The flash-vaporization system provided an outstanding 
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method for achieving the desired mixing and vaporization, and the system operating points 
matched well with the liquid-vapor equilibrium-model results.  The ignition times showed little 
dependence on fuel-injection temperatures or octane number, and no droplet effects were noted.  
The DDT trends were ON-dependent, and the isooctane was difficult to detonate with wave 
speeds below the stable Chapman-Jouget (CJ) wave speeds.  The heptane detonated readily and 
produced wave speeds at or above CJ.  The results of this investigation were documented by K. 
C. Tucker, P. I. King (both of the Air Force Institute of Technology), R. P. Bradley (ISSI), and F. 
R. Schauer (AFRL) in AIAA Paper No. 2004-0868 that was presented at the 42nd AIAA 
Aerospace Sciences Meeting and Exhibit, which was held 5-8 January 2004 in Reno, NV.  The 
paper is included in the Appendix. 
 
6.1.3    Assessment of Performance of Pulsejet and Comparison with a PDE.  

 
The performance of a Solar PJ32 pulsejet engine, which is a 1/5-scale model of the Argus V-1 
pulsejet engine developed for the Navy in 1951, was evaluated under static conditions and 
compared with that of a PDE firing at similar inlet and operating conditions. The pulsejet has a 
fuel-flow operating range of 2.5-4.5 lbm/min, which corresponds to a thrust range of 40 lbf (at 
lean out) to 102 lbf (at flood out). Thrust was calculated from combustion-chamber pressure 
histories and agreed with measured thrust within 5-10%. Peak combustion-chamber head 
pressures range from 8 to 20 psig, while significantly higher pressures (80-120 psig) are attained 
in PDEs.  Airflow at the inlet of the pulsejet was measured and used to calculate specific thrust 
and equivalence ratio. Specific thrust ranged from 40 to 100 lbf-s/lbm over the range of fuel 
flows from lean to rich conditions. A similarly operating PDE has a specific thrust around 120 
lbf-s/lbm, making the PDE more efficient in terms of air flow. The pulsejet equivalence ratio 
ranged from 0.6 to 1.0, with rated/peak thrust occurring at rich conditions. Typical fuel-specific 
impulse (Isp) for the pulsejet was 1400-1500 s for rated thrust conditions, whereas PDE 
performance (with a fill fraction of 1) was around 1800 s. For the PDE operating in the same fill-
fraction range as the pulsejet (~ 0.1), PDE Isp was estimated to be 6000-8000 s, making the PDE 
cycle far more efficient and desirable at comparable conditions.  The results of this study were 
documented by P. J. Litke, F. R. Schauer (both of AFRL), D. E. Paxson (NASA Glenn Research 
Center), R. P. Bradley, and J. L. Hoke (both of ISSI) in AIAA Paper No. 2005-228 that was 
presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, which was held 10-13 
January 2005 in Reno, NV.  The paper is included in the Appendix. 
 
6.1.4    Detonation Initiation of Hydrocarbon-Air Mixtures in a PDE. 
 
Detonation initiation of hydrocarbon-air mixtures is critical to the development of the PDE.  
Conventionally, oxygen enrichment (such as a predetonator) or explosives are utilized to initiate 
detonations in hydrocarbon/air mixtures.  While often effective, such approaches have 
performance and infrastructure issues associated with carrying and utilizing the reactive 
components.  An alternative approach is to accelerate conventional deflagration-to-detonation 
speeds via DDT.  Analysis of hydrocarbon-air detonability indicates that mixing and 
stoichiometry are crucial to successful DDT.  A conventional Schelkin spiral was used to obtain 
DDT in hydrocarbon-air mixtures with no excess oxidizer.  This spiral was observed to increase 
deflagrative flame speeds (through increased turbulence and flame mixing) and produce “hot-
spots” that are thought to be compression-wave reflections.  These hot spots resulted in micro-
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explosions that, in turn, gave rise to DDT.  Time-of-flight analysis of high-frequency pressure-
transducer traces indicated that the wavespeeds typically accelerate to over-driven detonation 
during DDT before stabilizing at Chapman-Jouget levels as the combustion front propagates 
down the detonation tube.  Results obtained for a variety of fuels indicate that DDT of 
hydrocarbon-air mixtures is possible in a PDE.  Successful DDT in air with no oxygen 
enrichment was achieved with propane, 100-octane low-lead aviation gasoline, kerosene-based 
military jet fuel JP8, and the high-energy-density military jet fuel JP10.  The results of this 
investigation were documented by F. R. Schauer, C. L. Miser, K. C. Tucker (all of AFRL), R. P. 
Bradley, and J. L. Hoke (both of ISSI) in AIAA Paper No. 2005-1343 that was presented at the 
43rd AIAA Aerospace Sciences Meeting and Exhibit, which was held 10-13 January 2005 in 
Reno, NV.  The paper is included in the Appendix.   
 
6.1.5 Impact of DDT Mechanism, Combustion Wave Speed, Temperature, and Charge 

Quality on PDE Performance. 
 
A number of factors can affect the performance of a PDE--detonation initiation, combustion 
wave speed, detonator wall temperature, and the homogeneity of the fuel-air charge.  These 
factors were evaluated using a single-tube hydrogen-air PDE operating between 10 and 29 Hz.  
Geometries employed for DDT degrade PDE performance during the exhausting process.  This 
effect is insignificant for hydrogen-air mixtures because the DDT mechanism can be 
unobtrusive, but the effect can be significant for less reactive mixtures.  Typical DDT geometries 
used for hydrocarbon-air mixtures resulted in a degradation of 35% for the hydrogen-air mixture.  
The drag on the DDT mechanism was also found to increase with distance from the thrust wall.  
In an effort to evaluate the effect of combustion wave speed on thrust, the ignition location was 
varied.  For choked flames the performance difference from detonation was unmeasurable; but as 
the maximum flame velocity decreased from the choked-flame velocity, the performance 
decreased.  At 800 m/s the thrust was 16% below that of a detonation, and at 400 m/s the thrust 
degradation was between 17 and 34%.  High tube-wall temperatures reduced the losses in heat 
during the blow-down process but increased the temperature and decreased the density of the 
fresh charge, resulting in lower peak pressures and charge spillage.  As the tube temperature 
increased, PDE performance decreased by 20% at 10 Hz and by ~ 10% at 15 and 20 Hz.  The 
axial homogeneity of the fuel-air charge was decreased by changing the location of the fuel 
injection.  Decreases in performance of 14% were recorded at 10 Hz, even though detonation 
was achieved in both cases. The results of this study were documented by J. L. Hoke, R. P. 
Bradley (both of ISSI), and F. R. Schauer (AFRL) in AIAA Paper No. 2005-1342 that was 
presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, which was held 10-13 
January 2005 in Reno, NV.  The paper is included in the Appendix.   

 
6.1.6 Performance Measurements of PDE Engine Ejectors. 
 
An experimental study on the performance of PDE ejectors was conducted.  Time-averaged thrust 
augmentation produced by straight and diverging PDE ejectors was measured using a damped thrust 
stand.  The ejector length-to-diameter ratio was varied from 1.25 to 5.62 by changing the length of the 
ejector and maintaining a nominal ejector diameter ratio of 2.75.  In general, the level of thrust 
augmentation was found to increase with ejector length.  Also, ejector performance was observed to be 
strongly dependent on the operating fill fraction.  A new non-dimensional parameter incorporating the fill 
fraction was proposed.  When the PDE-ejector data were represented as a function of this new parameter, 



 

 
Approved for public release; distribution is unlimited. 

 

59 

ejector data were reduced to one representative thrust-augmentation curve for ejectors of similar internal 
geometry.  Data on straight PDE ejectors compared well with those available on straight steady-flow 
ejectors.  Diverging PDE ejectors produced nearly twice the thrust augmentation of their straight ejector 
counterparts because of the additional thrust surface area that the divergence provided.  All PDE ejectors 
tested were observed to be sensitive to the axial position of the ejector also.  The optimum ejector axial 
placement was found to be a function of fill fraction resulting from a trade-off between the detonation-
wave drag and increased mass entrainment.  Downstream ejector placements performed best at low-fill-
fraction operating conditions. The results of this investigation were documented by D. Allgood, E. 
Gutmark (both of the University of Cincinnati), J. L. Hoke, R. P. Bradley (both of ISSI), and F. 
R. Schauer (AFRL) in AIAA Paper No. 2005-223 that was presented at the 43rd AIAA 
Aerospace Sciences Meeting and Exhibit, which was held 10-13 January 2005 in Reno, NV.  The 
paper is included in the Appendix.   
 
6.1.7 Performance Measurements of Multi-cycle PDE Exhaust Nozzles. 
 
Performance measurements of multi-cycle PDE exhaust nozzles were conducted using a damped 
thrust stand.  A PDE of 1.88-m length was operated on a cycle frequency of 30 Hz at 
stoichiometric conditions.  Both converging and diverging bell-shaped exhaust nozzles were 
tested for fill fractions ranging from 0.4 to 1.1. The area ratios of the nozzles were varied from 
0.25 converging to 4.00 diverging.  The nozzle length was negligible compared to the overall 
length of the PDE.  Successful normalization of PDE-nozzle thrust data was obtained based on 
nozzle area ratio for two PDE diameters tested (2.54 cm and 5.08 cm).  The optimum nozzle area 
ratio was found to be a function of the PDE fill fraction.  For fill fractions at or below 0.5, the 
optimum configuration was a PDE without an exhaust nozzle.  However, as the operating fill 
fraction was increased to values close to or above one, thrust enhancement was obtained with a 
converging nozzle.  The diverging nozzles also showed a relative increase in their performance 
with increased fill fraction.  However, unlike the converging nozzles, the diverging nozzles and 
baseline configuration were observed to be sensitive to the ignition delay.  The results of this 
investigation were documented by D. Allgood, E. Gutmark (both of the University of 
Cincinnati), J. Hoke, R. Bradley (both of ISSI), and F. Schauer (AFRL) in AIAA Paper No. 
2005-222 that was presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, which 
was held 10-13 January 2005 in Reno, NV.  The paper is included in the Appendix.   
 
6.1.8 Emissions-Reduction Technology for Military Gas-Turbine Engines. 
 
Future military gas-turbine engines will have higher performance than current engines, resulting 
in increased compressor and combustor exit temperatures, combustor pressures, and fuel-air 
ratios with wider operating limits.  These combustor characteristics suggest undesirable exhaust 
emission levels of nitrogen oxides and smoke at maximum power and higher carbon monoxide 
and unburned hydrocarbons at low power.  Major advances in combustor technology will be 
required to control emission levels while improving performance, durability, and cost. Current 
emissions-control approaches as applied to conventional swirl-stabilized combustors include 
rich- and lean-burn strategies, together with staged combustion.  These approaches, even in fully 
developed form, may not be sufficient to satisfy the projected design requirements.  
Unconventional combustor configurations may become necessary.  Engine cycles other than the 
standard Brayton cycle may also be employed for special applications in attempts to avoid the 
use of excessive combustion temperatures.  Currently utilized emissions-control approaches were 
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considered, and a comparison was made with regard to their performance and likely potential for 
meeting future requirements.  Experimental results were obtained for two non-conventional 
combustor configurations that have shown promise for advanced-engine applications.  
Considered were cycle changes that could result in lower peak temperatures while maintaining 
advanced performance.  The results of this investigation were documented by G. J. Sturgess 
(ISSI), J. Zelina, D. T. Shouse, and W. M. Roquemore (all of AFRL) in a paper that was 
published in the Journal of Propulsion and Power [Vol. 21, No. 2, pp. 193-217 (March-April 
2005)].  The paper is included in the Appendix. 
 
6.1.9 Acoustic Measurements for PDE. 
 
The acoustic environment of a PDE was measured.  The engine consisted of one to four 
detonation tubes that were detonated at 20 and 40 Hz.  Fill fractions and equivalence ratios of 1 
and 0.5 were tested.  All tests were conducted in a test cell that was not acoustically treated.  
Measurements were made near the exit of the tubes and up to a distance of 12 ft.  Time histories 
and narrow-band spectral analysis were generated.   A comparison of sampling frequencies of 
200 K and 20 K was made.  Numerous potential noise-suppression approaches were evaluated.  
The results indicate that a very high level pulse is generated near the exit of the tubes but tends to 
decrease in amplitude fairly rapidly with distance since the higher frequency energy dissipates in 
the atmosphere.  The results of this investigation were documented by L. Shaw, K. Harris, F. 
Schauer (all of AFRL) and J. Hoke (ISSI) in AIAA Paper No. 2005-2952 that was presented at 
the 11th AIAA/CEAS Aeroacoustics Conference (26th AIAA Aeroacoustics Conference), which 
was held 23-25 May 2005 in Monterey, CA.  The paper is included in the Appendix. 
 
6.1.10 Performance Assessment of Large-Scale Pulsejet-Driven Ejector System. 
 
Unsteady thrust augmentation was measured on a large-scale driver/ejector system.  A 72-in.-
long, 6.5-in.-diameter, 100-lbf pulsejet was tested with a series of straight cylindrical ejectors of 
varying length and diameter.  A tapered-ejector configuration of varying length was also tested.  
The objectives of the testing were to determine those dimensions of the ejectors that maximize 
thrust augmentation and to compare the dimensions and augmentation levels thus obtained with 
those of other similarly maximized but smaller scale systems on which most of the recent 
unsteady ejector-thrust augmentation studies have been performed.  An augmentation level of 
1.71 was achieved with the cylindrical-ejector configuration, and a level of 1.81 was achieved 
with the tapered-ejector configuration.  These levels are consistent with--but slightly lower than--
the highest levels achieved with the smaller systems.  The ejector diameter that yielded 
maximum augmentation was 2.46 times the diameter of the pulsejet.  This ratio closely matches 
those of the small-scale experiments.  For the straight ejector, the length yielding maximum 
augmentation was ten times the diameter of the pulsejet, which was nearly the same as in the 
small-scale experiments.  Implications for general scaling of pulsed thrust ejector systems were 
considered.  The results of this study were documented by D. E. Paxon (NASA Glenn Research 
Center), P. J. Litke, F. R. Schauer (both of AFRL), R. P. Bradley, and J. L. Hoke (both of ISSI) 
in AIAA Paper 2006-1021 that was presented at the 44th AIAA Aerospace Sciences Meeting and 
Exhibit, which was held 9-12 January 2006 in Reno, NV.  The paper is included in the 
Appendix. 
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6.1.11 Performance Measurements of Straight and Diverging Ejectors Integrated with a 
PDE. 

 
Experimental studies were performed on a set of PDE-driven straight and diverging ejectors to 
determine system performance.  Ejector performance was quantified by thrust measurements.  
The effects of PDE operating parameters and ejector geometric parameters on thrust 
augmentation were investigated.  PDE operating parameters of fill fraction and operating 
frequency were varied.  Augmentation was observed to decrease with increasing PDE frequency.  
Axial placement of the ejector was varied over a broad range, covering both upstream and 
downstream positions.  It was found that for all cases tested, the maximum thrust augmentation 
occurred at a downstream ejector placement.  Ejector geometries tested covered five lengths, in 
the range LEJECT/DEJECT = 2.61 - 6.61.  The exhaust sections tested had half-angles of 0, 4, 8, and 
12 degrees.  It was found that the exhaust section with half-angle of 4 degrees performed best.  
The optimum ejector geometry was determined to have an overall length of LEJECT/DEJECT = 5.61.  
A maximum thrust augmentation of 85% was observed with the optimized ejector configuration 
at a fill fraction of 0.6 and an operating frequency of 30 Hz.  The results of this investigation 
were documented by A. J. Glaser, N. Caldwell, E. Gutmark (all of the University of Cincinnati), 
J. Hoke, R. Bradley (both of ISSI), and F. Schauer (AFRL) in AIAA Paper 2006-1022 that was 
presented at the 44th AIAA Aerospace Sciences Meeting and Exhibit, which was held 9-12 
January 2006 in Reno, NV.  The paper is included in the Appendix. 
 
6.1.12 Impact of Detonation-Initiation Techniques on Thrust in a PDE. 
 
Detonation initiation remains an impediment to pulsed-detonation-technology efficacy.  Practical 
fuels can now be detonated regularly in the laboratory using conventional oxygen-rich 
predetonators or extended DDT geometries; however, these systems are not suited for field use 
because of the excess oxygen required for the predetonator and the reduced performance due to 
drag of DDT mechanisms.  The performance of a hydrogen-air multi-cycle PDE was examined 
using two initiation schemes--a predetonator and a DDT device--to determine a suitable initiation 
mechanism.  DDT mechanisms typical for initiation of hydrogen and those typical for insensitive 
hydrocarbon fuels were examined.  Because of the relative ease of detonation initiation, 
hydrogen was the fuel used in the main detonator tube, even with the longer DDT mechanisms 
employed for insensitive fuels.  The predetonator employed aviation gasoline and nitrous oxide 
in a small (1 - 3% of the volume of the main tube) chamber to initiate a detonation and generate 
an upper limit on the expected performance of DDT initiators.  A fuel-specific impulse value of 
~ 3900 sec was achieved with the predetonator at 10 Hz and an equivalence ratio and fill fraction 
of unity.  For DDT initiation a Schelkin-like spiral located in 10 - 70% of the main detonation 
tube volume was used.  Below 10% of the main tube volume, DDT was found to generate 
identical impulse to the predetonator initiation; while for the longest DDT mechanism, located 
throughout 70% of the main-tube volume, a reduction in fuel-specific impulse of 44% was 
measured.  Head-pressure measurements showed a reduced-thrust wall pressure for the DDT 
initiation, probably owing to the drag and dissipation of the retonation wave traveling upstream 
through the DDT mechanism.  The results of this study were documented by J. L. Hoke, R. P. 
Bradley (both of ISSI), J. R. Gallia, and F. R. Schauer (both of AFRL) in AIAA Paper 2006-
1023 that was presented at the 44th AIAA Aerospace Sciences Meeting and Exhibit, which was 
held 9-12 January 2006 in Reno, NV.  The paper is included in the Appendix. 
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6.1.13 Performance Measurements of Multi-cycle PDE Exhaust Nozzles. 
 
Performance measurements of multi-cycle PDE exhaust nozzles were made using a damped 
thrust stand.  A PDE of 1.88-m length was operated on a cycle frequency of 30 Hz at 
stoichiometric conditions.  Both converging and diverging bell-shaped exhaust nozzles were 
tested for PDE fill fractions ranging from 0.4 to 1.1.  The area ratios of the nozzles were varied 
from 0.25 converging to 4.00 diverging.  The nozzle length was negligible compared to the 
overall length of the PDE.  The feasibility of normalizing the PDE-nozzle thrust data was 
investigated by testing two PDE combustion-chamber diameters (2.54 and 5.08 cm) with the 
same nozzle-area ratios.  The optimum nozzle-area ratio was found to be a function of the PDE 
fill fraction.  For fill fractions at or below 0.5, the optimum configuration was a PDE without an 
exhaust nozzle.  However, as the operating fill fraction was increased to values near or above 
one, thrust enhancement was obtained with a converging nozzle.  The diverging nozzles also 
showed a relative increase in their performance with increased fill fraction.  Unlike the 
converging nozzles, the diverging nozzles and baseline configuration were observed to be 
sensitive to the ignition delay.  The results of this investigation were documented by D. Allgood, 
E. Gutmark (both of the University of Cincinnati), J. Hoke, R. Bradley (both of ISSI), and F. 
Schauer (AFRL) in a paper that was published in the Journal of Propulsion and Power [Vol. 22, 
No. 1, pp. 70-77 (January-February 2006)].  The paper is included in the Appendix. 
 
6.1.14 Effects of Tube and Ejector Geometry on Performance of PDE-Driven Ejectors. 
 
Experimental studies were carried out to investigate the performance of various PDE-driven 
ejector configurations.  In particular, the effects of detonation tube length and ejector-to-PDE 
diameter ratio (DR) were studied.  This research employed a H2-air PDE at 25-Hz operating 
frequency.  Performance was quantified by thrust measurements.  It was found that decreasing 
the detonation tube length increases the ejector thrust augmentation.  An optimum ejector-to-
PDE diameter ratio was found to exist in the range DR=3 to DR=3.67.  The specific impulse of 
the PDE increased from the baseline no-ejector value of 3400 s to ~ 6080 s with an ejector 
installed.  The results of this investigation were documented by A. J. Glaser, N. Caldwell, E. 
Gutmark (all of the University of Cincinnati), J. Hoke, R. Bradley (both of ISSI), and F. Schauer 
(AFRL) in AIAA Paper 2006-4790 that was presented at the 42nd AIAA/ASME/SAE/ASEE 
Joint Propulsion Conference and Exhibit, which was held 9-12 July 2006 in Sacramento, CA.  
The paper is included in the Appendix. 
 
6.1.5 Effect of Supercritical Fuel Injection on Cycle Performance of a PDE. 
 
The PDE relies on rapid ignition and formation of detonation waves.  Significant reduction in the 
time that elapses during the formation of detonation waves with low-vapor-pressure liquid 
hydrocarbons is still required to transition the PDE from experimentation to operational use.  
This study was focused on PDE-operation enhancements using dual-detonation-tube, concentric-
counterflow heat exchangers to elevate the fuel temperature to supercritical levels.  Several 
operating parameters were varied, including fuel type (JP-8, JP-7, JP-10, RP-1, JP-900, and S-8), 
spark delay, and firing frequency.  To quantify the performance, four key parameters were 
examined:  ignition time, DDT time, detonation distance, and percent of ignitions resulting in a 
detonation (detonation percentage).  In general, for all fuels except JP-10, increasing the fuel-



 

 
Approved for public release; distribution is unlimited. 

 

63 

injection temperature decreased DDT time by 15% and detonation distance by up to 30%, 
increased the detonation percentage by up to 180%, and had minimal impact on ignition time.  
JP-10 was difficult to detonate, resulting in poor performance.  For all fuels an increase in firing 
frequency resulted in a 5% decrease in DDT time at high fuel-injection temperatures but had 
little effect on ignition time and detonation distance.  Analysis of spark delay showed that 4 ms is 
the best spark delay at supercritical fuel-injection temperatures, based on total time to detonation 
and detonation percentage.  The results of this study were documented by T. M. Helfrich, P. I. 
King (both of the Air Force Institute of Technology), J. L. Hoke (ISSI), and F. R. Schauer 
(AFRL) in AIAA Paper 2006-5133 that was presented at the 42nd AIAA/ASME/SAE/ASEE 
Joint Propulsion Conference and Exhibit, which was held 9-12 July 2006 in Sacramento, CA.  
The paper is included in the Appendix. 
 
6.1.6 Experimental Study of Ejectors Driven by a PDE. 
 
Experimental studies were performed to gain a better understanding of the operation of ejector 
augmentors driven by a PDE.  This research employed a H2-air PDE at 30-Hz operating 
frequency.  Static pressure was measured along the interior surface of the ejector, including the 
inlet and exhaust sections.  Thrust augmentation provided by the ejector was calculated by 
integration of the static pressure measured along the ejector geometry.  The calculated thrust 
augmentation was in good agreement with the augmentation found from direct thrust 
measurements.  Both straight and diverging ejectors were investigated.  The diverging-ejector 
pressure distribution showed that the role of the diverging section was to act as a subsonic 
diffuser.  Ejector axial position was also studied.  The ejector pressure data followed the same 
trend as the results of the direct thrust measurements.  The optimum axial placement was found 
to be downstream of the PDE near x/DPDE = +2, while upstream placements tended toward a 
decreasing thrust augmentation.  To gain a better understanding of the observed performance 
trends, shadowgraph images of the detonation wave and trailing vortex interacting with the 
ejector inlet were obtained.  The results of this investigation were documented by A. J. Glaser, 
N. Caldwell, E. Gutmark [all of the University of Cincinnati (UC)], J. Hoke, R. Bradley (both of 
ISSI), and F. Schauer (AFRL) in AIAA Paper 2007-447 that was presented at the AIAA Meeting 
in Reno and in a paper that was presented at DCASS07.  The AIAA paper is included in the 
Appendix. 
 
6.1.17 Ignition and Detonation-Initiation Characteristics of Hydrogen and Hydrocarbon 

Fuels in a PDE. 
 
Over the past two decades, several fuels have been tested throughout the world in PDEs.  The 
present research focused on developing a baseline set of ignition and detonation-initiation 
performance measures for six fuels in air:  hydrogen, ethylene, propane, aviation gasoline 
(avgas), JP-8, and Fischer-Tropsch JP-8 (S-8).  To quantify the ignition and detonation-initiation 
performance, four parameters were examined: ignition time, DDT time, DDT distance, and upper 
CJ wavespeed. These four parameters were presented as a function of equivalence ratio from 
lean-to-rich ignition limits for the six fuels of interest.  Hydrogen was found to have the best 
ignition and detonation-initiation characteristics, followed by ethylene.  Propane, avgas, JP-8, 
and S-8 exhibited similar ignition and detonation-initiation characteristics, as expected based on 
cell size.  Minimum ignition times for all fuels occurred near an equivalence ratio of 1.3, 
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whereas the minimum DDT times and distances occurred between equivalence ratios of 1.1 and 
1.2.  All experimental CJ wavespeeds were within 5% of the theoretical value, with the exception 
of hydrogen which has an experimental CJ wavespeed that is systematically between 6% and 8% 
lower than the theoretical value.  The results of this investigation were documented by T. M. 
Helfrich, F. R. Schauer (both of AFRL), R. P. Bradley, and J. L. Hoke (both of ISSI) in AIAA 
Paper 2007-234 that was presented at the AIAA Meeting in Reno.  The paper is included in the 
Appendix. 
 
6.1.18 Transient Plasma Ignition (TPI) for Delay Reduction in a PDE. 
 
Five laboratories conducted testing and evaluation of transient plasma for PDE ignition under 
various conditions.  The results showed significant reductions in the times required for 
detonation.  Critical to the achievement of functional levels of thrust is increased repetition rate; 
thus, minimal delay to detonation times is an important parameter.  Experiments were conducted 
at the University of Southern California and in collaboration with researchers at the Naval 
Postgraduate School, the Air Force Research Laboratory, Stanford University, The Ohio State 
University, and the University of Cincinnati.  In these studies it was observed that TPI 
significantly reduces delay times (by a factor of two to nine) in both static and flowing systems.  
The results of this effort were documented by C. Cathey, F. Wang, T. Tang, A. Kuthi, M. 
Gundersen [all of the University of Southern California (USC)], J. O. Sinibaldi, C. Brophy (both 
of the Naval Postgraduate School), E. Barbour, R. K. Hanson (both of Stanford University), J. 
Hoke (ISSI), F. Schauer (AFRL), J. Corrigan, and J. Yu (both of The Ohio State University) in 
AIAA Paper 2007-443 that was presented at the AIAA Meeting in Reno.  The paper is included 
in the Appendix. 
 
6.1.19 Effects of Corona, Spark, and Surface Discharges on Ignition Delay and DDT in a  

PDE. 
 
The ignition delays in an experimental PDE produced by thermal and non-thermal ignitions were 
compared.  The commercial thermal ignition has a pulse duration of about 1 µs, whereas the  
non-thermal ignitions have pulse durations of 100 ns.  Ignition delay is an important factor, along 
with fill and purge times, that limits the maximum repetition rate and thrust of PDEs.  For 
stoichiometric fuel-air mixtures with aviation gasoline at 1 atm and 360 - 480 K, an ignition 
delay of 6 ms was observed with a non-thermal ignition, whereas the ignition delay was 11 ms 
with an aftermarket automotive ignition.  By replacing the resistive cable and resistor of the 
aftermarket ignition with a non-resistive cable and surface discharge igniter, the ignition delay 
was reduced to 7 ms, which is comparable to that produced by the non-thermal ignitions.  The 
results of this study were documented by K. Busby (National Research Council), J. Corrigan, S.-
T. Yu (both of The Ohio State University), S. Williams, C. Carter, F. Schauer (all of AFRL), J. 
Hoke (ISSI), C. Cathey, and M. Gundersen (both of USC) in AIAA Paper 2007-1028 that was 
presented at the AIAA Meeting in Reno.  The paper is included in the Appendix. 
 
6.1.20 Evaluation of Catalytic and Thermal Cracking in a JP-8-Fueled PDE. 
 
PDEs depend on rapid ignition and transition from deflagration to detonation.  Converting the 
PDE from experimental to operational use will necessitate a considerable reduction in the time 
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required to ignite and detonate a liquid hydrocarbon fuel, such as JP-8, in air.  This research 
effort was focused on PDE operation enhancements using dual-detonation-tube, concentric-
counterflow heat exchanges to elevate the fuel temperature levels sufficiently to induce thermal 
cracking.  Additionally, a zeolite catalytic coating was applied to the heat-exchanger surfaces to 
stimulate further cracking of the fuel and reduce coke deposition.  To quantify the PDE 
performance, three parameters were examined--ignition time, DDT)time, and DDT distance.  As 
compared with flash-vaporized JP-8/air mixtures, the cracked JP-8/air mixture produced a 
shorter ignition time, DDT time, and DDT distance for the majority of equivalence ratios, with a 
reduction in ignition time of up to 60% at 908 K.  Furthermore, both the ignition and the 
detonability limits were expanded by cracking the fuel, with lean limits at an equivalence ratio of 
0.75.  Coke depositions found in the fuel filter consisted of carbon as well as substantial 
concentrations of silicon and aluminum, resulting from deterioration of the silica-alumina zeolite 
structure.  Additionally, the catalyst was coated in coke deposition after 5 hr of operation, 
although no degradation in performance was observed.  The results of this study were 
documented by T. M. Helfrich, F. R. Schauer (both of AFRL), R. P. Bradley, and J. L. Hoke 
(both of ISSI) in AIAA Paper 2007-235 that was presented at the AIAA Meeting in Reno.  The 
paper is included in the Appendix. 
 
6.1.21 Detonation Propagation across Asymmetric Step Expansion. 

 
A study of confined detonation transmission across a step expansion was conducted using 
experimental and computational techniques.  Transmission success of ethylene/air detonations at 
various equivalence ratios was compared with the transmission of hydrogen/air detonations.  The 
highest rate of transmission success in the experimental results for ethylene was noted at 
equivalence ratios richer than the conditions of minimum cell size, indicating the presence of 
effects other than cell size and expansion ratio.  Hydrogen proved to have better transmission 
success than ethylene, even when normalized to the cell size upstream of the expansion.  The 
difference was theorized to result from the disparity in critical initiation energy of the two fuels.  
Computational results showed the presence of a relationship between the number of transverse 
waves upstream of the expansion and the degree of expansion that correlates to success or failure 
of a confined detonation transmission.  Detonation transmissions were also observed to fail when 
a single transverse wave in the upstream channel was partially reflected at the step expansion.  
The results of this study were documented by D. R. Hopper, P. I. King [both of the Air Force 
Institute of Technology (AFIT)], F. R. Schauer (AFRL), V. R. Katta, and J. L. Hoke (both of 
ISSI) in AIAA Paper 2007-5078 that was presented at the Joint Propulsion Conference in 
Cincinnati.  The paper is included in the Appendix. 

 
6.1.22 Effect of Supercritical Fuel Injection on Cycle Performance of a PDE. 
 
PDE engines produce impulsive thrust through rapid ignition and formation of detonation waves.  
An operational goal is a reduction in time for the formation of detonation waves in conjunction 
with low-vapor-pressure liquid hydrocarbons. This study focused on PDE operation 
enhancements using dual-detonation-tube, concentric-counterflow heat exchangers to elevate 
liquid-hydrocarbon fuel temperatures to supercritical levels.  Variation of operating parameters 
included fuel type (JP-8, JP-7, JP-10, RP-1, JP-900, and S-8) and firing frequency.  Of interest is 
the effect on ignition time, deflagration-to-detonation transition time, detonation distance, and 



 

 
Approved for public release; distribution is unlimited. 

 

66 

the percent of ignitions resulting in a detonation (detonation percentage).  Except for JP-10, 
results for all fuels with increasing fuel-injection temperatures indicated decreases in 
deflagration-to-detonation transition time by up to 15%, a decrease in detonation distance by up 
to 30%, increases in the detonation percentage by up to 180%, and minimal impact on ignition 
time.  JP-10 is difficult to detonate, and results were inconsistent.  An increase in firing 
frequency resulted in a 5% decrease in deflagration-to-detonation transition time at high fuel-
injection temperatures but had little effect on ignition time and detonation distance.  The results 
of this investigation were documented by T. M. Helfrich, P. I. King (both of AFIT), J. L. Hoke 
(ISSI), and F. R. Schauer (AFRL) in a paper that was published in the Journal of Propulsion and 
Power [Vol. 23, No. 4, pp. 748-755 (July-August 2007)].  The paper is included in the Appendix. 
 
6.1.23 Fuel-Composition Analysis of Endothermically Heated JP-8 Fuel for Use in a PDE. 
 
Waste heat from a PDE was extracted via concentric tube-counterflow heat exchangers to 
produce supercritical pyrolytic conditions for JP-8 fuel.  Offline analysis of liquid and vapor fuel 
samples obtained during steady-state operation indicated fuel decomposition via typical pyrolytic 
reaction pathways.  The liquid analysis showed conversion of parent fuel components with 
formation of unsaturates (aromatics and alkenes) and smaller alkanes.  The gaseous products 
consisted of predominantly C1-C3 alkanes and alkenes (> 50% of total vapor yield), with 
moderate amounts of hydrogen and C4-C6 alkanes and alkenes.  The components that were 
present in the stressed fuel samples were more detonable and could be linked to improved PDE 
performance--specifically, shorter ignition time, shorter DDT time, and shorter DDT distance.  
The results of this investigation were documented by E. A. Nagley, P. I. King [both of the Air 
Force Institute of Technology (AFIT)], F. R. Schauer (AFRL), M. J. DeWitt [University of 
Dayton Research Institute (UDRI)], and J. L. Hoke (ISSI) in AIAA Paper 2008-109 for 
presentation at the AIAA Meeting in Reno.  The paper is included in the Appendix. 
 
6.1.24 Direct Initiation by Detonation Branching in a PDE.  
 
An experimental study was conducted to determine the requirements necessary for successful 
branching of a detonation initiated in a primary detonation tube, through a crossover tube, and 
into a second detonation tube without the use of internal deflagration-to-detonation transition 
hardware.  Tail-to-head branching was conducted, and a hydrogen-sourced detonation was 
observed to sustain a diameter expansion ratio of 1:2.  The head pressure trace of a successful 
detonation transfer resulting in Chapman-Jouget wave speeds in the branch ignited tube was also 
observed.  The results of this study were documented by A. R. Hausman, P. I. King, and D. R. 
Hopper (all of AFIT), J. L. Hoke (ISSI), and F. R. Schauer (AFRL) in AIAA Paper No. 2008-
108 for presentation at the AIAA Meeting in Reno.  The paper is included in the Appendix. 
 
6.1.25 Development of Continuous Branching PDE. 
 
A one-dimensional analysis was developed for the sizing of a continuous branching PDE.  The 
length of the crossover tubes was found to depend on the number of thrust tubes in the engine 
and total engine cycle time for a given fuel/air mixture.  The natural engine operating frequency 
was then inversely proportional to the thrust tube length.  Minimal crossover tube length was 
desirable to reduce difficulties with detonation transmission and other inefficiencies associated 
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with long crossover tubes.  Proof-of-concept experimentation was performed on a pair of thrust 
tubes connected at the tail end of a perpendicular crossover tube.  Transient variations in 
wavespeed were observed as the engine temperature increased; but under the right conditions, 
consistent detonation transmission was observed.  A continuous branching PDE design was 
demonstrated, with short crossover tubes and alternating tail-tail and head-head detonation 
transmission.  The results of this study were documented by D. R. Hopper, P. I. King (both of 
AFIT), J. L. Hoke (ISSI), and F. R. Schauer (AFRL) in AIAA Paper 2008-112 for presentation at 
the AIAA Meeting in Reno.  The paper is included in the Appendix. 
 
6.1.26 Single-Ejector Augmentation of Multi-tube PDE. 
 
Multiple detonation tubes were directed into a single ejector in an effort to reduce the added 
hardware required while maintaining the level of augmentation.  By moving a single driver off 
axis, it was found that the augmentation level could be maintained for x/d less than 4 and y/d up 
to at least 1.14 for a round ejector.  The ejector augmentation, however, was found to decrease 
by about 25% during multi-tube operation, being approximately 1.3 ejector-to-baseline 
augmentation ratio.  A linear arrangement of detonation tubes was constructed, extrapolating 
typical unsteady ejector parameters.  Four linear detonation tubes were directed at the linear 
ejector, and the highest ejector augmentation ratio was 1.25, even with reduced fill fraction.  
With single-tube operation, the performance of the linear ejector was at best 1.15, indicating that 
multi-tube effects were significant.  The results of this investigation were documented by J. 
Hoke, R. Bradley (both of ISSI), and F. Schauer (AFRL) in AIAA Paper No. 2008-115 for 
presentation at the AIAA Meeting in Reno.  The paper is included in the Appendix. 
 
6.1.27 Investigation of Fundamental Processes Leading to PDE/Ejector Thrust 

Augmentation. 
 
A series of shadowgraph flow visualizations was obtained in an effort to increase the 
understanding of the fundamental flow characteristics occurring inside an ejector that is driven 
by a PDE.  As a supplement to the theories that have been developed through indirect thrust and 
static pressure measurements, these internal flow visualizations provided a uniquely direct 
insight into the fluid dynamics caused by the passage of the detached leading shock separated 
from the detonation wave and the subsequent blowdown cycle.  Using a two-dimensional (2D) 
ejector model, flow visualizations of various ejector-PDE separation distances and ejector 
divergence angles were obtained.  Additionally, the flow exhausting from the rear of an 
axisymmetric ejector was captured.  A new 2D ejector model design is being developed for 
visualizing this type of flow while accessing more geometric parameters of interest.  
Furthermore, this new design allows the measurement of dynamic and static pressure along the 
length of the internal surface of the ejector and can simulate forward flight effects up to Mach 
0.3.  The results of this study were documented by N. Caldwell, E. Gutmark [both of the 
University of Cincinnati (UC)], J. Hoke, R. Bradley (both of ISSI), and F. Schauer (AFRL) in 
AIAA Paper 200-116 for presentation at the AIAA Meeting in Reno.  The paper is included in 
the Appendix. 
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6.1.28 Performance Studies of PDE Ejectors. 
 
An experimental study on the performance of PDE ejectors was conducted.  Time-averaged 
thrust augmentation produced by straight and diverging PDE ejectors was measured using a 
damped thrust stand.  The ejector length-to-diameter ratio was varied from 1.25 to 5.62 by 
changing the length of the ejector and maintaining a nominal ejector diameter ratio of 2.75.    In 
general, the level of thrust augmentation was found to increase with ejector length.  Also, the 
ejector performance was observed to be strongly dependent on the operating fill fraction.  A new 
non-dimensional parameter incorporating the fill fraction was proposed.  When the PDE-ejector 
data were represented as a function of this new parameter, the ejector data were reduced to one 
representative thrust-augmentation curve for ejectors of similar internal geometry.  Straight PDE 
ejector results compared well with the available data on straight, steady-flow ejectors.  Diverging 
PDE ejectors produced nearly twice the thrust augmentation of their straight-ejector counterparts 
because of the additional thrust surface area that the divergence provided.  All PDE ejectors 
tested were observed to be sensitive to the axial position of the ejector as well.  The optimum 
ejector axial placement was found to be a function of fill fraction resulting from a trade-off 
between the detonation-wave induced drag and increased mass entrainment.  Downstream ejector 
placements performed best at low-fill-fraction operating conditions. The results of this 
investigation were documented by D. Allgood, E. Gutmark [both of the University of Cincinnati 
(UC)], J. L. Hoke, R. P. Bradley (both of ISSI), and F. R. Schauer (AFRL) in a paper that was 
published in Journal of Propulsion and Power [Vol. 24, No. 6, pp. 1317-1323 (November-
December 2008)].  The paper is included in the Appendix.   
 
6.1.29 Study on Operation of PDE-Driven Ejectors. 
 
Experimental studies were performed to improve the understanding of the operation of ejector 
augmentors driven by a PDE.  The research employed a H2-air PDE at an operating frequency of 
30 Hz.  Static pressure was measured along the interior surface of the ejector, including the inlet 
and exhaust sections.  Thrust augmentation provided by the ejector was calculated by integration 
of the static pressure measured along the ejector geometry.  The calculated thrust augmentation 
was in good agreement with that obtained from direct thrust measurements.  Both straight and 
diverging ejectors were investigated.  The diverging-ejector pressure distribution showed that the 
diverging section acts as a subsonic diffuser and has a tremendous impact on the behavior of the 
inlet entrainment flow.  Static pressure data were also collected for various ejector axial 
positions.  These data supported the thrust-augmentation trends found through direct thrust 
measurements.  Specifically, the optimum axial placement was found to be downstream of the 
PDE near x/DPDE = +2, whereas upstream placements tended to result in decreasing thrust 
augmentation.  To provide a better explanation of the observed performance trends, shadowgraph 
images of the detonation wave and trailing vortex interacting with the ejector inlet were 
obtained.  The results of this investigation were documented by A. J. Glaser, N. Caldwell, E. 
Gutmark [all of UC], J. Hoke, R. Bradley (both of ISSI), and F. Schauer (AFRL) in a paper that 
was published in Journal of Propulsion and Power [Vol. 24, No. 6, pp. 1324-1321 (November-
December 2008)].  The paper is included in the Appendix. 
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7.0 DEMONSTRATION OF ADVANCED-CONCEPT  
HIGH-IMPACT TECHNOLOGIES 

 
7.1  General Overview 
 
The objective of this portion of the program was to take high-impact technologies that show 
promise in the laboratory to a higher level of technology demonstration by both small-engine and 
in-flight demonstration. A summary of the work accomplished on this task during the program 
follows. 
 
7.1.1 A Flight-Ready PDE. 
 
Design and development efforts continue with a view toward achieving a flight-ready PDE, and 
testing and development are in progress in preparation for the first PDE powered flight.  A PDE 
is a high-performance cycle that is highly scalable and efficient across a broad operating range 
(Mach 0-4+).  The PDE being developed here utilizes off-the-shelf automotive parts to permit a 
quick demonstration of the first PDE flight and ascertain the viability of PDE propulsion 
technology.  Future PDE designs will take advantage of the unique characteristics of the PDE 
cycle such as the possibility of self-actuation and self-aspiration that have already been 
demonstrated at the Pulsed Detonation Research Facility at Wright-Patterson AFB (WPAFB).  
The four-tube PDE employs a GM Quad-4 valve train to control the operation and timing and a 
standard automotive-spark-ignition system to initiate combustion within the tubes.  The PDE 
operates on a premixed mixture of aviation-grade gasoline and air that is supplied by a standard 
automotive supercharger.  Fuel is injected upstream of the PDE via an injection manifold that 
was designed and fabricated in-house and uses conventional fuel injectors.  The air-fuel charge, 
initially ignited at atmospheric pressure, is transitioned from a deflagration to a detonation within 
6-ft-long tubes using Schelkin-like spirals to achieve detonation without the use of excess 
oxygen.   An aviation two-stroke engine is incorporated to provide the mechanical power to the 
PDE and all of its sub-components, including supercharger, lubrication, electrical power, and 
fuel systems.  A Rutan-designed aircraft, the LongEZ, was selected as the test bed for the first 
PDE flight.  The LongEZ is powered solely by the PDE, which has replaced the conventional 
pusher/prop system on this experimental aircraft.  Final shakedown and endurance testing is in 
progress at WPAFB in preparation for the flight demonstration to take place at the Civilian Test 
Pilot Range in Mojave, CA.  The results of this study were documented by P. J. Litke (AFRL), 
R. P. Bradley, J. L. Hoke (both of ISSI), and F. Schauer (AFRL) in a paper that was presented at 
the 29th Annual Dayton-Cincinnati Aerospace Science Symposium, which was held 9 March 
2004 in Dayton, OH.  The visual materials for this presentation are included in the Appendix. 
 
7.1.2 Manned Demonstration Flight of a PDE.  
 
The first-ever manned demonstration flight of an aircraft powered by a PDE was accomplished 
on 31 January 2008 at Mojave, California.  The project for development of the engine that 
powered this aircraft was conceived by Dr. Fred Schauer of AFRL, and the engine was 
developed jointly by AFRL and ISSI.  The ISSI team is under the direction of Dr. John Hoke.  A 
Long-EZ, heavily modified by Scaled Composites and powered solely by the PDE, was flown by 
a test pilot from above the main runway in straight-and-level flight at altitudes up to 100 ft.  At 
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peak thrust at the start of the run, the PDE was producing more than 200 lb. thrust.  The prime 
objectives of the AFRL/ISSI demonstration were to show that the PDE could be used to power 
an aircraft, that the aircraft structure could survive the acoustic pressure of the Mach-5 shock 
waves exiting the detonation tubes, and that the noise level would not be prohibitive for a 
manned flight.  The test also sought to assess the durability of the engine, which had already 
undergone more than 100 hr. of ground testing plus an additional 30 hr. on the integrated 
systems.  Interest has been growing in the potential of PDEs for a range of simple, cost-effective 
missile propulsion systems as well as in the possible development of combustion sources for 
commercial and military gas turbines.  Researchers hope that the first flight of an aircraft 
powered by a PDE will accelerate the development of a propulsion concept that promises greater 
simplicity, lighter weight, and a wider operating range than turbomachinery.  An article entitled, 
“Pulse Power – Pulse Detonation Engine-Powered Flight Demonstration Marks Milestone in 
Mojave,” by Guy Morris appeared in the February 18, 2008, issue of Aviation Week and Space 
Technology.  Two articles by Graham Warwick entitled, “First Flight for PDE = Pretty Darned 
Extraordinary” and “US AFRL Proves Pulse-Detonation Engine Can Power Aircraft,” were 
published in Flight International Magazine on 29 February 2008 and 5 March 2008, 
respectively.  A fourth article entitled, “AFRL Tests Pulse Detonation Propulsion,” appeared in 
the AIAA Daily Launch on 6 March 2008.  The first three articles are included in the Appendix. 
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Rocky Mountain Conference on Applied Spectroscopy, 27-31 July 2003, Denver, CO. 
 
“Initiation of Detonation in a Large Tube,” V. Katta, C. Tucker, J. Hoke, and F. Schauer, 
Presented at the 19th International Colloquium on the Dynamics of Explosions and Reactive 
Systems, 27 July – 1 August 2003, Hakone, Japan. 
 
“Application of Advanced Optical Diagnostics for Combustion and Fluid Flows,” S. P. Gogineni 
and J. R. Gord, Invited Seminar, University of Texas at Austin, 12 August 2003, Austin, TX. 
“Triple-Pump Coherent Anti-Stokes Raman Scattering (CARS): Temperature and Multiple-
Species Concentration Measurements in Reacting Flows,” S. Roy, T. R. Meyer, M. S. Brown, V. 
N. Velur, R. P. Lucht, and J. R. Gord, Opt. Commun. 224(1-3), 131 (15 August 2003). 
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“Modeling of Two-Photon Absorption Processes:  Direct Numerical Integration of the Time-
Dependent Density Matrix Equations,” R. P. Lucht, S. Roy, J. R. Gord, and T. B. Settersten, 
Poster presented at the Gordon Research Conference on Laser Diagnostics in Combustion, 17-22 
August 2003, Oxford, England. 
 
“Triple-Pump CARS Techniques:  From Laboratory Flames to JP-8-Fueled Combustors,” T. R. 
Meyer, S. Roy, M. S. Brown, R. P., and J. R. Gord,  Poster presented at the Gordon Research 
Conference on Laser Diagnostics in Combustion, 17-22 August 2003, Oxford, England. 
 
“Simultaneous CH PLIF and PIV for the Investigation of Two-Phase Vortex-Flame 
Interactions,” A. Lemaire, K. Zahringer, T. Meyer, J. Gord, and J. C. Rolon, Poster presented at 
the Gordon Research Conference on Laser Diagnostics in Combustion, 17-22 August 2003, 
Oxford, England. 
 
“DPIV Measurements of the Flow Field between a Transonic Rotor and an Upstream Stator,” S. 
Gorrell, W. Copenhaver, and J. Estevadeordal, Presented at the ISUAAAT 03 International 
Symposium on Unsteady Aerodynamics, Aeroacoustics, and Aeroelasticity of Turbomachines, 7-
11 September 2003, Durham, NC, and published in Conference Proceedings. 
 
“Experimental Investigation of Two-Phase Vortex-Flame Interactions by PIV and PLIF,” K. 
Zahringer, A. Lemaire, T. R. Meyer, J. R. Gord, and J. C. Rolon, Presented at the German 
Association of Engineers Society of Energy Technology (VDI) 21st German Flame Day Meeting 
(21 Deutscher Flammentag), 9-10 September 2003, Cottbus, Germany. 
 
“PIV Investigation on the Vortex Shedding of a Jet-in-a-Cross Flow,” B. Kiel, A. Cox, J. 
Estevadeordal, and S. Gogineni,  Presented at the 5th International Symposium on PIV, 22-24 
September 2003, Busan, Korea. 
 
“Current and Future Applications of Ultrafast Lasers for Propulsion Diagnostics,” J. R. Gord, W. 
M. Roquemore, M. S. Brown, and J. L. Blackshire, Presented at the Directed Energy 
Professional Society (DEPS) Ultrashort Pulse Laser Materials Interaction Workshop, 25 
September 2003, Boulder, CO. 
 
“Vortex Induced Extinction of Non-Premixed Counterflow Flames,” A. Lemaire, K. Zahringer, 
T. Meyer, J. Gord, and J. C. Rolon, Presented at the European Combustion Meeting, 18-21 
October 2003, Orleans, France. 
 
“Exploring Reacting Flows Using Coherent Light,” S. Roy, Invited Presentation at Washington 
State University, 5 November 2003, Pullman, WA. 
 
“Picosecond Laser-Induced Polarization Spectroscopy,” S. Roy, Invited Presentation at the 
Materials Directorate, 18 November 2003, Wright-Patterson Air Force Base, OH. 
 
“Simultaneous OH PLIF and Planar LII in the Reaction Zone of a Swirl-Stabilized Combustor,” 
T. R. Meyer, S. Roy, S. Gogineni, E. Corporan, V. M. Belovich, and J. R. Gord, Presented at the 
56th Annual Meeting of the American Physical Society, Division of Fluid Dynamics, 23-25 
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November 2003, East Rutherford, NJ.  Dr. Gogineni was Chair of the High Speed Flows Session 
at this meeting. 
 
 “PIV/PLIF Investigation of Two-Phase Vortex-Flame Interactions:  Effects of Vortex Size and 
Strength,” A. Lemaire, T. R. Meyer, K. Zahringer, J. R. Gord, and J. C. Rolon, Exp. Fluids 36, 
36 (January 2004). 
 
“Single-Shot Thermometry and Multiple-Species Measurements Using Dual-Pump, Dual-
Broadband CARS in a Liquid-Fueled CFM56 Combustor,” S. Roy, T. R. Meyer, R. P. Lucht, V. 
M. Belovich, E. Corporan, and J. R. Gord, AIAA Paper No. 2004-0711, Presented at the 42nd 
AIAA Aerospace Sciences Meeting and Exhibit, 5-8 January 2004, Reno, NV. 
 
“The Use of a Flash Vaporization System with Liquid Hydrocarbon Fuels in a Pulse Detonation 
Engine,” K. C. Tucker, P. I. King, R. P. Bradley, and F. R. Schauer, AIAA Paper No. 2004-0868, 
Presented at the 42nd AIAA Aerospace Sciences Meeting and Exhibit, 5-8 January 2004, Reno, 
NV. 
 
“Modeling Soot in a Swirl Combustor,” V. R. Katta and W. M. Roquemore, AIAA Paper No. 
2004-0645, Presented at the 42nd AIAA Aerospace Sciences Meeting and Exhibit, 5-8 January 
2004, Reno, NV. 
 
“Simultaneous PLIF/PIV Investigation of Vortex-Induced Annular Extinction in H2-Air 
Counterflow Diffusion Flames,” T. R. Meyer, G. J. Fiechtner, S. P. Gogineni, J. C. Rolon, C. D. 
Carter, and J. R. Gord, Exp. Fluids 36, 259 (February 2004). 
 
“Detection of Atomic Hydrogen Using Picosecond Laser-Induced Polarization Spectroscopy,” S. 
Roy, T. B. Settersten, B. D. Patterson, R. P. Lucht, and J. R. Gord, Presented at the Optical 
Society of America Meeting on Laser Applications to Chemical and Environmental Analysis, 9-
11 February 2004, Annapolis, MD. 
 
“OH Ground-State Energy Transfer Investigated Using Picosecond IR-UV Polarization 
Spectroscopy,” T. B. Settersten, X. Chen, B. D. Patterson, S. Roy, R. P. Lucht, and J. R. Gord, 
Presented at the Optical Society of America Meeting on Laser Applications to Chemical and 
Environmental Analysis, 9-11 February 2004, Annapolis, MD. 
 
“Measurement of Nitric Oxide in Gas Turbine and Coal Combustor Exhaust Using a Diode-
Lased-Based Ultraviolet Absorption Sensor,” T. N. Anderson, R. P. Lucht, R. B. Jimenez, S. 
Hanna, J. A. Caton, T. Walther, M. S. Brown, S. Roy, J. R. Gord, I. Critchley, and L. Flamand, 
Presented at the Optical Society of America Meeting on Laser Applications to Chemical and 
Environmental Analysis, 9-11 February 2004, Annapolis, MD. 
 
“Measurements of Population and Orientation Relaxation Rates for Atomic Hydrogen Using 
Picosecond Laser-Induced Polarization Spectroscopy,” S. Roy, T. B. Settersten, R. P. Lucht, and 
J. R. Gord, Presented at the Annual American Chemical Society/Ohio Valley Section of the 
Society for Applied Spectroscopy Poster Session and Patterson College Awards, 2 March 2004, 
Dayton, OH.  
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“Calibration of Flame Chemiluminescence in Adiabatic Hydrocarbon-Air Flames,” A. C. Lynch, 
J. D. Miller, J. R. Gord, T. R. Meyer, and M. S. Brown, Presented at the Annual American 
Chemical Society/Ohio Valley Section of the Society for Applied Spectroscopy Poster Session 
and Patterson College Awards, 2 March 2004, Dayton, OH.  
 
“Investigation of Flame Radicals and Particulate Distributions in Two-Phase Reacting Flow,” T. 
R. Meyer, S. Roy, S. P. Gogineni, J. R. Gord, V. M. Belovich, and E. Corporan, Presented at the 
Annual American Chemical Society/Ohio Valley Section of the Society for Applied 
Spectroscopy Poster Session and Patterson College Awards, 2 March 2004, Dayton, OH. 
 
“Gas-Phase Spectroscopy Using Four-Wave Mixing Techniques,” J. R. Gord, V. M. Belovich, E. 
Corporan, S. Roy, T. R. Meyer, and R. P. Lucht, Presented at the Annual American Chemical 
Society/Ohio Valley Section of the Society for Applied Spectroscopy Poster Session and 
Patterson College Awards, 2 March 2004, Dayton, OH. 
 
“Dual-Pump Dual-Broadband CARS for Fuel and Additive Studies,” J. R. Gord, V. M. Belovich, 
E. Corporan, S. Roy, T. R. Meyer, and R. P. Lucht, Presented at the Annual American Chemical 
Society/Ohio Valley Section of the Society for Applied Spectroscopy Poster Session and 
Patterson College Awards, 2 March 2004, Dayton, OH. 
 
“Laser-Based Visualization of Flame Structure and Soot Inception in Highly Turbulent Spray 
Flames,” T. R. Meyer, S. Roy, S. P. Gogineni, J. R. Gord, V. M. Belovich, and E. Corporan, 
Presented at the 29th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 9 March 
2004, Dayton, OH. 
 
 “DPIV with LED Illumination:  Application to Turbomachinery and Flow Control,” J. 
Estevadeordal, D. Car, S. Gorrell, and S. Puterbaugh, Presented at the 29th Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
“State-of-the-Art pH Monitoring of Fuel,” J. Widera and J. M. Johnson, Presented at the 29th 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
“Studies of OH*, CH*, and C2* in Methane-Air and Propane-Air Flames,” A. C. Lynch, J. D. 
Miller, J. R. Gord, T. R. Meyer, and M. S. Brown, Presented at the 29th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
“In-Situ Measurements of Local Equivalence Ratio Using Chemiluminescence in an Ultra 
Compact Combustor,” J. Armstrong, R. Anthenien, J. Zelina, and M. Brown, Presented at the 
29th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, 
OH. 
 
“Dual-Pump Dual-Broadband CARS for Fuel and Additive Studies,” J. R. Gord, V. M. Belovich, 
E. Corporan, S. Roy, T. R. Meyer, and R. P. Lucht, Presented at the 29th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
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“Parallel Computing for Linux Clusters – Application to Particle Image Velocimetry,” T. 
McCray, J Estevadeordal, and S. Puterbaugh, Presented at the 29th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
“Two-Color Two-Photon Laser-Induced Polarization Spectroscopy of Atomic Hydrogen in 
Reacting Flows,” S. Roy, T. Settersten, R. Lucht, and J. Gord, Presented at the 29th Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
“PIV and CFD Studies of Rotor Bow-Shock Strength in a Transonic Compressor,” N. Woods, S. 
Gorrell, and J. Estevadeordal, Presented at the 29th Annual AIAA Dayton-Cincinnati Aerospace 
Science Symposium, 9 March 2004, Dayton, OH. 
 
“A Flight Ready Pulsed Detonation Engine,” P. J. Litke, R. P. Bradley, J. L. Hoke, and F. 
Schauer, Presented at the 29th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 
9 March 2004, Dayton, OH. 
 
“Influence of Spray-Flame Structure on Soot Formation in Gas-Turbine Combustors,” T. R. 
Meyer, S. Roy, S. Gogineni, E. Corporan, V. Belovich, and J. R. Gord, Presented at the Spring 
Technical Meeting of the Central States Section of the Combustion Institute, 21-23 March 2004, 
Austin, TX. 
 
 “CFD Based Global Chemistry Predictions for Normal and Inverse Laminar Ethane Jet 
Diffusion Flames under Oxygen Enhancement and Gravity-Variation,” P. Bhatia, V. R. Katta, P. 
B. Sunderland, S. S. Krishnan, and J. P. Gore, Presented at the 2004 Technical Meeting of the 
Central States Section of the Combustion Institute, 21-23 March 2004, Austin, TX. 
 
“Macro- vs. Micro-Vortex/Flame Interactions in Hydrogen Diffusion Flames,” V. R. Katta, T. R. 
Meyer, J. R. Gord, and W. M. Roquemore, Presented at the 2004 Technical Meeting of the 
Central States Section of the Combustion Institute, 21-23 March 2004, Austin, TX. 
 
“Triple-Flame Propagation and Stabilization in a Laminar Axisymmetric Jet,” X. Qin, C. W. 
Choi, A. Mukhopadhyay, I. K. Puri, S. K. Aggarwal, and V. R. Katta, Combust. Theory 
Modelling 8, 293 (26 March 2004). 
 
“Extinction Criterion for Unsteady Opposing-Jet Diffusion Flames,” V. R. Katta, T. R. Meyer, 
M. S. Brown, J. R. Gord, and W. M. Roquemore, Comb. Flame 137, 198 (April 2004). 
 
”Interaction of Micro-Scale Vortices with Diffusion Flames,” V. R. Katta, J. R. Gord, and W. M. 
Roquemore, Presented at the 2004 International Conference on Numerical Combustion, 9-12 
May 2004, Sedona, AZ. 
 
“Two-Color, Two-Photon Laser-Induced Polarization Spectroscopy (LIPS) Measurements of 
Atomic Hydrogen in Near-Adiabatic, Atmospheric Pressure Hydrogen/Air Flames,” W. D. 
Kulatilaka, R. P. Lucht, S. F. Hanna, and V. R. Katta, Combust. Flame 137, 523 (June 2004). 
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“Simultaneous Laser-Induced Incandescence and OH Planar Laser-Induced Fluorescence for 
Studies of Soot Formation in Liquid-Fueled Gas-Turbine Combustors,” T. R. Meyer, S. Roy, S. 
P. Gogineni, V. M. Belovich, E. Corporan, and J. R. Gord, Presented at the Great Lakes 
Photonics Symposium, 7-11 June 2004, Cleveland, OH. 
 
“Experimental and Theoretical Investigation of Two-Color, Two-Photon Laser-Induced 
Polarization Spectroscopy of Atomic Hydrogen,” S. Roy, Presented at the Great Lakes Photonics 
Symposium, 7-11 June 2004, Cleveland, OH. 
 
“Simulation of PAHs in Trapped-Vortex Combustor,” V. R. Katta and W. M. Roquemore, 
ASME Paper No. GT2004-54165, Presented at the ASME Turbo Expo 2004: Power for Land, 
Sea, and Air, 14-17 June 2004, Vienna, Austria; published in Conference Proceedings. 
 
 “OH-PLIF and Soot Volume Fraction Imaging in the Reaction Zone of a Liquid-Fueled Gas-
Turbine Combustor,” T. R. Meyer, S. Roy, S. Gogineni, E. Corporan, V. Belovich, and J. R. 
Gord, ASME Paper No. GT2004-54318, Presented at the ASME Turbo Expo 2004: Power for 
Land, Sea, and Air, 14-17 June 2004, Vienna, Austria, and published in Conference Proceedings. 
 
“Development and Application of State-of-the-Art Advanced Diagnostics and CFD for 
Combustion and Fluid Flows,” S. P. Gogineni and J. R. Gord, Invited Seminar at the Technical 
University of Darmstadt, 18 June 2004, Darmstadt, Germany. 
 
“Role of Advanced Diagnostics in the Development of Gas Turbine Engines,” S. P. Gogineni 
and J. R. Gord, Invited Seminar at the GE Jack Welsh Research Center, 21 June 2004, 
Bangalore, India. 
 
“Benefits of Suction-Surface Blowing in a Transonic Compressor Stator Vane,” J. 
Estevadeordal, P. Koch, S. Guillot, W. Ng, and D. Car, AIAA Paper No. 2004-2207 presented at 
the 2nd AIAA Flow Control Conference, 28 June – 1 July 2004, Portland, OR. 
 
“Studies of Hydroxyl Distribution and Soot Formation in Turbulent Spray Flames,”  J. R. Gord, 
T. R. Meyer, S. Roy, and S. Gogineni, Presented at the 12th International Symposium on 
Applications of Laser Techniques to Fluid Mechanics, 12-15 July 2004, Lisbon, Portugal. 
 
 “Glimpse of Turbulence,” V. R. Katta, T. R. Meyer, J. R. Gord, and W. M. Roquemore Poster 
presented at the Thirtieth Symposium (International) on Combustion, 25-30 July 2004, Chicago, 
IL.  This poster received First Prize in the Combustion Art Competition that was held in 
conjunction with this meeting. 
 
“Unsteady Effects on Flame Extinction Limits During Gaseous and Two-Phase Flame/Vortex 
Interactions,” A. Lemaire, K. Zahringer, T. R. Meyer, and J. C. Rolon, Presented at the Thirtieth 
Symposium (International) on Combustion, 25-30 July 2004, Chicago, IL.  The paper will be 
published in Proceedings of the Combustion Institute. 
 
“Gravity, Radiation, and Coflow Effects on Partially Premixed Flames,” X. Qin, I. K. Puri, S. K. 
Aggarwal, and V. R. Katta, Phys. Fluids 16(8), 2963 (August 2004). 
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“Temperature and CO2 Concentration Measurements in the Exhaust Stream of a Liquid-Fueled 
Combustor Using Dual-Pump Coherent Anti-Stokes Raman Scattering (CARS) Spectroscopy,” 
S. Roy, T. R. Meyer, R. P. Lucht, V. M. Belovich, E. Corporan, and J. R. Gord, Combust. Flame 
138(3), 273 (August 2004). 
 
“Laser Incandescence, Fluorescence, and Mie-Scattering Images of Particulate Formation in 
Gas-Turbine Combustion,” A. C. Lynch, J. R. Gord, E. Corporan, V. M. Belovich, T. R. Meyer, 
and S. Roy, Presented at the 46th Rocky Mountain Conference on Applied Spectroscopy, 1-5 
August 2004, Denver, CO. 
 
“Measurement of Flame Temperature and Water Concentration Using Structured Emission 
Spectroscopy,” J. D. Miller, S. K. Chelgren, A. C. Lynch, J. R. Gord, T. R. Meyer, and M. S. 
Brown, Presented at the 46th Rocky Mountain Conference on Applied Spectroscopy, 1-5 August 
2004, Denver, CO. 
 
“Laser-Based Parametric Study of Particulate Formation in Gas-Turbine Combustors,” S. K. 
Chelgren, V. M. Belovich, E. Corporan, J. R. Gord, S. Roy, and T. R. Meyer, Presented at the 
46th Rocky Mountain Conference on Applied Spectroscopy, 1-5 August 2004, Denver, CO. 
 
“Dual-Pump, Dual-Broadband, Coherent Anti-Stokes Raman Spectroscopy in Reacting Flows,” 
S. Roy, T. R. Meyer, R. P. Lucht, M. Afzelius, P.-E. Bengtsson, and J. R. Gord, Opt. Lett. 
29(16), 1843 (15 August 2004). 
 
“State-of-the-Art Monitoring of Fuel Acidity,” J. Widera and J. M. Johnson, Presented at the 
228th American Chemical Society National Meeting, 22-26 August 2004, Philadelphia, PA, and 
published in Petrol. Chem. Div. Prepr. 49(4), 473 (2004). 
 
“Stator Cascade Flow Vectoring through Counter Flow Blowing,” M. R. Harff, J. M. Wolff, W. 
W. Copenhaver, D. Car, and J. Estevadeordal,  Int. J. Turbo Jet Engines 21(3), 155 (October 
2004). 
 
“Investigation of a Dynamic Diffusion Flame of H2 in Air with Laser Diagnostics and Numerical 
Modeling,” F. Grisch, B. Attal-Tretout, A. Bresson, P. Bouchardy, V. R. Katta, and W. M. 
Roquemore, Combust. Flame 139, 28 (October 2004). 
 
“State-of-the-Art Fuel Acidity Monitoring,” J. Widera and J. M. Johnson, Presented at the 226th 
Electrochemical Society Meeting, 3-8 October 2004, Honolulu, HI, and published in “Sensors 
VI: Chemical and Biological Sensors and Analytical Methods,” Vol. PV 2004-08 (The 
Electrochemical Society, Pennington, NJ, Fall 2004), pp. 208-214. 
 
“Influence of Fuel Type and Operating Conditions on Particulates in Gas-Turbine Combustors,” 
S. K. Chelgren, V. M. Belovich , E. Corporan, J. R. Gord, M. J. DeWitt, T. R. Meyer, and S. 
Roy, Presented at the AFRC-JFRC Joint International Combustion Symposium, 10-13 October 
2004, Maui, HI. 
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“Application of Laser Imaging for Studies of Particulate Formation in Gas-Turbine 
Combustion,” A. C. Lynch, J. R. Gord, E. Corporan, V. M. Belovich, T. R. Meyer, and S. Roy, 
Presented at the AFRC-JFRC 2004 Joint International Combustion Symposium, 10-13 October 
2004, Maui, HI. 
 
“Development of a Fiber-Optic-Based PIV System for Turbomachinery Applications,” J. 
Estevadeordal, T. Meyer, S. Gogineni, M. Polanka, and J. Gord, Presented at the 57th Annual 
Meeting of the American Physical Society, Division of Fluid Dynamics, 21-23 November 2004, 
Seattle, WA. 
 
“Nonperturbative Modeling of Two-Photon Absorption in a Three-State System,” R. P. Lucht, S. 
Roy, and J. R. Gord, J. Chem. Phys. 121(20), 9820 (22 November 2004). 
 
“Multiple-Pump Coherent Anti-Stokes Raman Scattering for Quantitative Measurement of 
Temperature and Flame Species in a Model Gas-Turbine Combustor,” S. Roy, T. R. Meyer, R. P. 
Lucht, and J. R. Gord, Paper No. V0034 presented at the International Conference on Advanced 
Optical Diagnostics in Fluids, Solids, and Combustion, Visualization Society of Japan/SPIE, 4-6 
December 2004, Tokyo, Japan. 
 
“Role of Lasers in Understanding Combustion and Improving Performance of Gas Turbine 
Engines,” S. Roy, T. R. Meyer and J. R. Gord, Invited presentation at the Bangladesh University 
of Engineering and Technology, 21 December 2004, Dhaka, Bangladesh. 
 
 “Unsteady Effects on Flame Extinction Limits During Gaseous and Two-Phase Flame/Vortex 
Interactions,” A. Lemaire, K. Zahringer, T. R. Meyer, and J. C. Rolon, Proc. Comb. Inst. 30, 475 
(January 2005). 
 
“Performance Measurements of Multi-Cycle Pulse Detonation Engine Exhaust Nozzles,” D. 
Allgood, E. Gutmark, J. Hoke, R. Bradley, and F. Schauer, AIAA Paper No. 2005-222 presented 
at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 January 2005, Reno, NV. 
 
“Performance Measurements of Pulse Detonation Engine Ejectors,” D. Allgood, E. Gutmark, J. 
Hoke, R. Bradley, and F. Schauer, AIAA Paper No. 2005-223 presented at the 43rd AIAA 
Aerospace Sciences Meeting and Exhibit, 10-13 January 2005, Reno, NV. 
 
“Development of a Fiber-Optic PIV System for Turbomachinery Applications,” J. 
Estevadeordal, T. Meyer, S. Gogineni, M. Polanka, and J. Gord, AIAA Paper No. 2005-38 
presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 January 2005, Reno, 
NV. 
 
“PIV with LED:  Particle Shadow Velocimetry (PSV),” J. Estevadeordal and L. P. Goss, AIAA 
Paper No. 2005-37 presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 
January 2005, Reno, NV. 
 
“Detonation Initiation of Hydrocarbon-Air Mixtures in a Pulsed Detonation Engine,” F. R. 
Schauer, C. L. Miser, K. C. Tucker, R. P. Bradley, and J. L. Hoke, AIAA Paper No. 2005-1343 
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presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 January 2005, Reno, 
NV. 
 
“A MHz Repetition Rate OPO System for Ultra-High-Frame Rate PLIF Imaging,” W. R. 
Lempert, N. Jiang, M. Blohm, M. Samimy, G. Switzer, T. R. Meyer, and J. R. Gord, AIAA 
Paper No. 2005-826 presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 
January 2005, Reno, NV. 
 
“Assessment of the Performance of a Pulsejet and Comparison with a Pulsed-Detonation 
Engine,” P. J. Litke, F. R. Schauer, D. E. Paxson, R. P. Bradley, and J. L. Hoke, AIAA Paper No. 
2005-228 presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 January 
2005, Reno, NV. 
 
“Impact of DDT Mechanism, Combustion Wave Speed, Temperature, and Charge Quality on 
Pulsed-Detonation-Engine Performance,” J. L. Hoke, R. P. Bradley, and F. R. Schauer, AIAA 
Paper No. 2005-1342 presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-
13 January 2005, Reno, NV. 
 
“Parallel Computing for Linux Clusters,” T. McCray and J. Estevadeordal, AIAA Paper No. 
2005-1385 presented at the 43rd AIAA Aerospace Sciences Meeting and Exhibit, 10-13 January 
2005, Reno, NV. 
 
 “Simultaneous Planar Laser-Induced Incandescence, OH Planar Laser-Induced Fluorescence, 
and Droplet Mie Scattering in Swirl-Stabilized Spray Flames,” T. R. Meyer, S. Roy, V. M. 
Belovich, E. Corporan, and J. R. Gord, Appl. Opt. 44(3), 445 (20 January 2005). 
 
“Kinetic Behavior of Polymer-Coated Long-Period-Grating Fiber-Optic Sensors,” J. Widera, C. 
E. Bunker, G. E. Pacey, V. R. Katta, M. S. Brown, J. L. Elster, M. E. Jones, J. R. Gord, and S. 
W. Buckner, Appl. Opt. 44(6), 1011 (February 2005). 
 
 “Structured-Emission Thermometry in Hydrogen Diffusion Flames,” A. C. Lynch, S. K. 
Chelgren, J. D. Miller, J. R. Gord, T. R. Meyer, S. Roy, and N. Goldstein, Poster presented at the 
Annual Poster Session sponsored jointly by the Dayton Section of the American Chemical 
Society and the Society for Applied Spectroscopy, 1 March 2005, Dayton, OH. 
 
 “Real-Time Absorption Spectroscopy of the Hydroxyl Radical with Sum Frequency Generation 
of UV Radiation,” T. R. Meyer, S. Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Poster 
presented at the Annual Poster Session sponsored jointly by the Dayton Section of the American 
Chemical Society and the Society for Applied Spectroscopy, 1 March 2005, Dayton, OH. 
 
“Real-Time Absorption Spectroscopy of Carbon Monoxide and Carbon Dioxide with Difference-
Frequency Generation of Mid-IR Radiation,” S. Roy, T. R. Meyer, T. N. Anderson, R. P. Lucht, 
and J. R. Gord, Poster presented at the Annual Poster Session sponsored jointly by the Dayton 
Section of the American Chemical Society and the Society for Applied Spectroscopy, 1 March 
2005, Dayton, OH. 
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“Acquiring and Analyzing THz Spectra for Air Force Applications,” M. S. Brown, G. J. 
Fiechtner, J. van Rudd, D. Zimdars, and J. R. Gord, Poster presented at the Annual Poster 
Session sponsored jointly by the Dayton Section of the American Chemical Society and the 
Society for Applied Spectroscopy, 1 March 2005, Dayton, OH. 
 
“Detecting Ballistic Photons through Dense Media Using the Optical Kerr Effect,” J. R. Gord, T. 
R. Meyer, M. Paciaroni, and M. A. Linne, Poster presented at the Annual Poster Session 
sponsored jointly by the Dayton Section of the American Chemical Society and the Society for 
Applied Spectroscopy, 1 March 2005, Dayton, OH. 
 
“Comparison of Emission-Based Thermometry with Laser-Spectroscopic Methods,” A. C. 
Lynch, S. K. Chelgren, J. R. Gord, T. R Meyer, S. Roy, J. D. Miller, and N. Goldstein, Presented 
at the 30th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 2005, 
Dayton, OH. 
 
“High-Speed Ultraviolet-Laser Sensor for Detection of the Hydroxyl Radical,” T. R. Meyer, S. 
Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Presented at the 30th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 8 March 2005, Dayton, OH. 
 
“High-Speed Mid-Infrared-Laser Sensor for Detection of Carbon Monoxide  
and Carbon Dioxide,” S. Roy, T. R. Meyer, T. N. Anderson, R. P. Lucht, and J. R. Gord, 
Presented at the 30th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 
2005, Dayton, OH. 
 
“Modeling of THz Spectra for Air Force Applications,” M. S. Brown, G. J. Fiechtner, J. van 
Rudd, D. Zimdars, and J. R. Gord, Presented at the 30th Annual AIAA Dayton-Cincinnati 
Aerospace Science Symposium, 8 March 2005, Dayton, OH. 
 
“Ballistic Imaging of Liquid Column Break-Up in Dense Sprays Using Femtosecond Lasers,” J. 
R. Gord, B. V. Kiel, T. R. Meyer, M. Paciaroni, and M. A. Linne, Presented at the 30th Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 2005, Dayton, OH. 
 
“Particle Shadow Velocimetry (PSV),” J. Estevadeordal, L. P. Goss, D. Carr, and T. Bailie, 
Presented at the 30th Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 
2005, Dayton, OH. 
 
 “Heat Exchanger Design for Flash Vaporization of Liquid Hydrocarbon Fuels in a Pulsed 
Detonation Engine,” C. L. Miser, P. I. King, F. H. Schauer, and J. L. Hoke, Presented at the 30th 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 2005, Dayton, OH. 
 
“Studies on Soot Formation in JP-8 Jet Diffusion Flames,” V. R. Katta and C. Montgomery, 
Presented at the Sixth International Symposium on Special Topics in Chemical Propulsion – 
Advancements in Engineering Materials and Chemical Propulsion, 8-11 March 2005, Santiago, 
Chile, and published in Conference Proceedings (pp. 159-160). 
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“Combustion Exhaust Measurements of Nitric Oxide with an Ultraviolet Diode-Laser-Based 
Absorption Sensor,” T. N. Anderson, R. P. Lucht, R. Barron-Jimenez, S. F. Hanna, J. A. Caton, 
T. Walther, S. Roy, M. S. Brown, J. R. Gord, I. Critchley, and L. Flamand, Appl. Opt. 
44(8),1491-1502 (10 March 2005). 
 
“THz Asynchronous Optical Sampling for Spectroscopic Applications,” M. S. Brown, G. J. 
Fiechtner, J. N. Rudd, D. Zimdars, and J. R. Gord, Presented at Optical Terahertz Science and 
Technology (OSA), 14-16 March 2005, Orlando, FL. 
 
“High-Speed Measurements of OH Concentration and Temperature Using a Diode-Laser-Based 
Ultraviolet Absorption Sensor,” T. N. Anderson, R. P. Lucht, S. Roy, T. R. Meyer, and J R. 
Gord, Presented at the 4th Joint Meeting of the U.S. Sections of the Combustion Institute, 20-23 
March 2005, Philadelphia, PA. 
 
“Effect of Nitromethane on Soot Formation in Heptane Jet Diffusion Flames,” V. R. Katta and 
W. M. Roquemore, Presented at the 4th Joint Meeting of the U. S. Sections of the Combustion 
Institute, 20-23 March 2005, Philadelphia, PA. 
 
“CFD Based Global and Detailed Chemistry Predictions for Inverse Laminar Ethane Jet 
Diffusion Flames under Oxygen Enhancement and Gravity Variation,” P. Bhatia, V. R. Katta, S. 
S. Krishnan, P. B. Sunderland, and J. P. Gore, Presented at the 4th Joint Meeting of the U.S. 
Sections of the Combustion Institute, 20-23 March 2005, Philadelphia, PA. 
 
“Numerical Studies on Ultra-Lean Methane Premixed Flames,” V. R. Katta, Z. Cheng, and R. W. 
Pitz, Presented at the 4th Joint Meeting of the U. S. Sections of the Combustion Institute, 20-23 
March 2005, Philadelphia, PA. 
 
“Effect of Diluents on Lifted Partially Premixed Flames in Normal and Microgravity: A 
numerical Investigation,” A. M. Briones, S. K. Aggarwal, and V. R. Katta, Presented at the 4th 
Joint Meeting of the U. S. Sections of the Combustion Institute, 20-23 March 2005, Philadelphia, 
PA. 
 
“Emissions Reduction Technologies for Military Gas Turbine Engines,” G. J. Sturgess, J. Zelina, 
D. T. Shouse, and W. M. Roquemore, J. Gas Turb. Power 21(2), 193-217 (March/April 2005). 
 
“Optical Turbine-Engine Diagnostics for Ground-Test and On-Board Applications,” J. R. Gord, 
T. R. Meyer, S. Roy, M. S. Brown, and S. Gogineni, Invited Paper presented at NATO RTO-
MP-AVT-124, 25-28 April 2005, Budapest, Hungary. 
 
“Development of Simulations/Diagnostics and Their use as a Combustor Design Tool,” W. M. 
Roquemore, C. A. Arana, J. R. Gord, V. R. Katta, T. R. Meyer, and M. S. Brown, Invited paper 
presented at the Computational Engineering and Science Conference (CESC), 26-28 April 2005, 
Washington, D. C. 
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 “Acoustic Measurements for a Pulse Detonation Engine,” L. Shaw, K. Harris, F. Schauer, and J. 
Hoke, AIAA Paper No. 2005-2952 presented at the 11th AIAA/CEAS Aeroacoustics Conference, 
23-25 May 2005,  Monterey, CA. 
 
“Diode-Laser-Based Ultraviolet Absorption Sensor for High-Speed Detection of the Hydroxyl 
Radical,” T. Anderson, R. P. Lucht, T. R. Meyer, S. Roy, and J. R. Gord, Opt. Lett. 30(11), 
1321-1323 (1 June 2005).    
 
“An Investigation of Particle-Shadow Velocimetry (PSV) for Transonic-Flow Applications,” J. 
Estevadeordal and L. Goss, AIAA Paper No. 2005-5009 presented at the 35th AIAA Fluid 
Dynamics Conference and Exhibit, 6-9 June 2005, Toronto, Canada. 
 
 “Advanced Coherent Anti-Stokes Raman Scattering (CARS) Techniques for Simultaneous 
Species and Temperature Measurements,” R. P. Lucht, S. Roy, T. R. Meyer, and J. R. Gord, 
Presented at the Joint Army-Navy-NASA-Air Force (JANNAF) 40th Combustion, 28th 
Airbreathing Propulsion Meeting, 13-16 June 2005, Charleston, SC. 
 
“Dual-Pump Dual-Broadband CARS for Exhaust-Gas Temperature and CO2/O2/N2 Mole-
Fraction Measurements in Model Gas-Turbine Combustors,” T. R. Meyer, S. Roy, R. P. Lucht, 
and J. R. Gord, Comb. Flame 142, 52-61 (July 2005). 
 
“Dynamics of an Inverse Diffusion Flame and Its Role in Polycyclic-Aromatic-Hydrocarbon and 
Soot Formation,” V. R. Katta, L. G. Blevins, and W. M. Roquemore, Comb. Flame 142, 33-51 
(July 2005). 
 
“Studies on Soot Formation in a Model Gas-Turbine Combustor,” V. R. Katta, T. R. Meyer, C. 
Montgomery, W. M. Roquemore, AIAA Paper No. 2005-3777 presented at the 41st 
AIAA/ASME/ASEE Joint Propulsion Conference and Exhibit, 10-13 July 2005, Tucson, AZ. 
 
“Thermometry in Hydrocarbon Diffusion Flames Using Structured-Emission and Laser-Based 
Spectroscopy,” S. K. Chelgren, A. C. Lynch, J. D. Miller, J. R. Gord, T. R. Meyer, S. Roy, and 
N. Goldstein, Presented at the 47th Rocky Mountain Conference on Applied Spectroscopy, 31  
July - 4 August 2005, Denver, CO. 
 
“High-Speed Mid-Infrared Absorption Spectroscopy of CO, CO2, and H2O for Unsteady 
Reacting Flows,” J. D. Miller, T. R. Meyer, S. Roy, R. Pawlik, J. R. Gord, T. N. Anderson, and 
R. P. Lucht, Presented at the 47th Rocky Mountain Conference on Applied Spectroscopy, 31  
July – 4 August 2005, Denver, CO. 
 
“Broadband Picosecond Coherent Anti-Stokes Raman Scattering Spectroscopy of Nitrogen,” A. 
C. Lynch, J. R. Gord, S. Roy, T. R. Meyer,  Presented at the 47th Rocky Mountain Conference on 
Applied Spectroscopy, 31  July – 4 August 2005, Denver, CO. 
 
“Role of Soot in the Transient-Grating Signal Observed in Liquid-Fueled Combustor,” M. S. 
Brown, T. R. Meyer, D. T. Shouse, and J. R. Gord, Poster presented at the Gordon Research 
Conference on Laser Diagnostics in Combustion, 31 July – 5 August 2005, South Hadley, MA.  
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This poster was selected as a “Hot Topic,” and the lead author was invited to speak in a “Hot-
Topics” Section. 
 
“New Developments in Ballistic Imaging for Dense-Spray Diagnostics,” J .R. Gord, T. R. 
Meyer, M. Paciaroni, D. Sedarsky, and M. A. Linne, Poster presented at the Gordon Research 
Conference on Laser Diagnostics in Combustion, 31 July – 5 August 2005, South Hadley, MA.  
This poster was selected as a “Hot Topic,” and the lead author was invited to speak in a “Hot-
Topics” Section. 
 
 “Development of MHz Frame Rate Optical Parametric  Oscillator for PLIF Imaging,” N. Jiang, 
M. Blohm, W. R. Lempert, J. R. Gord, G. L. Switzer, and T. R. Meyer, Poster presented at the 
Gordon Research Conference on Laser Diagnostics in Combustion, 31 July – 5 August 2005, 
South Hadley, MA. 
 
“Development of a High-Speed Tunable Laser Source for MIR Absorption Spectroscopy of CO, 
CO2, and H2O,” T. R. Meyer, S. Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Poster 
presented at the Gordon Research Conference on Laser Diagnostics in Combustion, 31 July – 5 
August 2005, South Hadley, MA.  This poster was selected as a “Hot Topic,” and the lead author 
was invited to speak in a “Hot-Topics” Section. 
 
“Diode-Laser-Based Ultraviolet-Absorption Sensor for High-Speed Measurements of 
Temperature and OH Concentration,” T. N. Anderson, R. P. Lucht, T. R. Meyer, S. Roy, and J. 
R. Gord, Poster presented at the Gordon Research Conference on Laser Diagnostics in 
Combustion, 31 July – 5 August 2005, South Hadley, MA. 
 
 “Time History of Flame Front/Vortex Interactions in a Counterflow Jet Burner,” G. B. King, T. 
R. Meyer, and J. R. Gord, Poster presented at the Gordon Research Conference on Laser 
Diagnostics in Combustion, 31 July – 5 August 2005, South Hadley, MA. 
 
“Broadband Picosecond Coherent Anti-Stokes Raman Scattering Spectroscopy of Nitrogen 
Using a 100-ps Modeless Dye Laser,” S. Roy, T. R. Meyer, and J. R. Gord, Poster presented at 
the Gordon Research Conference on Laser Diagnostics in Combustion, 31 July – 5 August 2005, 
South Hadley, MA.  This poster was selected as a “Hot Topic,” and the lead author was invited 
to speak in a “Hot-Topics” Section. 
 
“Terahertz Propulsion Applications,” T. R. Meyer, S. Roy, M. S. Brown, J. R. Gord, G. J. 
Fiechtner, J. V. Rudd, and D. Zimdars, Invited Presentation at the Terahertz Ohio Workshop, 23 
September 2005, Dayton, OH. 
 
“Simulation of Dynamic Flames and Understanding Their Role in Combustion Devices,” V. R. 
Katta, Presented at the Modeling and Simulations Seminar, 28 September 2005, AFRL/PRTC, 
Wright-Patterson Air Force Base, OH. 
 
 “Tunable Diode-Laser Absorption Spectroscopy for High-Speed Combustion Monitoring,” J. D. 
Miller, T. R. Meyer, S. Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Presented at the 1st 
Dayton Engineering Sciences Symposium, 31 October 2005, Dayton, OH. 
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“Role of Soot in Transient-Grating Signal Observed in Liquid-Fueled Combustor,” M. S. Brown, 
T. R. Meyer, D. T. Shouse, and J. R. Gord, Presented at the 1st Dayton Engineering Sciences 
Symposium, 31 October 2005, Dayton, OH. 
 
“Advances in Dense-Spray Imaging Using Ultrafast Lasers,” T. R. Meyer, J. R. Gord, B. V. Kiel, 
M. Paciaroni, D. Sedarsky, and M. A. Linne, Presented at the 1st Dayton Engineering Sciences 
Symposium, 31 October 2005, Dayton, OH. 
 
“Picosecond Coherent Anti-Stokes Raman Scattering Thermometry in Fuel-Rich Hydrocarbon-
Air Diffusion Flames,” A. C. Lynch, J. R. Gord,  S. Roy, and T. R. Meyer, Presented at the 1st 
Dayton Engineering Sciences Symposium, 31 October 2005, Dayton, OH. 
 
“Laser Diagnostics for Particulate Mitigation Studies in Gas-Turbine Combustors,” A. C. Lynch, 
J. R. Gord, E. Corporan, V. M. Belovich, T. R. Meyer, S. Roy, and M. J. DeWitt, Presented at 
the 1st Dayton Engineering Sciences Symposium, 31 October 2005, Dayton, OH. 
 
“Ballistic Imaging of the Liquid Core for a Steady Jet in Crossflow,” M. A. Linne, M. Paciaroni, 
J. R. Gord, and T. R. Meyer, Appl. Opt. 44(31), 6627-6634 (November 2005). 
 
 “Measurements of OH Mole Fraction and Temperature Up to 20 kHz by Using a Diode-Laser-
Based UV Absorption Sensor,” T. R. Meyer, S. Roy, T. N. Anderson, J. D. Miller, V. R. Katta, 
R. P. Lucht, and J. R. Gord, Appl. Opt. 44(31), 6729-6740 (1 November 2005).  
 
 “Micro-Vortex/Flame Interactions and Their Implications in Turbulent-Flame Modeling,” V. R. 
Katta, T. R. Meyer, J. R. Gord, and W. M. Roquemore, Presented at the 2005 Technical Meeting 
of the Eastern States Section of the Combustion Institute, 13-15 November 2005, Orlando, FL, 
and published in Conference Proceedings. 
 
“10-kHz Detection of CO2 at 4.5 µm by Using Tunable Diode-Laser-Based Difference-
Frequency Generation,” T. R. Meyer, S. Roy, T. N. Anderson, R. P. Lucht, R. Barron-Jimenez, 
and J. R. Gord, Opt. Lett. 30(22), 3087-3089 (15 November 2005). 
 
“High Speed Measurement of Temperature and Lifetime-Corrected Laser-Induced Fluorescence 
of Minor Species in Unsteady Flows,” T. R. Meyer, J. R. Gord, T. N. Anderson, and G. B. King, 
Provisional Patent Application submitted in December 2005. 

“High-Speed Mid-Infrared Absorption Sensor Using Diode-Laser-Based Difference-Frequency 
Generation,” T. R. Meyer, S. Roy, J. R. Gord, R. Barron-Jimenez, T. N. Anderson, and R. P. 
Lucht, Provisional Patent Application submitted in December 2005. 

“High-Speed Ultraviolet Absorption Sensor Using Diode-Laser-Based Sum-Frequency 
Generation,” T. R. Meyer, S. Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Provisional 
Patent Application submitted in December 2005. 
 
 “Dual-Pump, Dual-Broadband Coherent Anti-Stokes Raman Scattering Method,” S. Roy, T. R. 
Meyer, R. P. Lucht, and J. R. Gord, U. S. Patent Application submitted December 2005. 
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“Dual-Pump, Dual-Broadband Coherent Anti-Stokes Raman Scattering Apparatus,” S. Roy, T. 
R. Meyer, R. P. Lucht, and J. R. Gord, U. S. Patent Application submitted December 2005. 
 
“Broadband Coherent Anti-Stokes Raman Scattering Spectroscopy of Nitrogen Using a 
Picosecond Modeless Dye Laser,” S. Roy, T. R. Meyer, and J. R. Gord, Opt. Lett. 30(23), 3222-
3224 (1 December 2005). 
 
“Time-Resolved Dynamics of Resonant and Nonresonant Broadband Picosecond Coherent Anti-
Stokes Raman Scattering Signals,” S. Roy, T. R. Meyer, and J. R. Gord, Appl. Phys. Lett. 87, 
264103 (26 December 2005). 
 
“Imaging System for Liquid-Surface Velocity and Acceleration Measurements in Atomizing 
Sprays,” T. R. Meyer, J. R. Gord, B. V. Kiel, M. E. Paciaroni, M. A. Linne, and D. L. Sedarsky, 
Provisional Patent Application submitted in January 2006. 
 
“Nitric Oxide Sensor and Method,” R. P. Lucht, T. N Anderson, S. F. Hanna, R. Barron-Jimenez, 
T. Walther, S. Roy, M. S. Brown, J. R. Gord, and J. A. Caton, U. S. Patent No. 6,982,426 issued 
3 January 2006. 
 
 “Fluidic Control Studies for Diffusion Enhancement in Axial Compression System,” D. Car, S. 
Bailie, C. Baudendistal, D. Gebbie, and J. Estevadeordal, AIAA Paper No. 2006-417 presented 
at the 44th AIAA Aerospace Sciences Meeting and Exhibit, 9-12 January 2006, Reno, NV. 
 
“An Injection-Seeded MHz Repetition Rate OPO System,” N. Jiang, M. Samimy, W. Lempert, 
G. Switzer, T. Meyer, and J. R. Gord, AIAA Paper No. 2006-838, presented at the 44th AIAA 
Aerospace Sciences Meeting and Exhibit, 9-12 January 2006, Reno, NV. 
 
“The Impact of Detonation Initiation Techniques on Thrust in a Pulse Detonation Engine,” J. 
Hoke, R. Bradley, J. Gallia, and F. Schauer, AIAA Paper No. 2006-1023 presented at the 44th 
AIAA Aerospace Sciences Meeting and Exhibit, 9-12 January 2006, Reno, NV. 
 
“Performance Measurements of Straight and Diverging Ejectors Integrated with a Pulse 
Detonation Engine,” A. Glaser, N. Caldwell, and E. Gutmark, J. Hoke, and R. Bradley, AIAA 
Paper No. 2006-1022 presented at the 44th AIAA Aerospace Sciences Meeting and Exhibit, 9-12 
January 2006, Reno, NV. 
 
“Performance Assessment of a Large Scale Pulsejet-Driven Ejector System,” D. Paxson, P. 
Litke, F. Schauer, R. Bradley, and J. Hoke, AIAA Paper No. 2006-1021 presented at the 44th 
AIAA Aerospace Sciences Meeting and Exhibit, 9-12 January 2006, Reno, NV. 
“Performance Measurements of Multicycle Pulse-Detonation-Engine Exhaust Nozzles,” D. 
Allgood, E. Gutmark, J. Hoke, R. Bradley, and F. Schauer, J. Propul. Power 22(1), 70-77 
(January-February 2006). 
 
“Diode-Laser-Based Sum and Difference Frequency Generation for High-Speed UV and MIR 
Absorption Spectroscopy,” T. R. Meyer, S. Roy, T. N. Anderson, R. Barron-Jimenez, R. P. 
Lucht, and J. R. Gord, Presented at the OSA Laser Applications to Chemical, Security, and 
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Environmental Analysis Topical Meeting and Tabletop Exhibit, 5-9 February 2006, Incline 
Village, NV. 
 
 “Nonresonant-Background-Free Broadband Coherent Anti-Stokes Raman Spectroscopy Using 
Picosecond Lasers,” S. Roy, T. R. Meyer, and J. R. Gord, Presented at the OSA Laser 
Applications to Chemical, Security, and Environmental Analysis Topical Meeting and Tabletop 
Exhibit, 5-9 February 2006, Incline Village, NV. 
 
“Planar Imaging of Soot, Droplets, and Fluorescence for Studies of Alternative Fuel Blends in 
Gas-Turbine Combustion,” A. C. Lynch, J. R. Gord, T. R. Meyer and S. Roy, Presented at the 
OSA Laser Applications to Chemical, Security, and Environmental Analysis Topical Meeting 
and Tabletop Exhibit, 5-9 February 2006, Incline Village, NV. 

 “Water-Vapor Detection Using Asynchronous THz Sampling,” M. S. Brown, G. J. Fiechtner, J. 
V. Rudd, D. Zimdars, M. Warmuth, and J. R. Gord, Appl. Spectrosc. 60(3), 261-265 (March 
2006).  

 “An Injection-Seeded MHz Repetition Rate Optical Parametric Oscillator,” N. Jiang, M. Blohm, 
W. R. Lempert, G. L. Switzer, T. R. Meyer, and J. R. Gord, Submitted to Optics Express in 
March 2006. 
 
 “Plasma Ignition Systems in Pulse Detonation Engines,” J. Corrigan, F. Schauer, S.-T. Yu, J. 
Hoke, S. Williams, K. Busby, and C. Cathey, Presented at the 31st Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH. 
 
“The Impact of Detonation Initiation Techniques on Thrust in a Pulsed Detonation Engine,” J. R. 
Gallia, F. R. Schauer, J. L. Hoke, and R. P. Bradley, Presented at the 31st Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH 
 
“Performance Measurements of Diverging Ejectors Driven by a Pulse Detonation Engine,” A. J. 
Glaser, N. Caldwell, E. Gutmark, J. Hoke, R. Bradley, and F. Schauer, Presented at the 31st 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH. 
 
“Parametric Characterization for Particle-Shadow Velocimetry (PSV),” J. Estevadeordal and L. 
P. Goss, Presented at the 31st Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 
7 March 2006, Dayton, OH. 
 
“Temperature Measurements in Combusting Environments by Picosecond Coherent Anti-Stokes 
Raman Scattering,” J. R. Gord, S. Roy, and T. R. Meyer, Presented at the 31st Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH. 
 
“Laser Imaging for Studies of Alternative Fuels in Gas-Turbine Engines,” A. C. Lynch, J. R. 
Gord, V. M. Belovich, E. Corporan, M. J. DeWitt, and T. R. Meyer, Presented at the 31st Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH. 
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“New Developments in Diode-Laser Spectroscopy for Combustion,” T. R. Meyer, S. Roy, J. R. 
Gord, T. N. Anderson, and R. P. Lucht, Presented at the 31st Annual AIAA Dayton-Cincinnati 
Aerospace Science Symposium, 7 March 2006, Dayton, OH. 
 
“Quenching-Free Detection of Nitric Oxide Using Electronic-Resonance-Enhanced Coherent 
Anti-Stokes Raman Scattering Spectroscopy,” S. Roy, W. D. Kulatilaka, S. V. Naik, N. M. 
Laurendeau, R. P. Lucht, and J. R. Gord, Presented at the 31st Annual AIAA Dayton-Cincinnati 
Aerospace Science Symposium, 7 March 2006, Dayton, OH.   
 
“RELIEF Velocimetry for Large-Scale Wind-Tunnel Facilities,” W. R. Lempert, Y. Zuzeek, M. 
Uddi, S. Roy, T. R. Meyer, S. P. Gogineni, and J. R. Gord, Presented at the 31st Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 7 March 2006, Dayton, OH.   
 
 “Picosecond-Time-Resolved CARS Studies of Nitrogen Collision Dynamics,” J. R. Gord, S. 
Roy, and T. R. Meyer, Poster presented at the Annual Poster Session sponsored jointly by the 
Dayton Section of the American Chemical Society and the Society for Applied Spectroscopy, 7 
March 2006, Dayton, OH. 
 
“Tunable Diode-Laser Absorption Spectroscopy for UV and Mid-IR Combustion Sensing,” T. R. 
Meyer, S. Roy, J. R. Gord, T. N. Anderson, and R. P. Lucht, Poster presented at the Annual 
Poster Session sponsored jointly by the Dayton Section of the American Chemical Society and 
the Society for Applied Spectroscopy, 7 March 2006, Dayton, OH. 
 
“Effects of Alternative-Fuel Chemistry and Atomization on Soot Formation,” A. C. Lynch, J. R. 
Gord, V. M. Belovich, E. Corporan, M. J. DeWitt, and T. R. Meyer, Poster presented at the 
Annual Poster Session sponsored jointly by the Dayton Section of the American Chemical 
Society and the Society for Applied Spectroscopy, 7 March 2006, Dayton, OH. 
 
 “Electronic-Resonance-Enhanced CARS for Minor Species Detection,” S. Roy, W. D. 
Kulatilaka, S. V. Naik, N. M. Laurendeau, R. P. Lucht, and J. R. Gord, Poster presented at the 
Annual Poster Session sponsored jointly by the Dayton Section of the American Chemical 
Society and the Society for Applied Spectroscopy, 7 March 2006, Dayton, OH. 
 
“A Numerical Investigation of Flame Liftoff, Stabilization, and Blowout,” A. Briones, S. K. 
Aggarwal, and V. R. Katta, Phys. Fluids 18, 043603 (April 2006). 

 “Velocity Imaging for the Liquid-Gas Interface in the Near Field of an Atomizing Spray: Proof 
of Concept,” D. Sedarsky, M. Paciaroni, M. A. Linne, J. R. Gord, and T. R. Meyer, Opt. Lett. 
31(7), 906-908 (1 April 2006). 

“Effect of P-Additive on Soot Formation in Jet Diffusion and Premixed Flames,” V. R. Katta and 
W. M. Roquemore, Presented at the 11th International Conference on Numerical Combustion, 
23-26 April 2006, Granada, Spain. 

 “Trimethylphosphate as Soot Reducing Agent–A Numerical Study on Jet Flames,” V. R. Katta 
and W. M. Roquemore, Presented at the 2006 Technical Meeting of the Central States Section of 
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the Combustion Institute, 21-23 May 2006, Cleveland, OH, and published in Conference 
Proceedings. 

“Hysteresis in a Counterflow Premixed Flame System,” V. R. Katta, S. Hu, P. Wang, R. W. Pitz, 
W. M. Roquemore, and J. R. Gord, Presented at the 2006 Technical Meeting of the Central 
States Section of the Combustion Institute, 21-23 May 2006, Cleveland, OH, and published in 
Conference Proceedings.  
 
“Effects of H2-Enrichment on Flame Propagation Characteristics of Methane-Air Flames,” A. M. 
Briones, S. K. Aggarwal, and V. R. Katta, Presented at the 2006 Technical Meeting of the 
Central States Section of the Combustion Institute, 21-23 May 2006, Cleveland, OH, and 
published in Conference Proceedings. 
 
“Electronic-Resonance-Enhanced CARS Detection of Nitric Oxide,” W. D. Kulatilaka, S. V. 
Naik, N. M. Laurendeau, R. P. Lucht, S. Roy, and J. R. Gord, Presented at the 2006 Technical 
Meeting of the Central States Section of the Combustion Institute, 21-23 May 2006, Cleveland, 
OH, and published in Conference Proceedings. 
 
“RELIEF Velocimetry Using Picosecond Tagging and Nd:YAG-Based Interrogation,” W. 
Lempert, Y. Zuzeek, M. Uddi, K. Frederickson, N. Jiang, S. Roy, T. R. Meyer, S. Gogineni, and 
J. R. Gord, AIAA Paper No. 2006-2970 presented at the 25th AIAA Aerodynamic Measurement 
Technology and Ground Testing Conference, 5-8 June 2006, San Francisco, CA. 
 
“Soot Production Rates in Strongly Forced Methane-Air Laminar Diffusion Flames,” V. V. 
Barve, N. T. Clement, O. A. Ezekoye, and V. R. Katta, AIAA Paper No. 2006-3286 presented at 
the 25th AIAA Aerodynamic Measurement Technology and Ground Testing Conference, 5-8 
June 2006, San Francisco, CA. 
 
“Slot Jet Flow Control for Diffusion Enhancement: Endwall Observations and Improvements,” 
D. Car, S. T. Bailie, and J. Estevadeordal, AIAA Paper No. 2006-3496 presented at the 25th 
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A. K. Patnaik, S. Roy, R. P. Lucht, and J. R. Gord, Invited presentation at the XXXVIII Winter 
Colloquium on the Physics of Quantum Electronics, 6-10 January 2008, Snowbird, UT.  
 
“Insensitivity of Electronic-Resonance-Enhanced Coherent Anti-Stokes Raman Scattering to 
Collisions,” A. K. Patnaik, S. Roy, R. P. Lucht, and J. R. Gord, Poster presented at the XXXVIII 
Winter Colloquium on the Physics of Quantum Electronics, 6-10 January 2008, Snowbird, UT. 
 
 “Direct Initiation by Detonation Branching in a Pulsed Detonation Engine,” A. R. Hausman, P. 
I. King, D. R. Hopper, J. L. Hoke, and F. R. Schauer, AIAA Paper No. 2008-108 presented at the 
46th AIAA Aerospace Sciences Meeting and Exhibit, 7-10 January 2008, Reno, NV. 
 
“Fuel Composition Analysis of Endothermically Heated JP-8 Fuel for Use in a Pulsed 
Detonation Engine,” E. A. Nagley, P. I. King, F. R. Schauer, M. J. DeWitt, and J. L. Hoke, 
AIAA Paper No. 2008-109 presented at the 46th AIAA Aerospace Sciences Meeting and Exhibit, 
7-10 January 2008, Reno, NV. 
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“Development of a Continuous Branching Pulsed Detonation Engine,” D. R. Hopper, P. I. King, 
J. L. Hoke, and F. R. Schauer, AIAA Paper No. 2008-112 presented at the 46th AIAA Aerospace 
Sciences Meeting and Exhibit, 7-10 January 2008, Reno, NV. 
 
 “Single-Ejector Augmentation of a Multi-Tube Pulsed Detonation Engine,” J. Hoke, R. Bradley, 
and F. Schauer, AIAA Paper No. 2008-115 presented at the 46th AIAA Aerospace Sciences 
Meeting and Exhibit, 7-10 January 2008, Reno, NV. 
 
“Investigation of Fundamental Processes Leading to Pulse Detonation Engine/Ejector Thrust 
Augmentation,” N. Caldwell, E. Gutmark, J. Hoke, R. Bradley, and F. Schauer, AIAA Paper No. 
2008-116 presented at the 46th AIAA Aerospace Sciences Meeting and Exhibit, 7-10 January 
2008, Reno, NV. 
 
“Evaluation of Chemical Kinetics Models for Heptane Combustion,” V. R. Katta and W. M. 
Roquemore, AIAA Paper 2008-1015 presented at the 46th AIAA Aerospace Sciences Meeting 
and Exhibit, 7-10 January 2008, Reno, NV. 
 
“Temperature Measurements in Reacting Flows by Time-Resolved Femtosecond Coherent Anti-
Stokes Raman Scattering (fs-CARS) Spectroscopy,” S. Roy, P. J. Kinnius, R. P. Lucht, and J. R. 
Gord, Opt. Commun. 281(2), 319-325 (January 15, 2008). 
 
 “Temperature Measurements Using Time-Delayed Picosecond CARS,” S. Roy, P. Hsu, and J. 
R. Gord, Presented at the 33rd Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 
4 March 2008, Dayton, OH. 
  
“Slowing Down Light to Biking Speed through Resonant Laser-Matter Interactions,” A. K. 
Patnaik, P. S. Hsu, S. Roy, and J. R. Gord, Presented at the 33rd Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
 
“Transient Optical Pump/Probe Spectroscopy for Thermal-Conductivity Measurements,” J. J. 
Gengler, S. Roy, S. Ganguli, A. Roy, and J. R. Gord, Presented at the 33rd Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH. 
 
“Low-Repetition-Rate Picosecond Optical Parametric Generator for Laser Diagnostics in 
Reacting Flows,” P. Hsu, S. Roy, and J. R. Gord, Presented at the 33rd Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
 
“Characterization of Dense Liquid Sprays with Ultrafast Ballistic Imaging,” K. D. Grinstead, Jr., 
J.  Schmidt, T. R. Meyer, S. Roy, S. A. Danczyk, and J. R. Gord, Presented at the 33rd Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
 
“Ultrafast CARS for High-Speed Temperature Measurements in Reacting Flows,” J. R. Gord, P. 
J. Kinnius, R. P. Lucht, K. D. Frische, and S. Roy, Presented at the 33rd Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
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“Laser-Induced Breakdown Spectroscopy for Detection of Volatile Aerosols,” M. S. Brown, K. 
D. Frische, T. G. Erickson, J. R. Gord, and W. M. Roquemore, Presented at the 33rd Annual 
AIAA Dayton-Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
 
“Investigation of Blade-Row Interactions in a Transonic Compressor Using PIV,” J. 
Estevadeordal, S. Gorrell, and S. L. Puterbaugh, Presented at the 33rd Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH.  
 
“Development of a Continuous Branching Pulsed Detonation Engine,” D. R. Hopper, P. I. King, 
J. L. Hoke, and F. Schauer, Presented at the 33rd Annual AIAA Dayton-Cincinnati Aerospace 
Science Symposium, 4 March 2008, Dayton, OH. 
 
“Centerbody Flame with Tight Spirals,” S. Stouffer, G. Justinger, M. Roquemore, A. Lynch, V. 
Belovich, J. Gord, K. Grinstead, V. Katta, and K. Frische, Poster presented at the Art-in-the-
Science Competition that was held in conjunction with the 33rd AIAA Dayton-Cincinnati 
Aerospace Science Symposium, 4 March 2008, Dayton, OH.  Of the eight entries in the 
competition, this poster received the Second-Place Award. 
 
“Time-Delayed Picosecond CARS for Combustion Thermometry,” S. Roy, P. Hsu, and J. R. 
Gord, Poster presented at the Annual Poster Session sponsored jointly by the Dayton Section of 
the American Chemical Society and the Ohio Valley Section of the Society for Applied 
Spectroscopy, 4 March 2008, Dayton, OH. 
 
“Slowing/Stopping Light in Coherently Prepared Media,” A. K. Patnaik, P. S. Hsu, S. Roy, and 
J. R. Gord, Poster presented at the Annual Poster Session sponsored jointly by the Dayton 
Section of the American Chemical Society and the Ohio Valley Section of the Society for 
Applied Spectroscopy, 4 March 2008, Dayton, OH. 
 
 “Femtosecond Pump/Probe Measurements of Thermal Conductivity,” J. J. Gengler, S. Roy, S. 
Ganguli, A. Roy, and J. R. Gord, Poster presented at the Annual Poster Session sponsored jointly 
by the Dayton Section of the American Chemical Society and the Ohio Valley Section of the 
Society for Applied Spectroscopy, 4 March 2008, Dayton, OH. 
 
 “Picosecond Optical Parametric Generator for Combustion Measurements,” P. Hsu, S. Roy, and 
J. R. Gord, Poster presented at the Annual Poster Session sponsored jointly by the Dayton 
Section of the American Chemical Society and the Ohio Valley Section of the Society for 
Applied Spectroscopy, 4 March 2008, Dayton, OH. 
 
“Ultrafast Ballistic-Photon Imaging for Visualizing Dense Liquid Sprays,” K. D. Grinstead, Jr., 
J.  Schmidt, T. R. Meyer, S. Roy, S. A. Danczyk, and J. R. Gord, Poster presented at the Annual 
Poster Session sponsored jointly by the Dayton Section of the American Chemical Society and 
the Ohio Valley Section of the Society for Applied Spectroscopy, 4 March 2008, Dayton, OH. 
 
“Single-Shot Time-Resolved Femtosecond CARS for High-Bandwidth Combustion 
Thermometry,” J. R. Gord, P. J. Kinnius, R. P. Lucht, K. D. Frische, and S. Roy, Poster 
presented at the Annual Poster Session sponsored jointly by the Dayton Section of the American 
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Chemical Society and the Ohio Valley Section of the Society for Applied Spectroscopy, 4 March 
2008, Dayton, OH. 
 
“Laser-Induced Breakdown Spectroscopy for Detection of Volatile Aerosols,” M. S. Brown, K. 
D. Frische, T. G. Erickson, J. R. Gord, and W. M. Roquemore, Poster presented at the Annual 
Poster Session sponsored jointly by the Dayton Section of the American Chemical Society and 
the Ohio Valley Section of the Society for Applied Spectroscopy, 4 March 2008, Dayton, OH. 
 
 “Fs-CARS for High-Bandwidth, Collision-Free Temperature Measurements,” S. Roy, P. J.  
Kinnius, R. P. Lucht, and J. R. Gord.  Invited paper presented at the Laser Applications to 
Chemical, Security, and Environmental Analysis (LACSEA) Meeting, 17-20 March 2008, St. 
Petersburg, FL. 
 
“Theory of Single-Pulse Femtosecond Coherent Anti-Stokes Raman Scattering Using a Chirped 
Probe Beam,” A. K. Patnaik, P. J. Kinnius, R. P. Lucht, S. Roy, and J. R. Gord, Presented at the 
Laser Applications to Chemical, Security, and Environmental Analysis (LACSEA) Meeting, 17-
20 March 2008, St. Petersburg, FL. 
 
“Measurements of Nitric Oxide Using Single-Shot, Midband Electronic-Resonance-Enhanced 
Coherent Anti-Stokes Raman Scattering (ERE-CARS) Vibrational Spectroscopy,” N. Chai, S. V. 
Naik, R. P. Lucht, M. N. Laurendeau, S. Roy, and J. R. Gord, Presented at the Laser 
Applications to Chemical, Security, and Environmental Analysis (LACSEA) Meeting, 17-20 
March 2008, St. Petersburg, FL. 
 
“Effect of Collisions on Time-Delayed Picosecond Coherent Anti-Stokes Raman Scattering (ps-
CARS) Spectroscopy,” J. R. Gord, P. Hsu, and S. Roy, Presented at the Laser Applications to 
Chemical, Security, and Environmental Analysis (LACSEA) Meeting, 17-20 March 2008, St. 
Petersburg, FL. 
 
“Insensitivity of Electronic-Resonance-Enhanced Coherent Anti-Stokes Raman Scattering (ERE-
CARS) to Electronic Quenching,” A. K. Patnaik, S. Roy, R. P. Lucht, and J. R. Gord, Presented 
at the Laser Applications to Chemical, Security, and Environmental Analysis (LACSEA) 
Meeting, 17-20 March 2008, St. Petersburg, FL. 
 
 “Stability of Lifted Flames in Centerbody Burner,” V. R. Katta and W. M. Roquemore, 
Presented at the 2008 Technical Meeting of the Central States Section of the Combustion 
Institute, 20-23 April 2008, Tuscaloosa, AL, and published in the Conference Proceedings.  
 
“Comparison of Chemical-Kinetics Mechanisms Through Predicting a Nonpremixed Ethylene 
Jet Flame,” V. R. Katta, W. M. Roquemore, and R. J. Santoro, Presented at the 2008 Technical 
Meeting of the Central States Section of the Combustion Institute, 20-23 April 2008, Tuscaloosa, 
AL, and published in the Conference Proceedings. 
 
“Controlling Speed of Light by Light: Slow and Stopped Light,” A. K. Patnaik, P. S. Hsu, S. 
Roy, and J. R. Gord, Invited presentation at the Physics Seminar at Wright State University, 25 
April 2008, Dayton, OH. 
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 “Effects of H2 Enrichment on the Propagation Characteristics of CH4-Air Triple Flames,” A. M. 
Briones, S. K. Aggarwal, and V. R. Katta, Comb. Flame 153, 367-383 (May 2008). 
 
“Femtosecond Coherent Anti-Stokes Raman Scattering Measurement of Gas-Phase Species and 
Temperature,” R. P. Lucht, P. J. Kinnius, S. Roy, and J. R. Gord, Presented at the Conference on 
Lasers and Electro-Optics/Quantum Electronics and Laser Science Conference (CLEO/QELS), 
5-9 May 2008, San Jose, CA. 
 
 “Perturbative Theory and Modeling of Electronic-Resonance-Enhanced Coherent Anti-Stokes 
Raman Scattering Spectroscopy of Nitric Oxide,” J. P. Kuehner, S. V. Naik, W. D. Kulatilaka, N. 
Chai, N. M. Laurendeau, R. P. Lucht, A. Patnaik, M. O. Scully, S. Roy, and J. R. Gord, J. Chem. 
Phys. 128, 174308 (May 7, 2008). 
 
“Numerical Studies on Cavity-Inside-Cavity-Supported Flames in Ultra Compact Combustors,” 
V. R. Katta, J. Zelina, and W. M. Roquemore, Paper No. GT2008-50853 presented at the 53rd 
ASME International Gas Turbine and Aeroengine Congress and Exposition, 9-13 June 2008, 
Berlin, Germany, and published in Proceedings of ASME Turbo Expo ’08: Power for Land, Sea, 
and Air. 
 
 “Applications of Ultrafast Lasers for Optical Measurements in Combusting Flows,” J. R. Gord, 
T. R. Meyer, and S. Roy, Invited book chapter, Annual Review of Analytical Chemistry, Vol. 1 
(Eds. E. S. Yeung and R. N. Zare) (Annual Reviews, Palo Alto, CA, July 2008), pp. 663-687. 
 
“Calculation of Multidimensional Flames Using Large Chemical Kinetics,” V. R. Katta and W. 
M. Roquemore, AIAA J. 46(7), 1640-1650 (July 2008). 
 
“Asymmetric Expansion of Detonation Wave in an Array of Tubes,” V. R. Katta, AIAA Paper 
No. 2008-4778 presented at the 44th AIAA/ASME/SAE/ASEE Joint Propulsion Conference and 
Exhibit, 21-23 July 2008, Hartford, CT. 
 
“PIV Measurements of Blade-Row Interactions in a Transonic Compressor for Various 
Operating Conditions,” J. Estevadeordal, S. Gorrell, and S. Puterbaugh, AIAA Paper No. 2008-
4700 presented at the 44th AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, 
21-23 July 2008, Hartford, CT. 
 
 “Theory of Femtosecond Coherent Anti-Stokes Raman Scattering (CARS) Spectroscopy for 
Gas-Phase Transitions,” R. P. Lucht, S. Roy, and J. R. Gord, Poster presented at the Work-in-
Progress Poster Sessions at the 32nd International Symposium on Combustion, 3-8 August 2008, 
Montreal, Canada. 
 
 “Measurements of Nitric Oxide Concentration in Flames Using Broadband Stokes Electron-
Resonance-Enhanced Coherent Anti-Stokes Raman Scattering,” N. Chai, A. Satija, S. V. Naik, 
R. P. Lucht, N. M. Laurendeau, S. Roy, and J. R. Gord, Poster presented at the Work-in-Progress 
Poster Sessions at the 32nd International Symposium on Combustion, 3-8 August 2008, Montreal, 
Canada. 
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 “Single-Laser-Shot Detection of Nitric Oxide in Reacting Flows Using Electronic Resonance 
Enhanced Coherent Anti-Stokes Raman Scattering,” N. Chai, S. V. Naik, N. M. Laurendeau, R. 
P. Lucht, S. Roy, and J. R. Gord, Appl. Phys. Lett. 93(9) 091115-1 – 091115-3 (September 1, 
2008). 
 
“Collisional Effects on Molecular Dynamics in Electronic-Resonance-Enhanced CARS,” A. 
Patnaik, S. Roy, R. P. Lucht, and J. R. Gord, J. Mod. Opt. 55(19-20), 3263-3272 (10-20 
November 2008). 
 
“Efficiency and Scaling of an Ultrashort-Pulse High-Repetition-Rate Laser-Driven X-Ray 
Source,” C. L. Rettig, W. M. Roquemore, and J. R. Gord, Appl. Phys. B 93(2-3), 365-372 
(November 2008). 
 
“Performance Studies of Pulse Detonation Engine Ejectors,” D. Allgood, E. Gutmark, J. Hoke, 
R. Bradley, and F. Schauer, J. Propul. Power 24(6), 1317-1323 (November-December 2008). 
 
“Study on the Operation of Pulse-Detonation-Engine-Driven Ejectors,” A. J. Glaser, N. 
Caldwell, E. Gutmark, J. Hoke, R. Bradley, and F. Schauer, J. Propul. Power 24(6), 1324-1331  
(November-December 2008). 
 
 “Development of Nearly Transform-Limited, Low-Repetition-Rate, Picosecond Optical 
Parametric Generator,” P. S. Hsu, S. Roy, and J. R. Gord, Opt. Commun. 281(24), 6068-6071 
(December 15, 2008). 
 
 “PIV Investigation of a Highly Loaded LPT Blade Using a Curved Laser Sheet,” C. Marks, R. 
Sondergaard, M. Wolff, and J. Estevadeordal, AIAA Paper No. 2009-0301 presented at the 47th 
AIAA Aerospace Sciences Meeting Including the New Horizons Forum and Aerospace 
Exposition, 5-8 January 2009, Orlando, FL. 
 
“Gas Phase Temperature Measurements in Reacting Flows Using Fiber-Coupled Picosecond 
CARS,” J. R. Gord, P. S. Hsu, A. K. Patnaik, T. R. Meyer, and S. Roy, AIAA Paper No. 2009-
1444 presented at the 47th AIAA Aerospace Sciences Meeting Including the New Horizons 
Forum and Aerospace Exposition, 5-8 January 2009, Orlando, FL. 
 
“Emissions in a Pulsed Detonation Engine,” J. L. Hoke, R. P. Bradley, V. R. Katta, and F. R. 
Schauer, AIAA Paper No. 2009-505 presented at the 47th AIAA Aerospace Sciences Meeting 
Including the New Horizons Forum and Aerospace Exposition, 5-8 January 2009, Orlando, FL. 
 
“Pressure Scaling Effects on Ignition and Detonation Initiation in a Pulsed Detonation Engine,” 
A. Naples, S.-T. J. Yu, J. Hoke, K. Busby, and F. Schauer, AIAA Paper No. 2009-1062 
presented at the 47th AIAA Aerospace Sciences Meeting Including the New Horizons Forum and 
Aerospace Exposition, 5-8 January 2009, Orlando, FL. 
 
“Schlieren Imaging of a Single-Ejector Multi-Tube Pulse Detonation Engine,” J. L. Hoke, A. G. 
Naples, L. P. Goss, and F. R. Schauer, AIAA Paper No. 2009-1065 presented at the 47th AIAA 
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Aerospace Sciences Meeting Including the New Horizons Forum and Aerospace Exposition, 5-8 
January 2009, Orlando, FL. 
 
 “Soot Studies of Laminar Diffusion Flames with Recirculation Zones,” W. M. Roquemore, V. 
Katta, S. Stouffer, V. Belovich, R. Pawlik, M. Arstingstall, G. Justinger, J. Gord, A. Lynch, J. 
Zelina, and S. Roy, Presented at the 32nd International Symposium on Combustion, 3-8 August 
2008, Montreal, Canada; Proc. Combust. Inst. 32(1), 729-736 (23 January 2009). 
 
“Examination of Laminar-Flamelet Concept Using Vortex/Flame Interactions,” V. R. Katta, W. 
M. Roquemore, and J. R. Gord, Presented at the 32nd International Symposium on Combustion, 
3-8 August 2008, Montreal, Canada; Proc. Comb. Inst. 32(1), 1019-1026 (23 January 2009). 
 
“Impact of Soot on Flame Flicker,” V. R. Katta, W. M. Roquemore, A. Menon, S-Y Lee, R. J. 
Santoro, and T. A. Litzinger, Presented at the 32nd International Symposium on Combustion, 3-8 
August 2008, Montreal, Canada; Proc. Combust. Inst. 32(1), 1343-1350 (23 January 2009). 
 
 “Simultaneous Water Vapor Concentration and Temperature Measurements in Unsteady 
Hydrogen Flames,” D. Blunck, S. Basu, Y. Zheng, V. Katta, and J. Gore, Presented at the 32nd 
International Symposium on Combustion, 3-8 August 2008, Montreal, Canada; Proc. Combust. 
Inst. 32(2), 2527-2534 (2009). 
 
 “Extinguishment of Diffusion Flames around a Cylinder in a Coaxial Air Stream with Dilution 
or Water Mist,” F. Takahashi and V. R. Katta, Presented at the 32nd International Symposium on 
Combustion, 3-8 August 2008, Montreal, Canada; Proc. Combust. Inst. 32(2), 2615-2623 (2009). 
 
 “Magneto-Optical Control of Speed of Light,” A. K. Patnaik, P. S. Hsu, S. Roy, and J. R. Gord, 
To be presented at the 40th Annual Meeting of the American Physical Society, Division of 
Atomic, Molecular, and Optical Physics, 19-23 May 2009, Charlottesville, VA. 
 
“Effect of Orientation and Alignment Dynamics of the Angular-Momentum Distribution on the 
Generation of Short-Pulse, Laser-Induced Polarization-Spectroscopy (LIPS) Signals,” S. Roy, R. 
P. Lucht, and J. R. Gord, To be submitted to the Journal of Chemical Physics. 
 
“Effects of Collisions on Electronic-Resonance-Enhanced Coherent Anti-Stokes Raman 
Scattering of Nitric Oxide,” A. K. Patnaik, S. Roy, J. R. Gord, R. P. Lucht, and T. B. Settersten, 
To be submitted to the Journal of Chemical Physics.  
 
9.2   Significant Accomplishments 

 
Dr. Sivaram Gogineni (ISSI) is a member of the ASME/IGTI Technical Committees for Fuels 
and Combustion, Turbomachinery, and Education. 
 
In 2003 photographs from the following six previously published articles were selected for 
inclusion in “A Gallery of Fluid Motion,” a book published by the American Physical 
Society/Division of Fluid Dynamics (APS/DFD) (M. Samimy, K. S. Breur, L. G. Leal, and P. H. 
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Steen, Eds., Cambridge University Press, 2003).  This book contains photographs from award-
winning posters submitted over the past 18 years at the APS/DFD Annual Meetings. 

 
1. “High Free-Stream Turbulence Influence on Turbine Film Cooling Flows,” by S. Gogineni                                  

(ISSI), R. Rivir, D. Pestian (both of AFRL), and L. Goss (ISSI). 
 
2. “Interaction of 2D Wake and Jet Plume,” by W. M. Roquemore (AFRL), R. L. Britton (ISSI), 

R. S. Tankin (Northwestern University), C. A. Boedicker (AFIT), M. M. Whitaker, and D. D. 
Trump (both of ISSI). 

 
3. “Flame-Vortex Interactions in a Driven Diffusion Flame,” by K. Y. Hsu, V. R. Katta, L. P. 

Goss, D. D. Trump (all of ISSI), L. D. Chen (University of Iowa), and W. M. Roquemore 
(AFRL). 

 
4. “Jet Diffusion Flame Transition to Turbulence,” by W. M. Roquemore (AFRL), L. D. Chen, 

J. P. Seaba, P. S. Tschen (all of the University of Iowa), L. P. Goss, and D. D. Trump (both 
of ISSI). 

 
5. “Comparison of Transitional Free Jet and Wall Jet,” by S. Gogineni (ISSI), C.  Shih, and A. 

Krothapalli (both of Florida State University). 
 
6. “Dynamics of Jet in Cross Flow,” by S. P. Gogineni, M. M. Whitaker, L. P. Goss (all of 

ISSI), and W. M. Roquemore (AFRL). 
 
In 2003 Dr. W. M. Roquemore (AFRL) received the Propellants and Combustion Award.  He 
was nominated by Dr. Sivaram Gogineni (ISSI). 
 
The December 2003 issue of Aerospace America contains an annual review article entitled, 
“Fluid Dynamics,” which was co-authored by Dr. Sivaram Gogineni (ISSI). 
 
In 2003 and 2004 Dr. Sivaram Gogineni (ISSI) successfully nominated 19 AIAA members for 
Senior Member Upgrades, 24 members for Associate Fellow Upgrades, and two members for 
Fellow Upgrades (one of which was Maj. Gen. Paul Nielsen, AFRL Commander).  Dr. Gogineni 
is Deputy Director (Honors and Awards) for Region III. 
 
Dr. Sivaram Gogineni (ISSI) is a member of the AIAA Aerodynamics Measurement Technology 
Committee and the Fluid Dynamics Technical Committee; on the latter, he served as Chair of the 
Information and Publications Subcommittee in 2003 and 2004.  He served as Chair of the 
Corporate Sponsorship and Keynote Address Committees for the 29th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, which was held 9 March 2004 in Dayton, OH.  He is 
Deputy Director (Technical Activities) for Region III. 
 
Dr. Sivaram Gogineni (ISSI) will be serving as Chair of the AIAA Web Development Team 
from 2003 to 2005.  He was appointed by the President of AIAA from a field of 12 distinguished 
members to revamp the national AIAA website and lead a team of 20 AIAA members who are 
nationally recognized in diverse fields. 
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Dr. Sivaram Gogineni (ISSI) served as Session Organizer and Session Chair for the ASME/IGTI 
Turbo Expo, which was held 16-19 June 2003 in Atlanta, GA.  
 
Dr. Sivaram Gogineni (ISSI) served as a Session Organizer and Session Chair at the 33rd AIAA 
Fluid Dynamics Conference and Exhibit, 23-26 June 2003, Orlando, FL. 
 
An invited paper entitled, “Dynamics of Vortex-Flame Interactions and Implications for 
Turbulent Combustion,” by T. R. Meyer V. R. Katta, M. S. Brown (all of ISSI), J. R. Gord, W. 
M. Roquemore (both of AFRL), A. Lemaire, K. Zahringer, and J. C. Rolon (all of Ecole Centrale 
Paris) was presented at the 39th AIAA/ASME/SAE/ASEE Joint Propulsion Conference and 
Exhibit, 20-23 July 2003, Huntsville, AL.  The paper was published as AIAA Paper No. 2003-
4633. 
 
An invited seminar entitled, “Application of Optical Diagnostics to Combustion and Fluid 
Flows,” by S. P. Gogineni (ISSI) and J. R. Gord (AFRL) was presented at the University of 
Texas at Austin, 12 August 2003, Austin, TX. 
 
An invited paper entitled, “Exploring Reacting Flows Using Coherent Light,” was presented by 
Dr. Sukesh Roy (ISSI) at Washington State University, 5 November 2003, Pullman, WA. 
 
An invited paper entitled, “Picosecond Laser-Induced Polarization Spectroscopy,” was presented 
by Dr. Sukesh Roy (ISSI) at the Materials Directorate, 18 November 2003, Wright-Patterson Air 
Force Base, OH. 
 
Dr. Sivaram Gogineni (ISSI) served as Chair of the High Speed Flows Session at the 56th Annual 
Meeting of the American Physical Society, Division of Fluid Dynamics, 23-25 November 2003, 
East Rutherford, NJ. 
 
Dr. Sivaram Gogineni (ISSI) served as Vice Chair of the Dayton Section of ASME during 2003 
and 2004 and as Chair during 2004 and 2005. 
 
In January 2004, Dr. Michael Brown (ISSI) became an AIAA Associate Fellow. 
 
Dr. Sivaram Gogineni (ISSI) successfully nominated Dr. Biswa Ganguly (AFRL) to serve on the 
AIAA Plasma Dynamics and Lasers Technical Committee.  He was selected to serve on the 
committee in January 2004. 
 
Dr. Sivaram Gogineni (ISSI) served as Session Reviewer and Session Chair for the 42nd AIAA 
Aerospace Sciences Meeting and Exhibit, which was held 5 - 8 January 2004 in Reno, NV. 
 
In 2004 Dr. Sivaram Gogineni (ISSI) successfully nominated Drs. Ron Hanson (Stanford 
University), Vince Miller (AFRL/VA), M. S. Chandra (Naval Post-Graduate School), R. Kimmel 
(AFRL/VA), and R. Bowersox (Texas A&M University) for ASME Fellow. 
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A photograph by Dr. Jordi Estevadeordal (ISSI) entitled, “Wind Caprices,” received the Third-
Place Award in the Art in Science competition, which was held in conjunction with the 29th 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 9 March 2004, Dayton, OH. 
 
Dr. Sivaram Gogineni (ISSI) participated in the DARPA Workshop on Ultra-Short Pulse Lasers 
as Next Generation Hyperspectral Radiography Sources, which was held 30-31 March 2004 in 
Arlington, VA. 
 
Dr. Sivaram Gogineni (ISSI) will be serving as Associate Editor of the ASME Journal of Fluids 
Engineering from 2004 to 2006.  He also serves as a reviewer for Experiments in Fluids, for 
AIAA and ASME journals, and for grants and proposals for NSF and AFOSR. 
 
Dr. Sivaram Gogineni (ISSI) successfully nominated Dr. James Gord and Dr. Robert Hancock 
(both of AFRL) for the Superachiever 40 under 40 Award sponsored by the Dayton Business 
Journal.  They received this award on 22 April 2004. 
 
Dr. Sivaram Gogineni (ISSI) took part in the AIAA-Sponsored Congressional Visits Day, which 
was held 20-22 April 2004 in Washington, D. C., and in the 20th Annual Community Leader 
Visit to Washington, D. C. on 2-6 May 2004. 
 
Dr. Geoffrey Sturgess (ISSI) taught a course entitled, “Basic Combustion,” at Honeywell, 9-14 
May 2004, Phoenix, AZ. 
 
Dr. Sivaram Gogineni (ISSI) served as Session Co-Organizer and Session Chair for the 
ASME/IGTI Turbo Expo 2004: Power for Land, Sea, and Air, which was held 14-17 June 2004 
in Vienna, Austria.  
 
Dr. Sivaram Gogineni (ISSI) was invited to present two seminars: 1) “Development and 
Application of State-of-the-Art Advanced Diagnostics for Combustion and Fluid Flows,” at the 
Technical University of Darmstadt on 18 June 2004 in Darmstadt, Germany, and 2) “Role of 
Advanced Diagnostics in the Development of Gas Turbine Engines,” at the Jack Welch Research 
Center on 21 June 2004 in Bangalore, India. 
 
Dr. Sivaram Gogineni (ISSI) served as Session Reviewer for the 34th AIAA Fluid Dynamics 
Conference and Exhibit, which was held 28 June - 1 July 2004 in Portland, OR. 
Dr. Geoffrey Sturgess (ISSI) taught a one-day course entitled, “Combustor Lean Blowout and 
Relight,” at Pratt & Whitney, 7 July 2004, Hartford, CT. 
 
A poster entitled, “Glimpse of Turbulence,” by V. R. Katta, T. R. Meyer (both of ISSI), J. R. 
Gord, and W. M. Roquemore (both of AFRL) received the First-Place Award in the Combustion 
Art Competition that was held in conjunction with the Thirtieth Symposium (International) on 
Combustion, 25-30 July 2004, Chicago, IL. 
 
Dr. Sivaram Gogineni (ISSI) will serve for the period 2004 - 2006 on the Advisory Committee 
for the biennial International Symposium on Applications of Laser Techniques to Fluid 
Mechanics, which is held in Lisbon, Portugal. 
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Dr. Viswanath Katta (ISSI) became an ASME Fellow in August 2004.   
 
Dr. Sukesh Roy (ISSI) was one of 86 innovative young engineers from the U. S. selected to 
participate in the National Academy of Engineer’s 10th Annual Frontiers of Engineering 
Symposium, which was held 9-11 September 2004 in Irvine, CA. 
 
Dr. Sivaram Gogineni (ISSI) became an ASME Fellow in November 2004. 
 
Dr. Sivaram Gogineni (ISSI) was one of eight speakers at a celebration on 17 December 2004 to 
honor TAM Emeritus Professor Ronald J. Adrian of the University of Illinois for his 32 years of 
service.  Other presentations were made by scientists from Princeton University, the University 
of California, the Illinois Institute of Technology, and TSI. 
 
An invited paper entitled, “Role of Lasers in Understanding Combustion and Improving 
Performance of Gas Turbine Engines,” by S. Roy, T. R. Meyer (both of ISSI) and J. R. Gord 
(AFRL), was presented at the Bangladesh University of Engineering and Technology, 21 
December 2004, Dhaka, Bangladesh. 
 
Dr. Sukesh Roy (ISSI) was President of the Ohio Valley Section of the Society for Applied 
Spectroscopy during 2004-2005. 
 
Dr. Terrence Meyer (ISSI) was Secretary-Treasurer of the Ohio Valley Section of the Society for 
Applied Spectroscopy during 2004-2005. 
 
Dr. Terrence Meyer (ISSI) was upgraded to Senior Member of AIAA in 2005. 
Dr. Jordi Estevadeordal (ISSI) became an AIAA Associate Fellow in January 2005. 
 
Dr. Terrence Meyer (ISSI) became Secretary of the Dayton Section of ASME in January 2005. 
Dr. Geoffrey Sturgess (ISSI) taught two courses entitled, “Basic Combustion” and “Combustor 
Design,” at Pratt & Whitney (through Rensselaer Polytechnic Institute), 17 - 26 January 2005 in 
Hartford, CT.  
 
Dr. Sivaram Gogineni (ISSI) was notified in February 2005 that he had received the AIAA 
Sustained Service Award in recognition of sustained, significant service to the aerospace 
profession and to the AIAA and outstanding leadership in the Dayton-Cincinnati Section in 
Region III, and in technical activities.  Dr. Gogineni was nominated by Dr. John Blanton of 
GEAC.  Dr. Gogineni received a letter of endorsement for his outstanding efforts from Maj. Gen. 
Paul D. Nielsen, USAF Retired, the former Commander of WPAFB. 
 
Dr. Geoffrey Sturgess (ISSI) taught a course entitled, “Combustor Design,” at Honeywell on 12-
17 February 2005 in Phoenix, AZ. 
 
Dr. Terrence Meyer (ISSI) received the Superachiever 40 under 40 Award from the Dayton 
Business Journal in March 2005.  He was nominated by Dr. Sivaram Gogineni (ISSI). 
 



 

 
Approved for public release; distribution is unlimited. 

 

108 

Dr. Sivaram Gogineni (ISSI) organized the highly successful Keynote Session for the 30th 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, which was held 8 March 2005 
in Dayton, OH.  The keynote speaker was Dr. Peter Diamandis, founder of the $10M X Prize 
(Burt Rutan’s SpaceShipOne was flown to 100 kilometers twice to win this prize).  In the lead 
article in the Business Section of the Dayton Daily News, his keynote address and the conference 
were highlighted. 
 
Dr. Jordi Estevadeordal (ISSI) served as Registration Chair for the 30th Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, which was held 8 March 2005 in Dayton, OH.  
 
ISSI was a corporate sponsor again this year for the 30th Annual AIAA Dayton-Cincinnati 
Aerospace Science Symposium, which was held 8 March 2005 in Dayton, OH.  ISSI scientists 
presented 16 papers at this meeting.  
 
A photograph by Dr. Jordi Estevadeordal (ISSI) entitled, “Color Falls,” received the Second-
Place Award in the Art-in-Science Competition that was held in conjunction with the 30th 
Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, 8 March 2005, Dayton, OH. 
  
An invited paper entitled, “Optical Turbine-Engine Diagnostics for Ground-Test and On-Board 
Applications,” by J. R. Gord (AFRL), T. R. Meyer, S. Roy, M. S. Brown, and S. Gogineni (all of 
ISSI) was presented at NATO RTO-MP-AVT-124, 25-28 April 2005, Budapest, Hungary. 
 
An invited paper entitled, “Development of Simulations/Diagnostics and Their Use as a 
Combustor Design Tool,”  by W. M. Roquemore, C. A. Arana, J. R. Gord (all of AFRL), V. R. 
Katta, T. R. Meyer, and M. S. Brown (all of ISSI), was presented at the Computational 
Engineering and Science Conference (CESC), 26-28 April 2005, Washington, D. C.  
 
At the AIAA Dayton-Cincinnati/ASME Dayton Annual Honors and Awards Program on 16 May 
2005 at the University of Dayton, Dr. Sivaram Gogineni (ISSI) received the Special Service to 
the Dayton-Cincinnati Section Award for his contributions during Congressional Visit Day, as 
the Keynote Speaker Chair for the 30th Annual AIAA Dayton-Cincinnati Aerospace Science 
Symposium, and as Region III Representative. 
 
Dr. Sivaram Gogineni (ISSI) served as Session Chair at the Laser Anemometry Conference, 
which was held in June 2005 in Lisbon, Portugal. 
 
Dr. Sivaram Gogineni (ISSI), Deputy Director of AIAA Technical Region III, led a discussion 
group on program ideas at the 2005 AIAA Regional Leadership Conference, which was held 14-
15 July 2005 in Tucson, AZ. 
 
A poster entitled, “Influence of Soot on Transient-Grating Measurements in a Liquid-Fueled, 
Pressurized Combustor,” by M. S. Brown, T. R. Meyer (both of ISSI), D. T. Shouse, and J. R. 
Gord (both of AFRL), which was presented at the Gordon Research Conference on Laser 
Diagnostics in Combustion, 31 July - 5 August 2005, South Hadley, MA, was selected as a “Hot 
Topic.” The lead author was invited to speak in a “Hot-Topics” Section. 
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A poster entitled, “New Developments in Ballistic Imaging for Dense-Spray Diagnostics,” by J. 
R. Gord (AFRL), T. R. Meyer (ISSI), M. Paciaroni, D. Sedarsky, and M. A. Linne (all of Lund 
Institute of Technology), which was presented at the Gordon Research Conference on Laser 
Diagnostics in Combustion, 31 July - 5 August 2005, South Hadley, MA, was selected as a “Hot 
Topic.”  The lead author was invited to speak in a “Hot-Topics” Section. 
 
A poster entitled, “Development of a High-Speed Tunable Laser Source for MIR Absorption 
Spectroscopy of CO, CO2, and H2O,” by T. R. Meyer, S. Roy (both of ISSI), J. R. Gord (AFRL), 
T. N. Anderson, and R. P. Lucht (both of Purdue University), which was presented at the Gordon 
Research Conference on Laser Diagnostics in Combustion, 31 July - 5 August 2005, South 
Hadley, MA, was selected as a “Hot Topic.”  The lead author was invited to speak in a “Hot-
Topics” Section. 
 
A poster entitled, “Broadband Picosecond Coherent Anti-Stokes Raman Scattering Spectroscopy 
of Nitrogen Using a 100-ps Modeless Dye Laser,” by S. Roy, T. R. Meyer (both of ISSI), and J. 
R. Gord (AFRL), which was presented at the Gordon Research Conference on Laser Diagnostics 
in Combustion, 31 July – 5 August 2005, South Hadley, MA, was selected as a “Hot Topic.”  
The lead author was invited to speak in a “Hot-Topics” Section. 
 
Dr. Sivaram Gogineni (ISSI) was invited to participate in Executive Independent Review Team 
briefings on augmentors, which was held 21 September 2005 in Manchester, CT, and in the 
Augmentor Review Meeting at Arnold Engineering and Development Center, which was held 
17-18 May 2006 at Arnold Air Force Base, TN. 
 
An invited paper entitled, “Terahertz Propulsion Applications,” by T. R. Meyer, S. Roy, M. S. 
Brown (all of ISSI), J. R. Gord (AFRL), G. J. Fiechtner (Sandia National Laboratories), J. V. 
Rudd, and D. Zimdars (both of Picometrix, Inc.), was presented at the Terahertz Ohio Workshop, 
23 September 2005, Dayton, OH.  Dr. Roy was Co-Organizer of this workshop. 
 
Dr. Sivaram Gogineni (ISSI) was instrumental in organizing, chairing, and obtaining corporate 
sponsorships for the 1st ASME Dayton Engineering Sciences Symposium, which was held 31 
October 2005 in Dayton, OH, to celebrate the Dayton Region’s strong tradition of engineering 
innovation, to help commemorate ASME’s 125th anniversary in Dayton, to facilitate 
communication between members of the local technical community, and to provide a forum for 
sharpening technical-presentation skills among students, engineers, and scientists.  The event 
was organized and sponsored by the Executive Committee of the Dayton Section of ASME, 
Wright State University, ISSI, and the Ohio Aerospace Institute.  Dr. Terry Meyer (ISSI) served 
as Communications and Publications Co-Chair, and Dr. Jordi Estevadeordal (ISSI) served as 
Registrations Co-Chair.  Dr. Gogineni will serve as a committee member to help organize the 
second symposium. 
 
Dr. Sivaram Gogineni (ISSI) was informed in November of 2005 that he has been elected to the 
grade of Fellow of the AIAA.  He received the award in April 2006 at the Annual Fellows 
Dinner in Washington, D. C., in conjunction with “Inside Aerospace – An International 
Perspective.” 
 



 

 
Approved for public release; distribution is unlimited. 

 

110 

Dr. Sivaram Gogineni (ISSI) served as Organizer of the Flow Control Symposium at the 
International Conference on Computational and Experimental Engineering and Sciences, which 
was held 1-6 December 2005 in Chennai, India. 
 
Dr. Larry Goss (ISSI) received the AIAA Aerodynamic Measurement Technology Award in 
February 2006.  He was nominated by Dr. Sivaram Gogineni. 
 
Dr. Sivaram Gogineni (ISSI) was a member of the Program Committee for the NASA Advanced 
Sensors for Propulsion Conference. 
 
Dr. Terrence Meyer (ISSI) was Presider of the Combustion-I Session at the OSA Laser 
Applications to Chemical, Security, and Environmental Analysis Topical Meeting and Tabletop 
Exhibit, 5-9 February 2006, Incline Village, NV. 
 
Dr. Sivaram Gogineni (ISSI) is a member of the AIAA Management Technical Committee.  He 
is Chair of the Membership Sub-Committee and is a member of the Honors and Awards Sub-
Committee. 
 
Dr. Sukesh Roy (ISSI) received the Superachiever 40 Under 40 Award from the Dayton 
Business Journal in March of 2006.  He was nominated by Dr. Sivaram Gogineni. 
 
Dr. Sivaram Gogineni (ISSI) was informed in January of 2006 that he had been selected to 
receive the 2006 Outstanding Engineers and Scientists Award, which is sponsored by the 
Affiliate Societies Council of Dayton.  He was recognized in the Research Category and received 
the award at the 47th Annual Awards Ceremony, 2 March 2006, at Sinclair Community College. 
 
Dr. Michael Brown (ISSI) was Chair of the Session on Fluid Dynamics III: High-Speed Flow 
Plasmas at the 31st Annual AIAA Dayton-Cincinnati Aerospace Science Symposium, which was 
held 7 March 2006 in Dayton, OH.   
 
Dr. Sivaram Gogineni (ISSI) is a member of the Executive Committee of the American Physical 
Society, Division of Fluid Dynamics.  
 
Dr. Sivaram Gogineni (ISSI) organized the Keynote Session for the 31st Annual AIAA Dayton-
Cincinnati Aerospace Science Symposium, which was held 7 March 2006 in Dayton.  The 
keynote speaker was Roger Launius who is Chairman of Space History at the Smithsonian 
Institute’s National Air and Space Museum in Washington, D. C.  His presentation on humans 
and robots in space was appropriate because of local work in aerospace and robotics.  Dr. 
Gogineni also served as Corporate Sponsorship Co-Chair for this symposium. 
 
Dr. Sivaram Gogineni (ISSI) took part in the AIAA-Sponsored Congressional Visits Day, which 
was held 4-6 April 2006 in Washington, D. C.  He also participated in the Washington, D. C. 
Community Fly-In to advocate for funding for local projects from the U. S. Congress. 
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Dr. Sivaram Gogineni (ISSI) was a member of the Program Committee for the Sensors for 
Propulsion Measurement Applications Conference, which is a part of the SPIE Defense and 
Security Symposium 2006; the conference was held 17-21 April 2006 in Orlando, FL. 
 
Dr. Viswanath Katta (ISSI) was invited to participate in the Fire Model Validation and Heat 
Transfer in Fires Workshops, which were held 7-9 May 2006 in Albuquerque, NM. 
 
At the Honors and Awards Banquet of the AIAA Dayton-Cincinnati Section on 25 May 2006, 
Dr. Sivaram Gogineni (ISSI) received the Chairman’s Award for his contributions to the Section 
during the past year. 
 
Dr. Sukesh Roy (ISSI) served as a Session Chair at the 2nd Dayton Engineering Sciences 
Symposium, which was held 30 October 2006 in Dayton, OH. 

In October 2006 Dr. Fred Schauer (AFRL) and his AFOSR-sponsored team were selected to 
receive the AFOSR Star Team Award for their role in pulse-detonation technology research and 
development.  Team members from AFRL are Dr. Fred Schauer, Dr. Jeff Stutrud, Capt. Timothy 
Helfrich, and Capt. Paul Litke.  Team members from ISSI are Dr. John Hoke, Mr. Royce 
Bradley, and Mr. Curt Rice.   

In November 2006 Dr. Gogineni was recommended by the faculty of Wright State University 
and appointed by George Huang, Chair of the Department of Mechanical and Materials 
Engineering, to serve a three-year term on the External Advisory Board for this department.  The 
board is composed of 12 experts from Government, industry, and academia having diverse 
backgrounds and interests who will review the programs and operations of the department.  

Dr. Sukesh Roy (ISSI) was invited to present a paper entitled, “High-Repetition Rate Gas-Phase 
Temperature Measurements in Reacting Flows Using fs-CARS,” at the 37th Winter Colloquium 
on the Physics of Quantum Electronics, 5 January 2007, Snowbird, UT. 
 
Dr.  Michael Brown (ISSI) was Chair of Session 16: Jet Flow at the 32nd Annual Dayton-
Cincinnati Aerospace Science Symposium, which was held 6 March 2007 in Dayton.  At this 
conference, a paper presented by Dr. Brown entitled, “Imaging of Laser-Generated Micro-
Plasmas” [with C. L. Rettig, K. D. Frische (both of ISSI), J. Nees (University of Michigan), J. R. 
Gord, and W. M. Roquemore (both of AFRL)], received the Best-Presentation Award in the 
Combustion Category. 
 
A poster entitled, “Soot Spirals,” by S. Stouffer, G. Justinger (both of UDRI), A. Lynch, J. 
Miller, M. Roquemore, V. Belovich, R. Pawlik, J. Gord, J. Zelina (all of AFRL), V. Katta, S. 
Roy, and K. Grinstead (all of ISSI) was displayed at the Art-in-the-Science Competition that was 
held in conjunction with the 32nd AIAA Dayton-Cincinnati Aerospace Science Symposium, 6 
March 2007, Dayton, OH.  Of the 15 entries in the competition, this poster received the Second-
Place Award. 
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Dr. Sivaram Gogineni (ISSI) was Affiliate Societies Delegate and Regional Representative and 
served as Organizing-Committee Chair for securing the keynote speaker at the 32nd Annual 
Dayton-Cincinnati Aerospace Science Symposium, which was held 6 March 2007 in Dayton. 
 
A poster entitled, “Soot Spirals in Laminar Flames,” by S. Stouffer (UDRI), V. Katta (ISSI), W. 
Roquemore (AFRL), G. Justinger (UDRI), V. Belovich, A. Lynch, J. Miller, R. Pawlik, J. Zelina 
(all of AFRL), S. Roy, K. Grinstead (both of ISSI), and J. Gord (AFRL) was displayed at the Art 
Exhibition during the 5th U. S. National Combustion Meeting, which was held 25-28 March 2007 
in San Diego.  This poster was the result of a collaborative effort conducted by ISSI, UDRI, and 
AFRL/PRTC.  Of the 15 entries in this competition, this poster received the First-Place Award.  
 
Dr. Sukesh Roy (ISSI) was Vice-Chairman of the Active Optical Sensing Subcommittee for the 
Conference on Lasers and Electro-Optics/Quantum Electronics and Laser Science Conference 
(CLEO/QELS), which was held 6-11 May 2007 in Baltimore, MD. 
 
Dr. Sivaram Gogineni (ISSI) received the ASME Dayton Section Outstanding Member 
Contribution Award at the ASME/AIAA Awards Banquet on 21 May 2007. 
 
Dr. Sukesh Roy (ISSI) was invited to present a paper entitled, “Ultrafast Coherent Anti-Stokes 
Raman Scattering Spectroscopy: Application to Reacting Flows and Plasmas,” at the Central 
Regional Meeting of the American Chemical Society, 22 May 2007, Covington, KY. 
 
Dr. Sivaram Gogineni (ISSI) served as Technical Chair at the AIAA Joint Propulsion 
Conference, which was held 8-11 July 2007 in Cincinnati, OH. 
 
Dr. Sukesh Roy (ISSI) was invited to present a paper entitled, “Ultrafast Coherent Anti-Stokes 
Raman Scattering Spectroscopy: Prospects and Challenges,” at the Gordon Research Conference 
on Laser Diagnostics in Combustion, 14 August 2007, Oxford, UK 
 
An article entitled “Improving Signal-to-Interference Ratio in Rich Hydrocarbon-Air Flames 
Using Picosecond Coherent Anti-Stokes Raman Scattering,” by T. R. Meyer (Iowa State 
University), S. Roy (ISSI), and J. R. Gord (AFRL), which was published in the November 2007 
issue of Applied Spectroscopy [Vol. 61, No. 11, pp. 1135-1140], was featured on the cover of 
this issue. 
 
Dr. Sukesh Roy (ISSI) became an AIAA Associate Fellow in January 2008. 
 
Dr. Anil Patnaik (ISSI) was invited to present a paper entitled, “Coherent-Repumping-Assisted 
Immunity of Raman Coherence to Rapid Collisional Decays,” [co-authored by S. Roy (ISSI), R. 
P. Lucht (Purdue University), and J. R. Gord (AFRL)] at the XXXVIII Winter Colloquium on 
the Physics of Quantum Electronics, 6-10 January 2008, Snowbird, UT.  
 
The first-ever manned demonstration flight of an aircraft powered by the pulsed detonation 
engine (PDE) was accomplished on 31 January 2008 at Mojave, California.  The project for 
development of the engine that powered this aircraft was conceived by Dr. Fred Schauer of 
AFRL, and the engine was developed jointly by AFRL and ISSI.  The ISSI team, under the 
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direction of Dr. John Hoke, includes Royce Bradley, Curtis Rice, and Adam Brown.  The plane 
is now located in the Research Hangar of the Air Force Museum at Wright-Patterson AFB, OH. 
 
ISSI was a corporate sponsor for the 33rd Annual AIAA Dayton-Cincinnati Aerospace Science 
Symposium, 4 March 2008, Dayton, OH.  ISSI scientists were co-authors of nine presentations at 
this meeting. 
 
Dr. Michael Brown (ISSI) was a member of the Organizing Committee (Corporate Sponsors 
Chair) and Chair of Session 38 – Innovations in Aircraft Design for the 33rd Annual AIAA 
Dayton-Cincinnati Aerospace Science Symposium, 4 March 2008, Dayton, OH. 
 
A poster entitled, “Centerbody Flame with Tight Spirals,” by S. Stouffer, G. Justinger (UDRI), 
M. Roquemore, A. Lynch, V. Belovich, J. Gord (all of AFRL), K. Grinstead, V. Katta, and K. 
Frische (all of ISSI), Poster presented at the Art-in-the-Science Competition  that was held in 
conjunction with the 33rd AIAA Dayton-Cincinnati Aerospace Science Symposium, 4 March 
2008, Dayton, OH.  Of the eight entries in the competition, this poster received the Second-Place 
Award. 
 
Dr. Sukesh Roy (ISSI) was invited to present a paper entitled, “Fs-CARS for High-Bandwidth, 
Collision-Free Temperature Measurements” [coauthored by P. J. Kinnius, R. P. Lucht (both of 
Purdue University), and J. R. Gord (AFRL)] at the Laser Applications to Chemistry, Security, 
and Environmental Analysis (LACSEA) Meeting, 17-20 March 2008, St. Petersburg, FL. 
 
Dr. Anil Patnaik (ISSI) was invited to present a paper entitled, “Controlling Speed of Light by 
Light: Slow and Stopped Light” [coauthored by P. S. Hsu, S. Roy (both of ISSI), and J. R. Gord 
(AFRL)] at the Physics Seminar at Wright State University, 25 April 2008, Dayton, OH. 
 
Dr. Sukesh Roy (ISSI) was Presider of the Remote Sensing Session at the Conference on Lasers 
and Electro-Optics/Quantum Electronics and Laser Science Conference (CLEO/QELS), 5-9 May 
2008, San Jose, CA. 
 
Dr. Sukesh Roy (ISSI) and Dr. James Gord (AFRL) received in May 2008 the AIAA Dayton-
Cincinnati Section Award for Outstanding Technical Contribution for the development and 
demonstration of ultrafast coherent anti-Stokes Raman scattering (CARS) based on state-of-the-
art amplified picosecond and femtosecond lasers for ultra-high-speed thermometry and 
measurements of critical combustion species. 
 
Dr. James Gord (AFRL), Dr. Terrence Meyer (Iowa State University), and Dr. Sukesh Roy 
(ISSI) were invited to write a chapter entitled, “Applications of Ultrafast Lasers for Optical 
Measurements in Reacting and Non-reacting Flows,” which was published in the American 
Chemical Society Series entitled Annual Review of Analytical Chemistry, Vol. 1 (Eds. E. S. 
Yeung and R. N. Zare) (Annual Reviews, Palo Alto, CA, July 2008), pp. 663-687.  
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Abstract

Two types of triple-pump coherent anti-Stokes Raman scattering (CARS) systems for the simultaneous measure-

ment of temperature and multiple-species concentrations are presented. In the first system, the ro-vibrational transitions

of N2, O2, and H2 are probed using three narrowband pump beams and a broadband Stokes beam. In the second

system, pure rotational transitions of N2/O2 and the ro-vibrational transitions of N2/CO2 are probed using two nar-

rowband pump beams, a broadband pump beam, and a broadband Stokes beam. The use of a broadband pump source

in the second CARS system allows rotational and ro-vibrational transitions of different molecules to be probed si-

multaneously. For both CARS systems, the signals appear at two distinct wavelengths. The CARS signals at the two

wavelengths are separated by dichroic mirrors before being detected by two spectrometer-CCD detection systems. For

proof-of-concept demonstrations, single-shot and averaged measurements are performed in an atmospheric-pressure

hydrogen–air diffusion flame and in a carbon dioxide-seeded, near-adiabatic hydrogen–air flame stabilized over a

Hencken burner. These are, to our knowledge, the first reported experiments of triple-pump coherent anti-Stokes

Raman scattering for the simultaneous measurement of temperature and multiple-species concentrations.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Characterizing the performance and chemical

efficiency of advanced reacting flow systems re-

quires the determination of temperature and spe-

cies concentrations both in the reaction zone and

in the exhaust stream. Typically, these kinds of
ed.
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data are acquired by implementing several inde-

pendent techniques that are often executed serially.

Ideally, these measurements would be accom-

plished simultaneously to minimize test-cell

operation time and to enable the correlation of

high-order time-varying statistics. Triple-pump
coherent anti-Stokes Raman scattering (CARS)

offers the possibility of monitoring the local tem-

perature and concentrations of two target species

with respect to a reference species (generally

nitrogen) using a single hardware platform with

high spatial and temporal resolution.

The first proof-of-concept measurements of two

triple-pump CARS systems for temperature and
multiple-species concentration measurements in

reacting flows are discussed in this paper. These

works extend the previous successful demonstra-

tion of temperature and concentration measure-
Fig. 1. (a) Schematic diagram of the first triple-pump CARS system

rowband dye laser; BBDL, broadband dye laser; OSC, oscillator; AM

CARS system for detecting N2, O2, and H2 molecules.

Fig. 2. (a) Schematic diagram of the second triple-pump CARS syst

diagram of the second triple-pump CARS system for detecting N2, O
ments in laboratory flames and combustor test

facilities using dual-pump CARS by Lucht et al. [1].

The dual-pump CARS technique, first demon-

strated by Lucht [2], has been used for the simul-

taneous measurement of N2/O2 [2,3], N2/H2 [4], N2/

CH4 [5], and N2/CO2 [6]. In dual-pump CARS, the
wavelength of the second pump beam is selected

such that the CARS spectra for the two species

under study are observed at nearly the same fre-

quency, enabling detection with a single spectrom-

eter and charge-coupled-device (CCD) camera and

eliminating systematic errors due to wavelength

dependence of the detection system efficiency.

Several other CARS techniques such as dual
broadband rotational CARS [7–10] and simulta-

neous vibrational and rotational CARS [11–14]

have been used as tools for temperature and

multiple-species concentration measurements.
for detecting N2, O2, and H2 molecules. NBDL, tunable nar-

P, amplifier. (b) Energy-level diagram of the first triple-pump

em for detecting N2, O2, and CO2 molecules. (b) Energy-level

2, and CO2 molecules.
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The triple-pump CARS techniques described

here allow concentration measurements of three

species as well as simultaneous, accurate temper-

ature measurements at both low and high tem-

perature. The first triple-pump CARS system,

depicted schematically in Fig. 1, is used to probe
the ro-vibrational transitions of the N2, H2, and

O2 molecules. This system is essentially a combi-

nation of two dual-pump CARS systems using

four laser beams to generate CARS signals near

two distinct wavelengths. Both wavelength regions

exhibit an N2 CARS signal along with the CARS

signal from another target molecule. Each pair of

CARS signals is generated over a relatively narrow
wavelength region and can be captured with fixed-

wavelength detection. For proof-of-concept ex-

periments, CARS measurements were performed

in an atmospheric-pressure laminar H2–air diffu-

sion flame.

In the second triple-pump CARS system, the

pure rotational transitions of N2 and O2 molecules

and the ro-vibrational transitions of N2 and CO2

molecules are probed. The system is shown in

Fig. 2. In this system a dual-broadband rotational

CARS system is combined with a dual-pump

CARS system, and four laser beams are used to

generate CARS signals near two distinct wave-

lengths. One of the pump beams in this system is

broadband, allowing us to probe rotational and

ro-vibrational transitions simultaneously, unlike
the first triple-pump CARS system which employs

either single-longitudinal-mode or narrowband

pump beams. One of the main advantages of this

technique is that very accurate temperature mea-

surements can be acquired at both low and high

temperatures. In the combustion zone or the ex-

haust of a real combustor, there is a wide spatial

and temporal variation of temperature due to the
inherent turbulent nature of the flow field. Under

these circumstances, the rotational spectra of N2/

O2 will provide better temperature accuracy at

lower temperatures, generally below 1500 K [15];

whereas the ro-vibrational spectra of N2/CO2 will

provide improved temperature accuracy at higher

temperatures as population is transferred to higher

energy levels. The proof-of-concept measurements
using the second triple-pump CARS experiment

were performed in an atmospheric-pressure near-
adiabatic hydrogen–air flame seeded with CO2 and

stabilized on a Hencken burner.

Detailed measurements of temperature and

multiple-species concentrations using triple-pump

CARS systems in laboratory flames and also in the

exhaust stream of a liquid-fueled swirl-stabilized
combustor are in progress at the US Air Force

Research Laboratory at Wright-Patterson Air

Force Base.
2. Experimental setup

The experimental schematic and energy-level
diagrams of the first triple-pump CARS system are

shown in Figs. 1(a) and (b), respectively. In this

system the wavelengths of the laser beams were

chosen to simultaneously probe the ro-vibrational

transitions of N2, O2, and H2 molecules. As evident

in Fig. 1, this technique is essentially a combination

of two dual-pump CARS systems, one generating a

CARS signal from the N2/O2 pair and the other
generating a CARS signal from the N2/H2 pair.

Two injection-seeded Nd:YAG lasers operating at

10 Hz (Continuum: Powerlite Precision 8010 and

Powerlite 9010) were used to pump two narrow-

band dye lasers and a broadband dye laser while

also providing a 532-nm CARS pump beam. The

broadband dye laser was used to generate a Stokes

beam for each of the four CARS signals, with a
frequency spectrum centered near 607 nm. The two

narrowband dye lasers were used to provide the

pump beams for O2 and H2. The first narrowband

dye laser (pumped with the 532-nm laser) provides

light at 554 nm. The interaction of the 532-nm

pump beam with the 607-nm Stokes beam pro-

duces an N2 Raman polarization that coherently

scatters the 554-nm pump beam, yielding an N2

CARS signal near 491 nm. At the same time, in-

teraction of the 554-nm pump beam with the

607-nm Stokes beam produces an O2 Raman po-

larization that scatters the 532-nm pump beam,

yielding an O2 CARS signal that also appears near

491 nm. The second narrowband dye laser is

pumped with the 355-nm laser beam and generates

light at 486 nm. An N2 CARS signal appearing
near 437 nm is produced as the 486-nm beam

is scattered by the N2 Raman polarization. An H2
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polarization arising from the combination of the

486 and 607-nm beams scatters the 532-nm beam,

producing an H2 signal that is also near 437 nm.

The incident beams are phase-matched using fol-

ded BOXCARS geometry [7], with the 554 and

486-nm beams arranged co-linearly.
For the proof-of-concept measurements, a two-

channel system consisting of two spectrometers

and two CCD cameras is used. The CARS signals

at 437 and 491 nm are isolated using a dichroic

mirror which transmits the 437-nm signal and re-

flects the 491-nm signal. The CARS signals are

dispersed using a 1.0-m spectrometer (SPEX

1000M), equipped with a 2400-grooves/mm grat-
ing. At each spectrometer exit, a pair of lenses is

used to focus the CARS spectra onto a CCD chip.

The magnifications of the relay lens systems were

approximately unity. For the N2/H2 detection

system, a Pixelvision UV-enhanced, back-illumi-

nated, unintensified CCD camera with an

1150� 350-pixel array is used. For the O2/N2 de-

tection system, a back-illuminated interline-trans-
fer CCD camera with a 1300� 1110-pixel array is

used. Both cameras and the second Nd:YAG laser

were synchronized with respect to one of the

Nd:YAG lasers (Powerlite 8010). This experiment

was performed at Texas A&M University.

The experimental schematic and energy-level

diagrams of the second triple-pump CARS system

are shown in Figs. 2(a) and (b), respectively. This
experiment was performed at Wright-Patterson

Air Force Base. This second triple-pump CARS

system differs from the first in that one of the

pump beams is of the broadband nature. As

evident in Fig. 2, this technique is essentially a

dual-pump CARS system combined with a dual-

broadband CARS system, generating ro-vibra-

tional CARS spectra from the N2/CO2 pair and
rotational CARS signal from the N2/O2 pair.

An injection-seeded Nd:YAG laser (Spectra

Physics Pro 290) was used to pump one narrow-

band dye laser and a broadband dye laser while

providing a 532-nm CARS pump beam. The

broadband dye laser is pumped by the 532-nm

beam, and the broadband dye output, centered

about 607 nm, serves as the Stokes beam for each
of the CARS signals generated as well as the pump

beam for the dual-broadband rotational CARS
system. The narrowband dye laser is also pumped

by the 532-nm beam and provides laser radiation

at approximately 560 nm. The combination of the

532-nm pump beam with the 607-nm Stokes beam

produces a ro-vibrational N2 Raman polarization

that coherently scatters the 560-nm pump beam,
yielding an N2 CARS signal near 496 nm. At the

same time, the 560-nm pump and the 607-nm

Stokes beam produce a CO2 Raman polarization

that scatters the 532-nm pump beam, yielding a

CO2 CARS signal that also appears near 496-nm.

The spectral width of the broadband dye laser is

approximately 200 cm�1. This spectral width is

large enough to excite the pure rotational transi-
tions of N2 and O2 molecules at the ground vi-

brational state up to J values of approximately 30.

The broadband pump beam and the broadband

Stokes beam produce rotational Raman polariza-

tions for both N2 and O2 molecules, which then

scatter the 532-nm pump beam. The pure rota-

tional CARS spectra appear at a wavelength of

approximately 528 nm. The incident beams are
again phase-matched using the folded BOXCARS

geometry, with the 560 and 607-nm pump beams

arranged co-linearly. The frequency of the rota-

tional CARS signal is very close to the pump beam

at 532 nm. This poses the significant challenge of

discriminating the scattered light at 532 nm from

the CARS signal at 528 nm. To minimize the

scattered light at 532 nm, the polarization of one
of the broadband pump beams at 607 nm was

oriented to be orthogonal to that of the 532-nm

beam. The polarization of the broadband dye

beam that serves as the Stokes beam for the N2/

CO2 CARS was not rotated. With this configura-

tion the polarization of the pure rotational CARS

signal was orthogonal to that of the 532-nm pump

beam. The CARS signal at 528-nm was isolated
from the background 532-nm scattered light by

placing an analyzer in the detection channel with a

transmission axis perpendicular to the 532-nm

pump beam, as shown in Fig. 2(a). The CARS

signals at 496 and 528-nm were separated using a

dichroic mirror before being simultaneously de-

tected by two 1.0-m spectrometers and two inter-

line-transfer CCD cameras with 1300� 1110 pixel
arrays. The advantage of using the interline-

transfer CCD camera for the acquisition of
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broadband CARS spectra has been described in

detail by Roy et al. [16].

The spectra acquired from both triple-pump

CARS systems are normalized using a non-reso-

nant spectrum to account for the effects of laser

power drift and spectral variations in dye power
[7]. The non-resonant spectrum is recorded by

placing the beam-overlap region within an open

argon flow tube.
3. Results and discussion

The proof-of-concept demonstration measure-
ments for the N2/O2/H2 triple-pump CARS system

described in Fig. 1 were performed in an atmo-

spheric-pressure, laminar, hydrogen–air diffusion

flame. The exit diameter of the nozzle exit was 10

mm. The ro-vibrational N2/O2 and N2/H2 spectra

shown in Figs. 3(a) and (b), respectively, were

acquired at approximately 2 mm from the center

of the nozzle and 0.5 mm above the nozzle lip. The
spectra presented in Fig. 3 were acquired simul-

taneously at 2 Hz and averaged over 100 laser

shots. The wavelengths of the tunable narrowband

dye lasers were tuned such that the O2 and H2

spectra were separated from the N2 spectrum on

the CCD chips. For the spectra shown in Fig. 3,
Fig. 3. (a) N2/O2 and (b) N2/H2 CARS spectra in atmospheric-pressu

averaged over 100 laser shots.
the temperature and relative concentration are

evaluated by fitting the experimental CARS spec-

tra with the theoretical spectrum generated by the

Sandia CARSFT code [17]. The temperature

evaluated from the N2/O2 spectrum is within ap-

proximately 4% of that evaluated from the N2/H2

spectrum. The oxygen-to-nitrogen ratio was found

to be 0.2 and the hydrogen-to-nitrogen ratio was

found to be 0.58. The evaluated oxygen-to-nitro-

gen and the hydrogen-to-nitrogen ratios are con-

sistent with the results of a previous dual-pump

CARS experiments in this flame [3,4].

The proof-of-concept measurements using the

N2/O2/CO2 triple-pump CARS system described in
Fig. 2 were performed in atmospheric-pressure,

near-adiabatic hydrogen–air flames seeded with

CO2 and stabilized on a Hencken burner. The

ro-vibrational spectra of N2/CO2 and the pure

rotational spectra of N2/O2 were acquired simul-

taneously at 10 Hz. Typical single-shot ro-vibra-

tional spectra of N2/CO2 and single-shot rotational

spectra of N2/O2 are shown in Figs. 4(a) and (b),
respectively, for an equivalence ratio of 0.25. The

measured temperature from the ro-vibrational

spectra of N2/CO2 is within 4–5% of the tempera-

ture evaluated from the rotational spectra of N2/

O2. From Fig. 4(b) it is evident that the agreement

between the theoretical and experimental oxygen
re hydrogen–air diffusion flame. Each spectrum shown above is
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Fig. 4. Single-laser-shot (a) N2/CO2 and (b) N2/O2 spectra acquired from near-adiabatic, hydrogen–air–CO2 flame stabilized on a

Hencken burner at / ¼ 0:25. * represents the O2 spectral lines and Jg denotes the ground-level rotational quantum number.
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lines is not as good as for the nitrogen lines. We are
currently working on addressing some of the issues

related to the modeling of the pure rotational

spectra of the oxygen molecule in the CARSFT

code. Probability density functions (PDF) of
Fig. 5. PDF of temperature determined from single-laser-shot

N2/CO2 spectra acquired from near-adiabatic hydrogen–air

flame seeded with CO2.
temperature and the carbon dioxide-to-nitrogen
ratio evaluated from 650 single-shot spectra are

shown in Figs. 5 and 6, respectively. The mean

temperature and the carbon dioxide-to-nitrogen

ratio are 888 K and 0.09, respectively. The
Fig. 6. PDF of carbon dioxide-to-nitrogen ratio determined

from single-laser-shot N2/CO2 spectra acquired from near-adi-

abatic hydrogen–air flame seeded with CO2.
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standard deviation of the temperature measure-

ments is approximately 2.3% of the mean value and

that of the carbon dioxide-to-nitrogen ratio is ap-

proximately 6% of the mean value. These standard

deviations are a significant improvement upon

previous measurements carried out in the same
flame using the dual-pump CARS technique [1].

The mean carbon dioxide-to-nitrogen ratio is ap-

proximately 25% higher than the expected equi-

librium value. Similar discrepancies between the

measured and expected equilibrium value of CO2

were reported by Lucht et al. [1]. A series of ex-

periments is currently being planned to address a

number of issues related to the modeling of CO2

spectra.
4. Conclusions

Two different types of triple-pump coherent

anti-Stokes Raman scattering systems for the si-

multaneous measurements of temperature and
multiple-species concentrations were demon-

strated. To our knowledge, these are the first re-

ported experiments demonstrating the triple-pump

CARS technique for the simultaneous detection of

temperature and multiple-species concentrations

in reacting flows. The first triple-pump CARS

system is used to probe the ro-vibrational transi-

tions of N2, O2, and H2, whereas the second system
is used to probe the pure rotational transitions of

N2/O2 and the ro-vibrational transitions of N2/

CO2. For both systems, the CARS spectra of each

molecule pair occur within a distinct wavelength

band, allowing two molecular spectral pairs to be

acquired simultaneously using a detection system

composed of two spectrometers and two cameras.

Since nitrogen is a common species for each mol-
ecule pair, it can be used as a common reference

for normalizing species concentrations and for

improving the accuracy and dynamic range of the

temperature measurement. Proof-of-concept mea-

surements were performed in a hydrogen–air dif-

fusion flame and a CO2-seeded hydrogen–air

Hencken-burner flame. Simultaneous single-shot

measurements of temperature and multiple-species
concentrations in the exhaust stream of a liquid-
fueled swirl-stabilized combustor are in progress at

the US Air Force Research Laboratory, Wright-

Patterson Air Force Base.
Acknowledgements

Funding for this research was provided by the

Air Force Research Laboratory, Propulsion Di-

rectorate, Wright-Patterson AFB, under Contract

No. F33615-00-C-3020 and F33615-00-C-2068,

and by the Air Force Office of Scientific Research

[Program Monitor: Dr. Julian Tishkoff].
References

[1] R.P. Lucht, V.N. Velur, G.J. Fiechtner, C.D. Carter, K.D.

Grinstead Jr., J.R. Gord, P.M. Danehy, R.L. Farrow,

AIAA J. 41 (3) (2003) 679.

[2] R.P. Lucht, Opt. Lett. 12 (1987) 78.

[3] R.D. Hancock, F.R. Schauer, R.P. Lucht, R.L. Farrow,

Appl. Opt. 36 (1997) 3217.

[4] F.R. Schauer, Ph.D. Thesis, University of Illinois at

Urbana-Champaign, Urbana, IL, 1998.

[5] S.M. Green, P.J. Rubas, M.A. Paul, J.E. Peters, R.P.

Lucht, Appl. Opt. 37 (1998) 1690.

[6] D. Br€uuggemann, B. Wies, X.X. Zhang, T. Heinze, K.F.

Knoche, in: D.F.G. Dur~aaom, M.V. Heitor, J.H. Whitelaw,

P.O. Witze (Eds.), Combustion Flow Diagnostics, Kluwer

Academic, Dordrecht, 1992, p. 495.

[7] A.C. Eckbreth, Laser Diagnostics for Combustion Tem-

perature and Species, Gordon and Breach Publishers,

Amsterdam, 1988.

[8] L. Martinsson, P.-E. Bengtsson, M. Ald�een, Appl. Phys.

B 62 (1996) 29.

[9] A. Thumann, M. Schenk, J. Jonuscheit, T. Seeger,

A. Leipertz, Appl. Opt. 36 (1997) 3500.

[10] J. Bood, P.-E. Bengtsson, M. Ald�een, Appl. Phys. B 70

(2000) 607.

[11] F.Y. Yueh, E.J. Beiting, Appl. Opt. 27 (1988) 3233.

[12] P.-E. Bengtsson, L. Martinsson, M. Ald�een, Appl. Spec-

trosc. 49 (1995) 188.

[13] T. Seeger, A. Leipertz, Appl. Opt. 35 (1996) 2665.

[14] C. Brackmann, J. Bood, P.-E. Bengtsson, T. Seeger,

M. Schenk, A. Leipertz, Appl. Opt. 41 (2002) 564.

[15] M. Ald�een, J. Bengtsson, H. Edner, S. Kr€ooll, D. Nilsson,

Appl. Opt. 28 (1989) 3206.

[16] S. Roy, G. Ray, R.P. Lucht, Appl. Opt. 40 (2001) 6005.

[17] R.E. Palmer, The CARSFT Computer Code for Calculat-

ing Coherent Anti-Stokes Raman Spectra: User and

Programmer Information, Sandia National Laboratories,

Livermore, CA, Report No. SAND89-8206, 1989.
121



42nd

January 5-8, 2004 / Reno, NV 
 AIAA Aerospace Sciences Meeting & Exhibit                        AIAA 2004-0711 

 
 

Single-Shot Thermometry and Multiple-Species Measurements Using 
Dual-Pump, Dual-Broadband CARS in a Liquid-Fueled CFM56 Combustor 

 
Sukesh Roy* and Terrence R. Meyer

Innovative Scientific Solutions, Inc. 

* 

2766 Indian Ripple Road, Dayton, OH 45440-3638 
 

Robert P. Lucht
Purdue University, Department of Mechanical Engineering 

† 

West Lafayette, IN 77843-3123 
 

Vincent M. Belovich**, Edwin Corporan††, and James R. Gord
Air Force Research Laboratory, Propulsion Directorate 

‡ 

Wright-Patterson Air Force Base, OH 45433-7103 
 
A dual-pump, dual-broadband (DPDB) CARS system for the simultaneous measurement of temperature and 
multiple-species concentrations is demonstrated in the exhaust stream of a liquid-fueled, CFM56, model gas-
turbine combustor. The DPDB CARS approach employs four laser beams generating CARS signals near two 
distinct wavelengths, enabling highly accurate, spatially resolved, single-shot measurements within the full 
range of combustor operating conditions.  For the proof-of-concept experiments, CARS signals from N2-O2 
and N2-CO2

 

 pairings were collected.  Single-shot measurements were carried out for different jet fuels, fuel 
additives, and equivalence ratios to document correlations between particulate size distribution, 
concentrations of carbon dioxide and oxygen, temperature, and fuel composition.  

Introduction 
 
Characterization of advanced propulsion systems 

requires the determination of performance and 
combustion efficiency through measurements of 
temperature and species concentrations in the exhaust 
stream.  Typically these kinds of data are acquired by 
implementing several independent techniques, which 
are often executed serially.  Ideally these 
measurements would be accomplished 
simultaneously with a minimum number of 
diagnostics. Dual-pump, dual-broadband (DPDB) 
coherent anti-Stokes Raman scattering (CARS) offers 
the possibility of monitoring the local temperature 
and concentrations of two target species with respect 
to a reference species (usually nitrogen) using a 
single hardware platform that provides high spatial 
and temporal resolution. 

We present here the demonstration of a dual-
pump, dual-broadband CARS system for temperature 
and concentration measurements in reacting flows of 
practical interest.  This work extends our previous 
demonstrations of temperature and concentration 
measurements in laboratory flames and combustor 
test facilities using dual-pump and triple-pump 
CARS.1-2  This technique is unique in that it allows 
for accurate temperature measurements both at low 
and high temperatures.  In the combustion zone or the 
exhaust of a real combustor, there is a wide spatial 
and temporal variation of temperature due to the 
inherent turbulent nature of the flow field.  In the 
current system, the rotational transitions of N2-O2 
and the ro-vibrational transitions of N2-CO2 are 
probed. The rotational spectra of N2-O2 provide 
better temperature accuracy at lower temperatures, 
generally below 1500 K,3 whereas the ro-vibrational 
spectra of N2-CO2 provide improved temperature 
accuracy at higher temperatures.  To our knowledge, 
this is the first CARS technique that uses three pump 
beams to simultaneously excite the transitions of 
three different molecules to achieve two rotational 
spectra (e.g., N2 and O2) and two ro-vibrational 
spectra (N2 and CO2). The rotational spectra provide 
better accuracy at low temperature because most of 
the population resides at lower energy levels. At 
higher temperatures  population is transferred to 
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higher energy levels, which is reflected in more 
accurate ro-vibrational spectra. 

The DPDB CARS system is essentially a special 
triple-pump CARS system where one of the pump 
beams is of broadband nature whereas in traditional 
triple-pump CARS technique the bandwidth of all the 
pump beams are either single-longitudinal mode or 
very narrow.1  The dual-pump CARS technique, 
which was first demonstrated by Lucht,4 has been 
used for the simultaneous measurement of nitrogen 
and oxygen,4-5 nitrogen and hydrogen,6 nitrogen and 
methane,7 and nitrogen and carobon-dioxide.8  In 
dual-pump CARS, the wavelengths of the input 
beams are adjusted such that the CARS spectra for 
the two species under study are observed at nearly the 
same frequency.  This arrangement largely eliminates 
potential errors arising from wavelength-dependent 
variations in signal transmission or detector 
efficiency that can complicate other multi-species 
CARS techniques such as dual-Stokes and dual-
broadband CARS.9

The dual-pump CARS technique was applied by 
Lucht et al.

  

2 in the exhaust stream of a practical 
combustor for measuring temperature and CO2 
concentration from a single laser shot.  However, 
those measurements were limited to an overall 
equivalence ratio (φ) of less than 0.5.  Several other 
CARS techniques such as dual-broadband rotational 
CARS,10 and simultaneous vibrational and rotational 
CARS11

In the DPDB CARS system a dual-broadband 
CARS system is superimposed on a dual-pump 
CARS system. Four laser beams are used to generate 
CARS signals near two distinct wavelengths.  Both 
wavelength regions exhibit an N

 have also been used for temperature and 
multiple-species concentration measurements. 

2 CARS signal along 
with the CARS signal from another target molecule. 
Each pair of CARS signals is generated over a 
relatively narrow wavelength region and can be 
captured with fixed wavelength detection.  
Temperature and relative concentrations of the target 
species (with respect to N2) are extracted either by 
fitting the measured CARS spectrum with a 
theoretical spectrum or through a Boltzmann plot.  
Temperatures from the N2-CO2 and N2-O2

 Since the N

 pairs 
were evaluated by fitting the CARS spectra with the 
theoretical spectra. 

2 concentration is typically known, 
the amplitude of the target-species signal relative to 
that of the paired N2 signal provides an absolute 
measure of the target-species concentration.  
Measurements were carried out in the exhaust stream 
of a liquid-fueled, swirl-stabilized CFM56 
combustor.  The objectives of this investigation were 
to perform single-laser-shot temperature and O2 and 
CO2 concentration measurements in the exhaust 

stream of a liquid-fueled practical combustor under 
sooting conditions.  Measurements were performed 
for a number of different jet fuels and additive 
concentrations over a wide range of equivalence 
ratios (φ = 0.4 to φ = 1.1).  These measurements are 
used to provide benchmark statistical distributions of 
temperature and concentrations of CO2 and O2

 

 in the 
exit plane of the combustor and to evaluate the 
effects of particulate mitigating additives on flame 
chemistry. These measurements are also used to 
assess the viability of future dual-pump CARS 
measurements in the reaction zone of the combustor 
under sooting conditions. These data complement 
laser-induced incandescent (LII) and planar laser-
induced fluorescence (PLIF) measurements of soot 
volume fraction and OH radical concentrations, 
respectively, which are ongoing in the current 
combustor. 

 
Experimental Setup 

 
The schematic and the energy level diagrams of 

the dual-pump, dual-broadband CARS system are 
shown in Figs. 1 and 2, respectively.  In the DPDB 
CARS technique a dual-pump CARS system is 
superimposed on a dual-broadband CARS system 
which is generated with a single pump-laser system. 

An injection seeded Nd:YAG laser (Quanta Ray, 
Pro 290, Spectra Physics) is used to pump one 
narrowband dye laser and a broadband dye laser 
while providing a 532-nm CARS pump beam.  In the 
current configuration, the broadband dye laser 
(pumped by 532 nm) provides an output beam 
centered about 607 nm that serves as the Stokes laser 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Nd:YAG
PRO290
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SPEX 1000M

CCD
SPEX 1000M

528 nm

496 nm

Probe Volume
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Figure 1.  Schematic diagram of the dual-pump, 
dual-broadband CARS system. A: Analyzer, P: 
Polarizer, BBDL: Broadband Dye Laser, NBDL: 
Tunable Narrowband Dye Laser. 
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for each of the four generated CARS signals.  The 
broadband output at 607 nm also provides the pump 
beam for the dual-broadband rotational CARS 
system.  The narrowband dye laser is also pumped by 
the 532-nm beam and provides laser radiation at 
approximately 560 nm.  The combination of the 532-
nm pump beam with the 607-nm Stokes beam 
produces a ro-vibrational N2 Raman polarization that 
coherently scatters the 560-nm pump beam, yielding 
an N2 CARS signal near 496 nm.  At the same time, 
the 560-nm pump and the 607-nm Stokes beam 
produce a CO2 Raman polarization that scatters the 
532-nm pump beam, yielding a CO2

The spectral width of the broadband dye laser is 
approximately 200 cm

 CARS signal 
that also appears near 496 nm. 

-1. This spectral width is large 
enough to excite the pure rotational transitions of N2 
and O2 molecules at the ground and excited 
vibrational state up to J values of approximately 30.  
The broadband pump beam and the broadband Stokes 
beam produce rotational Raman polarizations for 
both N2 and O2 molecules, which then scatter the 
532-nm pump beam.  The pure rotational CARS 
spectra appear at a wavelength of approximately 528 
nm.  The incident beams are phase matched using the 
folded BOXCARS geometry, with the 560-nm and 
607-nm pump beams arranged co-linearly.  The 
frequency of the rotational CARS signal is very close 
to the pump beam at 532 nm.  This poses the 
significant challenge of discriminating the scattered 
light at 532 nm from the CARS signal at 528 nm.  To 
minimize the scattered light at 532 nm, the 
polarization of one of the broadband pump beams at 
607 nm was oriented to be orthogonal to that of the 
532-nm beam.  The polarization of the broadband dye 
beam that serves as the Stokes beam for the N2-CO2

The CARS spectra are normalized using a non-
resonant spectrum to account for the effects of pulse-
to-pulse laser power fluctuations, long-term power 
drifts, and spectral variations in dye power.

 

CARS was not rotated.  With this configuration the 
polarization of the pure rotational CARS signal was 
orthogonal to that of the 532-nm pump beam.  The 
CARS signal at 528-nm was isolated from the 
background 532-nm scattered light by placing an 
analyzer in the detection channel with a transmission 
axis perpendicular to the 532-nm pump beam, as 
shown in Fig. 1.  The CARS signals at 496-nm and 
528-nm were separated using a dichroic mirror before 
being simultaneously detected by two 1.0-m 
spectrometers and two back-illuminated CCD 
cameras with 2000×512-pixel arrays.   

9

The combustor facility is described in detail by 
Roy et al.

 The non-
resonant spectrum is recorded by flowing argon 
through a flow tube into the beam overlap region. 

12

 
  

 
Results and Discussion 

 
Temperature and CO2 concentration 

measurements were performed in the exhaust stream 
of the liquid-fueld, swirl-stabilized combustor over a 
wide range of equivalence ratios for three jet fuels 
using the dual-pump, dual-broadband CARS 
technique.  This CARS system exhibited excellent 
accuracy, as determined from temperature and CO2 
concentration measurements in a calibrated, laminar 
flame.1  The standard deviations of the measured 
single-shot temperatures and CO2 concentrations 
evaluated from the N2-CO2 spectra in the calibrated 
flame were 2.3% and 6% of the mean values, 
respectively, for a wide range of equivalence ratios.1 
The jet fuels used for the current experiment were JP-
8, JP-8X45, and semi-synthetic fuel.  JP-8 is the 
standard jet fuel, which consists of commercial jet-A 
fuel with additives.  JP-8X45 is a high energy-density 
fuel high in aromatics and cycloparaffins.  The semi-
synthetic fuel consists of 50% JET-A and 50% coal-
derived compounds. The carbon-to-hydrogen ratios 
for the JP-8, JP-8X45, and semi-synthetic fuels are 
0.52, 0.6, and 0.5, respectively.  The aromatic content 
of the JP-8, JP-8X45, and semi-synthetic fuels are 
15.9%, 40.8%, and 10.0%, respectively, measured 
using a standard ASTM method. The objectives of 
this study were to measure single-shot temperature 
and concentrations of CO2 and O2

Typical single-shot N

 at high 
equivalence ratios under sooting conditions. 

2-CO2 and N2-O2
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 spectra of 
the DPDB CARS system acquired in the exhaust 
stream of the JP-8-fueled combustor for an 
equivalence ratio of 0.45 are shown in Figs. 3a and 

Figure 2. Energy-level diagram of the dual-pump, 
dual-broadband CARS system. NBDL: Tunable 
Narrowband Dye Laser, BBDL:  Broadband Dye 
Laser. 
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3b, respectively. The solid line represents the 
experimental CARS signal, and the dotted line 
represents the theoretical CARS spectrum. The N2-
CO2 CARS spectrum was fitted using Sandia 
CARSFT code13 and the N2-O2 rotational spectrum 
was fitted using the code described by Bood et al.10  
The temperature and relative CO2 and O2 

 

concentrations were evaluated by comparing the 
experimental spectrum with that of a theoretical one. 

 
 

 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As expected the temperatures evaluated from both 
spectrums agree to within experimental uncertainty 

as shown in Fig. 3.  Probability density functions 
(PDF’s) of temperatures evaluated from the single-
shot N2-O2 rotational spectra and the N2-CO2

 

 ro-
vibrational spectra are shown in Figs. 4a and 4b, 
respectively.  The difference in standard deviations of 
the rotational and ro-vibrational spectra may be due 
to the difference in the signal-to-noise ratio and the 
quality of the least-square-fitting of the experimental 
spectra.  Two different theoretical codes were used to  

fit the single-shot ro-vibrational spectra and the 

Figure 3: Single-shot (a) ro-vibrational spectrum 
of N2-CO2 and (b) rotational spectrum of N2-O2 
acquired in the exhaust stream of the JP-8-fueled 
combustor for an equivalence ratio of 0.45.  Both 
spectra were acquired simultaneously.  
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Figure 4: Single-shot temperature PDF’s 
evaluated from the (a) ro-vibrational spectrum of 
N2-CO2 and (b) rotational spectrum of N2-O2 
acquired in the exhaust stream of the JP-8-fueled 
combustor for an equivalence ratio of 0.45.  
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single-shot rotational spectra.  The standard 
deviations of the temperature evaluated from the N2-
CO2 spectra and N2-O2 spectra are approximately 
3.75% and 3.25% of the mean value, respectively; the 
mean temperature is approximately 1209 K.  The 
PDF’s of the ratio of CO2 and N2 mole fractions and 
the ratio of O2 and N2

PDF’s of single-shot temperature and CO

 mole fractions are shown in 
Figs. 5a and 5b, respectively.  

2 mole 
fraction for an equivalence ratio of 1.0 are shown in 

Figs. 6a and 6b, respectively. These near-

stoichiometric equivalence ratios are significantly 
higher than the equivalence ratios of previous 
measurements performed in this combustor, single-
shot or time-averaged.2,14

 

 These show that the current 
setup is suitable to acquire flow-field statistics at high 
equivalence ratios under steady and unsteady sooting 
conditions.  The data for the determination of oxygen 
concentration have not yet been analyzed. The 
standard deviations for the measured temperatures 
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Figure 5: PDF’s of the ratio of (a) CO2 and N2 
and (b) O2 and N2 evaluated from the single-shot 
CARS spectra as discussed in Figs. 3 and 4. 
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Figure 6: PDF’s of (a) temperature and (b) CO2 
mole fraction determined from single-laser-shot, 
dual-pump N2-CO2 spectra acquired at the 
exhaust of the JP-8-fueled combustor for an 
equivalence ratio of 1.0. 
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laser-shot, dual-pump N2-CO2 CARS spectra are 
approximately 4% and 20% of the mean values, 
respectively.  These standard deviations are larger 
than those measured in the calibration flame (2.3% 
and 6%, respectively) due in part to reduced signal-
to-noise ratios, as well as to increased unsteadiness in 
the swirl-stabilized combustor. The increase in 
combustor unsteadiness is verified in Fig. 7, which 
shows correlation diagrams for the measured CO2 
concentrations and gas-phase temperatures 
determined from the single-shot, dual-pump N2-CO2 
spectra.  A least-square fit through the data points 
shows a correlated increase in CO2

 

 concentration 
with temperature, indicating that temperature 
fluctuations are accompanied by shot-to-shot 
fluctuations in equivalence ratio. 

 

 
 

The temperature and the CO2 concentration 
measurements for all three fuels are shown in Figs. 
8a and 8b, respectively.  The increase in the standard 
deviation of the CO2 mole fraction with equivalence 
ratio could be attributed to combustor unsteadiness or 
CARS system uncertainty, as discussed above. Both 
the temperature and the CO2 concentration increase 
monotonically with equivalence ratio (φ) before 
reaching a maximum near an equivalence ratio of 1.0, 
as expected.  The temperature and CO2 
concentrations begin to decrease beyond φ = 1.0.   As 

evident from Fig. 8a, JP-8X45 produces the highest 
temperature due to the fuel's high aromatic/carbon 
content.  Semi-synthetic fuel, which consists of 50% 
coal-derived compounds and 50% JP-8 fuel, is the 
least sooting among the three (due to its lower 
aromatic content) and displays the lowest 
temperature.  Based on the C/H ratio, CO2

 

 
concentrations for JP-8X should be higher than JP-8 
or the semi-synthetic fuel, as confirmed in Fig. 8b,  
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Figure 7: Temperature - CO2 mole-fraction 
correlations for the single-shot CARS data for an 
equivalence ratio of 1.0 in the exhaust stream of 
the JP-8-fueled combustor. 
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Figure 8: (a) Temperature profiles and (b) CO2 
concentration profiles in the exhaust stream of a 
liquid-fueled swirl-stabilized combustor for 
different jet fuels.  The uncertainties were 
calculated based on the analysis of single-laser-
shot, dual-pump N2-CO2 CARS spectra. 
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while the semi-synthetic fuel should be slightly lower 
than JP-8, contrary to the results shown in Fig. 8b.  
The CO2 concentrations were evaluated by fitting the 
experimental N2-CO2

A comparison with theoretical JP-8 temperature 
and CO

 dual-pump spectra with that of 
the theoretical ones.  The fitting results depend on the 
quality of the acquired spectra.  The baselines of the 
spectra acquired for the semi-synthetic fuel were very 
noisy due to strong background scattered light. 
Because of the limited stock of the semi-synthetic 
fuel, we were unable to repeat the experiments with 
this fuel.   However, we were able to reduce the 
background scattered light and the flame luminosity 
at high equivalence ratios significantly by placing 
apertures at strategic locations during the 
experiments with JP-8 fuel. Due to this added spatial 
filtering, the quality of the spectra acquired for the 
JP-8 fuel was higher than that of the other fuels.  

2/N2 data from an equilibrium combustion 
code15 is shown in Figs. 9a and 9b, respectively. The 
molecular formula of   JP-8 fuel is C10.9H20.9 and the 
heat of formation is equal to -2.48 × 105 kJ/K [private 
communication, T. Edwards, U.S. Air Force 
Research Laboratory, Wright-Patterson Air Force 
Base, 2001].  The measured temperatures are lower 
than the adiabatic flame temperatures by 21% during 
lean combustor operation and by 28% at the richest 
condition (phi = 1.1).  The increase in this 
discrepancy at higher equivalence ratios is expected 
due to increased heat losses at higher temperatures 
via heat conduction and soot radiation. The measured 
CO2/N2 mole fractions follow the correct trend with 
equivalence ratio, but are about 15% too high in the 
lean condition. Under stoichiometric to rich 
conditions, the difference between measured and 
theoretical CO2/N2 mole fractions decreases to about 
7-9%. These discrepancies are mostly due to issues 
related to the spectral modeling of the CO2 CARS 
spectra.1-2

As stated earlier, the effects of particulate-
mitigating additives on temperature and CO

 These modeling issues are the subject of 
ongoing investigation and are beyond the scope of 
the current work. 

2 
concentrations were also studied. It was hypothesized 
that these additives may alter the flame temperature 
via soot reduction or changes in flame chemistry. The 
additive used with JP-8 fuel is known as "KLEEN".  
The results of the additive study with JP-8 fuel using 
dual-pump N2-CO2 CARS are summarized in Table 
1. The current dual-pump CARS data showed no 
significant change in the exhaust temperature or CO2

 

 
concentration, however, for various levels of additive 
concentrations with JP-8 fuel. These additives affect 
the particle count significantly, but seem to do so 
through a mechanism that does not alter the final 
state of the combustion products (i.e., temperature 

and CO2). This infers that other parameters, such as 
combustion efficiency and CO emissions, may also 
remain relatively unchanged with additive 
concentration. A more careful study in the primary 
flame zone where soot production takes place is 
necessary for more definitive conclusions regarding 
the effects of additives on flame chemistry, and is the 
subject of ongoing study. These measurements show  
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that the precision of the current CARS system is 
ideally suited, however, for fuel and additive studies 
in the exhaust stream (as in the current work) or in 
the primary flame zone (for future work). 
 
 

Conclusions and Future Direction 
 

The application of dual-pump, dual-broadband 
CARS to characterize the exit conditions in a swirl-
stabilized CFM56 combustor has been demonstrated.  
This technique is capable of providing measurements 
of temperature along with concentrations of two 
target species.  Simultaneous, single-shot data 
acquisition enhances the precision and accuracy of 
the temperature measurements due to the correlation 
afforded by the common presence of N2 in each of 
the two spectral windows. Experiments were carried 
out to measure the temperature and the 
concentrations of carbon-dioxide and oxygen at the 
exhaust stream of the combustor for different 
operating conditions.  Moreover the effect of 
additives on the temperature and the carbon-dioxide 
concentration in the exhaust stream of the combustor 
were also investigated. Experiments were performed 
for three different jet fuels for equivalence ratios 
ranging from 0.4 to 1.1 under low-to-high sooting 
conditions.  The standard deviations of the measured 
temperature and CO2 mole fraction as determined 
from single-laser-shot, dual-pump N2-CO2 CARS 
spectra were approximately 3-4% and 9-20% of the 
mean values, respectively, for the full range of 
equivalence ratios.  The wide variation in the single-
shot CO2 concentration was due, in part, to the 
variation in temperature, as shown in Fig. 7.  For a 
fixed equivalence ratio, the CO2 mole fraction clearly 
showed an upward trend with temperature, indicating 
a positive correlation between temperature and 
equivalence ratio fluctuations. Both the temperature 
and the CO2 concentration peak near an equivalence 
ratio of 1.0, as expected. Measurements of 
temperature and CO2

 

 concentration for a variety of 
particulate-mitigating additives did not show changes 
greater than the experimental uncertainty of the 
current CARS system. These measurements will 
allow us to pursue future CARS measurements in the 
reaction zone of the combustor under sooting 
conditions to complement laser-induced 
incandescence (LII) and planar laser-induced 
fluorescence (PLIF) measurements. 
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Additive  

Conc. 

(mg/L) 

φ = 0.7 

Fuel: JP-8,  Additive: KLEEN 

φ = 1.1 

Fuel: JP-8,  Additive: KLEEN 

Exhaust 

Temp.  (K) 

Product Moles   

CO2/N

Particle 

Count 

Change 
2 

Exhaust 

Temp.  (K) 

Product Moles  

CO2/N

Particle 

Count 

Change 
2 

0 1540 ± 49 0.135 ± 0.02 - 1699 ± 64 0.144 ± 0.025 - 

7800 1549 ± 51 0.142 ± 0.022 + 11.1% 1709 ± 62 0.130 ± 0.028 - 

15600 1560 ± 48 0.128 ± 0.02 + 28.3% 1708 ± 72 0.150 ± 0.022 - 19.1% 

31200 1558 ± 51 0.144 ± 0.018 + 44.0% 1724 ± 70 0.134 ± 0.032 - 31.3% 

Table 1. Summary of additive study results with JP-8 fuel at two different equivalence ratios. 
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Abstract

Two-color, two-photon laser-induced polarization spectroscopy (LIPS) of atomic hydrogen has been
strated and applied in atmospheric pressure hydrogen/air flames. Fundamental and frequency-doubled be
a single 486-nm dye laser were used in the experiments. The 243-nm pump beam in the measurements
to the two-photonn = 1 → n = 2 resonance of the hydrogen atom. The 486-nm probe beam was tuned
single-photonn = 2 → n = 4 resonance of the hydrogen atom. Measurements were performed in an atmo
pressure H2/air flame stabilized on a near-adiabatic, flat-flame calibration burner (the Hencken burner).
range of pump beam intensities used, the LIPS signal wasfound to be nearly proportional to the square of th
pump beam intensity over a wide range of flame equivalence ratios. Spectral lineshapes were recorded
equivalence ratios ranging from 0.85 to 2.10. Vertical H-atom number density distribution profiles were me
in the Hencken burner. The vertical H-atom number densityprofiles measured along the burner centerline for v
ous flame equivalence ratios were compared with the results of a numerical flame calculation using the UN
(Unsteady Ignition and Combustion with Reactions) code. Good agreement between theory and experim
obtained for stoichiometric and rich flame conditions. For flames with equivalence ratios greater than
H-atom concentration was substantially above the adiabatic equilibrium value, even at 50 mm above th
surface. The slow approach to the adiabatic equilibrium H-atom concentration value can be explained by a
partial equilibrium in the postflame gases; theH-atom concentration is proportional to the O2 concentration which
requires significant residence time to decrease to its very low equilibrium concentration. These results suggest
the use of the Hencken burner as a radical measurement technique calibration source may be of question
for equivalence ratios greater than 1.5 and less than 0.8.
 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

Keywords: Hydrogen atom; Laser diagnostics; Laser spectroscopy; Polarization spectroscopy; Two-photon absorption;
Calibration burner
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1. Introduction

Atomic hydrogen is a key species in the cha
branching reactions for hydrocarbon combustion t
are responsible for flame ignition, propagation, a
e. Published by Elsevier Inc. All rights reserved.
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stability. A reliable, proven technique for measuri
atomic hydrogen will have a large impact on stu
ies of fundamental flame structure. We introduce h
the technique of two-color, two-photon laser-induc
polarization spectroscopy (LIPS), which has the m
jor advantages of high sensitivity and ease of opt
alignment. LIPS is an optical diagnostic techniq
that is essentially a spatially resolved absorption m
surement [1–3]. The LIPS signal is a coherent las
like beam and the optical alignment is fairly simp
because the signal beam is collinear with the pr
beam [4]. In most LIPS experiments, both pump be
and the probe beam are of the same frequency, a
single-photon resonance is probed [5–10].

Two-photon LIPS has been demonstrated
both atomic and molecular species such as nitro
(N2) [11], ammonia (NH3) [12], carbon monoxide
(CO) [12], and monatomic hydrogen (H) [13–15
However, in these studies the pump and probe b
frequencies were the same. Use of a two-photon
sorption process for these species is required
the pump process, but not for the probe proce
For atomic species such as the H atom, selectio
a single-photon probe step enhances detection
sitivity significantly because of the high oscillat
strengths of the single-photontransitions. For the
H atom, a single dye laser can be used with
fundamental beam used for the probe step and
frequency-doubled beam used for the pump proc
this would not be the case for other atomic spec
such as monatomic oxygen.

Theoretical studies of LIPS have focused alm
exclusively on the investigation of single-photon re
onances [1–3]. Theoretical LIPS lineshapes have b
calculated and saturation effects have been inve
gated theoretically for the case where the pump
probe beam are at the same frequency and tune
a single-photon resonance [16]. The pressure de
dence of LIPS signals has also been studied [
A theoretical treatment of LIPS in cases where
pump and probe have been tuned to the 1S–2S two-
photon resonance of the H atom has been reporte
Dux et al. [13], although the hyperfine structure of t
transition was not included in this treatment.

The energy level structure and spectroscopy of
hydrogen atom have of course been studied ex
sively [18,19]. As is the case for many atomic spec
in flames, the first few accessible electronic ene
levels for the H atom lie in the vacuum ultravi
let (VUV) spectral region. Excitation of the groun
level (n = 1) to the lowest excited level (n = 2) of
atomic hydrogen requires vacuum ultraviolet (U
radiation at 121.6 nm. Aside from the difficulty of a
plying nonlinear optical methods such as freque
tripling to the generation of laser radiation at VU
frequencies, the laser radiation and resulting fluo
cent radiation would be strongly absorbed in the fla
medium. Thus, the technique of single-photon LIF
ing excitation of then = 2 level in atomic hydrogen
cannot be used in flame media [20].

Multiphoton excitation schemes can be used
overcome these difficulties. Various schemes of m
tiphoton excitation to the excitedn = 2, n = 3, and
n = 4 levels of atomic hydrogen are possible w
UV excitation wavelengths. Lucht et al. [21] demo
strated two-photon laser-induced fluorescence (L
measurements of atomic hydrogen in flames for
first time. Since then, Aldén et al. [22], Goldsmi
and co-workers [23–27], and Salmon and Laur
deau [28] have applied different multiphoton flu
rescence schemes for detection of atomic hydro
in flames. Czarnetzki et al. [20] present a co
prehensive comparison of the advantages and
advantages of various possible excitation sche
in exciting n = 3 and n= 4 levels. In the single
laser two-step (SLATS) fluorescence detection te
nique for atomic hydrogen demonstrated by Go
smith and Laurendeau [23], there is the additio
advantage of experimental simplicity, as a sin
laser source is used to generate the required e
tation wavelengths for the two atomic transition
The fundamental 486-nm beam and the frequen
doubled 243-nm beam from an Nd:YAG pumped d
laser were in simultaneous resonance with the sin
photonn = 2 → n = 4 transition and the two-photo
n = 1 → n = 2 transition, respectively. Bertagno
et al. [29] and Löwe et al. [30] applied three-phot
LIF to measure H-atom profiles in stagnation-flo
and low-pressure diamond forming flames, resp
tively. Photochemical effects of multiphoton exc
tation LIF detection of H atoms have been stud
extensively by Goldsmith and co-workers [31–3
Several other laser spectroscopic techniques have
been demonstrated for detecting atomic hydroge
flames. Laser-induced grating spectroscopy [34], t
photon-excited stimulated emission [35], photoio
ization controlled-loss spectroscopy [36], and tw
photon-resonant four-wave-mixing spectroscopy [
are among them.

Two-color, two-photon, LIPS for detecting atom
hydrogen in flames has been demonstrated for
first time, to our knowledge, in our laboratory. T
LIPS technique described in this work is based
an excitation technique for atomic hydrogen simi
to that used by Goldsmith and Laurendeau [23]
LIF measurements and by Gray et al. [34] for las
induced grating spectroscopy. In our measureme
the circularly polarized pump beam was tuned to
two-photon 243-nmn = 1 → n = 2 resonance of th
hydrogen atom, and the linearly polarized probe be
was tuned to the single-photon 486-nmn = 2 →
n = 4 resonance of the hydrogen atom. Fundame
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and frequency-doubled beams from a single 486
dye laser were used. This new technique was s
cessfully demonstrated in atmospheric-pressure
drogen/air flames and has also been applied for m
surements of H-atom profiles near the deposition s
strate in low-pressure diamond forming flames [3
The focus of this article is the experimental me
surements that have been performed in near-adia
atmospheric-pressure hydrogen/air flames.

2. Two-color pump/probe LIPS scheme

The two-color pump/probe scheme for LIPS d
tection of atomic hydrogen is shown in Fig. 1. The h
perfine structure of the 1S1/2, 2S1/2, and 4P1/2 levels
is depicted schematically. As indicated in Fig. 1, t
pump beam is circularly polarized and two-photon
sorption occurs between the lower (F = 1,MF = −1)
state and the upper (F = 1, MF = +1) state. (Note: In
the absence of hyperfine splitting of the 1S and 2S
levels two-photon absorption of the circularly pola
ized radiation would not be allowed.) The two-phot
absorption process results in an anisotropic distr
tion of population in the Zeeman states in the up
2S1/2 level. This anisotropic distribution is probe
using a linearly polarized 486-nm beam tuned
the single-photon 2S1/2–4P1/2 transition (the 2S1/2–
4P3/2 transition is not shown for reasons of clarity
The linearly polarized 486-nm beam can be regar
as a superposition of left- and right-circularly pola
ized laser radiation. In the absence of the pump be
the two components will be unaffected by pass
through the flame medium and the probe beam
larization will remain linear. After passing throug
the flame, the probe beam is blocked by a Gl
laser polarizer, termed the analyzer, oriented with
transmission axis normal to the direction of the l
ear polarization of the probe beam. However, as
probe beam traverses the medium containing the
photon-pumped H atoms, one of the component
absorbed to a greater extent than the other com
nent, resulting in a slight elliptical polarization for th
probe beam. The increased leakage through the
alyzer due to the elliptical polarization of the pro
beam is the LIPS signal.

3. Experimental apparatus and procedure

A schematic diagram of the experimental syst
for the two-color, two-photon LIPS experiment
shown in Fig. 2. The 355-nm third harmonic of
Nd:YAG laser (Continuum Model Powerlite Precisio
8010) is used to pump a dye laser (Continuum Mo
ND 6000). The Q-switched Nd:YAG laser has a re
etition rate of 10 Hz and a maximum pulse energy
350 mJ at 355 nm. The dye laser was operated
ing LD 490 laser dye. The lasing maximum of th
dye was at 489 nm and the tunable range was 4
518 nm [39]. The dye was dissolved in methanol a
concentrations of 560 mg/L for the oscillator and
80 mg/L for the amplifier, determined by experime
oton
n-
-circularly
Fig. 1. Schematic diagram of the two-color, two-photon LIPStechnique for the measurement of atomic hydrogen. Two-ph
excitation of then = 2 level with a circularly polarized pump beam at 243 nmis followed by single-photon absorption of the li
early polarized probe beam at 486 nm. The linearly polarized pump beam can be considered as a superposition of left
and right-circularly polarized beams of equal magnitude.
133
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Fig. 2. Schematic diagram of the two-color, two-phot
laser-induced polarization spectroscopy (LIPS) experimen
tal apparatus. P, prism; L, lens; FD, frequency doubler/aut
tracker; DM, dichroic mirror; M, mirror; PB, Pellin–Broca
BD, beam dump; HWP, half-wave plate; GP, Glan polariz
QWP, quarter-wave plate; NDF, neutral density filters; J
Joule meter; AP, aperture; BPF, band-pass filter; PMT, p
tomultiplier tube.

for our laser system, were used to obtain pulse
ergies of 25–35 mJ. According to the manufacture
specifications the dye laser pulse has a linewidth
0.07 cm−1 at 515 nm when using a UV grating. Th
minimum tunable step size is 0.001 nm, set by
dye laser control computer program. The specified
settability of the tunable grating in the dye laser
±0.05 nm.

The 486-nm output beam of the dye laser w
passed through a telescope having a positive
and a negative lens with focal lengths of+200 and
−150 mm, respectively. The distance between
lenses was set at 50 mm to produce a nearly c
mated beam directed into the frequency-doubling
paratus (Inrad Model Autotracker III). The 243-n
output beam had a maximum pulse energy of 1.5
when the input laser power was 35 mJ. The inco
ing 486-nm beam was vertically polarized and
frequency doubled 243-nm beam was horizontally
larized.

The ultraviolet output beam from the Autotrack
III was then reflected once from a 243-nm mirror a
directed to a Pellin–Broca prism. The Pellin–Bro
prism was used to disperse the 243-nm beam and
residual 486-nm beam. The residual 486-nm be
from the Pellin–Broca prism was carefully dump
with minimal scatter. The 243-nm beam was reflec
from a 90◦ prism and then transmitted through a hig
quality α-BBO (beta barium borate) polarizer with
horizontal transmission axis. This polarizer was
with its transmission axis in a vertical orientatio
A zero-order 248-nm UV-grade half-wave plate w
inserted before the polarizer and rotated until pow
was maximized through theα-BBO polarizer. The
pump beam was then directed through a zero-or
anti-reflection-coated, UV-grade fused silica quar
wave plate (QWP) centered at 248 nm. The QW
axis was set at an angle of 45◦ to the polarization
direction of the incoming beam to obtain circular p
larization of the pump beam. The circularly polariz
pump beam was then directed through a 90◦ prism
and focused by a+200-mm plano-concave lens. Th
focusing lens was mounted on a translation stage
its translation axis parallel to the direction of the be
propagation. The pump beam was then reflected
ing another 90◦ prism across the middle of the burne
The pump beam was placed as close as possible t
edge of the final prism to obtain the minimum cro
ing angle with the probe beam. All prisms and t
focusing lens were UV-grade fused silica and w
AR-coated for the range 225–308 nm. After pass
through the flame, the 243-nm beam was reflec
from another fused silica prism, directed through t
50% transmission neutral density filters, and then
cused onto a Joulemeter (Molectron Model J3-
using a+50-mm fused-silica plano-convex lens. T
Joulemeter was used to record the pump-beam p
energy.

The 486-nm beam was transmitted through the
243-nm mirror placed after the Autotracker III an
then reflected using a glass window. The front
flection from the glass window, with an intensity
approximately 4% of the total beam, was used as
probe beam for LIPS. It was directed through the c
ter of the burner in such a way that it just cleared
vertical edge of the fused silica prism, which direc
the pump beam onto the burner to achieve the m
imum crossing angle of 1.8◦. The probe beam wa
passed through a set of neutral density (ND) filt
mounted on two filter wheels to control its intens
before entering the flame. A+500-mm, plano-convex
BK7 lens mounted on a translation stage was use
focus the probe beam at the center of the burner.
mediately after the focusing lens, the probe beam
directed through a calcite Glan-laser polarizer wit
vertical transmission axis. Another calcite Glan-la
polarizer, termed the analyzer, was placed after
burner in the probe beam path. This second polar
134
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was mounted on a high-precision rotary mount hav
an angular resolution of 15 arcsec. The transmiss
axis of the analyzer was horizontal and was adjus
such that two polarizers were crossed. The rejec
ratio of the crossed polarizers was measured to
(4.2 ± 0.2) × 10−5. The rejection ratio is the rati
of the probe intensity transmitted through crossed
larizers to the probe intensity transmitted through
crossed polarizers. The probe intensity when the
larizers were crossed was measured by adjusting
analyzer until the photomultiplier tube (PMT) signal
was minimized. To measure the intensity transmit
when the polarizers were uncrossed, the analyzer
turned until the PMT signal became maximum. Ho
ever, in this case additional ND filters with know
optical density were placed in front of the PMT
maintain the signal level below the saturation lim
for the PMT. This signal reading was then divid
by the transmittance of ND filters to obtain the pro
beam intensity when the polarizers were uncross
To ensure that the probe and pump beams focu
and crossed exactly over the center of the burne
100-µm pinhole was mounted on the centerline of
burner. The probe and the pump beams were adju
so that they were focused as close as possible to th
pinhole and so that each of them passed through
pinhole.

To align the optics in the signal channel, the s
ond Glan polarizer was slightly uncrossed and
486-nm beam that leaked through was collima
using a+300-mm-focal-length BK7, plano-conve
lens. The collimated beam was passed through
aperture and focused onto another aperture usi
+200-mm BK7, plano-convex lens. The second ap
ture was placed 65 mm in front of a Hamamatsu R2
PMT. The PMT was approximately 2.5 m from th
burner. The PMT was powered by a regulated hi
voltage power supply (Stanford Research Syste
Inc., Model PS 325/2500V-25W). A 486-nm ban
pass filter (Thermo Corrion Model P10-486-F) w
placed in front of the PMT to block scattered ultr
violet light and flame emission. A set of ND filte
was placed in the beam path to control the int
sity of the signal directed onto the PMT. In add
tion, a series of black extension beam tubes w
inserted around the beam from the first aperture
the way to the PMT, and the whole system was c
ered by a thick black cloth. By doing this, the lev
of scattered light incident on the PMT was reduc
to a negligible level compared with the probe lea
age through the analyzer. The outputs of the P
and the Joulemeter were connected to two sepa
gated integrator modules (Stanford Research Sys
Model SR 250). When needed, the PMT signal o
put was amplified using a fast preamplifier (Stanfo
Research Systems Model SR 240). A digital osci
scope (Hewlett Packard Model Infinium, 500 MH
was used for real-time monitoring of the averag
signal output and the gate pulse from each gated
tegrator. The digital outputs of the gated integrat
were recorded using a custom virtual instrument (
program in LabVIEW 6.1.

The non-premixed, two-dimensional, near-ad
batic, flat-flame Hencken calibration burner from R
search Technologies (Model RD15X15) was us
to produce atmospheric pressure H2/air flames. The
geometry of the Hencken burner and the arran
ment of fuel and oxidizer channels are illustrated
Fig. 3. This burner is designed such that rapid m
ing of fuel and the oxidizer takes place immediat
above the burner surface. The burner incorporat
36.5-mm square hastalloy honeycomb on the top, s
porting stainless-steel fuel tubes in every fourth h

(a)

(b)

Fig. 3. (a) Hencken calibration burner used to generate
drogen/air flames. (b) Top view of the burner showing
arrangement of fuel tubes and oxidizer channels.
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eycomb cell. The fuel tubes are of 0.508-mm ins
diameter and 0.813-mm outside diameter. The tu
are uniformly distributed. The honeycomb cells a
0.813 mm in diameter and have a 0.051-mm w
thickness. The fuel tubes are well sealed from the
idizing gas. The oxidizer flows around the fuel tub
and through the honeycomb to mix with the fu
above the burner surface and, hence, a combus
mixture occurs only above the burner surface. T
36.5-mm inner square region is surrounded by a
mm-wide area which can be used to flow an inert
co-flow around the main flame, thus creating a shr
for the flame.

The burner assembly was mounted on a platfo
that can be moved horizontally on slide rails. T
burner assembly can be moved vertically using a s
per motor drive system. The smallest step size of
vertical motion was 0.013 mm. A linear dial gau
having a resolution of 0.025 mm was fixed betwe
the burner assembly and the floor. It was used to m
sure the vertical movement of the burner.

The air and nitrogen flows were regulated us
0-4 standard-cubic-feet-per-minute (scfm) rotame
(King Instrument Co.) with needle control valve
The hydrogen was made to flow at a regulated p
sure of 40 psig and the hydrogen flow was control
by another rotameter (Gilmont Instruments, Mod
GF-5321-1502-65 mm) with a needle control valv
All rotameters were calibrated using a BIOS Int
national, DryCal DC-1 primary airflow meter wit
DC-1HC interchangeable flow cell. The accuracy
calibration was±1% in 10-sample averaged reading
According to our experience, to obtain a stable hyd
gen/air flame in the equivalence ratio rangeΦ = 0.75
to Φ = 2.00, the airflow rate was fixed at 53.5 slp
and the hydrogen flow rate was varied from 15
50 slpm. Although the airflow rate was held co
stant, the rotameter used in the air line had to
adjusted from time to time to account for the pre
sure variations in the supply line. It was found th
this rotameter had an uncertainty as high as 5.5 s
Thus the uncertainty of the calculated equivalence
tio values using the flow rate readings from the ab
flowmeters is between 13 and 17% for equivalence
tio variation between 0.75 and 2.00. For lean flam
the uncertainty increases because the hydrogen
rates are lower.

4. Experimental results

4.1. Single-laser, two-step excitation LIF
measurements

Initially, single-laser, two-step (SLATS) LIF de
tection of the H atom was performed. As the la
Fig. 4. Single-laser, two-step laser-induced fluoresce
(LIF) signal of 4P –2S radiative decay of atomic hydroge
This spectrum was recorded in the H2/air flame stabilized a
atmospheric pressure on the Hencken calibration burne

excitation schemes of SLATS and LIPS are simi
the SLATS measurements were performed to
ibrate the dye laser wavelength. Fluorescence
collected at right angles to the laser beams us
a +150-mm-focal-length, 50-mm-diameter lens. T
fluorescence collected was then focused using ano
+300-mm-focal-length, 50-mm-diameter lens on
the R212 PMT. A 486-nm bandpass filter was use
block the ultraviolet scattered light and flame em
sion. Although a mechanical shutter synchroniz
with the laser was incorporated in front of the PM
to block background flame emission, no signific
amount of emission was observed from the H2/air
flame. The dye laser was scanned from 243.050
243.150 nm at a rate of 0.001 nm/s and the signa
was averaged for 30 laser shots. The recorded SL
LIF signal is shown in Fig. 4.

4.2. Laser-induced polarization spectroscopy
measurements

Based on calibration results from the LIF expe
ment, the LIPS signal was obtained for the first ti
in the H2/air flame. To obtain the spectral lineshape
the hydrogen transition using LIPS, the 243-nm U
beam was scanned across the peak transition w
length determined previously. The peak signal w
observed at 243.090 nm and hence the UV pu
beam was scanned from 243.050 to 243.150 nm.
signal was recorded in one data file for 300–500 la
shots, at one particular setting of the pump be
wavelength. Then the pump beam was blocked
136
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Fig. 5. LIPS lineshapes recorded for different flame equivalence ratios at 25 mm above burner surface in H2/air flame stabilized
on the Hencken burner with 64-slpm nitrogen shroud flow. The absolute signal is normalized by dividing by the pump la
intensity raised to the power 2.50.
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the background was recorded for the same num
of laser shots as a separate data file. The quan
were averaged and the absolute LIPS signal was
tained by subtracting the background from the s
nal. The pump beam was scanned in larger step
about 0.006 nm when the pump beam wavelen
was far from the resonance and when the wavelen
was near the resonance the step size was red
to 0.002 nm. By these means the data acquisi
process was expedited, hence minimizing the de
of the dye laser power during a scan. A set of spec
lines were obtained 3 and 25 mm above the bur
surface while operating the Hencken burner with
H2/air mixture for different equivalence ratios. Th
results are shown in Fig. 5. The LIPS signals obtai
were very strong, and care was required to ope
the signal PMT in the linear regime. The LIPS s
nals were clearly visible on the digital oscillosco
on single laser shots for all equivalence ratios. I
tially, we recorded lineshapes that were quite br
due to PMT saturation. Subsequent to our initial m
surements, neutral density filters were inserted in
signal channel to ensure that the PMT did not satu
for the acquisition of the spectra shown in Fig. 5.

The spectral lineshapes shown in Fig. 5 are p
ted with peak amplitudes normalized to a value of
in Fig. 6 for equivalence ratios ranging from 0.75
2.00. The spectral lines are plotted versus twice
Fig. 6. LIPS lineshapes for flameequivalence ratios of 0.75
1.25, 1.50, and 2.00 recorded at a height of 25 mm above
burner surface as shown in Fig. 5, normalized to a pea
1.0. The solid line is a gaussian profile with a full width
half-maximum of 2.55 cm−1.

frequency of the 243-nm pump beam. A gaussian p
file with a full width at half-maximum of 2.55 cm−1

is also plotted in Fig. 6; this corresponds to t
Doppler profile for the 1S–2S H-atom transition for
137
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a flame temperature of 2000 K. To within the exp
imental scatter, the measured lineshapes are in
good agreement with this calculated Doppler p
file at each equivalence ratio. This is an indicat
that the both the collisional linewidth and the las
spectral widths at 243 and 486 nm are much l
than the Doppler width forthese flame conditions
The estimated laser spectral width is approximat
0.2 cm−1.

The pump laser power dependence of the L
signal was investigated for different flame equiv
lence ratios. To vary the pump power, a half-wa
plate was placed in front of the first polarizer in t
pump beam path and gradually rotated. When b
the pump and probe laser intensities are low eno
that no resonance saturation occurs, the LIPS si
will be given by

(1)SLIPS ∝ n2
HI4

pumpIprobe,

whereSLIPS is the LIPS signal (arbitrary units),nH is
the number density (m−3) of H atoms in the ground
1S level, andIpump and Iprobe are the pump and

probe laser intensities (W/m2), respectively. The re
sults of the investigation of the dependence of
LIPS signal on pump laser power are shown in Fig
For each of the equivalence ratios, the signal is
proximately proportional to the square of the pum
laser power, indicating that the 243-nm 1S–2S two-
photon transition is saturated to a significant extent.

For all measurements subsequent to the in
lineshape measurements we were careful to ope
the PMT in the linear response region because
LIPS signal was very strong. The PMT saturati
characteristics were investigated separately. To o
ate in the linear region of the PMT, it was found th
it is necessary to operate with a peak PMT sig
level below 60 mV as observed on the digital osc
loscope with a 50-Ω input impedance and a PM
voltage of 800 V. The maximum signal level f
each case was observed using the digital oscillosc
prior to data acquisition, and additional neutral d
sity filters were placed in the signal channel wh
needed. The pulse energy of the probe beam was
monitored during these experiments. The probe
tensity should be approximately proportional to t
square root of the pump intensity as they origina
from the same dye laser. Also for sufficiently lo
probe intensities, the absolute LIPS signal will ha
a linear dependence on the probe intensity. The
solute LIPS signal was normalized by dividing
the pump intensity raised to the power 2.50 for
cases; we used a value for pump power depend
that was approximately the average of the meas
ments at different equivalence ratios. For analysis
the experimental data, therefore, we used the foll
al levels.

Fig. 7. Saturation profiles of the LIPS signal for different flame equivalence ratios. The H2/air flame was operated with an N2
shroud flow of 64 slpm in each case. Careful attention was given to avoid any possible detector saturation at high sign
138
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Fig. 8. Vertical profiles of the H-atom LIPS signal along the flamecenterline for varying equivalence ratios. All Hencken bur
flames were operated with an airflow rate of 53.5 slpm and with a nitrogen co-flow of 64 slpm. The H2 flow rate was varied from
16.8 to 44.7 slpm and with nitrogen co-flow of 64 slpm. The LIPS signal was normalized by dividing the pump intensity to t
power 2.50. The H-atom distribution profile calculated using the UNICORN code is shown above the plot for the equ
ratio 1.75 case.
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ing formula:

(2)SLIPS ∝ n2
HI2.00

pumpIprobe∝ n2
HI2.50

pump.

The region just above the surface of the Henc
burner is a complex region where mixing betwe
the fuel and air occurs and hundreds of millimeter-
scale diffusion flames are established. The prod
from these millimeter-scale diffusion flamelets m
and continue to react until chemical equilibrium is e
tablished in the postflame gases. The mixing/reac
processes were investigated by performing vert
H-atom profile measurements along the centerlin
the burner for different equivalence ratios. This m
surement is of particular interest for identifying r
gions where chemical equilibrium is established
cause the Hencken burner is frequently used as a
bration burner. Vertical scans were performed for d
ferent equivalence ratios. To compensate for the v
ation in pump beam power due to loss of dye powe
486-nm dye laser, the burner was first moved dow
ward in steps of 5 mm, and then moved upward
steps of 5 mm, covering the intermediate 2.5-mm
tervals. The recorded vertical LIPS signal profiles
five different equivalence ratios are compared w
numerical calculations of the H-atom mole fracti
profiles in Fig. 8.

The numerical calculations were performed us
the UNICORN (Unsteady Ignition and Combusti
with Reactions) code that was developed for Navi
Stokes simulations. More details concerning this c
can be found in Refs. [40–43]. The flame formed o
the Hencken burner can be viewed as the combina
of several diffusion flamelets. Each of the diffusi
flamelets is independently supported with a sepa
fuel tube (Fig. 3). The exact nature of the flame
such as, diffusion, premixed, or partially premix
type, depends on the flow conditions. The fini
rate-chemistry code, UNICORN, can be used to p
dict this flame type through detailed simulation. T
flamelet established over the fuel tube of 0.81-m
outer diameter and 0.15-mm-thick wall is mode
as an axisymmetric flame. The hexagonal open
around the fuel tube through which air flows is mo
eled as a 1.83-mm-diameter co-annular tube. Axis
metric calculations are performed for a physical d
main of 0.915×50 mm using a 31×151 grid system
While symmetric conditions are forced at the axis
well as at the outer boundary in the radial directi
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5.
surface.
(a) (b)

Fig. 9. Vertical H-atom distribution in the Hencken burner modeled using UNICORN code for a flame equivalence ratio of 1.7
(a) H-atom mole fraction plotted for a distance of 50 mm above the burner surface. (b) Expanded view near the burner
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outflow conditions are used at the exit in the axial
rection (height). Fuel and air velocities at the burn
entrance are estimated from the measured flow ra
Adiabatic-flow conditions are used at the fuel-tu
wall. Steady-state flames for each equivalence r
case are obtained in approximately 2000 time step

A calculated H-atom mole fraction distribution
the region with a height of 50 mm and a length equ
alent to approximately five fuel tubes, i.e., 5.5 m
for the equivalence ratio of 1.75 is also shown on
top of the plot in Fig. 8 and in more detail in Fig.
The vertical H-atom profiles for stoichiometric an
fuel-rich flame conditions show good agreement w
the theoretical calculations starting from distances
approximately 10–20 mm above the burner surfa
As mentioned earlier the LIPS signal was normaliz
by dividing by the pump laser intensity raised to t
power 2.50 to account for the variation in both pum
and probe intensities in these cases.

The experimental results shown in Fig. 8 we
scaled such that experiment and theory agreed
the postflame region for an equivalence ratio of 1
for the other equivalence ratios it was assumed
the experimental H-atom number density was prop
tional to the square root of the LIPS signal. The m
fraction was calculated from the number density
multiplying by the ratio equilibrium flame temper
ture for a given equivalence ratio and the equilibriu
flame temperature for an equivalence ratio of 1
The estimated uncertainty in the determination of
experimental equivalence ratio was 13–17% as
cussed under Experimental Apparatus and Proced
The measured experimental equivalence ratios w
estimated to be low by about 10% based on a com
ison of measured and calculated H-atom mole fr
tions versus equivalence ratio at various heights ab
the burner surface. One of these profiles is show
Fig. 10. All of the measured profiles seemed to
dicate that the experimental value of the equivale
ratio was consistently low, and the shifted value w
well within the value of the uncertainty in the me
sured value.
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Fig. 10. Comparison of measured and calculated H-a
mole fractions versus equivalence ratio at a height 30
above the burner surface. The equivalence ratio for the m
sured H-atom mole fractions has been increased by 0.1
each data point for best agreement with the calculated
ues. The measured H-atom mole fraction is normalized
the calculated value for an equivalence ratio of 1.35.

5. Discussion of results

The H-atom distributions shown in Figs. 8 and
for H2/air flames reveal some important charact
istics that may have a significant influence on
measurements made using the multiflamelet Henc
burner. First, the hydrogen atom seems to reach
equilibrium state fairly rapidly (approx 20 mm high
for the near-stoichiometric flames while a consid
able delay is evident in the fuel-rich flames. Seco
the equilibrium concentration of H atom decreas
significantly when the equivalence ratio was redu
to 0.75 from the stoichiometric value. In addition, t
simulations also revealed that the peak concentra
of the H atom is nearly independent of equivalence
tio. To understand these characteristics the nume
solutions obtained for various equivalence ratios
analyzed.

The calculated concentration profiles for the
and OH radicals and the O2 molecule are shown in
Fig. 11 for several equivalence ratios. A logari
mic scale was chosen for magnifying the variatio
in the species concentrations. The dramatic decr
in H-atom concentration for theΦ = 0.75 flame
compared with the other flames is clearly shown
Fig. 11a. Moreover, the H-atom concentration for
Φ = 2.0 case did not reach an equilibrium value ev
at 50 mm above the burner surface. The OH-rad
concentration (Fig. 11b), on the other hand, decrea
gradually with decreasing equivalence ratio and
(a)

(b)

(c)

Fig. 11. Mole fraction profiles for (a) H atom, (b) OH, an
(c) O2 versus height above the burner surface for vari
equivalence ratios, calculated using the UNICORN code

value atΦ = 0.75 is only slightly lower than tha
obtained for the stoichiometric condition. The exte
sion of the nonequilibrium regime beyond the 50-mm
height for theΦ = 2.0 flame is also evident in the O
and O2 plots (Figs. 11b and 11c).

Calculations and experiments for the data p
sented in Fig. 8 were performed in such a way t
the flow rate of air was kept constant and the flow r
of fuel was varied to obtain the desired equivalen
ratio. As a result, at a given location in the burner
fluid velocity increases and, hence, the residence
decreases when equivalence ratio is increased. Fo
ample, the velocity at the 50-mm location increa
from 14 m/s for theΦ = 1.0 flame to 16.8 m/s for
141
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theΦ = 2.0 flame. This corresponds to a decrease
almost 20% in residence time for theΦ = 2.0 flame
compared with theΦ = 1.0 flame.

The results of perfectly stirred reactor (PSR) c
culations [44] for H2–air flames at various equiva
lence ratios are shown in Figs. 12a and 12b. T
H-atom mole fraction at the exit of the PSR is plott
as a function of residence time for equivalence ra
from 0.5 to 2.0. Note that the H-atom mole fracti
reaches its equilibrium value [45] at residence tim
on the order of 100 ms for theΦ = 1.0 flame. For the
Φ = 2.0 flame, on the other hand, the H-atom m
fraction is still about four times its equilibrium valu
at a residence time of 100 ms. The slow approac
equilibrium for theΦ = 0.75 flame is also eviden
from Figs. 12a and 12b.

The slow approach to the equilibrium concent
tion for the H-atom profile for the rich flames can
understood by assuming that the following bimole
lar reactions are in partial equilibrium in the postflam
region:

(R1)OH+ H2 � H2O+ H,

(R2)H + O2 � OH+ O,

(R3)O+ H2 � OH+ H.

As discussed by Warnatz [46] the mole fractions
the radical species H, O, and OH can be expres
in terms of the “stable” species H2, O2, and H2O if
reactions (R1)–(R3) and are assumed to be in pa
equilibrium. These relations are [47]

(3)xH =
(

k2
1f

k2f k3f xO2x
3
H2

k2
1r

k2rk3rx
2
H2O

)1/2

,

(4)xO = k1f k2f xO2xH2

k1rk2rxH2O
,

(5)xOH =
(

k2f k3f xO2xH2

k2rk3r

)1/2
,

wherekif andkir are the rate coefficients (cm3/g mol)
for reactionsRi , i = 1,2,3, listed in Eqs. (R1)–(R3)
For the flame with an equivalence ratio of 2.0, t
slow approach to the equilibrium value of the H ato
as a function of PSR residence time is a result of
slow approach of the O2 concentration to equilibrium
The slow approach of the O2 mole fraction profile to
its very low equilibrium value of 2.05× 10−7 is also
evident in Fig. 11. Assuming partial equilibrium
the postflame zone of the H2–air flames, the H-atom
mole fraction will be proportional to the square ro
of the O2 mole fraction and will approach equilib
rium on the same time scale as the O2 mole fraction.
A comparison of the H-atom mole fraction at the e
of the PSR and that calculated assuming partial e
librium at the exit of the PSR is shown in Fig. 13; f
(a)

(b)

Fig. 12. Results of PSR calculations of H-atom mole fr
tions as a function of residence time for H2–air flames at
various equivalence ratios. (a) Plot of H-atom mole fraction
(b) Ratio of the H-atom mole fraction to its adiabatic eq
librium value.

the partial equilibrium calculations shown in Fig.
the values of the rate constants were evaluated f
data given in Turns [47]. As is evident from Fig. 1
the H-atom mole fraction at the PSR exit is with
a factor of 2 of the partial equilibrium value for a
residence times. The H-atom mole fraction can
reach its equilibrium value until the O2 mole frac-
tion reaches its very low equilibrium value due to t
partial equilibrium established by the fast bimolecu
reactions (R1)–(R3).

Similar reasoning would explain the slow a
proach to equilibrium for the leanΦ = 0.75 flame,
except that in this case it would be the H2 mole frac-
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Fig. 13. H-atom mole fraction as calculated from the P
code versus residence time, compared with the H-atom m
fraction calculated from Eq. (3) assuming the reactio
(R1)–(R3) are in partial equilibrium. For the partial equili
rium calculations, the values ofxH2, xO2, andxH2O andT

were taken from the PSR code at the given residence tim

tion that would have to decrease to its very low eq
librium value for the H-atom mole fraction to reac
its equilibrium value. For theΦ = 1.0 flame, the equi-
librium mole fractions for H2 and O2 are 0.0153 and
0.00481, respectively, and these equilibrium value
are reached quickly. Thus in theΦ = 1.0 flame equi-
librium values of radical concentrations are reach
at residence times much shorter than for theΦ = 2.0
andΦ = 0.75 flames. A comparison between H-ato
mole fractions and temperatures calculated at a he
of 50 mm above the burner surface using the U
CORN code with the adiabatic equilibrium values a
shown in Fig. 14. As is evident from Fig. 14, th
H-atom mole fractions are significantly higher th
the adiabatic equilibrium values for equivalence
tios of 1.5 or greater, but the calculated tempera
is very close to the adiabatic equilibrium value at
equivalence ratios.

Near the burner surface, the UNICORN H-ato
mole fraction is much higher than that evident fro
the experimental measurements. This can be un
stood by comparing the UNICORN profile shown
Fig. 9 with the Hencken burner geometry shown
Fig. 3. The H-atom mole fraction profiles shown
Fig. 8 are calculated along a vertical line centered
a fuel tube. Our experimental probe volume is appr
imately 3 mm in length in the direction of propagati
of the laser. Thus, for the experimental measureme
the H-atom distribution is averaged over several f
tubes, resulting in lower H-atom mole fractions ne
the burner surface as compared with the numer
calculations.
Fig. 14. H-atom mole fraction and flame temperatures
calculated from the UNICORN code at 50 mm above
burner surface for the Hencken burner compared with a
batic equilibrium values.

For the lean flame conditions, specifically for t
Φ = 0.75 flame, the H-atom concentration values c
culated using the UNICORN code are less than ex
imentally observed values, as is evident from Fig
For lean conditions the LIPS signal is comparativ
low and the uncertainty in determining the equiv
lence ratio is also high as the gas flow rates are sm
In this region the H-atom mole fraction is very depe
dent on the equivalence ratio. Therefore it is belie
that this deviation is partly due to uncertainty in e
perimental measurements of gas flow rates. Bec
of the low value of the H-atom mole fraction, the
is also more uncertainty associated with the subt
tion of the LIPS background signal. It is also possi
that photochemical production of H atoms from wa
vapor is more significant under these lean conditions
Goldsmith [31] observed a high degree of photoche
ical production of H-atoms from the 243-nm 1S–2S
step for lean flames. This behavior will be furth
investigated in our future experiments. By incorp
rating mass flow controllers to control gas flow rat
we will be able to significantly reduce the uncertain
in the measurement of the equivalence ratio. We
plan to useα-BBO polarizers in future experiment
crossedα-BBO polarizers will have rejection ratio
of 10−7 or better [48], significantly enhancing our d
tection sensitivity and reducing uncertainty associa
with background subtraction.

6. Conclusions and future efforts

Two-color, two-photon, laser-induced polarizati
spectroscopy of atomic hydrogen was demonstra
in atmospheric pressure hydrogen/air flame op
ated on the Hencken burner. Spectral lineshapes
recorded at different flame equivalence ratios. Sat
tion characteristics of the 243-nm 1S–2S two–photon
excitation step were investigated. For all equivale
143
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ratios, the LIPS signal was approximately prop
tional to the square of the pump power, although
power dependence did tend to increase as the eq
alence ratio decreased. In the unsaturated regime
LIPS signal is proportional to the pump power rais
to the fourth power, so the 243-nm 1S–2S two-photon
excitation step was significantly saturated for th
measurements.

Measured H-atom mole fraction vertical profil
in hydrogen/air flames for flame equivalence rat
of 1.10–2.10 show good agreement with theoret
profiles for heights greater than 20 mm above
burner surface, although the collisional environme
in these cases are quite different. The spectral l
shape for the LIPS measurements was very sim
for the different flame equivalence ratios investigat
These results indicate that the two-color, two-pho
LIPS process is fairly insensitive to the collision
quenching environment. The slower approach to
equilibrium H-atom mole fraction for the rich flame
that is evident in both experiment and theory is a
sult of the slow approach to equilibrium of the O2
molecule. The slow approach of the H-atom m
fraction to its equilibrium value can be explained
assuming that the fast bimolecular reactions in
H2/O2 system are in partial equilibrium in the pos
flame region.

The development and testing of a numerical mo
for the Hencken burner are of great significance
cause of the widespread use of this burner as a
ibration burner for laser diagnostics of combust
systems [29,49–51]. The results of a comparison
experiment and numerical calculations presented
this article indicate that care must be exercised
using this burner as a calibration standard for mi
species measurements for very fuel-rich or very fu
lean flames. Decreasing the flow rate of the gase
increase the residence time is one option for obtain
postflame radical concentrations that are closer to
abatic equilibrium values, but decreasing the flow r
will also increase the heat loss to the burner. If s
nificant heat transfer to the burner occurs, the fla
conditions will of course depart from the adiaba
equilibrium condition.

The LIPS technique demonstrated in this work h
the advantages of high signal levels and experim
tal simplicity. Future efforts will be directed at im
proving theoretical and numerical models of the LI
process and at developing a tunable, high-resolut
solid-state laser source to increase the accuracy
precision of the measurements. However, one of
major difficulties with performing the H-atom me
surements discussed in this article was the lim
lifetime of the laser dyes used to produce the 486-
laser radiation. The rapid degradation of the dye la
power complicated the measurements and made it
ficult to normalize for laser power fluctuations. W
are currently developing an injection-seeded opt
parametric generator system [52] based on 355
pumping of solid-stateβ-BBO crystals for generatio
of single-mode, tunable 486-nm laser radiation. T
system will be used in future experiments and w
eliminate problems associated with laser dye de
dation. Theoretical and numerical modeling analy
of the LIPS process will also continue and will be t
subject of forthcoming publications.
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A dual-pump, dual-broadband coherent anti-Stokes Raman scattering system for simultaneous measurements
of temperature and concentrations of N2, O2, and CO2 in reacting f lows is demonstrated. In this system pure
rotational transitions of N2 O2 and rovibrational transitions of N2 CO2 are probed simultaneously with two
narrowband pump beams, a broadband pump beam, and a broadband Stokes beam. The main advantage of
this technique is that it permits accurate temperature measurements at both low and high temperatures as
well as concentration measurements of three molecules. © 2004 Optical Society of America

OCIS codes: 120.1740, 300.6230.
A dual-pump, dual-broadband coherent anti-Stokes
Raman scattering (CARS) system for simultaneous
temperature and multiple-species concentration mea-
surements in reacting f lows is demonstrated. This
work extends our previous demonstrations of tempera-
ture and multiple-species concentration measurements
in laboratory f lames and combustor test facilities
using dual- and triple-pump CARS.1,2 Several other
CARS techniques, such as dual-broadband rotational
CARS3,4 and simultaneous vibrational and rota-
tional CARS5 that employ a single-pump laser, have
also been used as tools for simultaneous temperature
and multiple-species concentration measurements.

The current technique allows accurate temperature
measurements at both low and high temperatures.
In the combustion zone or the exhaust of a real com-
bustor there are wide spatial and temporal variations
of temperature as a result of the inherently turbulent
nature of the f low field. In the current system the
rotational transitions of N2 O2 and the rovibrational
transitions of N2 CO2 are probed. The rotational
spectra of N2 O2 provide improved temperature
accuracy at lower temperatures, generally below
1500 K,6 whereas the rovibrational spectra of N2 CO2
provide improved temperature accuracy at higher
temperatures. To our knowledge this is the f irst
CARS technique that employs two narrowband pump
beams and a broadband pump beam to excite the
transitions of three different molecules simultaneously
to achieve two rotational spectra (e.g., N 2 and O2) and
two rovibrational spectra (N 2 and CO2).

The experimental schematic and energy-level dia-
grams of the dual-pump, dual-broadband CARS
system are shown in Figs. 1(a) and 1(b), respectively.
As is evident from Fig. 1, this technique is essentially
a combination of a dual-pump and a dual-broadband
0146-9592/04/161843-03$15.00/0
CARS system, the former generating a rovibrational
CARS signal from the N2 CO2 pair and the latter
generating a pure rotational CARS signal from the
N2 O2 pair. An injection-seeded Nd:YAG laser is
used to pump one narrowband dye laser and one
broadband dye laser while providing a 532-nm CARS

Fig. 1. (a) Schematic of the dual-pump, dual-broadband
CARS system for detecting temperature and concentra-
tions of N2, O2, and CO2. NBDL, narrowband dye laser;
BBDL, broadband dye laser; P, polarizer; A, analyzer.
(b) Energy-level diagram of the dual-pump, dual-
broadband CARS system.
© 2004 Optical Society of America
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pump beam. The broadband dye output, centered
about 607 nm, serves as the Stokes beam for each
of the CARS signals generated as well as the pump
beam for the dual-broadband rotational CARS system.
The narrowband dye laser provides laser radiation
at �560 nm. The combination of the 532-nm pump
beam with the 607-nm Stokes beam produces a
rovibrational N2 Raman polarization that coherently
scatters the 560-nm pump beam, yielding an N2
CARS signal near 496 nm. At the same time the
560-nm pump beam and the 607-nm Stokes beam
produce a CO2 Raman polarization that scatters the
532-nm pump beam, yielding a CO2 CARS signal that
also appears near 496 nm. The polarization of the
broadband pump beams at 607 nm is oriented to be
orthogonal to that of the 532-nm beam.

The broadband pump beam and the broadband
Stokes beam produce rotational Raman polarizations
for both N2 and O2 molecules, which then scatter
the 532-nm pump beam. The pure rotational CARS
spectra appear mainly in the 525–531-nm range.
The incident beams are phase matched using the
folded BOXCARS geometry, with the 560- and 607-nm
pump beams arranged collinearly. The CARS signals
at 496 and 528 nm are separated using a dichroic
mirror before being simultaneously detected by two
1.0-m spectrometers and two nonintensified, back-
illuminated CCD cameras. The CARS spectra are
normalized using a nonresonant spectrum to account
for the finite bandwidth of the dye-laser spectral
profiles and the spectral variations in dye power.
The nonresonant spectrum is recorded by placing the
beam-overlap region within an open argon f low tube.

Measurements were performed in an atmospheric-
pressure, near-adiabatic, hydrogen–air f lame seeded
with CO2 and stabilized on a Hencken burner. The
rovibrational spectra of N2 CO2 and the pure rota-
tional spectra of N2 O2 were acquired simultaneously
at 10 Hz. Typical 100-shot-average rotational spectra
of N2 O2 and rovibrational spectra of N2 CO2 are
shown in Fig. 2. An inherent consequence of setting
up a simultaneous vibrational and rotational CARS
system is that an additional broadband vibrational
CARS signal will contribute to the background of
the rotational spectra of N2 O2.5 This background
contribution is subtracted by fitting a smooth curve
through the base of the rotational CARS spectra. The
temperature and the relative CO2 and O2 concentra-
tions are evaluated by comparison of the experimental
spectra with theoretical ones. As expected, the tem-
peratures evaluated from both spectra agree to within
experimental uncertainty, as shown in Fig. 2. Proba-
bility density functions of temperatures evaluated
from the single-shot N2 CO2 rovibrational spectra
and from the N2 O2 rotational spectra are shown
in Figs. 3(a) and 3(b), respectively. Two different
theoretical codes were used to f it the single-shot
rovibrational spectra and the single-shot rotational
spectra. The standard deviations of the temperature
evaluated from the N2 CO2 spectra and from the
N2 O2 spectra are �2% and �2.5% of the mean
values, respectively. The standard deviations of the
rotational and the rovibrational spectra are related
mainly to laser-mode f luctuations, as discussed in
Ref. 7 and the references therein. The probability
density functions of the ratio of CO2 and N2 mole
fractions and the ratio of O2 and N2 mole fractions are
shown in Figs. 3(c) and 3(d), respectively.

A comparison of the experimental results with an
equilibrium calculation is shown in Fig. 4. As is evi-
dent from Fig. 4(a), the measured temperatures from
the rovibrational spectra are approximately 20–50 K
lower than those from the equilibrium calculations.
The temperatures evaluated from the rotational spec-
tra are �40 K lower at low equivalence ratios, and the
difference between the experimental and theoretical
temperatures increases at higher temperatures. The
discrepancy between the measured and the calculated
temperatures may be due to the following three
reasons: (1) uncertainty with the mass-f low con-
troller, (2) radiation heat loss to the burner (�5 K
for the equivalence ratios reported here), and (3) the
signal-to-noise ratio of the experimental spectra that
affects the least-squares fitting with the theoreti-
cal spectra. At higher temperatures the rotational
spectra of O2 N2 underpredict the equilibrium tem-
peratures by �150 K, possibly as the result of a low
signal-to-noise ratio of the spectra and the fact that
the subtraction of the broadband vibrational CARS
signal affects the evaluated temperature to a large
extent under those conditions.5 The measured ratios
of O2 N2 and CO2 N2 mole fractions show reasonably
good agreement with the equilibrium calculations,
as shown in Fig. 4(b). There are still some issues
related to the modeling of the CO2 spectra that are

Fig. 2. Typical (a) N2 CO2 and (b) N2 O2 spectra
acquired simultaneously in a near-adiabatic, hydrogen–
air–CO2 f lame stabilized on a Hencken burner at f � 0.25.
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Fig. 3. Single-shot probability density functions acquired in a near-adiabatic, hydrogen–air–CO2 f lame stabilized on
a Hencken burner at f � 0.25 for (a) temperature evaluated from rovibrational spectra of N2 CO2, (b) temperature
evaluated from rotational spectra of N2 O2, and the ratios of (c) CO2�N 2 and (d) O2�N2.
Fig. 4. Comparison of experimental results and equilib-
rium calculations: (a) temperature profiles and (b) pro-
files of the ratios of CO2�N2 and O2�N2.

beyond the scope of this work.2 At high equivalence
ratios the O2�N2 concentrations are higher than ex-
pected, which may be because of problems associated
with the subtraction of the undesired background
contribution. At higher temperatures the coupling
between nonresonant susceptibility and concentration
is higher, especially since the O2 concentration is
lower at high temperature.

In summary, a dual-pump, dual-broadband CARS
system for simultaneous measurements of temperature
and multiple-species concentrations in reacting f lows
was demonstrated. This system will allow tempera-
ture measurement in both low- and high-temperature
regions in dynamically reacting f lows along with the
concentration of multiple species.
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The physics of the two-photon absorption process is investigated for a three-state system. The
density-matrix equations for the two-photon interaction are solved in the steady-state limit assuming
that the pump laser radiation is monochromatic. Collisional broadening, saturation, and Stark
shifting of the two-photon resonance are investigated in detail by numerical solution of the
steady-state density-matrix equations. Analytical expressions for the saturation intensity and the
Stark shift are derived for the case where the single-photon transitions between the intermediate
state and the initial and final states are far from resonance with the pump laser. For this case, it is
found that the direction of the Stark shift is dependent on the relative magnitudes of the
dipole-moment matrix elements for the single-photon transitions that couple the intermediate state
with the initial and final states. Saturation and Stark shifting are also investigated for the case where
the single-photon transitions between the intermediate state and the initial and final states are close
to resonance with the pump laser. ©2004 American Institute of Physics.
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I. INTRODUCTION AND MOTIVATION

Two-photon absorption was first discussed
Göppert-Mayer,1 but it was not until the development of th
laser that the technique of fluorescence detection follow
two-photon absorption became useful as a spectrosc
probe.2–4 Over the last two decades, spectroscopic te
niques based on the interaction of laser radiation with tw
photon-absorption resonances have emerged as pow
techniques for probing flames and plasmas. Following
initial demonstration of the technique of two-photo
absorption laser-induced fluorescence~TPA-LIF! for detec-
tion of the species O and N in a flow discharge by Bisch
Perry, and Crosley,5 TPA-LIF detection of H,6 O,7 CO,8 C,9

and N ~Ref. 10! in flames was demonstrated. Alde´n et al.,11

Goldsmith and co-workers,12–16 and Salmon and
Laurendeau17 have applied different multi-photon-excite
fluorescence detection schemes for atomic hydrogen
flames. Czarnetzkiet al.18 present a comprehensive compa
son of the advantages and disadvantages of various pos
TPA-LIF excitation schemes for the detection of the hyd
gen atom.

Other diagnostic techniques based on the TPA proc
were developed following the demonstration of TPA-LI
The phenomenon of amplified stimulated emission~ASE!
following TPA was first observed for O-atom spectroscopy
flames.19 ASE was then detected following TPA in H,20 C,21

and N.22 Two-wavelength TPA-induced ASE was demo
strated by Georgievet al.,23 and a TPA-pump, single-photon

a!Author to whom correspondence should be addressed. Fax: 765-494-
Electronic mail: Lucht@purdue.edu
9820021-9606/2004/121(20)/9820/10/$22.00

Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
g
ic
-
-

rful
e

l,

in

ible
-

ss

probe technique was developed by Brown and Jeffrie24

TPA-based laser-induced-grating spectroscopy~TPA-LIGS!
detection of atomic hydrogen was demonstrated by G
Goldsmith, and Trebino25 and Gray and Trebino.26 Two-
photon laser-induced polarization spectroscopy~LIPS! has
been demonstrated for both atomic and molecular spe
such as nitrogen (N2),27 ammonia (NH3),28 carbon monox-
ide ~CO!,28 and atomic hydrogen.29–31,32

Despite the numerous diagnostic applications of TP
LIF, TPA-LIGS, and more recently TPA-LIPS, theoretic
analysis of the TPA process for these diagnostic techniq
has in general been limited to the results of second-or
perturbation theory.1,33,34 The effects of collisions and
Doppler broadening on the TPA line shape are discussed
Cagnac, Grynberg, and Biraben,35 Bischel, Kelly, and
Rhodes,36 Dux et al.,37 and Fiechtner and Gord.38

In this paper we extend the previous second-order p
turbative theoretical treatments with a nonperturbative an
sis, allowing us to include in a rigorous manner the effects
saturation and Stark shifting on the two-photon resona
transition. The density-matrix equations for the two-phot
absorption process are solved in the limit of steady state
assuming that both the two-photon transition and the sin
photon resonances with the intermediate state are hom
neously broadened. Analytical expressions for the satura
intensity and the Stark shift are derived for the case wh
the incident laser radiation is far from resonance with
single-photon resonances between the initial state and
intermediate state, and between the final state and the in

39.
0 © 2004 American Institute of Physics
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mediate state. The steady-state equations are also solve
merically to investigate the effects of collisions, saturatio
and Stark shifting on the TPA line shape.

II. DENSITY MATRIX ANALYSIS FOR THE
INTERACTION OF A TWO-STATE RESONANCE
WITH MONOCHROMATIC LASER RADIATION

The time-dependent density-matrix equations for a m
tistate system irradiated by laser radiation are giv
by33,39–41

]r j j

]t
52

i

\ (
m

~Vjmrm j2r jmVm j!2G jr j j

1 (
mÞ j

Gm jrmm, ~1!

]r, j~y,t !

]t
52r, j~ iv, j1g, j !

2
i

\ (
m

~V,mrm j2r,mVm j!, ~2!

where the diagonal matrix elementr j j is the occupation
probability for statej, proportional to the population of stat
j, and the off-diagonal matrix elementr, j is a measure of the
coherence between states, and j. In Eqs. ~1! and ~2!, \ is
Planck’s constant~J s!, G j is the rate coefficient~s21! for
population transfer from statej to all other states,Gm j is the
rate coefficient~s21! for population transfer from statem to
statej, v, j is the resonance frequency~s21! between states,
and j, and g, j is the rate coefficient~s21! for coherence-
dephasing collisions. The interaction termVm j (J) is given
by

Vm j5•
—mW m j•EW ~rW,t !, ~3!

wheremW m j5^cmumW uc j& is the electric dipole matrix elemen
~C m! andEW (rW,t) is the laser electric field~J/C m!. The laser
field is given by

EW ~rW,t !5 1
2 êA~rW,t !exp@1 i ~kW•rW2vt !#1c.c., ~4!

where ê is the complex unit vector for the laser fie
(ê•ê* 51), rW is the position vector~m!, A(rW,t) is the slowly
varying amplitude function~J/C m!for the electric field,kWL is
the propagation vector~m21!, and vL is the angular fre-
quency~s21!. For the analysis of two-photon absorption
this paper we will assume thatrW50 and that the electric-field
amplitude is constant, and thus Eq.~4! reduces to

EW ~ t !5 1
2 êA exp~2 ivt !1 1

2 ê* A* exp~1 ivt !. ~5!

A. Density-matrix elements for transition
between ground state a and excited state c

The three-state system that will be analyzed in this pa
is illustrated in Fig. 1. The initial and final states,a and b,
respectively, of the two-photon transition are coupl
through the intermediate statec. Assuming thatVaa5Vbb

5Vcc50 and that statesa andb are not coupled by a single
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
nu-
,

l-
n
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photon electric-dipole resonance (Vab5Vba50), the
density-matrix equations for the three-state system are g
by

ṙca52rca~ ivca1gca!2
i

\
Vca~raa2rcc!2

i

\
Vcbrba ,

~6!

ṙcb52rcb~ ivcb1gcb!2
i

\
Vcarab2

i

\
Vcb~rbb2rcc!,

~7!

ṙba52rba~ ivba1gba!2
i

\
~Vbcrca2rbcVca!, ~8!

ṙaa52Garaa1Gbarbb1Gcarcc2
i

\
~Vacrca2racVca!,

~9!

ṙbb52Gbrbb1Gcbrcc1Gabraa2
i

\
~Vbcrcb2rbcVcb!,

~10!

ṙcc52Gcrcc1Gacraa1Gbcrbb2
i

\
~Vcarac2rcaVac!

2
i

\
~Vcbrbc2rcbVbc!. ~11!

The angular frequencies are given by

vca5~ec2ea!/\, ~12!

vcb5~ec2eb!/\, ~13!

vba5~eb2ea!/\. ~14!

The following slowly varying density-matrix elements a
defined at this point:

rca5sca exp~2 ivt !, ~15!

rcb5scb exp~1 ivt !, ~16!

rba5sba exp~2 i2vt !. ~17!

Substituting Eq.~17! and the time derivative of Eq.~15! into
Eq. ~6! we obtain

FIG. 1. Schematic diagram of the three-state system and the two-ph
absorption process for the casevcb50.
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ṡca exp~2 ivt !2 ivsca exp~2 ivt !

52sca exp~2 ivt !~ ivca1gca!2
i

\
Vca~saa2scc!

2
i

\
Vcbsba exp~2 i2vt !. ~18!

At this point let us define the radiative interaction terms,

Vcb5Ṽcb
1 exp~1 ivt !1Ṽcb

2 exp~2 ivt !, ~19!

Vca5Ṽca
1 exp~1 ivt !1Ṽca

2 exp~2 ivt !. ~20!

Similar relations apply forVac and Vbc . Substituting Eqs.
~19! and ~20! into Eq. ~18! and rearranging we obtain

ṡca exp~2 ivt !

52sca exp~2 ivt !@ i ~vca2v!1gca#

2
i

\
@Ṽca

1 exp~1 ivt !1Ṽca
2 exp~2 ivt !#~raa2rcc!

2
i

\
@Ṽcb

1 exp~1 ivt !1Ṽcb
2 exp~2 ivt !#

3sba exp~2 i2vt !. ~21!

Equating terms in Eq.~21! that have the time dependenc
exp(2ivt) and neglecting terms that oscillate at exp(2i3vt)
and exp(1ivt), we obtain

ṡca52sca@ i ~vca2v!1gca#

2
i

\
@Ṽca

2 ~raa2rcc!1Ṽcb
1 sba#. ~22!

Writing the real and imaginary components of the dens
matrix elements and the radiative interaction terms we ob
the following equation:

ṡca
r 1 i ṡca

i 52~sca
r 1 isca

i !@ i ~vca2v!1gca#

2
i

\
~V̄ca

2r1 iṼca
2 i !~raa2rcc!

2
i

\
~Ṽcb

1r1 iṼcb
1 i !~sba

r 1 isba
i !. ~23!

Writing separate equations for the real and imaginary te
we obtain

ṡca
r 52sca

r gca1sca
i ~vca2v!1

1

\
Ṽca

2 i~raa2rcc!

1
1

\
~Ṽcb

1rsba
i 1Ṽcb

1 isba
r !, ~24!

ṡca
i 52sca

i gca2sca
r ~vca2v!2

1

\
Ṽca

2r~raa2rcc!

1
1

\
~2Ṽcb

1rsba
r 1Ṽcb

1 isba
i !. ~25!

Repeating a similar process for Eq.~7! we obtain
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
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ṡcb exp~1 ivt !52scb exp~1 ivt !@ i ~vcb1v!1gcb#

2
i

\
Vcasab exp~1 i2vt !

2
i

\
Vcb~rbb2rcc!. ~26!

Substituting Eq.~20! into Eq. ~26! and equating terms tha
oscillate at exp(1ivt) we obtain

ṡcb52scb@ i ~vcb1v!1gcb#

2
i

\
@Ṽcb

1 ~rbb2rcc!1Ṽca
2 sab#. ~27!

Writing the real and imaginary components of the dens
matrix elements and the radiative interaction terms we ob
the following equation:

ṡcb
r 1 i ṡcb

i 52~scb
r 1 iscb

i !@ i ~vcb1v!1gcb#

2
i

\
~Ṽcb

1r1 iṼcb
1 i !~rbb2rcc!

2
i

\
~Ṽca

2r1 iṼca
2 i !~sab

r 1 isab
i !. ~28!

Writing separate equations for the real and imaginary te
we obtain

ṡcb
r 52scb

r gcb1scb
i ~vcb1v!1

1

\
Ṽcb

1 i~rbb2rcc!

1
1

\
~Ṽca

2rsab
i 1Ṽca

2 isab
r !, ~29!

ṡcb
i 52scb

i gcb2scb
r ~vcb1v!2

1

\
Ṽcb

1r~rbb2rcc!

1
1

\
~2Ṽca

2rsab
r 1Ṽca

2 isab
i !. ~30!

Repeating a similar process for Eq.~8! we obtain

ṡba exp~2 i2vt !52sba exp~2 i2vt !@ i ~vba22v!1gba#

2
i

\
@Vbcsca exp~2 ivt !

2sbc exp~2 ivt !Vca#. ~31!

Substituting for the radiative interaction terms and solvi
for terms that oscillate at exp(2i2vt) we obtain

ṡba52sba@ i ~vba22v!1gba#2
i

\
~Ṽbc

2 sca2sbcṼca
2 !.

~32!

Writing the real and imaginary components of the dens
matrix elements and the radiative interaction terms we ob
the following equation: 151
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ṡba
r 1 i ṡba

i 52~sba
r 1 isba

i !@ i ~vba22v!1gba#

2
i

\
~Ṽbc

2r1 iṼbc
2 i !~sca

r 1 isca
i !

1
i

\
~sbc

r 1 isbc
i !~Ṽca

2r1 iṼca
2 i !. ~33!

Writing separate equations for the real and imaginary te
we obtain

ṡba
r 52sba

r gba1sba
i ~vba22v!1

1

\
~Ṽbc

2rsca
i 1Ṽbc

2 isca
r !

1
1

\
~2sbc

r Ṽca
2 i2sbc

i Ṽca
2r !, ~34!

ṡba
i 52sba

i gba2sba
r ~vba22v!1

1

\
~2Ṽbc

2rsca
r 1Ṽbc

2 isca
i !

1
1

\
~sbc

r Ṽca
2r2sbc

i Ṽca
2 i !. ~35!

The equations for the slowly varying population terms b
come

ṙaa5Gbarbb1Gcarcc2
i

\
~Ṽac

1 sca2sacṼca
2 !

5Gbarbb1Gcarcc1
1

\
~Ṽac

1rsca
i 1Ṽac

1 isca
r !

1
1

\
~2sac

r Ṽca
2 i2sac

i Ṽca
2r !1

i

\
~2Ṽac

1rsca
r

1 iṼac
1 isca

i !1
i

\
~sac

r Ṽca
2r2 isac

i Ṽca
2 i !. ~36!

It is not immediately obvious that the imaginary terms in E
~36! are zero. However, using the relations

Ṽac
1 52 1

2 m̄ac•~ ê* A* !52 1
2 ~mW ca!* •~ êA!* 5~Ṽca

2 !*
~37!

and

sac5sca* ~38!

we can simplify Eq.~36! to obtain

ṙaa5Gbarbb1Gcarcc1
2

\
~Ṽac

1rsca
i 1Ṽac

1 isca
r !. ~39!

In a similar fashion we obtain

ṙbb52Gbrbb1Gcbrcc1
2

\
~Ṽbc

2rscb
i 1Ṽbc

2 iscb
r ! ~40!

and

ṙcc52Gcrcc1Gbcrbb2
2

\
~sca

r Ṽac
1 i1sca

i Ṽac
1r !

2
2

\
~scb

r Ṽbc
2 i1scb

i Ṽbc
2r !. ~41!
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III. STARK SHIFTING AND SATURATION INTENSITY
FOR THE TWO-PHOTON RESONANCE
TRANSITION

Analytical expressions for the Stark shift and saturat
intensity of the two-photon resonance transition transit
are derived in this section. The Stark shift is determined fr
an expression for the real part of the coherence dens
matrix elementsba between the final and initial states for th
two-photon transition. The steady-state solution forsba is
found by settingṡba50 in Eq. ~32! and is given by

sba52
i ~Ṽbc

2 sca2sbcṼca
2 !

\@ i ~vba22v!1gba#
. ~42!

The steady-state solutions for the density-matrix eleme
sca andsbc are found from Eqs.~22! and~27!, respectively,
and are given by

sca52
i @Ṽca

2 ~raa2rcc!1Ṽcb
1 sba#

\@ i ~vca2v!1gca#
~43!

and

sbc51
i @Ṽbc

2 ~rbb2rcc!1sbaṼac
1 #

@2 i ~vcb1v!1gcb#
, ~44!

where we have used the relationsbc5scb* in deriving Eq.
~43!. Assuming that the laser frequency is far from resona
with the single-photon resonancesca and cb, uvca2vu
@gca and uvcb1vu@gcb , we obtain

sca52
@Ṽca

2 ~raa2rcc!1Ṽcb
1 sba#

\~vca2v!
~45!

and

sbc52
@Ṽbc

2 ~rbb2rcc!1sbaṼac
1 #

\~vcb1v!
. ~46!

Substituting Eqs.~45! and ~46! into Eq. ~42! we obtain

sba@ i ~vba22v!1gba#

51
i

\ H Ṽbc
2

@Ṽca
2 ~raa2rcc!1Ṽcb

1 sba#

\~vca2v!

2
@Ṽbc

2 ~rbb2rcc!1sbaṼac
1 #

\~vcb1v!
Ṽca

2 J . ~47!

Rearranging collecting terms that involvesba on the left-
hand side of the equation we obtain

sbaH i F ~vba22v!2
uṼcbu2

\2~vca2v!
1

uṼacu2

\2~vcb1v!
G1gbaJ

5
iṼbc

2 Ṽca
2 ~raa2rcc!

\2~vca2v!
2

iṼbc
2 Ṽca

2 ~rbb2rcc!

\2~vcb1v!
. ~48!

Rewriting Eq.~48! we obtain 152
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sba5

iṼbc
2 Ṽca

2 ~raa2rcc!

\2~vca2v!
2

iṼbc
2 Ṽca

2 ~rbb2rcc!

\2~vcb1v!

i F ~vba22v!2
uṼcbu2

\2~vca2v!
1

uṼacu2

\2~vcb1v!
G1gba

5
iṼbc

2 Ṽca
2 @~vcb1v!~raa2rcc!2~vca2v!~rbb2rcc!#

\2~vca2v!~vcb1v!~ iDba1gba!
,

~49!

where

Dba5~vba22v!2
uṼcbu2

\2~vca2v!
1

uṼacu2

\2~vcb1v!
. ~50!

The real part ofsba will go to zero at two-photon resonanc
i.e., when the resonance denominator in Eq.~49! is real. The
resonance denominator in Eq.~49! will be real whenDba

50, resulting in the following expression for the two-photo
resonance frequency:

v tp,res5
vba

2
2

uṼcbu2

2\2~vca2v!
1

uṼacu2

2\2~vcb1v!

5
1

2
@vba2DvS,cb1DvS,ac#, ~51!

where

DvS,cb5
uṼcbu2

\2~vca2v!

5
umW cb•êu2AA*

4\2~vca2v!
5

umW cb•êu2I

2ce0\2~vca2v!
, ~52!

wherec is the speed of light~m/s!, e0 is the dielectric per-
mittivity ~C2/J m!, and the laser intensityI (W/m2) is given
by
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
I 5 1
2 ce0AA* . ~53!

Similarly, the magnitude of the Stark shift due to the sing
photonac resonance is given by

DvS,ac5
uṼacu2

\2~vcb1v!
5

umW ac•êu2I

2ce0\2~vcb1v!
. ~54!

The sign of the overall Stark shift2DvS,cb1DvS,ac de-
pends on the relative strengths of the single-photon re
nances. The Stark shift also depends on the polarizatio
the pump beam and the polarization properties of the sin
photon resonances through the termsumW ac•êu2 and
umW cb•êu2.

The saturation intensity for the two-photon resonan
can be determined from the steady-state expression for
populationrbb of the final state. The steady-state solution f
rbb can be found from Eq.~40! and is given by

rbb52
i ~Ṽbc

2 scb2sbcṼcb
1 !

\Gb
, ~55!

where we have neglected collisional transfer from statec to
stateb in deriving Eq.~55!. Substituting into Eq.~55! using
Eq. ~46! we obtain

rbb51
i

\Gb
H Ṽbc

2
@Ṽcb

1 ~rbb2rcc!1Ṽca
2 sab#

\~vcb1v!

2
@Ṽbc

2 ~rbb2rcc!1sbaṼac
1 #

\~vcb1v!
Ṽcb

1 J . ~56!

Rearranging Eq.~56! and simplifying we obtain

rbb51
i ~Ṽbc

2 Ṽca
2 sab2sbaṼac

1 Ṽcb
1 !

\2~vcb1v!Gb

. ~57!

Substituting forsba andsab in Eq. ~57! using Eq.~48! we
obtain
rbb51
Ṽbc

2 Ṽca
2 Ṽcb

1 Ṽac
1 @~vcb1v!~raa2rcc!2~vca2v!~rbb2rcc!#

\4~vcb1v!2~vca2v!~2 iDba1gba!Gb

1
Ṽac

1 Ṽcb
1 Ṽbc

2 Ṽca
2 @~vcb1v!~raa2rcc!2~vca2v!~rbb2rcc!#

\4~vcb1v!2~vca2v!~ iDba1gba!Gb

. ~58!
Simplifying Eq. ~58! we obtain

rbb51L
@~vcb1v!~raa2rcc!2~vca2v!~rbb2rcc!#

Dba
2 1gba

2
,

~59!

where
L5
2uṼcbu2uṼacu2gba

\4~vcb1v!2~vca2v!Gb

5
umW cb•êu2umW ac•êu2I 2gba

2c2e0
2\4~vcb1v!2~vca2v!Gb

. ~60!

Rearranging Eq.~59! and solving forrbb we obtain153
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rbb

5
L$@~vcb1v!raa2~vca2vcb22v!rcc#/~Dba

2 1gba
2 !%

11@L~vca2v!/~Dba
2 1gba

2 !#

5
L@~vcb1v!raa2~vca2vcb22v!rcc#

Dba
2 1gba

2 1L~vca2v!
. ~61!

Defining the two-photon saturation intensityI sat,

I sat5ce0\2A2Gbgba~vcb1v!2

umW cb•êu2umW ac•êu2
, ~62!

and using the relationvba5vca2vcb we can rewrite Eq.
~61! as

rbb5
gba

2 ~ I 2/I sat
2 !@~vcb1v!raa2~vba22v!rcc#

~vcb1vba2v!$Dba
2 1gba

2 @11~ I 2/I sat
2 !#%

. ~63!

Note thatI sat is proportional to the square root of the produ
of the dephasing-collision rate coefficientgba and the
population-transfer rate coefficientGb , and inversely propor-
tional to the product of the magnitudes of the electric-dipo
moment density-matrix elements for the single-photon tr
sitions ac and cb. Again, the dependence of the saturat
intensity on the polarization of the pump beam and the
larization properties of the single-photon resonances is c
tained in the termsum̄ac•êu2 and um̄cb•êu2.

Taking the high-intensity limit I 2@I sat
2 for the on-

resonance conditionDba50, and assuming that the Star
shifting terms are small compared tov, so thatvba>2v, we
obtain

rbb5
gba

2 ~ I 2/I sat
2 !@~vcb1v!raa2~vba22v!rcc#

~vcb1vba2v!$Dba
2 1gba

2 @11~ I 2/I sat
2 !#%

>raa . ~64!

In the low-intensity limit, I 2!I sat
2 , and assuming thatvba

>2v, Eq. ~63! reduces to

rbb>
gba

2 ~ I 2/I sat
2 !raa

Dba
2 1gba

2
. ~65!

The low-laser-intensity spectral profile is Lorentzian with
full width at half maximum of 2gba . Assuming thatDba

50 we obtain

rbb>~ I 2/I sat
2 !raa . ~66!

IV. NUMERICAL SOLUTION
OF THE DENSITY-MATRIX EQUATIONS

The results of numerical solution of the steady-st
density-matrix equations for the TPA process are prese
and discussed in this section. Equations~24!, ~25!, ~29!, ~30!,
~34!, ~35!, ~39!, ~40!, and~41! form a set of nine equations i
nine unknowns; the unknowns are the real and imagin
components of the coherence density-matrix elements
the population density-matrix element for each of the th
states. These equations, with the time derivatives set equ
zero, were solved using the Engineering Equation So
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
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~Academic Version 6.867-3D!. It was found that it was nec
essary to replace Eq.~41! with the population conservation
equation

15raa1rbb1rcc ~67!

in order to obtain a converged solution to the set of eq
tions.

A. Effect of the relative magnitudes of the electric-
dipole-moment density-matrix elements

The equations were solved for the three-state sys
with vbc50 as shown in Fig. 1. This case corresponds to
1S-2S two-photon transition in atomic hydrogen, for whic
the most important intermediate level is the 2P level. The
2P and 2S levels are nearly degenerate. Figure 2 shows
populationrbb of the final state of the two-photon transitio
as a function of laser detuning for three different values
the laser intensity. For the calculations shown in Fig. 2,
magnitudes of the electric-dipole-moment matrix eleme
mac5um̄ac•êu andmcb5um̄cb•êu for the single-photon reso
nances areea0/4 andea0 , respectively, wheree is the elec-
tronic charge~C! anda0 is the Bohr radius~m!. The ratio of
electric-dipole-moment matrix elements for the 1S-2P and
2P-2S single-photon transitions is also'1:4.42 For the cal-
culations shown in Fig. 2, the dephasing-collision rate co
ficients for the coherences,gba , gac , andgcb , were set to a
value of 1.031010s21, and the population-transfer rate co
efficientsGba andGca were set to 53109 s21. The frequency
difference between statesa and b was set to 80 000 cm21,
and the energies of statesb and c were set equal. The
population-transfer rate coefficient between statesb and c
was set to zero, however, so that the collisional transfer
tween these states did not obscure the different behavio
the two states during the TPA process. The saturation in

FIG. 2. Final state populationrbb vs laser-frequency detuningd for
vba/2pc580 000 cm21, vcb/2pc50 cm21, mac5ea0/4, mcb5ea0 , gcb

5gac5gba51010 s21, andGca5Gba553109 s21. Line shapes are shown
for three different laser intensities.
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sity for this case is 1.23931014W/m2. As is evident from
Fig. 2, the TPA line broadens and shifts significantly as
laser intensity increases from 1013 to 431014W/m2. The
population for all three states as a function of laser-freque
detuning is shown in Figs. 3~a!and 3~b!for laser intensities
of 1013 and 431014W/m2, respectively. Note that for a lase
intensity of 1013W/m2, the population of the intermediat
statec is relatively insensitive to the laser-frequency detu
ing d. For a laser intensity of 431014W/m2, however, the
population statec increases significantly near the conditio
of two-photon resonance, even though it is still far less th
the population of either statea or stateb. The dispersive
character ofrcc due to the coupling of this state with bot
statesa andb is clearly evident in Fig. 3~b!.

The effect of changing the relative magnitudes of t
electric-dipole-moment density-matrix elementsmac andmcb

is shown in Fig. 4. For the calculations shown in Fig. 4~b!,
the magnitudes of the electric-dipole density-matrix eleme
for the two single-photon resonances are equal. The ma
tudes are set to the valuemac5mcb5ea0/2, so that the satu
ration intensityI sat is the same as for the calculations show
in Fig. 2 @Fig. 4~a!is the same as Fig. 2, repeated for ease
comparison with Figs. 4~b!and 4~c!#. However, there is n

FIG. 3. State populations vs laser-frequency detuningd for ~a! nonsaturating
laser intensity I 51013 W/m2 and ~b! saturating laser intensityI 54
31014 W/m2. For these calculations,vba/2pc580 000 cm21, vcb/2pc
50 cm21, mac5ea0/4, mcb5ea0 , gcb5gac5gba51010 s21, and Gca

5Gba553109 s21.
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
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Stark shift evident in Fig. 4~b!, because the electric-dipo
moment density-matrix elementsmac andmcb are equal, the
Stark shiftsDvS,ac and 2DvS,cb cancel. For the calcula
tions shown in Fig. 4~c!,mac5ea0 andmcb5ea0/4, and the
Stark shift is in the opposite direction of that shown in F
4~a!. The saturation intensity was the same for all the ca
lations shown in Figs. 2–4.

B. Effect of the energy of the intermediate state c

The effect of the energy of the intermediate statec on the
TPA process is examined in this section. The TPA proces

FIG. 4. Final state populationrbb vs laser-frequency detuningd for ~a!
mac5ea0/4 andmcb5ea0 , ~b! mac5ea0/2 andmcb5ea0/2, ~c! mac5ea0

andmcb5ea0/4. Line shapes are shown for three different laser intensi
for each case. For all three cases the following parameters were the s
vba/2pc580 000 cm21, vcb50 cm21, gcb5gac5gba51010 s21, andGca

5Gba553109 s21.
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strongly affected by the value of the frequenciesvca andvcb

when the intermediate statec is midway between statesa and
b and thus transitionsac andcb are near single-photon reso
nance. This situation is illustrated schematically in Fig.
The results of calculations forvca/2pc540 010 cm21 are
shown in Fig. 6~a!, and forvca/2pc539 990 cm21 in Fig.
6~b!. For these calculations, the collisional rate coefficie
are the same as for Figs. 2–4,mac5ea0/4 andmcb5ea0 ,
and vba/2pc580 000 cm21. For both Figs. 6~a!and 6~b!,

FIG. 5. Schematic diagram of the three-state system and the two-ph
absorption process for the casev>2vcb , v>vca .

FIG. 6. State populations vs laser-frequency detuningd for ~a! (v
2vca)/2pc5210 cm21 and ~b! (v2vca)/2pc5110 cm21. For both
cases the following parameters were the same:mac5ea0/4, mcb5ea0 , I
51011 W/m2, gcb5gac5gba51010 s21, andGca5Gba553109 s21.
Downloaded 12 Jul 2005 to 198.30.120.22. Redistribution subject to AIP
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the laser intensity for the calculations is 1011W/m2, and the
calculated saturation intensity is 3.09831010W/m2 for v
5vba/2; the saturation intensity varies by'10% over the
laser-frequency-detuning range shown~note that it is four
orders of magnitude smaller than for the calculations sho
in Figs. 2–4, where the laser frequency is 40 000 cm21 away
from single-photon resonance!. The saturation beha
shown in Figs. 6~a!and 6~b! is very similar, but the Stark
shift is in the opposite direction depending on whether
energyec of the intermediate statec is less than or greate
thaneb/2. The Stark-shifting behavior of a TPA resonance
sodium vapor using two different lasers tuned near an in
mediate level was investigated by Liao and Bjorkholm.43 Al-
though our theoretical results are not directly compara
because we assume that the two-photon absorption is
duced by a single laser, the qualitative nature of the St
shift is similar in the two studies. For example, Liao a
Bjorkholm43 demonstrated that the sign of the Stark sh
changed as one of the lasers was tuned through single-ph
resonance with the intermediate level.

Figure 7 illustrates a case whereec@eb . A comparison
of the saturation and Stark-shifting behavior of the tw
photon resonance forvcb/2pc50 cm21, corresponding to
the calculations shown in Figs. 2–4, andvcb/2pc
520 000 cm21, is shown in Fig. 8. The magnitude of th
Stark shift and the degree of saturation is less for
vcb/2pc520 000 cm21 case because of the greater detun
from single-photon resonance.

V. CONCLUSIONS AND FUTURE WORK

A nonperturbative density-matrix analysis of the TP
process has been performed, and analytical expression
the Stark shift and saturation intensity of the two-phot
resonance have been derived. The saturation and S
shifting behavior of the TPA resonance transition has b

on

FIG. 7. Schematic diagram of the three-state system and the two-ph
absorption process for the case where the energy of statec is much higher
than the energy of stateb.
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investigated numerically for different values of the electr
dipole-moment density-matrix elementsmac andmcb and of
the energy of the intermediate statec.

The analysis and computations were performed ass
ing ~1! that only three states participate in the TPA proce
~2! that the three-state system is in steady state,~3! that only
a single, monochromatic laser beam interacts with the T
resonance, and~4! that the TPA resonance and the sing
photon resonances are homogeneously broadened.
analysis presented in this paper can be extended to rem
these restrictions. In the case of the fourth assumption,
example, Doppler broadening of the transition can be
counted for by dividing the atomic or molecular populati
into velocity groups characterized by a different resona
frequency in the laboratory frame of reference. T
coherence- or population-density-matrix elements can t
be determined by solving the density-matrix equations
each velocity group and then summing or integrating
coherence and population density-matrix element over all
locity groups.

The three-state assumption was imposed to simplify
physics, but for an actual atom or molecule in general o
must consider the level structure in detail to describe
Stark shifting and saturation properties of the two-pho
resonance. A two-photon absorption process from le
A (JA52) to level B (JB52) is depicted schematically in
Fig. 9. The two-photon process can proceed through ei
intermediate levelC (JC51) or intermediate levelD (JD

52). The two-photon transition induced by a circularly p
larized laser beam from statea (MJ521) to stateb (MJ

511) through statec (MJ50) is highlighted, although nu
merous other transition pathways withDMJ512 are also
coupled by the circularly polarized laser beam. The expr
sions for the Stark shift and saturation intensity, Eqs.~51!
and~62!, for the two-photon transition from statea to stateb
can be modified simply by summing these expressions o
all possible intermediate states. In Fig. 9, the two-pho

FIG. 8. Final state populationrbb vs laser-frequency detuningd for
vba/2pc580 000 cm21, I 543104 W/m2, mac5ea0/4, mcb5ea0 , gcb

5gac5gba51010 s21, andGca5Gba553109 s21. Line shapes are shown
for vcb/2pc50 cm21 andvcb/2pc520 000 cm21.
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transition from statea to stateb can also proceed through th
MJ50 state in levelD, but in general there will be numerou
possible intermediate states. The saturation and St
shifting behavior of the two-photon transition from levelA to
level B, however, will be determined by the collective beha
ior of all possible two-photon-transition pathways betwe
the Zeeman states in these levels. In general, the satur
intensities and the Stark shifts for each of these state-to-s
transition pathways will be very different, resulting in asym
metric line shapes at high intensities as is shown in the w
by Liao and Bjorkholm43 and in the work by Huo, Gross, an
McKenzie.44

We are presently modeling the LIPS process in atom
hydrogen using direct numerical integration of the tim
dependent density-matrix equations. This time-dependent
merical model includes 92 states and takes into account D
pler broadening and hyperfine splitting of the energy leve
The steady-state analysis of the three-state system pres
in this paper was undertaken primarily to attain a fundam
tal understanding of the TPA process in a simpler syste
and the analytical results that we have obtained will be qu
valuable for interpreting the results of our time-depende
92-state model.

The equations developed in this paper are directly ap
cable for experiments performed with single-frequenc
mode laser radiation when the laser pulse length is sign
cantly greater than the characteristic collisional time in
medium of interest. The restriction that the laser radiation
monochromatic is becoming less of an issue with the de

FIG. 9. Schematic diagram of the two-photon absorption process in a f
level system. The Zeeman structure of each level is depicted and a
photon absorption process with initial statea, final stateb, and intermediate
statec is highlighted. The two-photon-absorption pathway that is shown
induced by circularly polarized laser radiation. Several other two-pho
absorption pathways that are induced by circularly polarized laser radia
are not shown for reasons of clarity.
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opment of single-mode optical parametric laser systems45–47

and the increasing use of near-Fourier transform-limited t
able picosecond lasers48 for TPA-based measurements in r
acting flows.

It is important to understand the saturation of the T
resonance for application of TPA-based techniques for d
nostic purposes. The dependence of the TPA laser-indu
fluorescence signal on laser intensity is frequently measu
to check for the occurrence of photochemical effects.49 In the
absence of photochemical effects or saturation, the TPA-
signal will increase in proportion to the square of the la
intensity. If photochemical effects are significant and the s
cies of interest is being created by laser-induced dissocia
of larger molecules such as H2O, the TPA-LIF signal will
increase faster than the square of the laser intensity. If
TPA resonance is saturated, the TPA-LIF signal will increa
more slowly than the square of the laser intensity. The effe
of photochemistry and saturation on the laser-intensity
pendence of the signal are in opposite directions. Being a
to calculate the saturation intensity as discussed in this p
will at least allow researchers to determine if the TPA re
nance is saturated or not, and this will help to interpret
possible effects of photochemistry on the power-depende
measurements.
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37R. Dux, K. Grützmacher, M. I. de la Rosa, and B. Wende, Phys. Rev. E51,

1416 ~1995!.
38G. J. Fiechtner and J. R. Gord, J. Quant. Spectrosc. Radiat. Transf.68, 543

~2001!.
39M. Sargent III, M. O. Scully, and W. E. Lamb, Jr.,Laser Physics

~Addison-Wesley, Reading, MA, 1974!.
40D. Marcuse,Principles of Quantum Electronics~Academic, New York,

1980!.
41R. W. Boyd,Nonlinear Optics, 2nd ed.~Academic, New York, 2003!.
42H. A. Bethe and E. E. Saltpeter,Quantum Mechanics of One- and Two

Electron Atoms~Springer, Berlin, 1957!.
43P. F. Liao and J. E. Bjorkholm, Phys. Rev. Lett.34, 1 ~1975!.
44W. M. Huo, K. P. Gross, and R. L. McKenzie, Phys. Rev. Lett.54, 1012

~1985!.
45Y. He, P. Wang, R. T. White, and B. J. Orr, Opt. Photonics News12, 56

~2002!.
46K. Bultitude, R. Stevens, and P. Ewart, Appl. Phys. B~to be published!.
47W. D. Kulatilaka, T. N. Anderson, T. L. Bougher, and R. P. Lucht, App

Phys. B~submitted!.
48J. H. Frank, B. D. Patterson, X. Chen, and T. B. Settersten, Appl. Opt.43,

2588 ~2004!.
49J. E. M. Goldsmith, Appl. Opt.28, 1206~1989!.
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp

158



International Conference in Advanced Optical Diagnostics 
in Fluids, Solids and Combustion 

December 4-6, 2004, Tokyo, Japan 
V0034 

 
 

Multiple-Pump Coherent Anti-Stokes Raman Scattering 
for Quantitative Measurement of Temperature and Flame 

Species in a Model Gas-Turbine Combustor 
 
 

Sukesh Roy,*1 Terrence R. Meyer,*1 Robert P. Lucht,*2 and James R. Gord*
 

3 
*1

Tel: (937)-255-3115/Fax: (937)-656-4110 
 Innovative Scientific Solutions, Inc., 2766 Indian Ripple Road, Dayton, OH 45440, USA 

E-mail: sukesh@innssi.com, sroy@woh.rr.com 
*2 Department of Mechanical Engineering, Purdue University, West Lafayette, IN 47907, USA 
*3

 
 Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson AFB, OH 45433, USA 

 
Abstract: Application of dual-pump, dual-broadband (DPDB) coherent anti-

Stokes Raman scattering (CARS) for the simultaneous measurement of temperature 
and multiple-species concentrations in a liquid-fueled model gas-turbine combustor 
is presented.  In this system, pure rotational transitions of N2-O2 and the ro-
vibrational transitions of N2-CO2 are probed using two narrowband pump beams, a 
broadband pump beam, and a broadband Stokes beam.  The main advantage of this 
technique is that it permits very accurate temperature measurements at both low and 
high temperatures as well as concentration measurements of three molecules from 
each laser shot. Single-shot measurements of temperature and concentrations ratios 
of N2-CO2 and N2-O2

 

 in the exhaust stream of a liquid-fueled, CFM56, swirl-
stabilized gas-turbine combustor are presented for equivalence ratios ranging from 
0.4-1.1.   

 
Key words: CARS, Raman Scattering, Reacting Flows, 
Gas-Turbine Combustor 

 
 
1. Introduction 
 
Characterization of advanced propulsion systems requires the determination of 
performance and combustion efficiency through measurements of temperature and 
species concentrations in the exhaust stream.  Typically these kinds of data are 
acquired using physical probes for thermometry or extractive sampling and involve 
several independent techniques.  Diode-laser-based absorption is a non-intrusive 
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alternative to extractive sampling, but it is a path-averaged approach and has 
limited spatial resolution. For species such as O2, low sensitivity also limits the 
temporal resolution of diode-laser-based techniques.  Ideally measurements of 
temperature and multiple species would be accomplished simultaneously with high 
spatial and temporal resolution and with a minimum number of diagnostics.  Dual-
pump, dual-broadband (DPDB) coherent anti-Stokes Raman scattering (CARS) 
offers the possibility of monitoring the local temperature and concentrations of two 
target species with respect to a reference species (usually N2

We present here the application of a DPDB-CARS system for temperature and 
concentration measurements in reacting flows of practical interest.  This work 
extends our previous demonstrations of temperature and concentration 
measurements in laboratory flames and combustor test facilities using dual-pump 
and triple-pump CARS (Roy et al. 2003 and Lucht et al. 2003).  The DPDB CARS 
technique is unique in that it allows for accurate temperature measurements both at 
low and high temperatures.  In the combustion zone or the exhaust of a real 
combustor, there is a wide spatial and temporal variation of temperature due to the 
inherent turbulent nature of the flow field.  In the current system, the rotational 
transitions of N

) using a single 
hardware platform. Spatial resolution ranges from 50 microns to 2 mm and 
temporal resolution is on the order of 10 ns.  

2-O2 and the ro-vibrational transitions of N2-CO2 are probed.  The 
rotational spectra of N2-O2 provide better temperature accuracy at lower 
temperatures, generally below 1500 K (Aldén et al. 1989), whereas the ro-
vibrational spectra of N2-CO2 provide improved temperature accuracy at higher 
temperatures.  To our knowledge, this is the first CARS technique that uses three 
pump beams to excite the transitions of three different molecules simultaneously to 
achieve two rotational spectra (e.g., N2 and O2) and two ro-vibrational spectra (N2 
and CO2

The DPDB CARS system is essentially a special triple-pump CARS system 
where one of the pump beams is of broadband nature, whereas in the traditional 
triple-pump CARS technique the bandwidth of all the pump beams are either 
single-longitudinal mode or very narrow (Roy et al. 2003).  The DPDB CARS 
system may also be viewed as the combination of the dual-pump and dual-
broadband approaches. The dual-pump CARS technique, which was first 
demonstrated by Lucht (1987), has been used for the simultaneous measurement of 
N

).  The rotational spectra provide better accuracy at low temperature 
because most of the population resides at lower energy levels.  At higher 
temperatures population is transferred to higher energy levels which is reflected in 
more accurate ro-vibrational spectra. 

2 and O2 (Lucht 1987 and Hancock et al. 1997), N2 and H2 (Schauer 1998), N2 
and CH4 (Green et al. 1998), and N2 and CO2 (Brüggemann et al. 1992).  In dual-
pump CARS, the wavelengths of the input beams are adjusted such that the CARS 
spectra for the two species under study are observed at nearly the same frequency.  
This arrangement largely eliminates potential errors arising from wavelength-
dependent variations in signal transmission or detector efficiency that can 
complicate other multiple-species CARS techniques such as dual-Stokes and dual-
broadband CARS (Eckbreth 1988). Several other CARS techniques, such as dual-
broadband rotational CARS (Bood et al. 2000) and simultaneous vibrational and 
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rotational CARS (Brackmann et al. 2002), have also been used for temperature and 
multiple-species concentration measurements. 

In the DPDB CARS technique, a dual-broadband CARS system is superimposed 
on a dual-pump CARS system.  Four laser beams are used to generate CARS 
signals near two distinct wavelengths.  Both wavelength regions exhibit an N2 
CARS signal along with the CARS signal from another target molecule.  Each pair 
of CARS signals is generated over a relatively narrow wavelength region and can 
be captured with fixed-wavelength detection.  Temperature and relative 
concentrations of the target species (with respect to N2) are extracted either by 
fitting the measured CARS spectrum with a theoretical spectrum or through a 
Boltzmann plot.  Temperatures from the N2-CO2 and N2-O2 pairs were evaluated 
by fitting the CARS spectra with the theoretical spectra.  Since the N2 concentration 
is typically known, the amplitude of the target-species signal relative to that of the 
paired N2

Measurements were carried out in the exhaust stream of a liquid-fueled, swirl-
stabilized CFM56 combustor.  The objectives of this investigation were to perform 
single-laser-shot temperature and O

 signal provides an absolute measure of the target-species concentration.   

2 and CO2 concentration measurements in the 
exhaust stream of a liquid-fueled practical combustor under non-sooting and 
sooting conditions.  Measurements were performed for a wide range of equivalence 
ratios (φ = 0.4 to 1.1). The current work provides benchmark statistical distributions 
of temperature and concentrations of CO2 and O2

 

 in the exit plane of the combustor 
and is used to evaluate the effects of particulate-mitigating additives on flame 
chemistry.  These measurements complement laser-induced incandescence (LII) 
and planar laser-induced fluorescence (PLIF) measurements of soot volume fraction 
and OH radical concentrations, respectively, which are ongoing in the current 
combustor. 

 
2. Experimental Setup 
The schematic and the energy-level diagrams of the DPDB CARS system are 

 Fig. 1(a): Schematic diagram of DPDB CARS system for detecting 
temperature and concentrations of N2, O2, and CO2. (b) Energy-level 
diagram of DPDB CARS system. 
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shown in Figs. 1a and 1b, respectively.  As stated previously, a dual-pump CARS 
system is superimposed on a dual-broadband CARS system with this approach. An 
injection-seeded Nd:YAG laser (Quanta Ray, Pro 290, Spectra Physics) is used to 
pump a narrowband dye laser and a broadband dye laser while providing a 532-nm 
CARS pump beam.  In the current configuration, the broadband dye laser (pumped 
at 532 nm) provides an output beam centered at ~607 nm that serves as the Stokes 
laser for each of the four generated CARS signals.  The broadband output at 607 nm 
also provides the pump beam for the dual-broadband rotational CARS system.  The 
narrowband dye laser is also pumped by the 532-nm beam and provides laser 
radiation at ~560 nm.  The combination of the 532-nm pump beam with the 607-nm 
Stokes beam produces a ro-vibrational N2 Raman polarization that coherently 
scatters the 560-nm pump beam, yielding an N2 CARS signal near 496 nm.  At the 
same time, the 560-nm pump beam and the 607-nm Stokes beam produce a CO2 
Raman polarization that scatters the 532-nm pump beam, yielding a CO2

The spectral width of the broadband dye laser is ~200 cm

 CARS 
signal that also appears near 496 nm. 

-1.  This spectral width 
is large enough to excite the pure rotational transitions of N2 and O2 molecules at 
the ground and excited vibrational state up to rotational levels of  of J~30.  The 
broadband pump beam and the broadband Stokes beam produce rotational Raman 
polarizations for both N2 and O2 molecules, which then scatter the 532-nm pump 
beam.  The pure rotational CARS spectra appear at a wavelength of ~528 nm.  The 
incident beams are phase matched using the folded BOXCARS geometry, with the 
560-nm and 607-nm pump beams arranged co-linearly.  The frequency of the 
rotational CARS signal is very close to the pump beam at 532 nm.  This poses the 
significant challenge of discriminating the scattered light at 532 nm from the CARS 
signal at 528 nm.  To minimize the scattered light at 532 nm, the polarization of one 
of the broadband pump beams at 607 nm was oriented to be orthogonal to that of 
the 532-nm beam.  The polarization of the broadband dye beam that serves as the 
Stokes beam for the N2-CO2

The CARS spectra are normalized using a non-resonant spectrum to account for 
the effects of pulse-to-pulse laser-power fluctuations, long-term power drifts, and 
spectral variations in dye power (Eckbreth 1988). The non-resonant spectrum is 
recorded by flowing argon through a flow tube into the beam-overlap region. The 
combustor facility is described in detail by Roy et al. (2004a). 

 CARS was not rotated.  With this configuration the 
polarization of the pure rotational CARS signal was orthogonal to that of the 532-
nm pump beam.  The CARS signal at 528 nm was isolated from the background 
532-nm scattered light by placing a polarizer in the detection channel with a 
transmission axis perpendicular to the 532-nm pump beam, as shown in Fig. 1.  The 
CARS signals at 496 nm and 528 nm were separated using a dichroic mirror and 
then simultaneously detected using two 1.0-m spectrometers and two back-
illuminated CCD cameras with 2000×512-pixel arrays. 
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3. Results and Discussion 
 
Temperature, CO2, O2, and N2 concentration measurements were performed in the 
exhaust stream of the JP8-fueled, swirl-stabilized combustor over a wide range of 
equivalence ratios using the DPDB CARS technique.  This CARS system exhibited 
excellent accuracy, as determined from temperature and CO2 concentration 
measurements in a calibrated, laminar flame (Roy et al. 2003).  The standard 
deviations of the measured single-shot temperatures and CO2 concentrations 
evaluated from the N2-CO2 spectra in the calibrated flame were 2.3% and 6% of the 
mean values, respectively, for a wide range of equivalence ratios.  The objectives of 
this study were to measure single-shot temperature and concentrations of CO2 and 
O2

Typical single-shot N
 at high equivalence ratios in the exhaust of a practical combustor. 

2-CO2 and N2-O2 spectra acquired using the DPDB CARS 
system in the exhaust stream of the JP-8-fueled combustor at an equivalence ratio 
of 0.45 are shown in Figs. 2a and 2b, respectively.  The solid line represents the 
experimental CARS signal, and the dotted line represents the theoretical CARS 
spectrum.  The N2-CO2 CARS spectrum was fitted using the Sandia CARSFT code 
Palmer 1989), and the N2-O2 rotational spectrum was fitted using the code 
described by Bood et al. (2000).  The broad vibrational-signal contribution to the 
rotational spectrum was subtracted by fitting a smooth profile through the baseline 
(Bood et al. 2000).  The temperature and relative CO2 and O2 

 

concentrations were 
evaluated by comparing the experimental spectrum with that of a theoretical one. 
As expected the temperatures evaluated from both spectra agree to within 
experimental uncertainty as shown in Fig. 2.   
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Figure 2.  Single-shot (a) ro-vibrational spectrum of N2-CO2 and (b) rotational 
spectrum of N2-O2 acquired in exhaust stream of JP-8-fueled combustor for 
equivalence ratio of 0.45.  Both spectra were acquired simultaneously. 
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Probability density functions (PDF’s) of temperatures evaluated from the single-
shot N2-O2 rotational spectra and the N2-CO2

 

 ro-vibrational spectra are shown in 
Figs. 3a and 3b, respectively.  The difference in standard deviations of the rotational 
and ro-vibrational spectra may be due to the difference in the signal-to-noise ratio 
and the quality of the least-square-fitting of the experimental spectra.  Two different 
theoretical codes were used to fit the single-shot ro-vibrational spectra and the 
single-shot rotational spectra.  The standard deviations of the temperature evaluated  

 

from the N2-CO2 spectra and N2-O2 spectra are ~3.75% and ~3.25% of the mean 
values, respectively; the mean temperature is ~1209 K.  The PDF’s of the N2-CO2 
and N2-O2 

 
ratios are shown in Figs. 4a and 4b, respectively. PDF’s of single-shot  
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Figure 3.  Single-shot temperature PDF’s evaluated from the (a) ro-vibrational 
spectrum of N2-CO2 and (b) rotational spectrum of N2-O2 acquired in the 
exhaust stream of the JP-8-fueled combustor for an equivalence ratio of 0.45.  
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Figure 4.  PDF’s of the ratio of (a) CO2 and N2 and (b) O2 and N2 evaluated from 
the single-shot CARS spectra as discussed in Figs. 2 and 3. 
 164



  
temperature and CO2 mole fraction at an equivalence ratio of 1.0 are shown in Figs. 
5a and 5b, respectively. These near-stoichiometric equivalence ratios are 
significantly higher than the previous measurements performed in this combustor, 
single-shot or time-averaged (Lucht et al. 2003 and Takahashi et al. 1994).  At an 
equivalence ratio of 1.0 where the temperature is significantly higher than 1500 K, 
it was very difficult to extract single-shot PDFs of oxygen concentration due to the 
following two reasons: (1) lower signal-to-noise ratio of the single-shot rotational 
spectra (<5) at these conditions in a practical combustor and (2) higher level of 
coupling between the nonresonant susceptibility and concentration, especially since 
the O2

 A comparison of the experimental results with an equilibrium calculation is 
shown in Fig. 6.  The equilibrium calculations were performed using the code 
provided by Turns (1996).  The molecular formula of JP-8 fuel is C

 concentration is lower at higher equivalence ratio.  In a laboratory flame, the 
high SNR of the rotational spectra allowed us to extract single-shot PDF's of 
oxygen concentration (Roy et al. 2004b). 

10.9H20.9, and the 
heat of formation is equal to -2.48 × 105
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 kJ/K [private communication, T. Edwards, 
U.S. Air Force Research Laboratory, Wright-Patterson Air Force Base, 2001].  As is 
evident in Fig. 6a, the measured temperatures (evaluated from the ro-vibrational 
spectra) are lower than the adiabatic flame temperatures by 21% during lean 
combustor operation and by 25% at the richest condition.  The temperatures 
evaluated from the rotational spectra are ~40-50K lower than the temperatures 
evaluated from the ro-vibrational spectra.  The accuracy of the temperature 
evaluated from the rotational spectra will be somewhat affected by the way broad 
vibrational-signal contribution to the rotational spectrum was subtracted (Bood et 
al. 2000). 

Figure 5.  PDF’s of (a) temperature and (b) CO2 mole fraction determined from 
single-laser-shot, N2-CO2 ro-vibrational spectra acquired at the exhaust of the 
JP-8-fueled combustor for an equivalence ratio of 1.0. 
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The discrepancy between the measured and calculated temperatures may be due 
to the following four reasons: (1) heat loss due to radiation and conduction; the 
measurements were taken ~ 1m from the nozzle and the primary flame zone is 
located within ~0.08m from the nozzle, (2) flame unsteadiness and spatial 
averaging during the measurements, (3) uncertainty with the mass-flow controller, 
(4) the signal-to-noise ratio of the experimental spectra that affects the least-squares 
fitting with the theoretical spectra, and (5) uncertainties with the composition of JP8 
fuel and subsequent equilibrium calculations.  The increase in this discrepancy at 
higher equivalence ratios is expected, due to increased heat losses via heat 
conduction and soot radiation. Moreover, the temperature and the oxygen 
concentration will be somewhat affected by the way the broad vibrational signal 
contribution was subtracted from the rotational spectrum.   
 The measured CO2/N2 mole fractions follow the correct trend with equivalence 
ratio but are about 15% higher than the equilibrium code results for the lean 
condition.  Under stoichiometric to rich conditions, the difference between 
measured and theoretical CO2/N2 mole fractions decreases to about 7-9%.  These 
discrepancies are mostly due to issues related to the spectral modeling of the CO2 
CARS spectra in the CARSFT code.  These modeling issues are the subject of 
ongoing investigation and are beyond the scope of the current work.  The measured 
oxygen concentration at higher temperatures will be affected by the higher coupling 
between nonresonant susceptibility and the concentration, especially since the O2

  

 
concentration is lower at high equivalence ratio.  It was not possible to extract the 
concentration of oxygen beyond an equivalence ratio of 0.8.  This is not surprising 
because the equilibrium calculation also showed the oxygen concentration in the 
exhaust approaching zero at an equivalence ratio of 0.9.   
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Fig. 6: Comparison of experimental results and equilibrium calculations: (a) 
temperature profiles and (b) profiles of ratio of CO2/N2 and O2/N2. 
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4. Conclusions 
 
The application of dual-pump, dual-broadband (DPDB) CARS to characterize the 
exit conditions in a swirl-stabilized CFM56 combustor has been demonstrated.  
This technique is capable of providing measurements of temperature along with 
concentrations of two target species.  Simultaneous, single-shot data acquisition 
enhances the precision and accuracy of the temperature measurements due to the 
correlation afforded by the common presence of N2 in each of the two spectral 
windows.  Experiments were carried out to measure the temperature and the 
concentrations of carbon-dioxide and oxygen at the exhaust stream of the 
combustor for different operating conditions.  Experiments were performed using 
JP-8 fuel for equivalence ratios ranging from 0.4 to 1.1 under low to high sooting 
conditions, respectively.  The standard deviations of the measured temperature and 
CO2 mole fraction as determined from single-laser-shot, dual-pump N2-CO2 CARS 
spectra were ~3-4% and ~9-20% of the mean values, respectively, for the full range 
of equivalence ratios.  The standard deviations of the measured O2

 

 mole fractions 
as determined from the rotational spectra were ~5-20% of the mean values for 
equivalence ratios ranging from 0.45 to 0.8.  This system should enable CARS 
measurements in the primary reaction zone of the combustor under sooting 
conditions to complement laser-induced incandescence (LII) and planar laser-
induced fluorescence (PLIF) measurements. 
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Kinetic behavior of polymer-coated
long-period-grating fiber-optic sensors

Justyna Widera, Christopher E. Bunker, Gilbert E. Pacey, Viswanath R. Katta, Michael S. Brown,
Jennifer L. Elster, Mark E. Jones, James R. Gord, and Steven W. Buckner

A new method of analysis employing the time-dependent response of long-period-grating (LPG) fiber-optic
sensors is introduced. The current kinetic approach allows analysis of the time-dependent wavelength
shift of the sensor, in contrast to previous studies, in which the LPG sensing element has been operated
in an equilibrium mode and modeled with Langmuir adsorption behavior. A detailed kinetic model
presented is based on diffusion of the analyte through the outer protective membrane coating into the
affinity coating, which is bound to the fiber cladding. A simpler phenomenological approach presented is
based on measurement of the slope of the time-dependent response of the LPG sensor. We demonstrate
the principles of the kinetic methods by employing a commercial Cu�2 sensor with a carboxymethylcel-
lulose sensing element. The detailed mathematical model fits the time-dependent behavior well and
provides a means of calibrating the concentration-dependent time response. In the current approach,
copper concentrations below parts per 106 are reliably analyzed. The kinetic model allows early-time
measurement for low concentrations of the analyte, where equilibration times are long. This kinetic
model should be generally applicable to other affinity-coated LPG fiber-optic sensors. © 2005 Optical
Society of America

OCIS codes: 060.2370, 000.1570.

1. Introduction

The Air Force Research Laboratory is actively in-
volved in investigating technologies with potential as
fuel-quality diagnostics. The long-term goal of this
program is to develop a state-of-the-art diagnostics
package attached to a single-point refueling nozzle to
assess key fuel properties as the fuel is dispensed.
The short-term goal is to explore and develop novel
technologies capable of providing in-the-field, real-
time fuel analysis.1,2 Among the challenges associ-

ated with developing these technologies is identifying
those analytes or properties that are most important
for fuel characterization. A sensing platform that is
independent of the analyte of interest would be an
ideal starting point for fuel-quality-diagnostics devel-
opment. Long-period-grating (LPG) fiber-optic
sensors3–14 have excellent potential in this regard.

Figure 1 is a representation of a working LPG
fiber-optic sensor. The important elements identified
are the fiber core into which the grating is written,
the fiber cladding that surrounds the core, and the
affinity coating that is bonded to the cladding surface.
An LPG fiber-optic sensor operates as a spectral-loss
element. When broadband light is coupled through
the fiber core, selected wavelengths are diffracted by
the LPG from the fiber-core modes to the fiber-
cladding modes. The selected wavelengths that are
coupled to the latter are lost when the light exiting
the fiber core is analyzed. The result is an attenua-
tion band in the spectral profile of the light that
passes through the fiber core. The position and shape
of the attenuation band is dependent on the grating
period of the LPG, the refractive indices of the fiber
core, the fiber cladding, and the surrounding environ-
ment (or an affinity coating), the local temperature,
and strain–bending and geometry of the optical fiber.
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Measurement of a chemical concentration by use of
LPGs is predicated on local changes in the density
around the sensor.15 These changes result in a
change in the refractive index, which induces a
change in the spectral profile of the attenuation band.
Analyses have been performed heretofore in an equi-
librium mode in which the fiber is allowed to equili-
brate with the surroundings prior to measurement of
the spectral profile change. This approach to quanti-
fication of chemicals has been used for antifreeze,16

volatile organic compounds,17 corrosion products,18,19

aqueous sugar solutions,20 aromatic compounds dis-
solved in alkanes,21 and biological compounds.22,23 In
previous studies the analytical measurements have
shown relatively high limits of detection. The lowest
limits of detection reported to date with the use of an
LPG are � 3 � 10�4 M obtained in solutions of cane
sugar and 90 parts per 106 (ppm) for trichloroethyl-
ene and toluene in air. The solution measurements
were made with a novel scheme based on the sepa-
ration of two adjacent spectral-loss elements, and the
volatile organic compound measurements used an
affinity-coated system. Although these limits of de-
tection are useful for some remote-sensing applica-
tions, they are too large for many trace analysis
applications.24

Here we present an alternative method of analysis
by using LPG fiber-optic sensors to monitor the time
dependence of the wavelength shift on diffusion of the
analyte into a selective membrane coating on the
fiber surface. Diffusion into the membrane is concen-
tration dependent, and the calibration scheme in-
volves measurement of rate constants for this
process. The kinetic model developed is general for
any membrane-coated sensor.

2. Experiment

A. Materials

All chemicals were obtained from Aldrich and used
without further purification. We deionized and puri-
fied water by employing a Barnstead Nanopure
water-purification system.

B. Measurements

The LPG instrument (Lunascan 3000, Luna Innova-
tions, Inc.) includes a light source, an LPG fiber-optic
sensing element, and a Fabry–Perot interferometer
for monitoring the attenuation band. The hardware is

controlled and data acquisition is achieved with a
laptop personal computer interfaced to the instru-
ment. The light source is an LED with 1530�nm out-
put. The fiber is a single-mode step-index fiber with a
germanosilicate core and fused-silica cladding. The
LPG is 2 cm long with a 10–15�dB isolation depth in
the attenuation band. The LP0, 14 cladding mode is
monitored in the current experiment. The LPG was
held vertically by a stand to prevent strain and bend-
ing. Analyte solutions were raised up to the LPG to
immerse the fiber in the Cu�2 solution. All experi-
ments were carried out at 22 � 2 °C. The LPG was
coated with a 0.1��M thick layer of carboxymethyl-
cellulose as the active layer with a 1�mm-thick
polysulfone-membrane protective layer. The wave-
length shift of the LPG was monitored as the active
layer was added to the LPG. Further addition of car-
boxymethylcellulose was ceased when the wave-
length shift ceased. Carboxymethylcellulose has a
refractive index of �1.45 when dry and 1.33 when
wet. The instrument includes a Queensgate 1618
scanning Fabry–Perot interferometer. Power spec-
tral densities were measured for the analytical sig-
nal.

To make a Cu�2 measurement in aqueous solution,
we first immerse the fiber sensor in deionized water
until a stable response is achieved. The fiber is im-
mersed thereafter in an aqueous solution containing
the Cu�2 analyte, and the sensor response is re-
corded. The time dependence of the wavelength shift
of the spectral-loss element is the measured signal.
Following exposure to the analyte, the fiber sensor is
immersed in an aqueous solution of ethylenedi-
aminetetraacetic acid (a copper binding agent) to aid
removal of Cu�2 from the affinity coating and mem-
brane. This process is followed by a second immersion
in deionized water.

3. Results and Discussion

An LPG fiber sensor can be used to quantify changes
in the local solvent environment surrounding the sen-

Fig. 2. Wavelength shift of the spectral-loss element versus the
local refractive index for a bare LPG. Line, linear least-squares fit.

Fig. 1. Schematic representation of the LPG fiber-optic sensor.
The affinity coating on the cladding collapses on exposure to Cu�2

solution.
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sor. Figure 2 shows the effect of the solvent refractive
index on the position of the spectral-loss region for a
bare fiber (i.e., a fiber with no affinity coating). Over
the refractive-index range of 1.3–1.42, the spectral-
loss region shifts �60 nm in a nearly linear fashion.
With the ability to detect wavelength shifts as small
as 0.2 nm, the LPG system can resolve changes in the
local refractive index of the order of 4 � 10�4.

To quantify a particular analyte, we prepare the
LPG fiber sensor with an affinity coating that incor-
porates chemically specific components for that ana-
lyte. The commercially prepared Cu�2 fiber sensor
employed in this study is equipped with an affinity
coating of carboxymethylcellulose that is bonded to
the active region of the fiber and protected by a semi-
permeable polysulfone membrane. The concentration
dependence of this sensor was investigated over the
formal copper-concentration range of 10 mM–10 �M.
The response from the fiber sensor is shown in Figure
3 as spectral shift as a function of response time. The
shape of the curves clearly indicates the kinetic be-
havior of the investigated sensor. The plateau re-
sponse for the 10.0�mM solution is achieved within
seconds, that of the 0.10�mM solution is achieved
within minutes, and that of the 0.010�mM solution is
achieved within hours. Equilibration times compara-
ble with these have also been reported for a polymer-
coated LPG sensor used to detect volatile organic
compounds.17 Two different kinetic approaches are
considered for analyzing the time-dependent results
and preparing a calibration scheme for the LPG. The
first is a detailed kinetic model that includes diffusion
of the analyte into the affinity coating. The second is
a simple phenomenological model that utilizes a sin-
gle parameter as a measure of concentration.

To demonstrate the uniform kinetic behavior of the
sensor over the concentration range of interest, we
applied a normalization procedure to the curves in
Figure 3. The normalized curves are plotted as �n

versus tn, with

tn 	 t�tlinear, (1)

�n 	 ���linear. (2)

Here the parameters tlinear and �linear are the long
time values at which the wavelength shift begins to
level off. The relationships between the normalized
wavelength �n and the normalized time tn for differ-
ent concentrations of Cu�2 are shown in Figure 4. The
normalized responses of the LPG sensor generally
have the same shape and exhibit the same trend,
indicating similar kinetic behavior for the LPG across
this copper-concentration range.

Because the analytical signal is time dependent, a
mathematical model describing the kinetics of Cu�2

migration through the polysulfone membrane and
into the affinity coating was developed. The basic
model for LPG behavior can be visualized as follows.
The fiber optic has an outer polymer membrane and
an inner affinity coating. The LPG response is in-
duced by Cu�2 incorporation into the affinity coating.
As Cu�2 diffuses into the affinity coating, the wave-
length minimum and profile of the attenuation band
shifts.

In the affinity coating, sites are available for Cu�2

adsorption. The movement of Cu�2 from solution into
this sensing region can be described by the following
reactions. First, Cu�2 diffuses into the outer mem-
brane region:

Cu�2(aq) � (1 � 
s)^Cu�2(s), (3)

with 1 � 
s 	 concentration of open binding sites in
the outer membrane, 
s 	 �Cu�2�s�� 	 concentration
of Cu�2 in the outer membrane, kf1 	 rate constant
for the forward reaction [Eq. (3)], and kr 	 rate

Fig. 3. Fiber-sensor responses versus time for a series of different
Cu�2 concentrations in aqueous solution.

Fig. 4. Fiber-sensor responses plotted as normalized wavelength
shift versus normalized time for concentrations depicted in Fig. 3.
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constant for the reverse reaction [Eq. (3)].
If we treat the number of binding sites as a mole

fraction, then 0 � 
s � 1. This reaction is treated as
reversible.

Penetration to the affinity coating is described in
the reaction

Cu�2(s) � (1 � 
m) → Cu�2(m), (4)

with 1 � 
m 	 concentration of open binding
sites in the affilinity coating, 
m 	 �Cu�2�m�� 	
concentration of Cu�2 in the affinity coating, and kf2
	 rate constant for reaction (4).

Again, the number of binding sites is treated as a
mole fraction such that 0 � 
m � 1. The second reac-
tion is treated as irreversible. This approach is math-
ematically tractable, whereas the system of
equations is not readily solved analytically if the sec-
ond reaction is treated as reversible. As will be seen
below, this approximation is validated in the low-
concentration regime. Deviations are observed at
higher concentrations; however, the kinetic method is
most important in the low-concentration regime.
These reactions give rise to the following rate equa-
tions:

d[Cu�2(aq)]�dt 	 0 (5)

��Cu�2�aq�� 	 large, constant value�,

d
s�dt 	 kf1[Cu�2(aq)](1 � 
s) � kr
s � kf2
s(1 � 
m).
(6a)

In that �Cu�2�aq�� 	 constant value, Eq. (6a) can be
simplified to

d
s�dt 	 kfl�(1 � 
s) � kr
s � kf2
s(1 � 
m), (6b)

kfl� 	 kf1[Cu�2(aq)]. (6c)

For the calibration scheme (see below), the pseudo-
first-order rate constant kf1� is plotted as a function of
�Cu�2�aq��. To facilitate the mathematics that fol-
lows, we rearrange Eq. (6c) to

d
s�dt 	 kt(k* � 
s) � kf2
s(1 � 
m), (6d)

where kt 	 kf1� � kr1 and k* 	 kf1��kt.
The rate equation for reaction (4) is

d
m�dt 	 kf2
s(1 � 
m). (7)

Combining Eqs. (6d) and (7) yields

d
s�dt 	 kt(k* � 
s) � d
m�dt. (6e)

The relevant equations for describing the LPG data
originate primarily from Eq. (7). To obtain these,
however, we must solve Eqs. (6e) and (7) simulta-

neously. After several mathematical transformations
[see Appendix A, Eqs. (A1a)–(A13)], we obtain

d
m�dt 	 kf2(1 � 
m){k*�[ln(1 � 
m)] � kf1�t � 
m}. (8)

Because the monitored signal is a spectral shift �,

d��dt 	 �max(kf2(1 � ���max){k*�[ln(1 � ���max)] � kf1�t
� ���max}), (9)

where � 	 z
m and z 	 �max, when 
m 	 1. Thus


m 	 ���max.

Equation (9) relates 
m, the concentration of Cu�2 in
the active region, and �, the spectral shift, to the time
via the fundamental rate constants for the system.
After appropriate rearrangements described in Ap-
pendix B, we obtain

t 	 (1�kf1�)({L�[kf2(1 � ���max)]} � ���max � k*�[ln(1
� ���max)]). (10)

To process the data, we invert the original LPG data,
fit them to a polynomial, take the derivative of the fit,
and substitute the constants into Eq. (10). This equa-
tion is then used to fit the inverted data and return
the fundamental constants for the system by use of
Eq. (10). Figure 5 shows a fit for the 100��M sample.
The equation fits the data and describes both the
early induction period and the later rapid rise in the
LPG time response. Table 1 contains the relevant
rate constants obtained from the fit for the 100��M
sample. The value of 1.124 � 10�3 s�1 for the pseudo-
first-order rate constant kf1� implies a diffusion coef-
ficient of 5.6 � 10�6 cm2�s for diffusion of Cu�2

through the outer membrane. This is consistent with

Fig. 5. Fit of kinetic model (solid curve) to fiber-sensor response
(dotted curve) for 100��M Cu�2 solution.
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typical values for metal-ion migration through bulk
polymers.

As is evident in Eq. (6c), kf1� is a linear function of
�Cu�2�aq��. This should provide a convenient method
for calibrating the LPG sensor for analysis of Cu�2 in
solution. One can generate a calibration curve by
measuring the time-dependent LPG response, fitting
the data, and obtaining the rate constants. Then kf1�
is plotted as a function of �Cu�2�aq��. For unknown
samples the fit provides kf1�, which yields the copper
concentration from the calibration curve. A calibra-
tion curve for this approach is shown in Fig. 6. It is
clear that two regions exist. At concentrations in the
tenths of millimolar down to the micromolar range,
the function is well behaved. kf1� is a linear function
of �Cu�2�aq��. At higher concentrations, however, sig-
nificant curvature is observed in the calibration plot.
This may arise from some reversibility in the
�Cu�2�s��-to-�Cu�2�m�� process [see Eq. (4) above].
This reversibility causes an apparent decrease in the
rate for the reaction. Physically, the kinetic model
breaks down at high concentrations.

Alternatively, one can achieve calibration for this
type of LPG sensor by taking the slope of the LPG
response curve at short times and plotting this as a
function of �Cu�2�. Figure 7 presents the results of
this approach. The behavior of the calibration scheme

is similar to that for the more complex kinetic scheme
demonstrated above. The method does not return any
fundamental rate constants for the system, but it
does provide an equally effective means for determin-
ing �Cu�2�. Many kinetic analyses are based on mea-
suring initial slopes of curves of concentration as a
function of time.25

The more detailed kinetic method may provide a
new and more broadly applicable means of measur-
ing ion diffusion in polymers, particularly for redox-
inactive metals. Current approaches generally center
on electrochemical methods, including thin-layer
electrochemistry and cyclic voltammetry coupled
with a rotating-disk electrode. The electrochemical
methods are effective only for redox-active ions.26

Time-resolved measurements of the LPG response
can produce diffusion data for redox-active and redox-
inactive ions. Careful calibration based on the cur-
rent kinetic model should provide a complement to
the electrochemical methods.

4. Conclusion

A new method of analysis using LPG fiber-optic sen-
sors is introduced. The kinetic model allows early-
time analysis of the response of affinity-coated LPG
sensors when the analyte is concentrating into the
binding membrane. This should be useful in future
trace-analysis applications in which the low analyte
concentrations make equilibration times long. The
method has been demonstrated for calibration of a
commercial Cu�2 sensor to sub-ppm levels. The de-
rived kinetic model should be easily extended to other
affinity-coated LPG sensors.

Appendix A

To solve Eqs. (6e) and (7) simultaneously, we make
the following substitutions:

Table 1. Measured Rate Constants for the Coated Fiber

Rate Constant Result from 100��M Fit

kfl��	kf1�Cu�2�aq��� 1.124 � 10�3 s�1

kf2 2.769 � 10�1 �L�mol��s
k*��	�kf1�Cu�2�aq�� � kr1��kf2� 8.754 � 10�2 s�1

Fig. 6. LPG calibration curve with kf1� plotted as a function of
formal Cu�2 concentration in aqueous solution. The main figure
covers the entire concentration range used in this study. The dot-
ted curve is arbitrary and serves only to highlight the position of
kf1� values. The inset figure is an expansion of the lower concen-
tration range in which linear behavior is observed. Solid line is
obtained from a linear least-squares fit of low-concentration data.

Fig. 7. LPG calibration curve with the initial slope of the spectral-
loss-element response plotted as a function of Cu�2 concentration
in aqueous solution. Dotted curve is arbitrary and used to highlight
the position of slope values. Solid line is obtained from a linear
least-squares fit of low-concentration data.
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s* 	 k* � 
s, (A1a)


m* 	 1 � 
m, (A1b)

so that

d
s*�dt 	 � d
s�dt, (A1c)

d
m*�dt 	 � d
m�dt. (A1d)

For Eq. (7) we obtain

�d
m*�dt 	 d
m�dt 	 kf2(k* � 
s*)
m*, (A2a)

(�d
m*�dt)(1�kf2
m*) 	 k* � 
s*, (A2b)


s* 	 k* � (1�kf2
m*)(d
m*�dt)
	 k* � (1�kf2)[d(ln 
m*)�dt]. (A3)

For Eq. (6e), substitution yields

d
s�dt 	 � d
s*�dt
	 kt
s* � d
m*�dt
	 kt[k* � (1�kf2
m*)(d
m*�dt)] � d
m*�dt
	 kf1� � [(kt�kf2
m*) � 1]d
m*�dt (A4a)

because

ktk* 	 (kf1��kt)kt 	 kf1�. (A4b)

We define the following substitution:

a 	 kt�kf2, (A5)

such that

�d
s*�dt 	 kf1� � [(a � 
m*)�
m*]d
m*�dt. (A6)

Let


m* 	 ep. (A7a)

Then

ln 
m* 	 p, ln(1 � 
m) 	 p, d
m*�dt 	 epdp�dt.
(A7b)

This yields

�(a � 
m*)�
m*�d
m*�dt 	 �(a � ep)�ep�epdp�dt
	 (a � ep)dp�dt
	 d(ap � ep)�dt.

(A8)

Substitution of Eq. (A8) into Eq. (A6) yields

�d
s*�dt 	 kf1� � d(ap � ep)�dt, (A9a)

d
s*�dt � d(ap � ep)�dt 	 �kf1�, (A9b)

d(
s* � ap � ep)�dt 	 � kf1�. (A9c)

Variable separation and integration provides


s* � ap � ep 	 � kf1�t � Q, (A10)

with Q 	 constant of integration.
Substitution to achieve an expression in terms of

the original variables yields

k* � 
s � (kt�kf2)[ln(1 � 
m)] � (1 � 
m) 	 � kf1�t � Q.
(A11)

The boundary condition that 
m and 
s are 0 at time
t 	 0 yields


s 	 (kt�kf2)[ln(1 � 
m)] � kf1�t � 
m. (A12a)

This can be written as


s 	 k*�[ln(1 � 
m)] � kf1�t � 
m, (A12b)

with

k*� 	 kt�kf2. (A12c)

Finally, substituting Eq. (A12b) into Eq. (7) yields

d
m�dt 	 kf2(1 � 
m){k*�[ln(1 � 
m)] � kf1�t � 
m}.
(A13)

Appendix B

The relationship of 
m, the concentration of Cu�2 in
the active region, and �, the spectral shift, to the time
through the fundamental rate constants of the sys-
tem is given by

d��dt 	 �max(kf2(1 � ���max){k*�[ln(1 � ���max)] � kf1�t
� ���max}). (B1)

This relationship is necessary to fit the LPG data.
However, the differential can be solved only numer-
ically. To obtain the constants, we take the approach
of fitting the data with a fourth-order polynomial:

t 	 f(
m) 	 ka � kb
m � kc
m
2 � kd
m

3 � ke
m
4,

(B2a)

t 	 f(���max) 	 ka � kb(���max) � kc(���max)
2

� kd(���max)
3 � ke(���max)

4. (B2b)

We plot t as a function of � rather than the reverse
because Eq. (B2b) is not separable in terms of �. This
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requires that we invert the data from the LPG and fit
t versus �. Once a fit to the data is obtained by use of
Eq. (B2b), then

dt ⁄ d(���max) 	 kb � 2kc(���max) � 3kd(���max)
2

� 4ke(���max)
3 	 1�L, (B3a)

where

d(���max)�dt 	 L. (B3b)

Substitution into Eq. (B1) yields

L ⁄ [kf2(1 � ���max)] 	 k*�[ln(1 � ���max)]
� kf1�t � ���max. (B4)

Appropriate rearrangement yields

t 	 (1�kf1�)({L�[kf2(1 � ���max)]} � ���max

� k*�[ln(1 � ���max)]). (B5)
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Combustion exhaust measurements of nitric oxide
with an ultraviolet diode-laser-based absorption sensor

Thomas N. Anderson, Robert P. Lucht, Rodolfo Barron-Jimenez, Sherif F. Hanna,
Jerald A. Caton, Thomas Walther, Sukesh Roy, Michael S. Brown, James R. Gord,
Ian Critchley, and Luis Flamand

A diode-laser-based sensor has been developed for ultraviolet absorption measurements of the nitric oxide
(NO) molecule. The sensor is based on the sum-frequency mixing (SFM) of the output of a tunable,
395-nm external-cavity diode laser and a 532-nm diode-pumped, frequency-doubled Nd:YAG laser in a
�-barium borate crystal. The SFM process generates 325 � 75 nW of ultraviolet radiation at 226.8 nm,
corresponding to the �v� � 0, v� � 0� band of the A2��–X2� electronic transition of NO. Results from
initial laboratory experiments in a gas cell are briefly discussed, followed by results from field demon-
strations of the sensor for measurements in the exhaust streams of a gas turbine engine and a well-stirred
reactor. It is demonstrated that the sensor is capable of fully resolving the absorption spectrum and
accurately measuring the NO concentration in actual combustion environments. Absorption is clearly
visible in the gas turbine exhaust even for the lowest concentrations of 9 parts per million (ppm) for idle
conditions and for a path length of 0.51 m. The sensitivity of the current system is estimated at 0.23%,
which corresponds to a detection limit of 0.8 ppm in 1 m for 1000 K gas. The estimated uncertainty in the
absolute concentrations that we obtained using the sensor is 10%. © 2005 Optical Society of America

OCIS codes: 300.1030, 300.6260, 300.6540, 010.1120, 280.1740, 280.3420.

1. Introduction

Tunable diode-laser absorption sensors (TDLASs)
have been widely applied to a variety of species in
reacting and nonreacting flows.1 Optical absorption
sensors provide sensitive, rapid, nonintrusive,
species-specific measurements of combustion product
concentrations. These features of optical absorption

measurements are well suited for combustion control
applications to optimize combustion efficiency and
minimize pollutant emissions. In fact, a closed-loop
control system based on a TDLAS for water vapor has
already been demonstrated in a pulsed dump com-
bustor.2 With the complexity of the combustion pro-
cess, however, direct measurement of the parameter
to be controlled is desirable.3 Therefore the reduction
of pollutant emissions will require specific diode-
laser-based absorption sensors for each target spe-
cies.

Advances in laser technology have recently led to
the development of a diode-laser-based sensor for
measurements of nitric oxide (NO) concentrations by
use of ultraviolet (UV) absorption spectroscopy.4 NO
is an important pollutant because of its serious envi-
ronmental effects. In the atmosphere, NO reacts with
sunlight to form other nitrogen oxides �NOx� that
ultimately play a role in ground-level smog, acid rain,
stratospheric ozone depletion, and global warming.
Since more than 95% of NOx in the atmosphere orig-
inates from combustion processes and over 95% of
this combustion-formed NOx is in the form of NO,5 a
great deal of attention has been devoted to developing
TDLASs for characterization and reduction of NO
emission from combustion equipment. However, little
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progress has been made toward demonstrating these
sensors in the harsh environments they will undoubt-
edly encounter in realistic combustion applications.
In this paper we present successful TDLAS measure-
ments of NO in the exhaust streams of a gas-turbine
engine and a well-stirred reactor (WSR) to demon-
strate the potential of such a system for measure-
ments in actual combustion systems.

With one exception, all previous TDLASs for NO
were based on commercially available near- and mid-
infrared (IR) diode lasers6–13 and recently developed
quantum-cascade (QC) lasers in the mid-IR.14–16

Near-IR absorption spectroscopy suffers potentially
from severe interference by other combustion prod-
ucts (H2O, CO, CO2) as well as the weak absorption
cross sections of the near-IR NO overtone transitions.
These limitations have reduced the sensitivity and
practicality of the sensors since many have required
extractive sampling into a gas cell to reduce interfer-
ence and increase sensitivity by an increase in the
path length. The mid-IR measurements, although
more promising, are complicated by the expense and
limited availability of QC lasers and by the require-
ment of cryogenic cooling for the detectors and lasers.

In contrast, UV absorption measurements of NO
offer fewer interferences and significantly greater ab-
sorption cross sections because of excitation of elec-
tronic transitions. The increased sensitivity and lack
of CO2 and H2O interferences makes UV absorption
ideal for practical combustion measurements. Unfor-
tunately, no diode-laser sources are commercially
available in the UV to probe these transitions. How-
ever, nonlinear optical techniques provide a rela-
tively simple means of UV generation with
commercially available diode lasers. Second-
harmonic generation and sum-frequency generation
have both been used to generate UV radiation for
absorption spectroscopy for various species including
NO.17–24

We have developed a diode-laser-based UV absorp-
tion sensor based on sum-frequency mixing (SFM) for

NO.4 Laser radiation from a 395-nm external-cavity
diode laser (ECDL) and a 532-nm ultracompact
diode-pumped Nd:YAG is mixed to produce laser ra-
diation at 226.8 nm tuned to the (v� � 0, v� � 0) band
of the A2��–X2� electronic transition of NO. In this
paper we first describe initial tests of the NO sensor
in a laboratory gas cell. We then present results from
field tests in a gas turbine auxiliary power unit (APU)
and a WSR to demonstrate the practicality of this
sensor in realistic combustion environments.

2. Experimental System and Procedures

The sensor is based on the SFM of 395- and 532-nm
laser radiation in a �-barium borate (BBO) crystal to
produce UV radiation at 226.8 nm. The laser system
is described in detail in Hanna et al.4 The fundamen-
tals of the system are discussed below. The sensor
layout is illustrated schematically in Fig. 1. Approx-
imately 10 mW of laser radiation from a tunable
ECDL at 395 nm was mixed with 115 mW of radia-
tion from a diode-pumped, intracavity frequency-
doubled Nd:YAG laser at 532.299 nm (vacuum). The
395-nm beam was passed through the second green
mirror to overlap the two beams. A small reflection
from the back of this mirror was directed to a
wavemeter or a spectrum analyzer to characterize
the operation of the 395-nm ECDL during the exper-
iment. Once overlapped, both beams were focused
into a 4 mm � 4 mm � 8 mm long BBO crystal where
approximately 325 � 75 nW of UV radiation at
226.8 nm was produced in the SFM process. We es-
timated the UV power from the photomultiplier tube
(PMT) output currents using the cathode radiant sen-
sitivities and gains of the PMTs as specified by
Hamamatsu. The uncertainty is due to the uncer-
tainty in both the cathode radiant sensitivity and the
gain of each PMT. This significant increase in gener-
ated UV power from our previous report4 is due to
improvements in the alignment of the overlap of the
395- and 532-nm beams and to finer angle tuning of

Fig. 1. Schematic diagram of the diode-laser-based NO sensor system for combustion exhaust measurements. SFG, sum-frequency
generation; ICFD, intracavity frequency doubled.
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the BBO crystal with the addition of a motorized
rotation stage with 0.2-mrad angular resolution. The
theoretical power is estimated to be 270 nW as dis-
cussed in our previous paper.4 The fact that the ob-
served power is greater than the theoretical power is
surprising. However, the exact values of some of the
theoretical parameters such as fundamental beam
powers and diameters and beam overlap at the focus
are not well known, so the uncertainty of the calcu-
lated theoretical power is probably of the order of
30%. Nonetheless, the generated power was quite
high and was more than sufficient for high-resolution
spectroscopic measurements of NO.

After the UV radiation was generated in the BBO
crystal, another lens was used to collimate the beam.
We directed half of the resulting UV radiation onto a
solar-blind PMT using a 50–50 beam splitter. This
beam served as the reference beam, primarily to ac-
count for UV beam amplitude variations as the blue
ECDL was tuned. The radiation transmitted through
the beam splitter was used as the signal beam. In-
vestigation of the UV signal beam at various loca-
tions along the path revealed substantial divergence
in the horizontal direction. At a distance of 3 m from
the BBO crystal, the beam height was approximately
2 mm and the beam width was over 25 mm. To cor-
rect for this horizontal beam divergence, a convex
cylindrical lens with a focal length of 200 mm was
placed after the beam splitter to collimate the signal
beam in the horizontal direction. After we added the
lens, the resulting beam width was approximately
3–5 mm at 3 m, but the beam height was still 2 mm.
The reference beam did not require a similar lens
since the distance to the reference PMT was too short
for the beam to significantly diverge.

For all experiments, filters were used on both
PMTs. Interference filters centered at 228 nm with
bandwidths of 25 nm (FWHM) and peak transmis-
sions of 22% were mounted to each PMT to block the
532- and 395-nm beams as well as any flame emis-
sion. Metallic neutral-density filters were used to at-
tenuate both beams to keep the PMTs from
saturating and to maintain the linearity of the detec-
tors. The combination of the neutral-density filters
and interference filters attenuated the 325-nW UV
output by a factor of 700.

The experimental procedure and data collection
process were identical for all experiments. Before we
aligned the system, the center wavelength of the
395-nm ECDL was tuned coarsely so that the result-
ing UV wavelength was in resonance with the desired
transition. During the experiment, we tuned the UV
wavelength across the transition by tuning the ECDL
with an internal ramp function at 5 Hz. A mode-hop-
free tuning range of 24 GHz was observed for the
ECDL output and thus for the UV radiation as well.
The ramp voltage and the etalon fringes for the
395-nm ECDL output were recorded for each trace
along with the signals from both PMTs. Data were
collected with a personal computer through a four-
channel digital oscilloscope by a general-purpose in-
terface bus port and LabVIEW software. We obtained

a single spectral scan by averaging the data with the
oscilloscope over 32 laser sweeps. For a 5-Hz laser
scan rate, the acquisition time for the 32 laser sweeps
was 6.4 s. Transfer of the 10,000 oscilloscope data
points required an additional 5 s. To reduce high-
frequency noise in the signal caused by beam steering
in the hot exhaust, multiple spectral scans were av-
eraged with the LabVIEW software. An equivalent of
224 laser sweeps were averaged over approximately
45 s for all the data reported in this paper. No at-
tempt was made to reduce acquisition and processing
time for these preliminary experiments.

After verifying the operation of the sensor in the
laboratory,4 we performed field tests at two locations
to test the sensor in real combustion environments.
The first tests were performed on a Honeywell 131-9B
gas turbine APU located at Honeywell’s Engines Sys-
tems and Services facility in Phoenix, Arizona. The
90-kW APU is used to provide electrical power and
cabin air in commercial aircraft when the main en-
gines are off. Subsequent tests were performed on a
WSR facility at Wright-Patterson Air Force Base in
Dayton, Ohio. The WSR is a laboratory model of the
compact primary zone of a gas-turbine combustor
used to study emission and combustion characteris-
tics for various fuel types. A detailed description of
the WSR facility can be found in Blust et al. and
references therein.25

The optics were moved to a 0.61-m by 1.22-m op-
tical breadboard to transport the sensor. An alumi-
num enclosure was also built to shield the optical
system from the high temperatures of the combus-
tors. The aluminum was not anodized, and this
helped to reduce radiative heating near high-
temperature flames. Dry air or nitrogen was forced
through the enclosure at low flow rates to maintain
stable temperatures within the enclosure during the
course of the experiments. Vibrations were also ex-
pected to be a significant problem at both facilities,
and the breadboards were mounted on optical
benches and vibration isolation pads to reduce the
vibrations transmitted to the optical components. At
the Honeywell facility, the noise and vibrations were
in fact so severe that the sensor had to be operated
remotely from outside of the test cell. All controllers
were located inside the control room and connected to
the sensor with 15-m-long cables. Figure 2 shows the
setup of the sensor for remote operation during mea-
surements in the APU exhaust. A photograph of the
sensor in the APU test cell is shown in Fig. 3.

In both facilities, the sensor was installed such that
the signal beam passed through the combustion prod-
ucts approximately 5 mm from the edge of the ex-
haust tube along the diameter. The path length of the
beam was assumed to be equal to the diameter of the
exhaust tube. Multipass arrangements were used to
increase the path length. This also allowed us to keep
the signal PMT in the sensor enclosure for thermal
stability and vibration isolation. Measurements per-
formed in the exhaust of the Honeywell gas turbine
APU required only a two-pass arrangement, and mir-
ror 2 in Fig. 1 was not used. The total path length was
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0.51 m. In the WSR, the small diameter �5 cm� of the
exhaust tube required four passes, as shown in Fig. 1.
Since the exhaust tube was circular, the passes were
arranged vertically such that each pass traversed the
diameter of the exhaust progressively further down-
stream of the exit. The first pass was approximately
5 mm from the tube exit, and the final pass was ap-
proximately 5 cm from the exit. This maximized the
path length while avoiding potential complications
due to radial concentration and temperature gradi-
ents. The resulting path length was 0.2 m. For both
experiments, a lens with a focal length of 100 mm

was placed approximately 75 mm in front of the sig-
nal PMT to reduce the beam size striking the PMT
and to reduce the effects of the steering of the beam
onto the detector.

To aid in processing the data, we measured the
temperature of the exhaust gases at the location of
the beam using thermocouples. Temperatures at sev-
eral radial locations were recorded to determine the
variation across the large exhaust tube on the Hon-
eywell gas turbine APU. Only one thermocouple was
used on the small exhaust tube of the WSR. We also
sampled the exhaust gases using physical probes,
and the NO concentration was measured with chemi-
luminescent analyzers to compare with the absorp-
tion concentration measurements. For the APU,
samples at four radial locations were taken approxi-
mately 90 cm upstream from the location where the
absorption measurements were performed. Since the
NO was essentially frozen after exiting the engine,
this was not expected to affect the comparison of the
two techniques. For the WSR, the extractive probe
was located in the center of the exhaust tube approx-
imately 1 cm downstream of the absorption measure-
ment location. Analyzers at both facilities were
spanned and calibrated with analyzed calibration
gases immediately before use.

3. Absorption Theory and Data Reduction

The transmission of radiation of frequency � �cm�1�
through a distance L (cm) of an absorbing medium is
given by Beer’s law:

T� �
I
I0

� exp(�k�L), (1)

where T� is the spectral transmission, I0 is the inci-
dent spectral intensity, I is the transmitted radiation

Fig. 2. Experimental layout for remote operation of the NO sen-
sor for measurements in the exhaust of the Honeywell gas turbine
APU.

Fig. 3. Photograph of the NO sensor in the Honeywell gas turbine APU test cell. 4 ft �1.2192 m�, 2 ft �0.6096 m�.

1494 APPLIED OPTICS � Vol. 44, No. 8 � 10 March 2005

187



intensity, and k� �cm�1� is the spectral absorption co-
efficient. The spectral absorptivity A� is then

A� � 1 � T� � 1 � exp(�k�L). (2)

The spectral absorption coefficient is proportional to
the line strength Kji and the line-shape function G���,
or

k� � KjiG(�). (3)

The line strength Kji �cm�2� for a transition from
level i to level j is related to the Einstein spontaneous
emission coefficient Aji �s�1� by26

Kji �
	ji

2Aji

8
c �gj

gi
ni � nj�, (4)

where gi and gj are the degeneracies of each level, ni

and nj are the number densities of each level �cm�3�,
c is the speed of light �cm�s�, and 	ji is the wavelength
of the transition (cm). Einstein spontaneous emission
coefficients and transition frequencies for the (v�
� 0, v� � 0) band of the A2��–X2� electronic transi-
tion are found in Luque and Crosley.27 The degener-
acies for rotational energy levels Ji and Jj are gi

� 2Ji � 1 and gj � 2Jj � 1, respectively. At thermo-
dynamic equilibrium, the population of energy level i
is related to the total number of particles N by the
Maxwell–Boltzmann distribution:

ni

N �
gi exp(�Ei�kBT)

Z , (5)

where Ei is the total energy of level i, kB is the Boltz-
mann constant, T is the gas temperature, and Z is the
molecular partition function. Accurate expressions
for rotational and vibrational term energies are found
in Reisel et al. along with the molecular constants
required for the calculations.28 The molecular parti-
tion function Z is the sum over all possible energy
levels.

For the line-shape function, a Voigt profile is as-
sumed and the line-shape function (cm) is given by

G(�) � 2�ln 2



V(x, a)
��D

, (6)

where ��D is the Doppler width (FWHM, cm�1) and
V�x, a� is the Voigt function found from

V(x, a) �
a

�

��

�
exp(�y2)

a2 � (x � y)2 dy. (7)

The Voigt profile can be efficiently calculated with the
algorithm developed by Humlíček.29 Parameters for

the Voigt function are the nondimensionalized fre-
quency

x � 2�ln 2�� � �ji����D (8)

and the Voigt a parameter

a � �ln 2��c���D, (9)

where �ji �cm�1� is the line-center frequency of the
transition and ��c is the collision width (FWHM,
cm�1). The collision width is dependent on the species
present in the absorbing medium and is one of the
parameters that is varied to fit the theoretical ab-
sorption spectrum to the experimental spectrum. The
Doppler width can be directly calculated from the gas
temperature T �K�, the molecular weight of the ab-
sorbing species MNO�a.m.u.�, and the frequency of the
transition �ji �cm�1� by

��D � 7.1623 � 10�7� T
MNO

�ji. (10)

The Doppler width and the temperature are assumed
to be well known and are not varied during the fitting
process. Furthermore, the linewidth of the laser ra-
diation is so narrow that it is assumed to be a delta
function in the molecular line-shape modeling.

We developed a computer program to calculate the
theoretical absorption as a function of wavelength for
NO using the equations described above. We related
the experimental results to theory by calculating the
transmission through the medium using Eq. (1),
where I is the signal PMT output and I0 is the refer-
ence PMT output. After analyzing the initial results
from the gas cell experiments, we observed substan-
tial structure in the baseline due to the different
responses of the signal and reference PMTs. To cor-
rect this, the transmission of the signal beam through
a sample of NO was normalized by the transmission
through a sample without NO. In other words, the
transmission used for data analysis was

T� �
(S�R)with NO

(S�R)without NO
, (11)

where S and R refer to signal and reference PMT
outputs, respectively. This corrected for the different
PMT responses and flattened the baseline to 100%
transmission far away from the line center as ex-
pected.

We converted the experimental absorption spectra
from a time base to a frequency base using the etalon
output. The time value of each etalon peak was de-
termined and then plotted against frequency, since
the spacing between each peak corresponds to the
free spectral range of the etalon, or 2 GHz. The
frequency–time relationship was derived by a qua-
dratic least-squares fit. We also further processed the
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experimental absorption scans to reduce oscilloscope
read noise by binning 20 neighboring oscilloscope
channels, reducing the number of spectral data
points to 500. It was verified that the NO line shape
was unaffected by the binning process. Finally, we fit
the theoretical absorption spectra to the converted
experimental absorption spectra by varying both the
NO concentrations and collision widths manually un-
til a best fit was achieved. The path length, pressure,
and temperature were taken as measured during the
experiments.

For the field demonstration experiments, several
factors complicated the analysis of the absorption
data. Before the experiments began, the signal and
reference PMT outputs were adjusted to the same
level. Broadband absorption by soot and other par-
ticulates resulted in a decrease in the signal PMT
output compared with the reference PMT. This re-
sulted in a lower S�R ratio for the signal channel,
introducing error into the normalized transmission
found from Eq. (11). If a clear off-resonant baseline
was available in the signal channel, the transmission
could be rescaled until the baseline corresponded to
100% transmission, correcting the error caused by
mismatched signal and reference PMT outputs. How-
ever, the mode-hop-free tuning range of the laser
system was not large enough to scan the entire width
of the atmospheric-pressure-broadened NO lines, so
no absorption-free baseline region was available.
Nevertheless, the NO spectral line shapes are well
known so that broadband attenuation in the signal
channel was accounted for quite accurately by means
of rescaling the NO spectrum as described below.

The modified data processing routine for the field
demonstrations was an iterative procedure in which
rescaling was used to shift the entire experimental
absorption line shape vertically to match the theoret-
ical absorption line shape across the entire spectrum.
Typically, the experimental transmission from Eq.
(11) was scaled by a factor of 0.96–1.04 in several
increments. For each scaling factor, the collision
width and NO concentration were varied to find the
best fit. From these fits, the scaling factor that pro-
vided the best agreement between theoretical and
experimental absorption line shapes across the entire
spectrum was selected as the starting point for fur-
ther iterations. These scaling–fitting iterations were
then continued around this point until a global best
fit was reached in which the difference between the-
ory and experiment was minimized over the entire
spectrum.

This routine was used to fit all the data for low NO
concentrations where the absorption was of the order
of several percent. For these concentrations, the
structure of the baseline due to the different PMT
responses (of the order of 0.5%) significantly obscured
the absorption spectra. For higher concentrations,
the baseline structure became negligible and the ex-
perimental absorption could be fit only with the S/R
trace for the NO scan. This simplified both the pro-
cessing and the data collection procedures since no
air scans were necessary. However, all the results

presented in this paper were processed with both
procedures to verify the accuracy of the fits.

4. Experimental Results

A. Gas Cell Measurements

A representative absorption scan for the room-
temperature gas cell measurements is shown in Fig.
4. The two experimental absorption spectra (absorp-
tion 1 and 2) were recorded in a single scan as the
frequency was tuned up and back down across the
absorption line. The theoretical spectrum calculated
with the computer code is also shown in Fig. 4. For
the gas cell data, the pressure was also slightly varied
around the measured value to optimize the fit. The
absorption spectrum in Fig. 4 was recorded at a pres-
sure of 2.67 � 0.27 kPa (20 � 2 Torr), and the best fit
gave a pressure of 2.40 kPa �18 Torr�, which is within
the uncertainty of the gauge. The best-fit collision-
broadening coefficient (FWHM) for all gas cell mea-
surements was found to be 0.585 cm�1�atm
�0.174 GHz�kPa�, which agrees well with measure-
ments of 0.583 � 0.03 cm�1�atm by Chang et al.30

and 0.586 � 0.04 cm�1�atm by Danehy et al.31 for
collisions of NO with N2 at room temperature. The
concentration that gave the best fit for the spectrum
in Fig. 4 was 95 parts per million (ppm), which is in
good agreement with the labeled concentration of
100 � 10 ppm for the NO-N2 gas mixture from
Matheson.

The transitions shown in Fig. 4 were selected to
verify the accuracy of the wavemeter and the theo-
retical line positions. The ECDL was tuned to
395.40 nm (vacuum) to produce UV at 226.87 nm.
The transitions in Fig. 4 are three sets of overlapped
transitions of the (v� � 0, v� � 0) band of the

Fig. 4. Comparison of measured and calculated NO absorption
line shapes for room-temperature gas cell measurement of
100 pm NO (nominal) at 20 Torr. The Doppler width is ��D

� 0.099 cm�1, and the collision-broadening coefficient is 2

� 0.585 cm�1�atm. The transitions shown are three sets of over-
lapped transitions (from left to right): P2�4� and PQ12�4� at 44077.30
and 44077.30 cm�1, P2�3� and PQ12�3� at 44077.42 and
44077.42 cm�1, and P2�5� and PQ12�5� at 44077.71 and
44077.70 cm�1.
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A2��–X2� electronic transition of NO: P2�4� and
PQ12�4�, P2�3� and PQ12�3�, and P2�5� and PQ12�5�. The
respective line centers are 44077.30 and 44077.30
cm�1, 44077.42 and cm�1, and 44077.71 and 44077.70
cm�1, and 44077.42 cm�1.27 As evident from Fig. 4,
the theoretical line positions as well as the line
shapes agree very well with the experimental line
positions and shapes.

Notation for all the transitions discussed in this
paper follow the convention in Ref. 26, where a rota-
tional transition is denoted by �N�J���N��. The change
in the nuclear rotation quantum number N is denoted
by S, R, Q, P, O for �N � N� � N� � �2, �1, 0,
�1, �2, respectively. Similarly, the change in the
rotational quantum number J is denoted by R, Q, P
for �J � J� � J� � � 1, 0, �1, respectively. When
�J � �N, the superscript �N is omitted. The sub-
scripts � and � indicate the spin-orbit coupling,
where � � 1 indicates J� � N� � 1�2, � � 2 indicates
J� � N� � 1�2, � � 1 indicates J� � N� � 1�2, and
� � 2 indicates J��N��1�2. When � � �, only one
number is given in the subscript to designate the
value of both � and �.

From the initial laboratory experiments, the uncer-
tainty in the concentration measurements by the sen-
sor is estimated to be 10%. This value was derived
from the range of concentrations measured over
many experiments in the gas cell. After the field dem-
onstrations, similar variations in concentrations con-
firm this estimated uncertainty. Sources of error
include baseline drifts; nonlinear PMT response; and
uncertainties in the path length, temperature, and
pressure values. Some error could also be attributed
to uncertainties in the spectral model, such as uncer-
tainties in the molecular constants, Einstein coeffi-
cients, and line positions. Furthermore, the
assumption of an infinitely narrow laser linewidth
could introduce some error since the laser linewidth
is only a factor of 37 narrower than the absorption
linewidth in the Doppler-limited case in the gas cell
experiments. The complexity of these uncertainties
precludes a more rigorous calculation of the experi-
mental uncertainty.

B. Combustion Exhaust Measurements

For the field demonstrations, the center frequency of
the ECDL was tuned to 395.237 nm (vacuum) to pro-
duce UV radiation at 226.82 nm, in resonance with
the P2�10� and PQ12�10� overlapped transitions at
44087.79 and 44087.77 cm�1, respectively.27 This
overlapped line pair was chosen because it is less
sensitive to temperature and is well isolated at atmo-
spheric pressure.

The results from the field tests on the APU fueled
with Jet-A are shown in Figs. 5–9. The APU was run
at several load conditions to produce varying levels of
NO. The best-fit theoretical spectrum for each condi-
tion is also shown in Figs. 5–9. Table 1 gives the NO
concentrations measured by optical absorption and
by probe sampling and chemiluminescent analysis
for each of the tests.

The temperature for the fitting routine was fixed
at the average exhaust temperature as measured by
the thermocouples. The resulting concentration and
collision width measurements for the optical ab-
sorption measurements are insensitive to varia-
tions of 50 K or so in temperature because the
population fraction of the J � 9.5 level is insensitive
to temperature in this temperature range and the
Doppler width is proportional to the square root of
the temperature. Selection of a temperature-
insensitive transition is also an advantage because
it minimizes the effects of any inhomogeneities in
the combustion exhaust along the path length of the
laser beam. The Doppler broadening is much less
than the collision broadening in all field demonstra-
tion experiments. Ignoring the radiation correction
of the thermocouple is also justifiable since the er-
ror is small for these temperatures.

Fig. 5. Comparison of measured and calculated NO absorption
line shapes for the gas turbine APU running at full load. The
calculated Doppler width is ��D � 0.158 cm�1 and the collision
width is ��c � 0.297 cm�1. All measurements in the APU probed
the P2�10� and PQ12�10� overlapped transitions at 44087.79 and
44087.77 cm�1, respectively.

Fig. 6. Comparison of measured and calculated NO absorption
line shapes for the gas turbine APU running at half of a full load.
The calculated Doppler width is ��D � 0.150 cm�1 and the collision
width is ��c � 0.344 cm�1.
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The concentrations listed in Table 1 indicate good
agreement between measurements with the sensor
and measurements with the chemiluminescent ana-
lyzer. Claimed uncertainty in the chemiluminescent
analyzer readings is approximately 1% for the APU
tests and approximately 3.6% in the WSR tests. As
mentioned above, the experimental uncertainty of
the sensor is estimated to be 10%. Thus all conditions
lie within the experimental uncertainty except for
low load conditions with NO concentrations near
10 ppm, as in Figs. 8 and 9. Since the line shapes and
other parameters of the absorption spectra in Figs.
5–9 are consistent with other results, the anomalous
results are probably due to errors in the probe mea-
surements. The chemiluminescent analyzer was cal-
ibrated with gases near 100 ppm, so a baseline shift
of a few ppm is possible and would account for the
disagreement between probe and absorption mea-
surements at low NO concentrations. Overall, how-
ever, the optical absorption measurements agree well

with the probe measurements of NO in the combus-
tion exhaust. This level of agreement is similar to
that previously demonstrated by other groups.11,32

Comparison of collision widths with previous mea-
surements requires a more detailed evaluation.
Collision-broadening coefficients, 2, are found in the
literature for NO broadened by a single species at a
time.30,33,34 We can calculate the total collision width
for a gas mixture by summing over all species, or

��c � �i2iPi, (12)

where ��c is the collision width (FWHM, cm�1),
2i �cm�1�atm� is the collision-broadening coefficient
of NO by species i, and Pi (atm) is the partial pressure
of species i. The collision-broadening coefficients for
the broadening of NO by N2, H2O, and O2 are found by
use of the relations suggested by Chang et al.,30

2N2
� 0.583(295 K�T)0.75, (13)

and by Di Rosa and Hanson,33

2H2O � 0.79(295 K�T)0.79, (14)

2O2
� 0.53(295 K�T)0.66, (15)

where T �K� is the gas temperature. Using values of
O2 and CO2 concentration measured during the ex-
periments and values of H2O and N2 concentrations
estimated for complete combustion, we calculated the
predicted collision widths for each test. No broaden-
ing data are available for collisions of NO with CO2,
so it was assumed that the CO2 broadening coefficient
was equal to the H2O broadening coefficient. The re-
sults are shown in Table 2 along with values of col-
lision width derived from the best-fit routine for each
condition. All values agree within experimental un-

Fig. 7. Comparison of measured and calculated NO absorption
line shapes for the gas turbine APU running at one third of a full
load. The calculated Doppler width is ��D � 0.147 cm�1 and the
collision width is ��c � 0.344 cm�1.

Fig. 8. Comparison of measured and calculated NO absorption
line shapes for the gas turbine APU running at a low load condi-
tion. The calculated Doppler width is ��D � 0.140 cm�1 and the
collision width is ��c � 0.339 cm�1.

Fig. 9. Comparison of measured and calculated NO absorption
line shapes for the gas turbine APU running at idle. The calculated
Doppler width is ��D � 0.139 cm�1 and the collision width is ��c

� 0.331 cm�1.
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certainty, again confirming the accuracy of the sensor
measurements even in these harsh environments.

Representative best-fit spectra for the experiments
on the WSR are shown in Figs. 10–12. The probe
measurements and absorption measurements for
concentration and temperature are listed in Table 1.
The absorption scan in Fig. 10 was taken for combus-
tion of ethylene fuel with an equivalence ratio of �
� 0.4. This scan was taken during a preliminary
experiment in the WSR with a slightly different setup

and operating condition from those of the primary
experiments that were described above. A six-pass
arrangement was used, and 3000 ppm of NO in N2
was seeded into the reactor to find the absorption line
initially. The excellent agreement among line shapes,

Table 1. Summary of Probe and Absorption Measurements of NO Concentration and Temperature for the Field Demonstrationsa

Test

Temperature (K) Concentration (ppm)

Thermocouple Absorption Probe and CL Absorption

APU full load 712–751 750 55–65 56
APU half load 669–683 675 32.4 33.5
APU one-third load 650–658 650 21.2 21
APU low load 586–599 590 8.1 15.0
APU idle 572–584 580 5.9 8.7
WSR � � 0.4 with seeding 845 845 241.4 240
WSR � � 0.75 1477 1477 140 130

aProbe and CL concentration measurements indicate the measurements we obtained by probe sampling the exhaust and measuring the
NO concentration with a chemiluminescent (CL) analyzer.

Table 2. Comparison of Measured Collision Widths to Predictions
from Eqs. (12)–(15) for the Field Demonstrations

Test Predicted �cm�1� Measured �cm�1�

APU full load 0.306 � 0.021 0.297
APU half load 0.319 � 0.022 0.344
APU one-third load 0.326 � 0.023 0.326
APU low load 0.346 � 0.024 0.339
APU idle 0.349 � 0.025 0.331
WSR � � 0.4 with seeding 0.274 � 0.019 0.282
WSR � � 0.75 0.185 � 0.013 0.191

Fig. 10. Comparison of measured and calculated NO absorption
line shapes for the WSR at � � 0.4 with 3000 ppm of NO in N2

seeded into the reactor. The calculated Doppler width is ��D

� 0.168 cm�1 and the collision width is ��c � 0.282 cm�1. All
measurements in the WSR probed the P2�10� and PQ12�10� over-
lapped transitions at 44087.79 and 44087.77 cm�1, respectively.

Fig. 11. Comparison of measured and calculated NO absorption
line shapes for the WSR at � � 0.75. The calculated Doppler width
is ��D � 0.222 cm�1 and the collision width is ��c � 0.191 cm�1.

Fig. 12. Measured and calculated NO absorption spectra from
Fig. 11 with the first half of the scan only. The reduction of noise
without absorption 2 demonstrates the poor operation of the ECDL
during the second half of the scan.
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concentrations, and collisional widths encouraged
further tests in the WSR to measure lower levels of
NO.

Figure 11 represents the results from a second set
of experiments in the WSR. Unfortunately, signifi-
cantly more noise was observed in these WSR exper-
iments because of poor operation of the ECDL. The
ECDL was single mode for the portion of the scan
where the frequency was increasing but exhibited
mode hops for the portion of the scan where the fre-
quency was decreasing. The effect of the multimode
behavior is observed in Fig. 11 for the second half of
the scan, absorption 2. The same scan is shown in Fig.
12 without the data points from the second half of the
scan to demonstrate the excellent fit between theory
and experiment when the laser is operating single
mode.

The configuration for the tests in the WSR was
more sensitive to beam steering by the hot exhaust
gases because of the four-pass arrangement. Small
deflections in beam direction propagated through the
multiple reflections and were quite significant at the
PMT. Despite the large detector area compared to the
beam size, fluctuations were still observed because of
the different sensitivities of different areas of the
PMT photocathode. Thus slightly more noise was ob-
served in these experiments. Nevertheless, the line
shapes in Figs. 10–12 agree fairly well, and the con-
centrations given in Table 1 agree within the 10%
experimental uncertainty of the sensor. Collision
widths calculated from the best-fit spectra also agree
well with the predictions from the literature, as can
be seen in Table 2.

The detection limit of the sensor was estimated
from the root-mean-square (rms) standard deviation
of the noise in the baseline. For the gas cell experi-
ments, the rms standard deviation was 0.17%. As-
suming a signal-to-noise (S�N) ratio of 1 at the
detection limit, this corresponds to a detection limit of
0.2 ppm-m (ppm in a 1-m path length) at 300 K, or
0.6 ppm-m at 1000 K. In the field demonstrations,
slightly more noise was introduced into the signal
from vibrations, temperature fluctuations, and beam
steering because of hot exhaust gases. The rms stan-
dard deviation in the detection noise was measured
from scans in hot air taken immediately after extinc-
tion of the flame in the combustors. For these scans,
the rms noise increased to 0.23%, corresponding to a
sensitivity of 0.3 ppm-m for 300 K gas or 0.8 ppm-m
for 1000 K gas. The relatively small increase in noise
from the gas cell experiments indicates that the sen-
sor is not significantly affected by the noise and vi-
brations during the field demonstrations.

The low detection limit for this sensor demon-
strates the advantages of UV absorption over IR ab-
sorption. In the current configuration of the sensor,
only direct absorption spectroscopy and a two- or
four-pass arrangement was required to achieve a sub-
ppm-m detection limit in combustion exhaust. Previ-
ous sensors based on near- and mid-IR absorption
generally required more complicated means to
achieve detection limits of this order. The simplest

configuration used near-IR diode lasers at 1.8 �m to
probe the second overtone band of NO and achieved
noise-equivalent detection limits of 140 ppm-m down
to several tens of ppm-m in combustion exhaust.6–8

These sensors relied on either balanced ratiometric
detection6,7 or probe sampling of the exhaust and use
of an external long-pass cell8 to reach these detection
limits. Another group probed the stronger first over-
tone band of NO with a 2.65-�m diode laser and
demonstrated a detection limit of 8 ppm-m (at
58 Torr) in a room-temperature gas cell using wave-
length modulation spectroscopy.10 The measure-
ments in both of these spectral regions were plagued
by interferences from water vapor, which ultimately
limits the sensitivity of these sensors.

To improve detection limits in the IR, a number of
groups have probed the fundamental vibrational
band of NO at 5.2–5.4 �m using cryogenically cooled
IV–VI (lead salt) diode lasers or recently developed
QC lasers. Sub-ppm-m detection limits were achieved
with both types of laser in low-pressure, room-
temperature, long-pass gas cells.13–15 Wehe et al.
have performed measurements in combustion ex-
haust with a room-temperature QC laser and bal-
anced ratiometric detection to reach a detection limit
of 0.66 ppm-m of NO at 800 K.16 However, these sen-
sors required cryogenically cooled detectors, and
some interference with H2O and CO2 was still an
issue for low NO concentrations. Also, analysis of the
absorption line shapes was more complicated because
the linewidths of the QC lasers were over 1 GHz be-
cause of frequency chirp.

Although the UV laser source for this sensor is
more complicated than the lasers in the near- and
mid-IR sensors, the UV sensor has nearly the same
detection limit and offers significantly simpler de-
tection schemes (no wavelength modulation spec-
troscopy or balanced ratiometric detection), room-
temperature detectors, and straightforward
spectroscopic analysis. Furthermore, the detection
limits of this sensor can be improved down to quan-
tum limits in the detectors, whereas detection lim-
its in near- and mid-IR sensors are limited by the
lowest fractional absorption by H2O, CO, and CO2

coinciding with the NO line of interest. For practical
in situ measurements in combustion exhaust, this
interference imposes a severe limit on the minimum-
detectable NO levels, especially in higher-pressure
combustors (pressure broadening) and higher-
temperature gases (hot-band lines).

With UV detection of NO, the sensitivity of this
sensor is ultimately limited by the shot noise in the
PMTs. The S�N ratio at the shot-noise limit for PMTs
is the square root of the number of photoelectrons
created during the data collection process.35 For an
average power of roughly 0.5 nW reaching the PMTs,
a cathode radiant sensitivity of 51.4 mA�W, and a
measurement time of 45 s, the total number of pho-
toelectrons created is 7.22 � 109. The photoelectrons
are distributed over 500 channels after processing, so
there are only 1.44 � 107 photoelectrons per channel.
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Thus the S�N ratio at the shot-noise limit is 3800.
The relative error is given by the inverse of the S�N
ratio, which is 0.026%. The baseline noise observed
during the experiments was 0.23%, which is roughly
a factor of 9 higher than the shot-noise limit. For the
gas cell experiments, the noise was approximately a
factor of 8 higher than the shot-noise limit.4 In com-
bustion exhaust, the corresponding shot-noise-
limited detection limit is 90 parts per 109 of NO at
1000 K in a 1-m path assuming a S�N ratio of 1.

For these proof-of-concept experiments, no attempt
was made to reduce the noise in the detection elec-
tronics, but several changes could be made to improve
the sensitivity closer to the shot-noise limit. Faster
modulation of the laser would reduce the flicker (or
1�f) noise and would allow more averaging to achieve
the same time resolution. Electronic filtering of the
signal would reduce the detection bandwidth and
therefore reduce the overall detection noise. To utilize
more of the generated UV, a parallel system of detec-
tors could be used. Although this complicates the
system, the S�N ratio is directly proportional to laser
power and could provide significant improvements in
detection limits. Finally, the more complicated
scheme of wavelength modulation spectroscopy could
be implemented to achieve sensitivities near the shot-
noise limit.36

Even at the current detection limit of the sensor,
however, the sensor could be applied to combustion
control applications with some improvement in data
collection and processing procedures. The current
demonstrations prove that the sensor can withstand
the harsh environments around a gas turbine with
acoustic noise up to levels of 120–125-dB overall
sound pressure level and temperatures up to nearly
800 K. Furthermore, the sensor can accurately mea-
sure NO down to single-digit ppm levels at a rate of
10 Hz (twice the ramp frequency) in the exhaust. The
path-averaged NO concentration measured by the
sensor would provide a convenient input for operat-
ing point control of the gas turbine to maintain the
NO level in the exhaust below mandated limits of
9 ppm for ground-based gas turbines.3

5. Summary and Conclusions

A diode-laser-based UV absorption sensor for NO has
been developed and successfully demonstrated. The
sensor is based on the sum-frequency generation of
UV radiation at 226.8 nm by mixing the output of a
395-nm ECDL and a 532-nm intracavity frequency-
doubled Nd:YAG laser in a BBO crystal. Approxi-
mately 325 � 75 nW of UV is produced and used to
probe several transitions in the (v� � 0, v� � 0) band
of the A2��–X2� electronic transition of NO. Initial
laboratory measurements in a gas cell showed excel-
lent agreement between theoretical and experimen-
tal line shapes and between measured and actual
concentrations. Experiments were then performed on
a gas turbine APU and a WSR to test the operation of
the sensor in the field. At the Honeywell facility,
noise levels in the test cell were 120–125-dB overall

sound pressure level. In addition, the sensors oper-
ated for exhaust temperatures as high as 1500 K
near the WSR. Nonetheless, the results from the field
demonstrations were excellent. Good agreement was
observed between the experimental and the theoret-
ical line shapes, measured and predicted collision
widths, and probe-measured and absorption-
measured NO concentrations in all the combustion
exhaust measurements. No evidence of interfering
absorption from species other than NO was observed
in either sensor test. Signal beam attenuation from
broadband absorption was accounted for in the data
analysis procedure. NO levels down to 9 ppm were
measured in the exhaust of the gas turbine operating
at idle conditions and with a path length of 0.51 m. A
detection limit of 0.23% was estimated, correspond-
ing to a sensitivity of 0.8 ppm-m of NO for 1000 K
gas. The uncertainty of the sensor is estimated to be
10%. The results from these experiments indicate
that this sensor can be used to accurately measure
the NO emissions from real combustion systems.
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ABSTRACT 
While optical diagnostic techniques have been applied with great success to the fundamental study of combustion 
chemistry and physics in the laboratory, the challenges afforded by real-world propulsion systems demand continuing 
innovation if such techniques are to be adapted and transitioned for use in engineering tests and on-board monitoring 
and control applications.  This paper documents continuing efforts to transition aerodynamic measurement technologies 
from diagnostics-development laboratories to combustor test-and-evaluation facilities in the Propulsion Directorate’s 
Combustion Branch (Turbine Engine Division).  Applications of various optical diagnostic techniques for visualizing 
flowfields and quantifying temperatures and key species concentrations in several advanced combustors are described. 
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1.0 INTRODUCTION 

Propulsion systems represent a substantial fraction of the cost, weight, and complexity of Air Force aircraft, 
spacecraft, and other weapon-system platforms.  The vast majority of these propulsion systems are powered 
through combustion of fuel; therefore, the detailed study of combustion has emerged as a highly relevant and 
important field of endeavor.  Much of the work performed by today’s combustion scientists and engineers is 
devoted to the tasks of improving propulsion-system performance while simultaneously reducing pollutant 
emissions.  Increasing the affordability, maintainability, and reliability of these systems is also a major driver. 

While improved performance can be described quantitatively in many terms (e.g., specific fuel consumption, 
thrust-to-weight ratio, etc.), it often involves efforts to increase heat release during the combustion process.  
Improvements may be achieved as well by reducing the length and/or weight of the combustor through 
informed design decisions.  Engine emissions that might adversely impact the environment and the military 
signature of Air Force systems must be reduced while striving to improve performance.  Judicious design and 
control of the combustor can significantly impact the affordability, maintainability, and reliability of the 
propulsion system by extending the useful life of engine components or by permitting the incorporation of 
less-expensive materials in combustor construction, for example.  Pursuing these goals requires a thorough 
understanding of the fundamental physics and chemistry of combustion processes. 

The Combustion Branch of the Air Force Research Laboratory’s Propulsion Directorate (Turbine Engine 
Division) has adopted a philosophy for combustor-technology development aimed at achieving these goals.  
At the basic-research level, new diagnostic approaches are developed and tested in conjunction with extensive 
modeling-and-simulation efforts.  Techniques are “cross-validated” through studies of fundamental 
combustion processes in laboratory rigs that provide favorable optical conditions while remaining 
computationally tractable.  Axisymmetric burners with ample optical access and well-defined boundary 
conditions represent such test articles.  The measurement and computational tools designed, tested, and 
matured through this basic research are applied subsequently to hardware testing and evaluation.  Ultimately, 
sensor platforms based on these diagnostic approaches and algorithms derived in part from the combustion 
models are incorporated for on-board propulsion-system monitoring and control. 

Development, demonstration, and application of laser-based and other optical diagnostic techniques are 
integral elements of that research plan.  Advanced measurement techniques that exploit lasers and optics have 
become well-established tools for characterizing combustion.1  Non-invasive measurement approaches are 
often ideally suited for visualizing complex reacting flowfields and quantifying key chemical-species 
concentrations and fluid-dynamic parameters.  The fundamental information these techniques provide is 
essential for achieving a detailed understanding of the chemistry and physics of combustion processes.  
Furthermore, these data are critical for validating combustion models and combustor-design codes with 
tremendous potential for propulsion-system development.  At a more applied level, hardened diagnostics 
provide the designer with performance data for the systems-engineering process.  Diagnostics also promise to 
play an important role in fielded propulsion systems as elements in control and optimization schemes. 

These characteristics of optical diagnostic techniques suggest a three-phased evolutionary process for their 
development and application.  In the first phase, emphasis is placed on the diagnostic technique itself—on the 
chemistry and physics that define the measurement and the hardware (sources, optics, detectors, etc.) and 
software necessary to accomplish that measurement.  During this phase of the process, a research-grade 
instrument is typically employed to study a well-characterized flowfield in a laboratory environment.  While 
this phase of the diagnostics-development process is certainly essential and exciting, the ultimate utility of a 
diagnostic technique is significantly limited if it never sees application beyond the laboratory. 
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During the second phase of the process, a hardened version of the research-grade instrument is applied to 
achieving measurements in an engineering facility.  The emphasis in this phase shifts from the diagnostic 
technique to the engineering application.  In the third phase, a miniaturized and robust diagnostic device is 
incorporated into the final product, such as an actual gas turbine engine, for on-board sensing and control. 

The transitions from laboratory to facility to fielded systems are fraught with significant challenges that must 
be addressed.  During the laboratory phase of diagnostics development, conditions are typically ideal and well 
controlled.  They might involve vibrationally isolated laser tables, humidity- and temperature-controlled 
environments, and sufficient space to accommodate sources, optics, mounts, and detectors required to achieve 
the desired measurement.  Test articles often feature ample optical access and support clean-burning, gas-
fueled, laminar flames operating under atmospheric or sub-atmospheric conditions.  In contrast, facilities 
applications involve conditions characteristic of actual engine hardware.  Challenges include extreme 
environmental conditions (heat, vibration, acoustics, etc.), limited optical access, tight geometric constraints, 
little operational space, fully developed turbulence, two-phase flows, soot formation, high pressure, collisional 
quenching, energy redistribution, optical thickness, beam steering, high background luminosity, and scattering 
and spectral interferences.  These challenges are amplified on moving from the facility to the on-board 
environment.  Successful transitions, first from the laboratory to the facility and then from the facility to the 
field, require thoughtful attention to these issues. 

This paper continues with descriptions of three specific scenarios in which optical diagnostics have been 
applied to assess the performance and impact the design of next-generation combustors and fuels through 
ground testing.  These applications and other opportunities for ground-test and on-board applications will be 
discussed in the briefing that accompanies this paper. 

2.0 FLOW VISUALIZATION IN THE TRAPPED-VORTEX COMBUSTOR (TVC) 

Experimental and computational techniques for the visualization of fluid flows have emerged as essential 
tools for increasing our understanding of the physics and chemistry of these flows.  Indeed, many—if not 
most—of the breakthroughs in fluid mechanics and dynamics can be attributed to the understanding achieved 
through imaging of the various multidimensional structures in fluid flow.  High-speed digital imaging, planar 
laser-induced fluorescence (PLIF), particle-image velocimetry (PIV), coherent-structure velocimetry (CSV), 
and laser-induced incandescence (LII) are amongst the diagnostic tools routinely employed for two-
dimensional flow visualization in the test facilities of the Combustion Branch. 

The unique geometry of the TVC has been designed to bring improved overall performance, enhanced 
stability, and reduced pollutant emissions to current and next-generation propulsion systems.2,3  It also 
promises benefits in terms of combustor length and pressure drop.  The key features of the TVC design are 
evident in Fig. 1, which depicts a natural-gas-fueled TVC sector operating at atmospheric pressure.  Cavities 
at the top and bottom of the sector promote aerodynamic trapping of a combusting vortex.  Injection of fuel 
and air into these cavities maintains continuous pilot flames therein, enhancing fuel-air mixing and flame 
stability.  These trapped pilot flames interact with the main fuel/air flow situated between the two cavities. 

Ongoing testing of various TVC sectors is aimed at establishing design rules and assessing the performance 
impacts of such drivers as cavity and main geometry, fuel-injector design and placement, and air flow.  
Enhanced mixing techniques aimed at reducing pollutant emissions and combustor size are also under study.  
These efforts are supported by flow visualization achieved through high-speed digital imaging, PLIF, PIV, 
and CSV. 
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High-speed digital images of the TVC have been acquired using a Phantom v5.0 CMOS-based high-framing-
rate digital camera provided by Photo-Sonics International Ltd.  During this study, the camera was operated at 
11,200 frames per second (fps) with a resolution of 256×256 pixels and an exposure time of 10 µs.  Frame 
captures of the normalized flame luminosity in a JP-8-fueled TVC sector operating at pressures of 8.5 and 12 
atm are depicted in Fig. 2.  These high-speed visualizations provide real-time feedback during TVC testing 
regarding the flow pattern and flame distribution within the cavities and main sections of the combustors.  
Exposure times as low as 10 µs enable flow freezing not achievable through conventional videography. 

When viewed in a time-correlated sequence, such images clearly show vortical flame structures in the upper 
and lower cavities.  These vortices act as flame holders that promote flame stability and enhance fuel-air 
mixing by increasing the turbulence level and the residence time. 

Figure 1.  Natural-gas-fueled TVC sector operating 
at atmospheric pressure.  Flow is from right to left. 

Figure 2.  Flame luminosity captured with a high-speed digital camera from a 
JP-8-fueled TVC sector operating at 8.5 atm (left) and 12 atm (right). 

FlowFlowFlowFlow
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While high-speed digital imaging provides a qualitative description of flame location and dynamics, PLIF can 
be used to visualize specific flame species.  This yields a more accurate measurement of flame location and 
eliminates the spatial ambiguity associated with line-of-sight averaging.  In the current work, PLIF of the 
hydroxyl radical (OH) was accomplished by exciting the R1(8) transition of the (1,0) band in the A-X system.  
The requisite 281.3414-nm laser sheet was generated using the frequency-doubled output of a Nd:YAG-
pumped dye laser, and fluorescence from the A-X (1,1) and (0,0) bands was detected using an intensified 
charge-coupled device (ICCD) camera equipped with a UG-11 and two WG-295 colored glass filters to 
reduce visible and laser-scattered light, respectively. 

OH-PLIF images were acquired in a natural-gas-fueled TVC sector for a number of fuel-injection 
configurations.  Injection in the cavity and main sections produces the flame pattern in Fig. 3.  The flame 
pattern obtained in the lower cavity through fuel injection in the cavity alone is depicted in Fig. 4.  These data 
are employed to verify calculations using a conventional k-ε-based CFD code with chemistry. 

 
Velocimetry data have been acquired to complement these flame visualizations.  PIV was achieved using a 
dual-image, digital cross-correlation configuration with two Nd:YAG lasers and a dual-frame Kodak ES4 
2000×2000 pixel CCD camera.  Vectors were computed using a dPIV code developed by AFRL and 
Innovative Scientific Solutions, Inc., using 16×16 pixel interrogation regions and 75% overlap.  An average of 
five image pairs was employed to generate the data in Fig. 5, which compare the velocities determined by PIV 
in the lower cavity of the TVC sector with those computed using a commercial CFD package. 

The short-exposure images acquired with the high-speed digital camera can also be used to estimate flow 
velocities subject to certain assumptions using CSV.  This involves several image-processing steps, including 
the generation of isoline contours to define structure boundaries, the selection of an optimal interrogation 
window and overlap parameter, and cross-correlation between image pairs for determination of the local 

Figure 3.  OH-PLIF signal obtained in 
the lower cavity of a natural-gas-fueled 

TVC with fuel injection in the cavity 
and main sections. 

Figure 4.  OH-PLIF signal obtained in 
the lower cavity of a natural-gas-fueled 

TVC with fuel injection in the cavity 
alone. 
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displacement vectors.  It must be stressed that CSV in combusting flows cannot provide a true measure of 
convective velocity due to inherent non-convective flame-intensity variations.  Nonetheless, slowly varying 
flame structures can provide a qualitative picture of the flow structure.  Such a technique can be highly 
valuable for flow analysis on-demand and can supplement more difficult, laser-based methods such as PIV.  
The latter is valuable for quantitative velocimetry and code validation, but it is not conducive to continuous 
operation due to window fouling and seed build-up in small passages. 

The CSV image in Fig. 6 depicts the combusting flow pattern with a cavity geometry very similar to that in 
which the PIV data of Fig. 5 were acquired.  Qualitative agreement between the two velocity fields is quite 
good. 

 

3.0 SIMULTANEOUS PLANAR LII, OH PLIF, AND DROPLET MIE 
SCATTERING IN A CFM56-BASED MODEL COMBUSTOR 

Swirl-stabilized liquid-spray injectors are commonly used in gas-turbine engines to achieve compact, stable, 
and efficient combustion.  The flowfield in the primary zone of such a spray flame is characterized by high 
shear stresses and turbulent intensities that result in vortex breakdown and large-scale unsteady motions.4,5  
These unsteady motions are known to play a key role in the formation of pollutant emissions such as carbon 
monoxide (CO), nitric oxide (NO), and unburned hydrocarbons (UHC).6-8  Considerably less is known, 
however, about the mechanisms that lead to soot formation in swirl-stabilized, liquid-fueled combustors.  
Previous investigations have relied on exhaust-gas measurements and parametric studies to gain insight into 

 

Figure 6.  CSV data overlayed on a 
high-speed digital image of 

combustion in the lower cavity of a 
TVC sector. 

Figure 5.  Comparison of PIV data 
(white vectors) and CFD data (red 

vectors) acquired in the lower cavity of 
a TVC sector under non-combusting 
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the effects of various input conditions on soot loading.9-12  Much of the fundamental knowledge concerning 
soot formation is derived from investigations of laminar diffusion flames,13-15 with only a limited number of 
studies having focused on unsteady effects.16,17  The importance of considering unsteadiness and fluid-flame 
interactions was demonstrated by Shaddix et al.,17 who found that a forced methane/air diffusion flame 
produced a four-fold increase in soot volume fraction (as a result of increased particle size) as compared with 
a steady flame having the same mean fuel-flow velocity. 

The goal of the current investigation is to study soot formation in the highly dynamic environment of a swirl-
stabilized, liquid-fueled combustor.  This is accomplished using simultaneous imaging of the soot volume 
fraction, hydroxyl-radical (OH) distribution, and droplet pattern in the primary reaction zone using laser-
induced incandescence (LII), OH planar laser-induced fluorescence (PLIF), and droplet Mie scattering, 
respectively.  The utility of LII for two-dimensional imaging of soot volume fraction has been demonstrated in 
laboratory investigations18,19 as well as in aircraft engine exhausts.12,13  Brown et al.20 performed planar LII for 
soot-volume-fraction imaging in the reaction zone of a gas-turbine combustor; their preliminary 
measurements employed LII alone for demonstration purposes and did not image the turbulent flame structure 
near the exit of the swirl cup.  In the current work, we extend the work of Brown et al.20 by performing LII at 
the exit of the swirl cup and by adding OH PLIF and Mie scattering diagnostics. 

The use of OH as a flame marker is typical in studies of soot formation in diffusion flames because of its close 
correlation with flame temperature.21,22  It has also been employed in a number of investigations of swirl-
stabilized combustors.23,24  The use of laser-saturated OH LIF for quantitative measurements has also been 
demonstrated,25,26 although saturation is quite difficult in the case of planar measurements.  In the current 
investigation, we demonstrate qualitative measurements in the recirculation region using excitation levels well 
below saturation.  OH-PLIF measurements in the liquid-spray region are more uncertain because of 
simultaneous droplet scattering and non-equilibrium conditions, although meaningful measurements are 
possible with careful consideration of potential errors.  Mie scattering from large droplets, which appears in 
the OH images but does not preclude signal interpretation, is used to a limited extent as a spray diagnostic.  As 
shown in Fig. 7, the experimental set-up includes an Nd:YAG for saturated LII at 532 nm and a narrowband 
dye laser for OH PLIF using the Q1(9) line in the 1-0 band of the A-X system. 

 
The injector geometry and sample instantaneous OH-PLIF images for JP-8 and a non-aromatic liquid fuel are 
shown in Fig. 8 at an equivalence ratio of 0.8.  Such images provide a clear indication of the intermittency 

Figure. 7.  Simultaneous OH PLIF and LII in atmospheric-pressure, 
swirl-stabilized, JP8-fueled, model gas-turbine combustor. 
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within the primary flame zone and are useful for characterizing the statistical behavior in terms of probability 
density functions.  It is found, for example, that large-scale structures play a key role in the soot formation 
process.  Intermittent regions of rich premixed fuel and air develop between the primary flame layer and 
recirculation zone that serve as sites for soot inception.  The rate of soot production is dependent upon the 
frequency and spatial extent of these regions, while the rate of soot oxidation is dependent upon the 
availability of oxygen and OH in the primary zone and recirculation region.  Hence, the overall soot volume 
fraction is highly sensitive to the dynamics of the injection process as well as to the local, unsteady 
equivalence ratio.  The importance of the former is highlighted by differences in the vaporization and soot 
formation characteristics of JP-8 versus non-aromatic fuels, as shown in Figs. 8(b) and 2(c). 

In studies of soot-mitigating additives, performed in collaboration with the Fuels Branch of ARFL, the 
simultaneous OH-PLIF and LII measurements were used to determine whether changes in soot production 
result from changes in the chemical or physical properties of the fuel.  Figures 9(a) and 9(b) demonstrate the 
ability of the current measurement system to track local equivalence ratio and soot production, respectively.  
Using a droplet-free region in the recirculation zone, the time- and spatially averaged OH-PLIF signal is 
plotted with respect to equivalence ratio and compared with an equilibrium calculation.  This provides a 
calibration for JP-8 that can be used qualitatively to track changes in equivalence ratio.  The data in Fig. 9(a) 
include corrections for the effects of collisional quenching and Boltzmann-fraction variations on the OH-PLIF 
signal.  The LII data in Fig. 9(b) show an exponential increase of the soot volume fraction in the primary zone 
with respect to equivalence ratio.  A subsequent test using an increased LII-gate period demonstrates minimal 
particle-size bias and measurement repeatability.  Note that the exhaust-gas sampling probe displays a 
threshold effect at about φ = 1.0 below which soot in the exhaust is effectively oxidized by OH and O2 due to 
long residence times. 

Since the dependence of soot on equivalence ratio is exponential, slight changes in equivalence ratio could 
easily be mistaken for changes in soot particle counts in the exhaust stream.  This highlights the importance of 
tracking equivalence ratio while performing studies of soot-mitigating additives.  An example is shown in Fig. 
10 where methyl acetate is added to the fuel during a test.  Note the large decrease in soot volume fraction 
during methyl-acetate addition, as measured by LII; this corresponds to a large decrease in particle counts 
from the sampling probe.  Note also the increase in OH-PLIF signal that, according to the results of Fig. 9(a), 
indicates that the fuel mixture is becoming leaner.  A certain ambiguity exists, however, because the final 
equivalence ratio could lie on either side of the peak OH signal.  Using the exponential fit to the data in Fig. 
9(b), however, the change in LII signal corresponds to an equivalence ratio that is slightly on the rich side of 

(b) (c) (a) 

SootOH

Droplets

OH 

Figure 8.  (a) Dual-radial swirl cup with center-mounted 
pressure-swirl injector, (b) primary zone with JP-8 at φ = 0.8, 

and (c) primary zone with non-aromatic fuel at φ = 0.8. 
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the OH peak.  An overall equivalence-ratio decrease of 0.123 due to methyl-acetate addition is measured to 
within 1% for both the OH-PLIF and LII data and to within 10% of flow calculations.  The agreement 
between OH-PLIF and LII data indicates that methyl acetate in the current study did not have an effect on soot 
production, except for its effect on equivalence ratio.  One can envision, therefore, the use of a combined LIF 
and LII system to track the performance of soot-mitigating additives without uncertainties in equivalence 
ratio. 

4.0 TRANSIENT-GRATING THERMOMETRY IN THE TVC 

Laser-induced transient or dynamic gratings have an established diagnostic history for measurement of a wide 
range of physical properties, including fast-carrier lifetimes, diffusion rates, and temperature.  Transient-
grating spectroscopy (TGS) has been repeatedly demonstrated as a technique that is suitable for application in 

Figure 9.  (a) Fit of OH data in recirculation region with 
equilibrium calculations and (b) comparison of normalized 

soot volume fraction in primary zone with particle counts in 
the exhaust stream. 
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hydrocarbon-air flames.27,28  In particular, single-shot thermometry has been demonstrated under various 
combustion conditions.28  The coherent signal is generated by Bragg scattering a continuous-wave probe beam 
from a laser-induced refractive-index grating that is established through the spatial and temporal overlap of 
two pump beams derived from the same pulsed laser.29  The index grating is established through 
electrostriction or optical absorption and subsequent molecular collisions that transfer the absorbed energy to 
translational motion.  The time-resolved signal appears as a damped sinusoidal oscillation.  The oscillation 
frequency is determined by the grating spacing and the local speed of sound, which, in turn, is a function of 
temperature.  Extraction of the temperature from the measured sound speed requires some knowledge of the 
ratio of the molecular mass to the specific heat ratio.  For hydrocarbon-air combustion, this ratio is a very 
weak function of the exact mixture fraction and temperature.28  Consequently, a reasonable estimate of the 
value of the ratio leads to accurate temperature measurements, which are easily accomplished and render the 
technique applicable under a wide range of combustion conditions. 

Execution of the transient-grating technique requires three incident beams from two laser sources—a pulsed 
pump laser and a continuous-wave probe laser.  The output of the pump laser is split into two beams of equal 
intensity that are crossed at a small angle.  The spatial and temporal overlap of the pump beams creates an 
optical-intensity pattern that couples a very small amount of energy via electrostriction or absorption into the 
test region, thereby modifying the local index of refraction.  The probe laser beam—incident at the Bragg 
scattering angle—is reflected by the spatially modulated index grating and detects the time evolution of the 
grating.  (A schematic of the incident-beam arrangement is shown in Figure 11.) The grating structure in the 
fluid returns to local equilibrium through acoustic and thermal modes.  The counter-propagating acoustic 
modes alternately interfere constructively and destructively.  This imposes a temporal modulation on the 
signal, the period of which is determined by the local speed of sound and the grating spacing.  Since the speed 
of sound is a function of temperature, the technique provides thermometry with high spatial resolution. 

Figure 11.  Schematic of incident-beam arrangement for 
TVC measurements.  Note probe and signal beams were 

slightly out-of-plane with respect to pump beams. 
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As part of our continuing effort to develop and apply this technique, transient grating thermometry has been 
performed in the rich flame zone of a TVC operating under turbulent, pressurized, JP-8-fueled conditions.  
Measurements were accomplished at pressures of 50, 75, and 100 psi with local equivalence ratios in the 
range 1–1.25.  The pump beams were derived from the 565-nm output of a Nd:YAG-pumped dye laser.  The 
cw output of a vanadate laser (532 nm) provided the probe beam.  While the pump lasers were not tuned to a 
particular molecular resonance, the detected signals showed clear signs of thermalization and the absence of 
nonresonant electrostriction.  Soot particles and soot precursors are the likely absorbers responsible for signal 
generation.  Beam steering was clearly evident in the form of variable pointing and random spatial modulation 
of the exiting beams.  Due to such adverse affects, signal was not obtained on all laser shots; however, useful 
signals were generated with sufficient frequency to permit meaningful temperature measurements. 

A typical single-shot signal is depicted in Fig. 12.  Four oscillations are clearly seen.  (We have found in 
practice that only three rings are needed for precise temperature determination.)  The power spectrum 
corresponding to this signal is shown in Fig. 13.  It is dominated by two features:  a) the Rayleigh peak 
centered at zero frequency associated with the non-propagating thermal mode and b) the Brillouin feature 
associated with the counter-propagating acoustic modes.  Temperature is extracted from each analyzed single-
shot signal through numerical determination of the peak of the Brillouin feature in the power spectrum. 

In one particular data-collection run, the TVC was operated with the cavity slightly rich (equivalence ratio of 
~ 1.1) at 100 psi.  Signal from 1300 sequential laser shots was recorded at this condition.  Roughly one-third 
of the single-shot signals were found to be legitimate analyzable TGS signals; the remainder were found to be 
compromised by electronic noise (low S/N) or beam steering.  Down-selection of signals to be analyzed was 
performed in a two-step process.  Each time-domain signal was first examined to ensure that the peak signal 
location fell within a meaningful delay with respect to the arrival of the pump beams.  (The delay is associated 
with the dynamics of the grating formation.)  After zero padding, each power spectrum was constructed using 
standard FFT routines, and the ratio of the amplitude of the Brillouin peak to that of the Rayleigh peak was 

Figure 12.  Single-shot TGS signal acquired in the rich 
flame zone of a TVC operating under turbulent, 

pressurized (75 psi), JP-8-fueled conditions. 
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then determined.  Spectra that exhibited ratios >0.005 were then analyzed in detail.  The Brillouin feature of 
the down-selected set of 456 power spectra was fit using a fourth-order polynomial to find the peak.  The 
corresponding temperatures are presented as a histogram in Fig. 14.  The mean value of the temperature is 
2260 K and is quite comparable to the adiabatic-flame-temperature values for decane and dodecane 
(sometimes considered to be single-component surrogates for JP-8) of 2200 and 2300 K, respectively.  The 
breadth of the histogram largely reflects the local dynamic nature of the reaction zone as pockets of fluid in 
different relative states of combustion maturity pass through the probe volume. 
 

Figure 13.  Power spectrum of signal shown in Fig. 12. 
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Figure 14.  Temperature histogram constructed through 
analysis of 456 single-shot signals acquired in a TVC 
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The width of the Rayleigh feature is determined by the local thermal diffusivity and the width of the Brillouin 
feature is proportional to the acoustic damping coefficient that has contributions from thermal and mass 
diffusion, sheer and bulk viscosity.  The width of these features is easily determined via fitting with power 
spectral functions found in the literature, permitting extraction of values for the thermal diffusivity and 
acoustic damping coefficient.  For power spectra that exhibit temperatures near the peak of the temperature 
histogram (~2200 ± 300 K), the extracted thermal diffusivity is found to vary by ~18% shot-to-shot while the 
acoustic damping coefficient varies by ~70%.  Both the measured thermal diffusivity and acoustic damping 
coefficient are larger than the corresponding values calculated using the output of an equilibrium flame code 
that accounts only for the gas species present and not for soot.  The difference between the measured and 
calculated values probably reflects the soot loading in the rich reaction zone.30  Our current efforts are aimed 
at quantifying the contribution of soot to these transport properties. 

5.0 CONCLUSION 

Tremendous time and energy have been invested throughout the research community in the development of 
advanced optical diagnostics for the fundamental study of combustion chemistry and physics.  The techniques 
developed for these important basic-research activities also have enormous potential for impacting the design, 
development, test, evaluation, operation, and maintenance of current and next-generation propulsion systems 
when those techniques are transitioned from the laboratory to the test facility and ultimately to the field. 

This paper summarizes some recent efforts to transition diagnostics for use in the combustor-test facilities of 
the Combustion Branch at Wright-Patterson Air Force Base.  Various techniques for flow visualization, 
including high-speed digital imaging, PLIF, PIV, CSV, and LII, as well as methods for measuring 
temperatures, species, and equivalence ratio have been applied in these facilities. 
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A new diode-laser-based UV-absorption sensor for high-speed detection of the hydroxyl radical (OH) is de-
scribed. The sensor is based on sum-frequency generation of UV radiation at 313.5 nm by mixing the output
of a 763-nm distributed-feedback diode laser with that of a 532-nm high-power, diode-pumped, frequency-
doubled Nd:YVO4 laser in a b-barium borate crystal. Approximately 25 mW of UV radiation is generated
and used to probe rotational transitions in the A2S+–X2P (v8=0, v9=0) electronic transition of OH. Single-
sweep, single-pass measurements of temperature and OH concentration in a stoichiometric C2H4–air flame
are demonstrated at rates up to 20 kHz. © 2005 Optical Society of America

OCIS codes: 120.1740, 190.1900, 300.1030, 300.6260, 300.6540.
A number of tunable diode-laser absorption spectros-
copy systems developed for detection of the hydroxyl
radical (OH) have amply demonstrated the utility of
these compact, rugged sensors for combustion
diagnostics.1–7 Previous OH sensors have focused on
rovibrational transitions in the near-IR1–3 and
mid-IR4 or on electronic transitions in the UV.5–7 UV
detection of flame radicals is optimal because of the
large absorption cross sections of the electronic tran-
sitions and because interference from other major
combustion products (e.g., H2O,CO2) is eliminated.
In recent work, nonlinear optics techniques for gen-
erating UV radiation have been demonstrated in re-
alistic combustion environments.8 However, previous
UV and IR tunable diode-laser absorption spectros-
copy measurements of OH have been limited to slow
speeds (0.05–1 Hz) because of time averaging or
lock-in detection. For high-speed measurements in
unsteady flames, previous investigations required
the use of picosecond time-resolved laser-induced
fluorescence.9 By implementing a sum-frequency-
mixing scheme with a newly available distributed-
feedback (DFB) diode laser, we are able to generate
UV radiation with tuning rates up to 20 kHz. We de-
scribe in this Letter the development of a compact
diode-laser-based UV-absorption sensor for high-
speed, quantitative, in situ measurements of OH con-
centration and temperature in flames.

The experimental layout of the OH sensor is shown
in Fig. 1. The entire optical system was mounted on a
61 cm361 cm optical breadboard. We generated UV
laser radiation near 313.5 nm by sum-frequency mix-
ing the output of a high-power, diode-pumped,
frequency-doubled Nd:YVO4 laser at 532 nm with
the output of a tunable DFB diode laser at 763 nm in
a b-barium borate crystal. A half-wave plate and po-
larizer combination was used to attenuate the high-
0146-9592/05/111321-3/$15.00 ©
power 532-nm beam during alignment, and half-
wave plates in both beam paths allowed rotation of
the polarization to vertical, as required for type I
phase matching. After passing through a Faraday
isolator, the 763-nm beam was upcollimated with a
telescope (f=−100 mm and f=200 mm) to match the
spot size and focal point of the 532-nm beam in the
5 mm37 mm36 mm crystal. The two beams were
overlapped and focused into the crystal with an f
=50 mm BK7 lens, and the UV output was recolli-
mated with an f=50 mm fused-silica lens. Typically,
an estimated 25 mW of UV radiation was generated
in the crystal with powers of 10 W and 35 mW for the
532- and 763-nm lasers, respectively. The UV output
was then separated from the fundamental beams
with two dichroic mirrors, and the residual 763- and
532-nm laser radiation was eliminated by narrow-
band interference filters centered at 313 nm. The
alignment procedure for a similar system is described
by Hanna et al.10

Fig. 1. Optical layout for the OH sensor system: BBO,
b-barium borate crystal; BD, beam dump; BS, beam split-
ter; FC, fiber collimator; FO, fiber-optic cable; HWP, half-
wave plate; IF, interference filter; ISO, isolator; L, lens; P,
polarizer; PD, photodiode.
2005 Optical Society of America
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A beam splitter was used to reflect 30% of the UV
output into a reference detector. The remaining 70%
was coupled into a 2-m-long, 0.6-mm-core fused-silica
fiber, pitched across the flame, sent through an inter-
ference filter, and focused onto a second detector with
an f=75 mm fused-silica lens. Both detectors were
UV-enhanced silicon p-i-n photodiodes built into a
transimpedance amplifier circuit. The voltage output
from each detector was filtered and amplified with a
low-pass electronic preamplifier–filter before being
acquired on a personal computer with a 10-MHz ana-
log input–output card and LabVIEW software. An
etalon with a free spectral range of 2 GHz was em-
ployed to monitor the frequency of the DFB laser dur-
ing scanning.

Raw data were processed in a manner similar to
that employed in Ref. 8, in which the ratio of the volt-
ages from the signal and reference detectors during a
scan in the flame was normalized by the ratio of the
voltages from the signal and reference detectors dur-
ing air scans acquired immediately after the flame
was extinguished. We accounted for photodiode-bias
and flame-emission offsets by subtracting the base-
line voltage of each detector from the raw signals be-
fore processing. The etalon output was used to con-
vert the processed data from time to frequency
domain for spectral fitting.

Measurements of OH were performed in a steady,
flat, uniform, near-adiabatic C2H4–air flame stabi-
lized on a Hencken burner. The DFB laser was tuned
to 762.96 nm to produce UV radiation in resonance
with the P2s10d line in the (v8=0, v9=0) band of the
A2S+–X2P electronic transition of OH at 313.526 nm
s31 895.31 cm−1d. We scanned the wavelength across
the transition at rates of 2–20 kHz by modulating the
injection current of the DFB laser with a triangle-
wave function at frequencies of 1–10 kHz. Typical
2-kHz average and 20-kHz single-sweep absorption
spectra of OH in the flame are shown in Figs. 2 and 3,
respectively, for an equivalence ratio of F=1.0 and a

Fig. 2. Comparison of a 38-sweep average OH absorption
spectrum acquired at 2 kHz in a C2H4–air flame and the

best-fit theoretical absorption spectrum.
height of 15 mm above the burner. Figures 2 and 3
also show OH concentrations and temperatures from
best-fit theoretical spectra.

The numerical algorithm used to calculate the the-
oretical spectra is described in detail in Ref. 8. The
measured path length, pressure, and calculated colli-
sion width were fixed, whereas the temperature and
OH-concentration values were determined using a
least-squares fit of a Voigt profile to the data. This
approach is accurate for demonstration purposes
since the composition of the flame is close to equilib-
rium and the collision width can be calculated accu-
rately with known collision-broadening coefficients
for the major species.11–13 As shown in Fig. 2, excel-
lent agreement is achieved between the experimental
and theoretical spectra. The slight gull-wing-shaped
residual is expected because the Voigt profile does not
account for collisional-narrowing effects.11–13 When
the major species and hence the collision width are
unknown, a more accurate model, such as the Gala-
try profile, must be used to account for these effects.

To fit data acquired at 20 kHz, as in Fig. 3, the the-
oretical absorption line shape was convolved with a
Gaussian instrument function with a FWHM of
0.127 cm−1. This accounted for the slight artificial
broadening introduced into the 20-kHz data by the
low cutoff frequency of the electronic filter, which was
required to reduce high-frequency electromagnetic
interference in the photodiode circuit. No differences
in linewidth were detected between unfiltered spec-
tra at 2 and 20 kHz, indicating that the broadening
was due solely to electronic filtering. We determined
the Gaussian instrument function by comparing av-
eraged filtered and unfiltered spectra.

Measurements with the sensor were found to be ac-
curate when compared with equilibrium calculations.
The average and single-sweep best-fit temperatures
of 2324 and 2323 K, respectively, agree well with the
equilibrium flame temperature of 2374 K. A similar

Fig. 3. Single-sweep OH absorption spectrum acquired at
20 kHz in a C2H4–air flame. The theoretical spectrum is
convolved with a Gaussian instrument function.
20–50-K temperature difference below equilibrium
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was previously observed in coherent anti-Stokes Ra-
man scattering measurements reported by Roy et
al.14 for H2–air–CO2 flames in the same burner. The
average and single-sweep OH concentrations were
found to be 4993 and 5021 parts in 106 (ppm), respec-
tively, which are 7% higher than the equilibrium
value of 4680 ppm. These values are also reasonable,
given the proximity of the measurement location to
the burner surface.

To assess random error in the sensor measure-
ments, the time series of OH concentration and tem-
perature shown in Fig. 4 was assembled from four
separate, consecutive scans in the flame (indicated by
vertical dashed lines). Assuming that the flame sta-
bilized on the Hencken burner is steady and laminar,
the fluctuations observed in the time series can be at-
tributed to random error in the fitting process. Aver-
aging two consecutive laser sweeps was found to re-
duce this random noise and also accounted for
alternating asymmetries in the experimental absorp-
tion line shapes that were introduced by the
electronic filter. The rms standard deviations in
the 10-kHz temperature and OH-concentration mea-
surements were 42 K and 119 ppm, respectively.

The overall uncertainty in the time-resolved mea-
surements is a combination of random and system-
atic errors. Systematic propagation of measurement
errors was calculated to be 45 K and 150 ppm, as-
suming uncertainties of 2.5%, 0.67 kPa, and 10% in
the path length, pressure, and collision width, re-
spectively. If the systematic and random errors are
uncorrelated, they add in quadrature, yielding an

Fig. 4. 10-kHz time series of OH concentration and tem-
perature assembled from four consecutive scans in a steady
C2H4–air flame at F=1.0 and a height of 15 mm.
overall uncertainty in the time-resolved measure-
ments of temperature and OH concentration of 62 K
(2.7%) and 191 ppm (3.8%), respectively.

In summary, we have successfully developed a new
diode-laser-based UV-absorption sensor for OH that
is based on a rapidly tunable DFB laser. Single-laser-
sweep absorption spectra of OH were recorded at
rates up to 20 kHz, demonstrating the potential of
this sensor for making accurate, time-resolved mea-
surements of OH concentration and temperature in
unsteady flames.
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ABSTRACT 

The use of coherent anti-Stokes Raman scattering (CARS) spectroscopy for temperature 
measurements in combustion systems ranging from laboratory flames to practical combustors is 
well-established.  In the great majority of these temperature measurement experiments, the two 
pump beams are obtained from the same laser source and thus have the same frequency.  In the 
CARS process, the coherent Raman polarization in the medium is established by the interaction 
of one pump beam with the Stokes beam.  The other pump beam is scattered from this induced 
polarization to produce the CARS signal, and there is no inherent requirement that the two pump 
beams have the same frequency.  The measurement capabilities of the CARS technique can be 
greatly extended by using different frequencies for each of the pump beams.  In dual-pump 
CARS, the frequencies of the two pump beams are selected so that the frequency differences 
between the Stokes beam and the pump beams correspond to the Raman resonances for two 
different species.  Concentrations can determined very accurately from the ratios of the two 
CARS signals.  Dual-pump CARS has been used in a wide variety of experiments for accurate 
species concentration measurements.  Other techniques that will be discussed include triple-
pump CARS, dual-pump, dual-broadband CARS, and electronic-resonance-enhanced CARS.  
The use of high-resolution single-pulse CARS for temperature and pressure measurements in 
supersonic flows will be briefly discussed.  The development of these nanosecond-laser-based 
techniques has been enabled by the continuing improvements in the pulse energy, beam quality, 
and injection-seeding of Q-switched Nd:YAG lasers.  Finally, the potential application of 
femtosecond CARS for high-data-rate measurements of temperature and species in reacting 
flows is discussed.   

INTRODUCTION 

Coherent anti-Stokes Raman scattering (CARS) spectroscopy has been widely used for 
measuring temperature and the concentration of major species in reacting flows [1].  
Measurements have also been performed using CARS to determine the temperature in practical 
combustors and internal combustion engines [2-8].   In practical combustors, measurements of 
temperature using N2 CARS are common due to its abundance everywhere in the combustor.  
However, applying the N2 CARS technique for the measurement of temperature in practical 
combustors is always challenging mainly due to the following three reasons: (1) highly luminous 
environments, (2) steering of the laser beams due to density gradients, and (3) absorption of the 
CARS signal by the strong C2 SWAN bands [1, 9].  Interference from flame luminosity can be 
minimized either by using a mechanical shutter in front of the spectrometer [10] or by using an 
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Fig. 1. Schematic diagram of the dual-pump CARS system for the 
simultaneous measurement of temperature and the concentrations of N2 and 
CO2 at the exhaust stream of a liquid-fueled combustor. 

interline-transfer charge-coupled device (CCD) camera for the data acquisition [11].  In practical 
combustors with highly sooting environments, the effect of beam steering could be greatly 
reduced by arranging the CARS beams in a collinear fashion rather than in a folded BOXCAR 
geometry [1].   The absorption of the CARS signal by the strong C2 Swan band could be avoided 
by shifting the CARS signal generation to a different wavelength region rather than near 473 nm.   

Dual-pump CARS, first proposed by Lucht [12], allows a shift in the CARS signal output 
away from 473 nm by shifting one of the pump frequencies away from 532 nm.  This technique 
also allows simultaneous concentration measurements of a second species such as O2, CO2, H2 
and CO in addition to the temperature measurements either using the nitrogen part of the CARS 
spectrum or using the full spectrum.  The wavelength of the second pump beam is selected such 
that the CARS spectra for the two species under study are observed at nearly the same 
frequency, enabling detection with a single spectrometer and charge-coupled-device (CCD) 
camera and eliminating systematic errors due to wavelength dependence of the detection system 
efficiency.  The dual-pump CARS technique has been applied for the simultaneous measurement 
of N2/O2 [12-13], N2/H2 [14], N2/CH4 [15], and N2/CO2 [16].   

The dual-pump CARS technique was applied by Lucht et al. [17] and Roy et al. [18] in the 
exhaust stream of a practical combustor for measuring temperature and CO2 concentration from 
a single-laser-shot.  Several other CARS techniques such as triple-pump CARS [19], dual 
broadband rotational CARS [20-22], and simultaneous vibrational and rotational CARS [23-26] 
have also been used as tools for temperature and multiple-species concentration measurements.  
High-resolution CARS has been used for simultaneous measurement of density, temperature, 
and flow speed in underexpanded supersonic jet flows [27].   

SURVEY OF ADVANCED CARS TECHNIQUES 

DUAL-PUMP CARS 

The dual-pump CARS technique allows for concentration measurements of two species 
as well as for simultaneous, accurate temperature measurements at both low and high 
temperature.  Two examples of dual-pump CARS measurements are discussed here.  Lucht et al. 
[17] and Roy et al. [18] used dual-pump CARS to perform simultaneous N2/CO2 measurements in 
a variety of laboratory flames and in a JP-8 fueled combustor.  The experimental apparatus for 
the dual-pump CARS measurements of CO2 and N2 is shown in Fig. 1.   

The pump source for the measurements was a Spectra-Physics GCR 5 injection-seeded, 
Q-switched Nd:YAG 
laser with a repetition 
rate of 10 Hz.  The 
pulse energy of the 532-
nm second-harmonic 
output of the Nd:YAG 
laser was approximately 
600 mJ.  A narrowband 
dye laser and a 
broadband dye laser 
were pumped using 
approximately 200 mJ 
and 300 mJ, 
respectively, of the 532-
nm radiation from the 
Nd:YAG laser.  The 
narrowband dye laser 
was a Continuum 
ND6000, which has a 
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Fig. 2. Dual-pump N2/CO2 spectra acquired from a near-adiabatic 

hydrogen/air/CO2 flame stabilized on a Hencken burner at a

equivalence ratio of 0.26.  The bottom graph is an expanded

portion of the upper graph.  The calculated adiabatic 

equilibrium temperature is 965 K. 

bandwidth of 0.08 cm-1.  The wavelength of 
the narrowband dye laser was 560 nm. The 
broadband dye laser was a modeless design 
with side-pumped Bethune cells for both the 
"oscillator" and amplifier [20].  The spectral 
output of the broadband dye laser was 
centered at 607 nm, and the bandwidth was 
approximately 150 cm-1 full-width-at-half-
maximum (FWHM). 

The CARS signal was generated 
using the three-dimensionally phase-
matched arrangement shown in Fig. 1 
(folded BOXCARS).  The pulse energies for 
the 532-nm, 560-nm, and 607-nm beams at 
the CARS probe volume were typically 30 
mJ, 30 mJ, and 15 mJ, respectively.  The 
CARS focusing lens had a focal length of 
400 mm.  At the probe volume the measured 
diameter of the 532-nm beam was 
approximately 90±10 µm, while the 560-nm 
and 607-nm beam focal diameters were 
approximately 130±15 µm.  The spatial 
resolution of the CARS measurements is 
estimated to be approximately 2 mm, the 
interaction length over which approximately 
80% of the CARS signal is generated.  After 
passing through the CARS probe volume, 
the pump, Stokes, and CARS signal beams 
were recollimated using a 400-mm-focal-
length lens.  The pump and Stokes beams 
were directed into beam dumps and the 
CARS signal beam was then focused onto 
the entrance slit of a SPEX 1-m 

spectrometer equipped with a 2400-line-per-mm holographic grating.  The wavelength of the N2 
and CO2 CARS signals was approximately 496 nm.  The wavelength of the N2 CARS signal was 
adjusted by tuning the wavelength of the narrowband dye laser.  The wavelength of the CO2 
CARS signal did not vary as the narrowband dye laser wavelength was tuned, however.  
Therefore, the frequency separation of the N2 and CO2 CARS signals could be adjusted and 
optimized so that the main features for the two molecules did not overlap.   

The CARS signal was detected using a 16-bit back-illuminated PixelVision SpectraVideo 
CCD camera with a 165 × 1100 array of pixels (each pixel 24-µm square) at the exit plane of the 
spectrometer.  To acquire single-laser-shot spectra at the laser repetition rate of 10 Hz, charge 
within each of the 1100 columns of the CCD array was accumulated in the serial register before 
readout; the collected charge was then digitized at a rate of 50 kpix/s.  This thermo-electrically 
cooled CCD camera exhibited very low read noise (approximately 1.5 counts out of 65,536) and 
dark current (approximately 2 counts/sec), while exhibiting a quantum efficiency of approximately 
80% at 500 nm.  

Measurements were performed in near-adiabatic hydrogen/air/CO2 flames stabilized on a 
Hencken burner to obtain dual-pump CO2/N2 CARS spectra over a wide range of temperatures.  
The flowrate of the CO2 was held constant while the hydrogen flowrate and, consequently, the 
temperature was varied over a wide range.  Because of the near-adiabatic nature of the Hencken 
burner, the measured CARS temperatures can be compared with calculated adiabatic equilibrium 
temperatures.  As shown in Fig. 2, the spectra were acquired with very good signal-to-noise 
ratios, and the agreement between theory and experiment is excellent. 
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Figure 3: Schematic diagram of the first triple-pump CARS system for detecting N2, O2, 
and H2 molecules.  NBDL: Tunable narrowband dye laser, BBDL: Broadband dye laser, 
OSC: Oscillator, AMP: Amplifier. 
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Fig. 4. Schematic diagram of DPDB-CARS system for 
detecting temperature and concentration ratios of O2/N2 
and CO2/N2. (b) Energy-level diagram of DPDB-CARS 
system. 

TRIPLE-PUMP CARS 

Triple-pump CARS is a 
combination of two dual-pump 
CARS systems.  Techniques such 
as triple-pump CARS are feasible 
for laboratories with two Q-switched 
Nd:YAG lasers; only one of these 
lasers need be injection-seeded.  
The triple-pump CARS technique 
allows for concentration 
measurements of three species as 
well as for simultaneous, accurate 
temperature measurements at both 
low and high temperature.  The first 
triple-pump CARS system, shown in 
Fig. 3, was used to probe the ro-

vibrational transitions of N2, H2 and O2 molecules.  This system is essentially a superposition of 
two dual-pump CARS systems using four laser beams to generate CARS signals near two 
distinct wavelengths.  Both wavelength regions exhibit an N2 CARS signal along with the CARS 
signal from another target molecule.  Each pair of CARS signals is generated over a relatively 
narrow wavelength region and can be captured with fixed wavelength detection. For the proof-of-
concept measurements, experiments were carried out in an atmospheric-pressure laminar H2-air 
diffusion flame. 

In the second triple-pump 
CARS system the rotational 
transitions of N2 and O2 molecules 
and the ro-vibrational transitions of 
the N2 and CO2 molecules were 
probed.  In this system a dual-
broadband rotational CARS system 
is superimposed on a dual-pump 
CARS system that uses four laser 
beams to generate CARS signals 
near two distinct wavelengths.  One 
of the pump beams in this system 
is obtained from a broadband dye 
laser, allowing us to probe 
rotational and ro-vibrational 
transitions simultaneously  This 
technique can be used to obtain 
very accurate temperature 
measurements both at low and 
high temperatures.  In the 
combustion zone or the exhaust of 
a real combustor, there is a wide 
spatial and temporal variation of 
temperature due to the inherent 
turbulent nature of the flow field.  
Under these circumstances, the 
rotational spectra of N2/O2 will 
provide better temperature 
accuracy at lower temperatures, 
generally below 1500K [15]; 
whereas the ro-vibrational spectra 
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Fig. 5. Single-shot (a) ro-vibrational spectra of CO2-
N2 and (b) rotational spectra of O2-N2 acquired in 
center of exhaust stream of JP-8-fueled combustor 
at φ = 0.5.  
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of N2/CO2 will provide improved 
temperature accuracy at higher 
temperatures as population is 
transferred to higher energy levels.  
The proof-of-concept measurements 
using this second triple-pump CARS 
experiment were carried out in an 
atmospheric-pressure near-
adiabatic hydrogen-air flame seeded 
with CO2 and stabilized on a 
Hencken burner.  Single-shot 
spectra recorded in the exhaust 
stream of a JP-8-fueled atmospheric 
pressure combustor are shown in 
Fig. 5. 

HIGH-RESOLUTION CARS 

MEASUREMENTS IN 

SUPERSONIC FLOWS 

Mean and instantaneous 
measurements of pressure, 
temperature, and density were 
acquired in the flowfield of an 
underexpanded sonic jet using the 
high-resolution N2  coherent anti-
Stokes Raman scattering (CARS) 
technique.  This non-intrusive 
method resolves the pressure- and 
temperature-sensitive rotational 
transitions of the ν=0→1 N2  Q-

branch to within ∆ω = −010 1. cm .  
This high-resolution for broadband 
CARS was achieved by using an 
injection-seeded, Q-switched 
Md:YAG laser as the pump laser, 
and by using a 1.25-m spectrometer 
and a relays lens with a 
magnification factor of seven to 

image the spectrometer exit slit onto an unintenisifed CCD detector.  To extract thermodynamic 
information from the experimental spectra, theoretical spectra, generated by an N2  spectral 
modeling program, were fit to the experimental spectra in a least-squares manner.  The precision 
and accuracy of the single-shot CARS pressure measurements increase at sub-atmospheric 
conditions.  Typical single-shot CARS spectra from the underexpanded jet flow field are shown in 
Fig. 6.  The pressure and temperature change drastically as the flow accelerates after leaving the 
nozzle exit.  The expansion is nearly isentropic, and the thermodynamic conditions of T = 98 K 
and P = 0.13 atm just upstream of the Mach disk correspond to a Mach number of approximately 
3.4.   

The high-resolution CARS measurements were compared with the results of a Reynolds-
averaged Navier Stokes Computational Fluid Dynamic (RANS CFD) simulation.  Along the 
centerline of the underexpanded jet, the agreement between the mean CARS P/T/ρ 
measurements and similar quantities extracted from the RANS CFD simulation is generally 
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Fig. 6.  Single-shot CARS 
spectra and least-squares fits 
obtained in a M = 3.4 
underexpanded jet flow field at 
(a) the nozzle exit, (b) just 
upstream of the Mach disk, and 
(c) just downstream of the Mach 
disk. 

excellent.  This CARS technique is able to capture the 
low-pressure and low-temperature conditions of the 
M=3.4 flow entering the Mach disk, as well as the 
subsonic conditions immediately downstream of this 
normal shock. 

ELECTRONIC-RESONANCE-ENHANCED CARS 

MEASUREMENTS OF MINOR SPECIES 

We have also investigated the application of 
electronic-resonance-enhanced (ERE) CARS for the 
measurement of minor species [29].  A dual-pump 
ERE CARS technique for the measurement of minor 
species concentrations was demonstrated.  The 
frequency difference between a visible Raman pump 
beam and Stokes beam was tuned to a vibrational Q-
branch Raman resonance of nitric oxide (NO) to 
create a Raman polarization in the medium.  An 
ultraviolet probe beam (the second pump beam in the 
CARS process) was tuned into resonance with 
rotational transitions in the (1,0) band of the A2Σ+ - 
X2Π electronic transition at 236 nm, and the CARS 
signal is thus resonant with transitions in the (0,0) 
band.  The energy level schematic for the ERE CARS 
process in NO is shown in Fig. 7.   

The ERE CARS experimental system is 
shown in Fig. 8.  We have demonstrated the detection 
of ERE CARS signals from NO in concentrations as 
low as 100 ppm, as shown in Fig. 9.  Spectral scans 
were obtained with a fixed Stokes frequency as the 
ultraviolet pump frequency was varied, and with a 
fixed ultraviolet pump frequency as the Stokes 
frequency was varied.  Good agreement between 
theory and experiment was obtained for both these 
cases.  A spectrum obtained by scanning the 
ultraviolet probe beam is shown in Fig. 10.  The use of 
the dual-pump ERE CARS technique allows us to 

separate clearly the process by which the Raman coherence is induced in the medium from the 
ERE process where the Raman coherence is probed with a second pump beam.  This separation 
simplifies considerably the theoretical modeling of the ERE CARS process, and may enable 
sensitive, selective detection of small polyatomic molecules in flames and plasmas.   

 

SUMMARY AND CONCLUSIONS 

We have reviewed several CARS techniques developed to measure species 
concentrations or other thermodynamic parameters such as pressure in addition to temperature.  
Dual-pump and triple-pump CARS systems have been used to measure species concentrations 
for a number of different species as well as temperature.  Single-shot measurements of species 
concentrations and temperature have been demonstrated for the species pairs CO2/N2, H2/N2, 
O2/N2 in a wide range of combustion systems ranging from laboratory flames to JP8-fueled 
combustion test stands.  The development of dual- and triple-pump CARS systems has been 
enabled by a number of developments.  The pulse energies available from commercial Q-
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Fig. 7.  Energy level diagram for ERE CARS in NO. 
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Fig. 8. Experimental system for NO ERE CARS measurements 

 

switched Nd:YAG laser systems has 
increased steadily to the point where 
systems with more than 1 J of pulse energy 
at 532 nm are now routinely available.  With 
such high pulse energies it is easy to pump 
both a broadband and narrowband dye laser 
and obtain pulse energies that are more 
than sufficient for dual-pump CARS 
measurements, and it is feasible to perform  
triple-pump CARS using a single Nd:YAG 
laser to pump three dye lasers.  In addition, 
reliable injection seeding systems are now 
available for these NdYAG laser systems; 
injection seeding ensures that the Nd:YAG 
laser radiation is single-longitudinal mode 
and results in a significant decrease in 
CARS noise.  The development of CCD 
camera systems with excellent dynamic 
range and sensitivity has also increased the 

accuracy and precision of CARS systems. 

Our first NO ERE CARS measurements were performed with two narrowband dye lasers.  
These measurements were complicated considerably by the rapid degradation of the LD 490 
laser dye used to produce the 472-nm beam.  We are currently developing injection-seeded 
optical parametric generators (OPG) to produce tunable, single-longitudinal-mode pulsed laser 
radiation [30].  We anticipate that the use of these OPG systems will result in a significant 
decrease in the noise and therefore the detection limits for our ERE CARS measurements.   
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Ballistic imaging of the liquid core for a steady jet
in crossflow

Mark A. Linne, Megan Paciaroni, James R. Gord, and Terrence R. Meyer

A time-gated ballistic imaging instrument is used to obtain high-spatial-resolution, single-shot images of
the liquid core in a water spray issuing into a gaseous crossflow. We describe further development of the
diagnostic technique to improve spatial resolution and present images and statistics for various jets
under crossflow experimental conditions (different Weber numbers). Series of these images reveal a
near-nozzle flow field undergoing breakup and subsequent droplet formation by stripping. One can also
detect signatures of spatially periodic behavior in the liquid core and formation of small voids during
breakup. © 2005 Optical Society of America

OCIS codes: 190.3270, 280.1740, 280.2470, 280.2490, 290.7050.

1. Introduction

The process of fuel–air mixture preparation is key
to flame stabilization and fuel-conversion efficiency
in a wide variety of air- and ground-based power-
generation systems. For example, flames in modern
gas turbines that are fed by lean premixed prevapor-
ized (LPP) fuel ducts are stabilized in recirculation
zones that can shift with changes in load. Flow-field
strain rates within the recirculation zones that ex-
ceed the extinction strain rate for the local fuel–air
mixture can lead to reduced combustion efficiency
and reduced static and dynamic stability. Moreover,
localized heat release originating from nonuniform
fuel-droplet distributions can potentially drive ther-
moacoustic instabilities, increasing heat transfer to
the combustor wall and introducing the potential for
significant damage. Mixture preparation has a con-
trolling effect on emissions as well. Overly fuel rich
mixing zones can produce large amounts of soot; mix-
ing zones that fall outside the flammability limits are
quenched and produce hydrocarbon and CO emis-

sions, and mixing zones near the stoichiometric fuel–
air ratio produce high NOx emissions associated with
high temperatures. These performance consider-
ations are all controlled by mixture preparation, a
process that is not fully understood.

The work reported here focuses on steady, liquid
sprays in crossflow that are relevant to gas-turbine
LPP combustors, as one example. The characteristic
geometry for an LPP duct incorporates the injection
of liquid fuel into a high-temperature and -pressure
air stream as depicted schematically in Fig. 1. The
balance of aerodynamic drag, liquid inertia, surface
tension, and viscous forces induces both deflection
and deformation of the jet column. Deflection leads to
a curved liquid-jet profile, breaking the liquid column
into large segments near the point of curvature
(called “column breakup”), and subsequent fragmen-
tation. In contrast, deformation increases the frontal
cross section of the jet column and increases the drag,
which leads to stripping of smaller ligaments and
fragments directly from the column surface (called
“surface stripping”). The same forces cause secondary
breakup of ligaments and fragments into droplets,
which may break down even further before being
evaporated. Small droplets are also entrained in the
near-wall region owing to the wake flow that develops
behind the liquid column.

The relevant global parameter used to capture this
balance of forces is the jet Weber number based on
the gas density ��g�, gas velocity �ug�, jet-orifice diam-
eter (d), and liquid surface tension ��l�:

Weg � �gug
2d��l (1)
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Gas-turbine-based jets in crossflow typically operate
in the range of 100 � Weg � 2000, which is a range
dominated by shear breakup driven by aerodynamic
drag. Both column breakup and surface stripping are
included within the shear breakup mechanism.
Which of the two dominates is determined by the
liquid�air momentum flux ratio. Furthermore, liquid
viscosity acts in opposition to inertial forces, and it
can affect jet penetration heights and jet stability.

Models for liquid jets in crossflow recently devel-
oped by Madabhushi1 and Zuo et al.2 both utilized a
modified version of the wave breakup approach of
Reitz3 (the so-called blob model). A number of exper-
imental results have shown, however, that the mech-
anism of liquid jet in crossflow atomization is quite
different from the standard wave breakup approach.
Cavaliere and co-workers4 showed that the jet evolu-
tion is significantly influenced by the onset of a shear
breakup mechanism rather than a wave breakup ap-
proach. Column breakup’s main feature is the ap-
pearance of waves on the windward surface of the
liquid column, which are then amplified by aerody-
namic forces leading to fracture of the column in a
wave trough. The onset of observable wave growth
usually coincides with an alignment, or at least par-
tial alignment, of the jet with the direction of the
airflow. As noted earlier, surface breakup is charac-
terized by stripping of liquid from the surface of the
jet. Examination of the breakup process suggests that
both the column and surface breakup mechanisms
are usually active, but one is dominant, depending on
the flow conditions.5

While the onset of jet-column breakup is well char-
acterized, the time required to complete the process is
more difficult to measure with conventional tech-
niques because of the optical density in this region.6
Even the most advanced models still do not account
for other important structural features, such as wake
effects, and this results in an underprediction of the
volume flux in the near-wall region. Dense spray ef-
fects on breakup and atomization are also typically
ignored, leading to uncertainties in the near field.
Errors in the near field can be important when fuel
injection is closely coupled to an anchored flame.
These problems in understanding remain because
there have been no experimental observations of the
primary breakup of the liquid core in the dense spray
region, because such a core is obscured by a dense fog
of droplets. Ballistic imaging can meet this need, pro-

viding high-resolution, single-shot images of the liq-
uid core in a dense spray.

2. Singe-Shot, Time-Gated, Two-Band
Ballistic Imaging

The initial development and evaluation of the basic
ballistic imaging instrument used here is described in
detail by Paciaroni and Linne.7 In this companion
paper, we describe further development of the tech-
nique and demonstrate its application to a spray.

Ballistic imaging is a form of shadowgraphy that
generates images by using light with specific signa-
tures, and there are many ways to do this. When light
passes through a highly turbid medium, some of the
photons actually pass straight through without scat-
tering, exiting the medium within roughly the same
solid angle that they entered (see Fig. 2a). These
relatively few photons are termed “ballistic.” Because
they travel the shortest path, they also exit first (see
Fig. 2b). A somewhat larger group of photons is called
the “snake” photon group, because they are scattered
just once or twice. They exit the medium in the same
direction as the input light but with a somewhat
larger solid angle than the ballistic photons. Because
they travel a bit further, they exit just after the bal-
listic photons. Light exiting the medium that has
scattered multiply (“diffuse photons”) has a larger
photon number density, but these photons are also
scattered into a very large solid angle and they exit
last. As a result of their undisturbed path, ballistic
photons retain an undistorted image of structures
that may be embedded within the turbid medium. If
used in a shadowgram arrangement, the ballistic
photons can provide diffraction-limited imaging of
these structures. Unfortunately, in most highly scat-
tering or absorbing environments, the number of
transmitted ballistic photons is often insufficient to
provide the necessary signal-to-noise ratio to form an
image in a single-shot format. In such a case, the
snake photons can be used in imaging, together with
the ballistic photons, with little degradation of reso-
lution. In contrast, diffuse photons retain no memory
of the structure within the material. If allowed to
participate in the formation of an image, the various

Fig. 1. Schematic of a liquid jet in crossflow of gas.

Fig. 2. Schematic of ballistic, snake, and diffuse photons.
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paths these multiply scattered photons take through
the material will cause each image point they form to
appear as if it came from an entirely different part of
the object, and this will seriously degrade resolution.
Unfortunately, diffuse photons are the most numer-
ous when light is transmitted through highly turbid
media. The problem of obtaining a high-resolution
image through highly scattering materials is thus a
matter of separating and eliminating the diffuse light
from the ballistic and snake light. This can be done by
discrimination methods that make use of the proper-
ties that identify the ballistic and snake light. As
already suggested, the direction taken by transmit-
ted light, together with exit time, can be used to
segregate diffuse photons from the imaging photons.
In addition, polarization and coherence are both pre-
served by the ballistic photons, and they can also be
used for segregation. Coherence is not used here be-
cause snake photons are not well preserved by such
techniques, and their contribution is necessary to
form a single-shot image.

The system used here was optimized to provide
high-resolution, single-shot images of the liquid core
in very dense atomizing sprays7 by using weak spa-
tial filtering (to select the light exiting at narrow
scattering angles) together with time gating. The
original design used a spatial filter in front of the
camera to reject switching light that was forward
scattered. Here we have eliminated that filter, but it
is important to point out that any properly designed
imaging optical train acts as a weak spatial filter in
the sense that it has a defined system aperture and
acceptance angle. In time gating, a very fast shutter
consisting of an optical Kerr effect (OKE) gate8 capa-
ble of gating times as short as 2 ps is used to select
just the leading edge containing ballistic and snake
photons.

The complete system used for this work is shown in
Fig. 3. A 1 kHz repetition rate Coherent Legend Ti:
sapphire regenerative amplifier, seeded with a
Spectra-Physics Tsunami Ti:sapphire mode-locked
laser, generates 40 fs, 2.5 mJ pulses centered in
wavelength at about 800 nm. The linearly polarized
beam is split into OKE gating and imaging beams. In
previous work standard dielectric beam splitters
were used, but they were replaced by bandpass filters

in this work (for reasons discussed just below). The
polarization state of the imaging beam is first linear-
ized, and then the polarization is rotated 45° because
the OKE gate relies upon polarization switching. The
imaging beam is time delayed by using an adjustable
length delay arm, allowing one to control the delay
between the arrival of the switching and imaging
pulses at the OKE gate, for optimum time gating. The
imaging beam then passes through an optics train
consisting of a telescope that controls the imaging
beam size at the object, a system to relay the beam
through the OKE switch, a telescope for imaging onto
a display screen, and a second bandpass filter to re-
ject scattered switching light. This optical system
was designed and optimized using OSLO, a commer-
cial ray-trace code. By careful choice of available op-
tics, we have ensured that the optical train itself is
diffraction limited; there are no spurious aberrations
or distortions introduced by the imaging optics
themselves.

The OKE gate works in the following manner.
When there is no switching pulse present, no image is
transferred to the display screen. This is because the
OKE gate uses crossed calcite polarizers. The first
polarizer in the OKE gate (second polarizer used in
the imaging beam) is oriented to pass the polarization
orientation of the imaging beam. The second OKE
polarizer is oriented normal to the first, blocking an
unperturbed imaging beam. The measured extinction
ratio of the polarizers is �105; without a switching
pulse present there is �10�5 transmission of the im-
aging beam through the second polarizer. Following
the first OKE polarizer, the imaging beam is focused
into the Kerr active liquid (CS2 in this case) with an
F�#5 achromat, and then upcollimated with an
F�#10 achromat. At the arrival of a switching pulse,
the intense electric field of the pulse causes the CS2
dipoles to align along the polarization vector of the
switching beam, creating temporary birefringence in
the liquid. This birefringence rotates the polarization
of the imaging beam, allowing most of it �70%–75%�
to pass through the second polarizer. This OKE-
induced birefringence is limited in time by either the
duration of the laser pulse or the molecular response
time of the Kerr medium, whichever is longer. In our
case, the incident laser pulse is much shorter in du-
ration than the molecular relaxation time of 2 ps for
CS2; a gate time of 2 ps has been confirmed by direct
measurement. Past the OKE gate, the image was
relayed to a display screen and the image was cap-
tured by a Roper Scientific PI-Max camera.

The system described by Paciaroni and Linne7 in-
cluded a spatial filter at the location of the short-pass
filter in Fig. 3. The spatial filter was used because the
same wavelength of light was used for switching and
imaging, and some switching light was scattered for-
ward into the imaging system. The spatial filter re-
moved most of that interference. A compromise was
involved in the choice of aperture for the spatial filter,
however, because the aperture must be located at the
focal point. That point identifies the Fourier plane,

Fig. 3. Schematic of the ballistic imaging system used in this
work.
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where the high-spatial-frequency components of the
image reside off axis. These high-frequency compo-
nents are therefore lost if they are blocked by the
aperture, and this degrades spatial resolution. Paci-
aroni and Linne chose an aperture that preserved the
high-frequency components, but this allowed some
switching light to enter the imaging system. This
produced a small but noticeable degradation in con-
trast, leading to degradation in spatial resolution. It
is possible to reject much of this forward scatter by
using alternative trapping techniques, but the align-
ment process must be repeated everytime anything
in the imaging system is changed.

Others have used the second harmonic of the laser
to switch the OKE gate while imaging with the first
harmonic (usually with Nd:YAG at 532 nm and
1.064 �m). This two-wavelength technique allows
one to reject scattered switching light with a low-pass
optical filter. It was not possible to use that approach
here, however, because CS2 absorbs light at the sec-
ond harmonic of Ti:sapphire. The amplifier used in
the work described here emits over twice the pulse
energy at twice the bandwidth of the amplifier used
by Paciaroni and Linne. The laser thus offers a re-
lated approach for blocking scattered light. A long-
pass optical filter was used to split the imaging beam
from the switching beam, and a short-pass filter was
used to block switching light at the camera. The spa-
tial filter was then removed. The measured spectra of
the laser and the two beams used here are shown in
Fig. 4. This gave a switching performance similar to
the earlier implementation, but it used a simplified
optical system. It also improved spatial resolution
relative to the resolution of a system using a spatial
filter (but otherwise equivalent) by about 1–5 �m.
This change was not measured by using the approach
described by Paciaroni and Linne.7 Rather, a resolu-
tion test chart was placed at the object location, and
the change in contrast at the camera was simply
observed. These figures are therefore not as well es-
tablished as in the former work.

Paciaroni and Linne performed detailed measure-
ments of the system modulation transfer and point
spread functions under various levels of extinction.7
They found that this instrument can routinely
achieve a spatial resolution around 40–50 �m in a
single frame under the very high extinction levels
characteristic of a Diesel spray (when using a spatial
filter with a 200 �m pinhole). The extinction levels of
the jets presented here were not high in comparison
to a Diesel spray. The resolution limit for such images
is approximately 20–25 �m (when using a spatial
filter with a 400 �m pinhole). Again, this figure is
approximate as the resolution limit depends upon the
actual extinction level, and we have not measured it
in this jet. The spatial scale of the imaging system use
here was calibrated, however, and when the two-
bandwidth approach was used, the features that are
clearly observable in the images are of a size consis-
tent with this estimated spatial resolution.

This spatial resolution is superior to former single-
frame ballistic imaging cases reported in the litera-
ture, but spray modelers require resolution nearer to
10 �m. As a small extension of the former system
analysis, therefore, we have evaluated the contribu-
tion of each component to this resolution limit. In the
two-band instrument the spatial resolution is limited
principally by the OKE gate. The switching beam is
actually focused weakly into the CS2 cell for good cell
performance (not shown in Fig. 3), and so the induced
birefringence is a function of radius moving away
from the beam axis. Switching quality thus de-
creases with position off axis, and this affects res-
olution in the same way a spatial filter can. This
problem can be overcome by increasing the switch-
ing pulse energy and increasing the switching beam
diameter. Next, crossed polarizers can also remove
high-spatial-frequency components. We do not see
their contribution at this point, but they could be-
come the next limitation if the spatial filtering ef-
fects were removed.

It is worth mentioning that the camera itself does
not limit spatial resolution. More common planar im-
aging systems use a camera that acquires a pre-
defined, diffuse image from within a flowfield located
some distance away, and it relies heavily upon the
camera lens, image intensifier if one is used, and the
architecture of the imaging chip. In contrast, a bal-
listic image is relayed within a laser beam from the
sample volume to a screen. One can use diffraction-
limited relay optics to create an image of virtually
any size at the screen. The camera can then be ad-
justed to select a portion of a magnified image. Dif-
fraction then controls spatial resolution for features
originating at the sample, not the camera. The cam-
era does impose a limit on spatial dynamic range,
however, set by the pixel dimension relative to the
overall size of the imaging chip.

3. Spray Experiments

A quasi-steady water jet experiment was developed
to demonstrate the diagnostic in a relevant flowfield.
It used an accumulator to provide pressurized water

Fig. 4. Spectral schematic of the two-band ballistic imaging ap-
proach used in this work.
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(up to 550 kPa) to a nozzle for about 15 min of steady
spray time (see Fig. 5). A second nitrogen bottle was
used to supply a controllable crossflow of gas at at-
mospheric pressure. Two simple water nozzles were
built to emulate the cases studied by Madabhushi et
al.1 The data presented here can not be compared in
an easy way with their predictions, as the ballistic
images were acquired just 3–4 mm from the jet exit,
but they can be used to augment future model devel-
opment work. The nozzles used here employed simple
constant area passages with diameters of 0.789 and
1.722 mm. The nitrogen jet was 4.37 mm diameter in
both cases, and it was centered on the water jet before
each experiment commenced. The nitrogen flow pat-
tern was not characterized.

The nitrogen and water flow rates were metered
simply by providing a constant pressure drop across
the orifice that formed either jet. The nitrogen flows
were determined by using a calibrated rotameter
(calibrated by a mass flow meter), while the water
flow rate was measured volumetrically. The various
rates were chosen to provide Weber numbers rele-
vant to the model presented by Madabhushi et al.1
The specific properties of each flow studied are de-
tailed in Table 1, where the Reynolds number of the
liquid is given by Rel � �uld��� (where � is the kine-
matic viscosity), and the momentum flux ratio is
given by ��lul

2����gug
2�. Sets of 40 images were ac-

quired for each case. The case with maximum gas
velocity, for the jet diameter d � 7.89 	 10�4 m, was
not included because there was a question about drift
in the nitrogen mass flow rate for that case.

4. Results

An example image from case 2 is shown in Fig. 6. The
field of view is approximately 3.5 mm. In the image,
one can see dark areas representing a continuous
fluid phase and light areas representing the gas
phase. After background subtraction, each raw image
was normalized by an image of the beam with no

liquid flow. This removed the laser speckle patterns
that were repeatable and flattened the Gaussian pro-
file of the imaging beam. This normalization proce-
dure improved the overall signal-to-noise ratio from
4:1 to 20:1, it provided better visual access to the dark
regions of the imaging beam, and it improved droplet
detection. A small amount of beam jitter caused a loss
of spatial resolution of the order of one micrometer,
but this was considered a good compromise given the
improvement in overall image quality.

The top of the image in Fig. 6 is the location of the
nozzle. The jet issued from the top, and one can see
the liquid column breaking up as the liquid flows
downward. The gas flow is from right to left in the
images. A small amount of laser speckle that is
smaller than the resolution limit of the system re-
mains within the gas-phase portion of the image after
background subtraction and normalization (see the
note in Fig. 6). These should not be interpreted as
small droplets. It is also necessary to point out that
this spray, while not as dense as an atomizing diesel

Fig. 5. Schematic of the jet in crossflow apparatus.

Fig. 6. Example image for case 2.

Table 1. Jet Run Conditions

Case
Jet Diameter

d �m�
Gas Velocity

ug �m�s�
Liquid Velocity

ul �m�s� Weg Rel

Momentum
Flux Ratio

1 7.89 � 10�4 66.7 29.0 56 22,800 161
2 7.89 � 10�4 100 29.0 126 22,800 72
3 1.73 � 10�3 70.7 17.4 138 30,100 52
4 1.73 � 10�3 88.7 17.4 218 30,100 33
5 1.73 � 10�3 106.7 17.4 316 30,100 23
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fuel spray for example, was quite dense to passive
imaging techniques.

The interesting fluid features in Fig. 6 include ex-
pansion of the liquid core cross section as it moves
downstream, deflection, and perhaps deformation of
the jet, appearance of periodic structures along the jet
column, evidence for aerodynamic stripping of the jet,
and the formation of ligaments, nonspherical pri-
mary droplets, and voids. There was some unsteadi-
ness in the spray, as evidenced by the variation from
shot to shot in Fig. 7. Variability is diminished in the
slower flow case (case 1), and so we speculate that it
may be caused by some inherent instability of the
nitrogen flow.

The effect of Weber number can be observed in Fig.
8a (case 1) to 8f (case 5). The difference between cases
1 and 2 (Figs. 8a and 8b) differ only in gas velocity.
The higher Weg case (Fig. 8b) experiences greater
atomization, deflection by the gas, and potentially
greater deformation as well. Periodic structures are
observed in both cases, but ligaments are larger and
more frequent in the higher Weg case. These obser-
vations are borne out by statistics taken from the
entire collection of images, as presented in Table 2
below.

A larger jet diameter is used to increase the value
of Weg for cases 3, 4, and 5. Case 2 (the smaller d case,
Fig. 8b) looks quite different from case 3 (the larger d
case, Fig. 8c), even though their respective Weber
numbers are not very different. This is because the
liquid–gas momentum flux ratio changes signifi-
cantly with the larger jet diameter. Note that case 3
had some very infrequent evidence of bag breakup, as

shown in Fig. 8d. Voids are not common in cases 3, 4,
and 5, but otherwise they show a progression of fea-
tures with Weg similar to cases 1 and 2.

The image files were scanned manually for statis-
tics on ligament size and number, droplet size and
number, void size and number, and the spatial fre-
quencies of clearly identifiable periodic structures.
When the two-dimensional image of a primary drop-
let was elliptical or oblong, the short dimension was
taken.

Figures 9 and 10 contain drop size distributions for
the five cases described in Table 1. These data rep-
resent averages over all of the images in each case
group, presented for a limited number of size classes
because the data were extracted manually. It is im-
portant to point out that droplets smaller than 20 �m
can not be detected by this imaging technique; so the
measured distributions necessarily cut off at that
point. As shown in the figures, however, most of the
distributions fall well above this small cutoff value,
except for case 5. The other plots have the approxi-
mate shape of a lognormal distribution9 with approx-
imately the same average size.

Fig. 7. Shot-to-shot variation for case 2.

Fig. 8. a, Example spray for case 1; b, case 2; c, case 3; d, evidence
for bag breakup in case 3; e, exapmle spray for case 4; f, case 5.
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Table 2 contains a summary of the data extracted
from these images. The Sauter mean diameters in the
table were inferred by fitting a lognormal distribution
to each curve in Figs. 9 and 10 (except for case 5, where
there were insufficient data to describe the distribu-
tion). Instead of presenting averages for voids and lig-
aments, the total number observed out of 14 images is
presented because there were some images containing
neither. The data in the column labeled “Periodic
Wavelengths” represent all of the wavelengths for
what appeared to be periodic structures in the jets.

Clearly, there are some judgements involved in the
manual process of data extraction from these images.
Future work will utilize image processing to automate
this function, but it is possible to introduce significant
errors unless great care is applied to implementation
issues such as edge detection. For the time being,
therefore, human judgement has been used.

Despite variation in the data, one can extract some
preliminary observations. Not surprisingly, the num-
ber of droplets and ligaments produced increases
with We, while the low We and Re cases produce more
voids. The Sauter mean diameter of the primary
droplets does not vary significantly for cases 1–4.
Case 5 has evolved into a somewhat different regime.
It has the largest We and Re, together with the small-
est momentum ratio. The droplet size distribution for
this case has moved down into a notably smaller size
range. Finally, there seems to be an increase in the
wavelength of periodic structures with We, but it is
not a pronounced trend.

5. Conclusion

Ballistic imaging is a fairly new diagnostic tool for the
near field of an atomizing spray. Our latest imple-
mentation provides single-shot images with very
good spatial resolution, sufficient to extract new in-
formation about a highly relevant spray. This initial
work reveals a near-nozzle flow field undergoing
breakup via stripping. One can also detect signatures
of spatially periodic behavior and a few voids. These
results will contribute to the development of a phys-
ical model that can be included in subroutines of

Fig. 9. Drop size distributions for cases 1 and 2.

Fig. 10. Drop size distributions for cases 3, 4, and 5.

Table 2. Results Extracted from Images

Case
Ave. No.

Drops
SMDa

(�m)
Total No.

Voids Obs.
Total No.

Ligaments Periodic Wavelengthsb (�m)

1 71 46.7 19 54 us: 150,175,200,250,275,300,350
ds: 175,200,225,300

2 96 46.7 39 92 us: 225,300,325
ds: 175,250,300,500

3 29 53.5 14 46 us: 150,225,250,275,300,350,400
ds: 150

4 54 45.6 24 81 us: 150,200,250,300,350,400
ds: 175,250,300,325,375,400

5 108 — 13 78 us: 150,200,250,300,475,600
ds: 225,250,300,325,350,400,750

aSMD, Sauter mean diameter.
bus, upstream side; ds, downstream side.
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computational fluid dynamics codes that describe
spray breakup.

Future work will focus upon an experiment with
upstream gas flow that is more uniform across the jet,
and it will be better characterized. More image se-
quences will be acquired at more locations along the
liquid core, and automatic image analysis software
will be used to extract higher quality statistics.

Support for this work is provided by a grant from
the US Air Force Research Laboratory under grant
contract FA8650-04-M-2442. Some of the equipment
used was provided by Army Research Office via ARO
Project DAAD19-02-1-0221.
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A compact, high-speed tunable, diode-laser-based mid-infrared (MIR) laser source has been developed for
absorption spectroscopy of CO2 at rates up to 10 kHz. Radiation at 4.5 �m with a mode-hop-free tuning
range of 80 GHz is generated by difference-frequency mixing the 860 nm output of a distributed-feedback
diode laser with the 1064 nm output of a diode-pumped Nd:YAG laser in a periodically poled lithium niobate
crystal. MIR absorption spectroscopy of CO2 with a detection limit of 44 ppm m at 10 kHz is demonstrated
in a C2H4–air laminar diffusion flame and in the exhaust of a liquid-fueled model gas-turbine combustor.
© 2005 Optical Society of America

OCIS codes: 300.6260, 120.1740, 140.2020, 300.1030, 190.1900.
Tunable diode-laser absorption spectroscopy is a ma-
ture, relatively low-cost diagnostic approach com-
monly used in laboratory flames and combustors of
practical interest for quantitative measurement of
multiple species concentrations and temperature.1

For the measurement of unsteady phenomena, the
most successful approach takes advantage of the
high-speed tunability of distributed-feedback (DFB)
diode lasers in the near IR for kilohertz-rate detec-
tion of H2O, CO, and CO2.2 Rapid-scan diode lasers
for accessing strong electronic transitions in the UV
or fundamental bands in the mid-infrared (MIR),
however, are still not available, limiting the maxi-
mum detection rates of species such as OH, NO, CO,
and CO2.

To tune to the electronic or fundamental vibra-
tional absorption bands of these molecules for
enhanced sensitivity and selectivity, researchers
have previously used sum-frequency3,4 and
difference-frequency5,6 mixing of slow-scan diode la-
sers with other high-power laser sources in nonlinear
crystals. Wavelengths in the UV and MIR have been
achieved with this approach but with data-
acquisition bandwidths of �100 Hz or less.1–6

By exploiting the new wavelength availability in
DFB diode lasers along with sum- or difference-
frequency generation, one can achieve high scan
rates in the UV and MIR spectral regions while ac-
cessing strong absorption bands and avoiding inter-
ference from H2O. Detection of the hydroxyl radical
(OH) in the UV with a 20 kHz data-acquisition band-
width, for example, was recently demonstrated for
0146-9592/05/223087-3/$15.00 ©
the first time by using a laser source based on sum-
frequency generation.7

In a similar manner, we report the first demonstra-
tion to our knowledge of MIR detection of CO2 at
single-scan rates up to 10 kHz with a signal-to-noise
ratio of 40:1 by using a DFB diode laser and
difference-frequency generation (DFG). Detection
rates of 50 kHz are achievable with a signal-to-noise
ratio of 20:1. Data are presented in combustion envi-
ronments with path lengths ranging from
2.5 to 7.5 cm, providing the measurement bandwidth
required to track and possibly control unsteady com-
bustor performance characteristics in a variety of ap-
plications. Examples of combustion phenomena that
require high data-acquisition rates include ignition,
blowout, flame holding, and acoustic instability. Fur-
thermore, the wavelength region around 4.5 �m

Fig. 1. Schematic of high-speed MIR CO2-absorption spec-
troscopy system.
2005 Optical Society of America 231
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holds the potential for simultaneous detection of
blended CO2 and CO spectra, the ratio of which is
sought as a useful parameter for combustion moni-
toring and control.2

The mixing scheme used to achieve MIR wave-
lengths for absorption by CO2 and CO is shown in
Fig. 1. A 75 mW single-mode DFB diode-laser beam
near 860 nm and a 500 mW, diode-pumped Nd:YAG-
laser beam at 1064.66 nm are difference-frequency
mixed in a 40 mm long periodically poled lithium nio-
bate (PPLN) crystal to attain 420 nW of MIR radia-
tion centered near 4.47 �m. The DFB diode-laser
temperature is varied to achieve a slow-scan DFG
center-wavelength range up to 20 nm in the MIR,
and DFB diode-laser drive-current modulation is
used for rapid mode-hop-free DFG tuning. DFG tun-
ing ranges of 80 and 60 GHz are achieved with drive-
current modulation at 2 and 10 kHz. Nonlinearities
in time are corrected by using an etalon with a 2 GHz
free spectral range. The DFG laser output is directed
through the flame as well as to a reference detector
for normalization. Standoff detection with spatial fil-
tering and bandpass filters centered at 4.5 �m
(125 nm FWHM) are used to reduce background ther-
mal radiation prior to detection of the signal and ref-
erence beams with cryogenically cooled InSb detec-
tors. Residual background radiation is measured
with the laser beams blocked and then subtracted
along with photodiode bias prior to normalization.
Further details on the DFG setup can be found in
Ref. 5.

Theoretical spectra for CO2 incorporate spectro-
scopic line parameters from the HITRAN–HITEMP
database and apply line broadening to simulate the
effects of temperature and pressure.5 The tempera-
ture is fixed based on coherent anti-Stokes Raman
scattering (CARS) data collected previously,8 and
concentration is allowed to vary during the compari-
son with experimental CO2 spectra. The measure-
ment of temperature by using CO2 spectra at 4.5 �m

9

Fig. 2. Broadened CO2 spectra centered at 2237.87 cm−1

in the Hencken burner at �=0.5. Inset, detailed view of
theoretical model compared with experimental data.
requires further model development or the detection
of multiple species2 and is the subject of ongoing in-
vestigation. The data of Fig. 2, collected at 2 kHz in a
nearly adiabatic, laminar diffusion flame stabilized
over a 25 mm�25 mm Hencken burner, demonstrate
that the theoretical model adequately predicts many
features within the CO2 absorption spectrum despite
its complex nature, with the measured mole fraction
of CO2 closely matching the equilibrium prediction.
The inset displays theoretical spectra at ±2% CO2
mole fraction to illustrate the precision that can be
achieved with the current sensor.

Nonaveraged, 10 kHz measurements in the ex-
haust of a preheated, liquid-fueled, swirl-stabilized,
atmospheric-pressure CFM56 gas-turbine combustor
at �=0.5 and �=0.8 are shown in Fig. 3. Further de-
tails of the combustor, which has a 7.6 cm exit diam-
eter exhaust nozzle, can be found in Ref. 8. To our
knowledge, this is the first demonstration of 10 kHz
MIR absorption spectroscopy in a liquid-fueled com-
bustor, illustrating that it is feasible to apply the
DFG sensor to reacting flows of practical interest.
Both �=0.5 and �=0.8 show good agreement with
theoretical comparisons using the HITRAN–
HITEMP database and CARS temperatures of 1280
and 1693 K, respectively. The concentrations appear
to be within 1% of equilibrium predictions and within
7% of previous measurements by Fourier-transform
IR (FTIR) spectroscopy. A scatterplot of 15 scans for
�=0.5 shown in the inset of Fig. 3 illustrates the abil-
ity of the sensor to differentiate between the two
combustor conditions.

Time-series measurements utilizing 10 kHz data
from the Hencken burner and CFM56 combustor at
�=0.5 are shown for comparison in Fig. 4. The CO2
concentrations are similar in both cases, but data
from the CFM56 combustor display a characteristic
frequency of �750 Hz. In contrast, time-series mea-
surements in the Hencken burner are steady with a
standard deviation of 2.5%. Assuming there is no sig-

Fig. 3. Broadened CO2 spectra at 2237.5 cm−1 in the
CFM56 combustor at �=0.5,0.8. The inset for �=0.5 shows
15-shot data scatter at a 10 kHz scan rate.
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nificant noise contribution from the laminar Hencken
flame and for a signal-to-noise ratio of unity, this
yields a 10-kHz detection limit of 44 ppm m. Given
that CO2 concentrations are typically of the order of
100,000 ppm in the combustion products, this sensi-
tivity is more than adequate for many combustion-
control applications. Nonetheless, it is possible to
sacrifice measurement speed for accuracy. Time aver-
aging for 1 s, for example, would lead to a detection
limit of approximately 0.44 ppm m. While it is pos-
sible to improve the detection limit by time averag-
ing, it is also possible to analyze multiple regions
within the wide tuning range to enable detection
rates greater than 10 kHz. By tracking five separate
regions in Fig. 2, for example, we achieved a 50 kHz
measurement rate with a standard deviation of 5%
and a detection limit of 83 ppm m.

Finally, note that the potential exists for simulta-
neous measurement of CO and CO2 concentrations
by operating the sensor near 2236.21 cm−1. This is
demonstrated in Fig. 5, which shows measurements
in the CFM56 combustor at �=0.5 and �=1.1. The
R�27� line of CO in the �� =0,� =1� band becomes

Fig. 4. 10 kHz time-series measurements of CO2 mole
fraction at �=0.5 in the Hencken burner and CFM56
combustor.

Fig. 5. Demonstration of simultaneous CO2 and CO mea-
surements centered at 2236.21 cm−1 in the CFM56
combustor.
� �
more prominent as the CO concentration increases
from a low to a high equivalence ratio. This facili-
tates measurement of the CO2-to-CO ratio, which can
then be maximized to improve combustion efficiency.
The tuning range of the DFG laser is sufficient for ac-
curate measurement of the CO2 concentration, and it
may be possible with further model development to
isolate the signal contribution from CO. The use of
wavelength-modulation spectroscopy may also help
to improve the analysis or enable thermometry from
blended CO2–CO spectral features.9

In summary, a newly developed 10 kHz CO2
absorption-spectroscopy system based on difference-
frequency generation of 4.5 �m radiation has been
demonstrated successfully in a laboratory flame and
in the exhaust of a liquid-fueled combustor. To our
knowledge, this is the first demonstration of high-
speed absorption spectroscopy of CO2 in the mid-IR
spectral region, as well as the first demonstration of
high-speed tunable diode-laser absorption spectros-
copy of CO2 in the exhaust of a liquid-fueled combus-
tor of practical interest. Measured concentrations for
a limited data set are within 7% of equilibrium pre-
dictions and FTIR measurements, with a 10 kHz de-
tection limit of 44 ppm m. Extension to detection
rates as high as 50 kHz as well as simultaneous de-
tection of CO2 and CO are also demonstrated.
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Broadband picosecond coherent anti-Stokes Raman scattering (CARS) spectroscopy of nitrogen is demon-
strated using 145-ps pump and probe beams and a 115-ps Stokes beam with a spectral bandwidth of 5 nm.
This is, to our knowledge, the first demonstration of broadband CARS using subnanosecond lasers. The
short temporal envelope of the laser pulses and the broadband spectral nature of the Stokes beam will en-
able nonresonant-background-free, single-shot, or time-dependent spectroscopy in high-pressure or
hydrocarbon-rich environments. Successful correlation of room-temperature broadband picosecond N2 CARS
with a theoretical spectrum is presented. © 2005 Optical Society of America

OCIS codes: 320.5390, 120.1740, 140.2050, 190.4380, 300.6230, 300.6290.
Coherent anti-Stokes Raman scattering (CARS) mea-
surements of nitrogen and hydrogen molecules using
conventional broadband and modeless nanosecond
dye lasers has been widely utilized for thermometry
in gaseous flows.1–3 The advantage of broadband
CARS over narrowband or scanning CARS is that it
allows acquisition of single-shot spectra of transient
phenomena under unsteady conditions.4 A significant
drawback of the nanosecond CARS approach, how-
ever, is interference of the nonresonant background
signal with the resonant CARS signal. This limits the
applicability, sensitivity, and accuracy of nanosecond
CARS at higher pressures and especially in
hydrocarbon-rich environments due to the high non-
resonant susceptibility of hydrocarbon compounds.
The contribution from the nonresonant background
signal is highest when the pump and probe beams
are overlapped temporally.4–6 In the picosecond re-
gime, it is possible to delay the pump beam tempo-
rally with respect to the probe beam to suppress the
nonresonant contribution to the CARS signal.

This Letter reports, to our knowledge, the first
demonstration of broadband CARS at subnanosecond
time scales using a modeless dye laser. Previous in-
vestigations of the time-resolved dynamics of atoms
or molecules in the picosecond regime have employed
optical parametric amplifiers,7 synchronously
pumped dye lasers,5,8 and distributed-feedback dye
lasers (DFDLs).9,10 These sources, however, are not
suitable for single-shot spectroscopic measurements
in unsteady flows because of their relatively narrow
spectral width and, to our knowledge, have not been
utilized for temperature measurements in gaseous
environments. In addition to single-shot CARS ther-
mometry in high-pressure, hydrocarbon-rich environ-
ments, the broadband picosecond dye laser described
here might also be useful for velocity measurements

in high-speed flows by using the Raman-excitation

0146-9592/05/233222-3/$15.00 ©
laser-induced electronic fluorescence (RELIEF)
technique.11

A schematic diagram of the broadband picosecond
CARS system is shown in Fig. 1. The modeless dye
laser is pumped by the frequency-doubled, nearly
transform-limited pulse width, �85 mJ/pulse output
of a 10-Hz Nd:YAG regenerative amplifier at 532 nm.
In contrast to most picosecond dye lasers, the ab-
sence of a cavity allows the generation of an output
beam without any mode structure. The first cell of
the dye laser is side pumped and is followed consecu-
tively by side- and end-pumped amplifier cells. In the
current setup, a mixture of R 640 and KR 620 dyes is
used to generate the output beam, which is centered
at �607 nm. When used with 532-nm pump beams,
this wavelength corresponds to the Stokes beam for

Fig. 1. Schematic diagram of broadband picosecond CARS
system. M, mirror; � /2; half-wave plate; P, polarizer; BD,
beam dump; BS, beam splitter; HR, high reflector; ASE,

amplified spontaneous emission.
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CARS spectroscopy of nitrogen.4 A broadband high
reflector placed within 3 mm of the relatively short
��12 mm� first cell allows significant temporal over-
lap between the reflected photons at 607 nm and the
�145 ps pump beam at 532 nm within the dye me-
dium. The high reflector provides a preamplified gain
of almost a factor of 5 in total energy output. Ampli-
fied spontaneous emission (ASE) from the first cell is
amplified in the two subsequent cells described pre-
viously. The second amplifier cell is end pumped to
improve the spatial profile of the beam, and the out-
put is collimated with a 60-cm-focal-length spherical
lens. To determine whether ASE from the two ampli-
fier cells contributes significantly to the total output
energy, ASE from the first cell was blocked, and the
output energy of the dye laser was reduced by at
least three orders of magnitude.

The temporal pulse width of the 607-nm-dye-laser
beam was measured as a function of pump energy by
using a Hamamatsu streak camera (Model C5680-21
with M5676) with a temporal resolution of 10 ps for
the selected sweep range of 1 ns. Figure 2(a) shows
the temporal profiles of the dye-laser output for dif-
ferent pump energies. The full width half-maximum
(FWHM) pulse width of the dye laser is reduced by
9% from 129 ps when the pump energy is increased
from 7 to 14 mJ. A further increase in pump energy
has no appreciable effect, allowing a consistent pulse
width of �115 ps to be maintained. The spectral pro-
file of the dye laser, shown in Fig. 2(b), was measured
to have a FWHM of �5 nm with an Ocean Optics
spectrometer (Model USB2000) with a resolution of

Fig. 2. (a) Temporal profile of dye laser at various pump
energies measured with streak camera, (b) spectral profile
of dye laser.

Fig. 3. Dye-laser output energy as function of pump
energy.
�0.5 nm. This 5 nm bandwidth is necessary to cap-
ture the full spectrum of the nitrogen CARS signal
for each laser shot, especially at high temperatures.4

The output energy of the dye laser is plotted as a
function of the pump energy in Fig. 3. The conversion
efficiency of the dye laser is �15.5% for the entire
range of pump energies, implying the medium is not
saturated at these energy levels.

The frequency-doubled output of the Nd:YAG re-
generative amplifier at 532 nm is used for the pump
and probe beams in the nitrogen CARS system, while
the dye-laser output at 607 nm is used as the Stokes
beam. The pump- and probe-beam energies at the
CARS probe volume are 150 �J, and the energy in
the Stokes beam is 800 �J. The temporal overlap of
the pump, probe, and Stokes beams is optimized us-
ing translation stages, and the spatial overlap is ar-
ranged in a folded BOXCARS geometry, as shown in
Fig. 1. The laser beams are focused and recollimated
using 300-mm focal length lenses. The spatial resolu-
tion defined by the spatial overlap of the beams is es-
timated to be 30 �m normal to the beam direction
and 1.5 mm in the phase-matching direction. The
CARS signal is dispersed by a 1.25 m spectrometer
(SPEX 1250M) equipped with a 2400 groove/mm
grating. An Andor backilluminated, unintensified
CCD camera (Model DU 440BU) with a 2048
�512 pixel array is used for acquisition of the CARS
spectra. Figure 4 shows a room-air nitrogen spectrum
that was averaged over 20 single-shot spectra ac-
quired by using the broadband picosecond CARS sys-
tem described here. The spectral dispersion of the
CARS signal is 0.174 cm−1/pixel, and the resolution
of the CARS detection system is �0.54 cm−1. Figure 4
also shows a comparison with a theoretical room-
temperature spectrum from the Sandia CARSFT
code.12

In summary, broadband CARS spectroscopy of ni-
trogen using picosecond lasers has been demon-
strated. To our knowledge, this is the first experimen-
tal demonstration of broadband picosecond CARS
spectroscopy for thermometric purposes. This laser
system will allow further investigation of
nonresonant-background suppression in high-
pressure and hydrocarbon-rich environments12 for
improving the accuracy and sensitivity of CARS ther-
mometry. This system will also allow more detailed

Fig. 4. Experimental and theoretical broadband CARS

spectra of nitrogen at room temperature.

235



3224 OPTICS LETTERS / Vol. 30, No. 23 / December 1, 2005
studies of the collisional dependence of the CARS sig-
nal through variation of the time delay between the
pump and the probe beams.
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The time-resolved dynamics of resonant and nonresonant broadband picosecond coherent
anti-Stokes Raman scattering �CARS� signals in gas-phase media are investigated. For �135 ps
pump and probe beams and �106 ps Stokes beams, the magnitude of the nonresonant signals are
decreased by more than three orders of magnitude when the probe beam is delayed by �110 ps,
whereas the resonant nitrogen CARS signal is reduced only by a factor of 3. Investigation of these
time dynamics is important for understanding the optimal time delay for nonresonant background
suppression as well as for understanding the collisional and Doppler dependence of the resonant
CARS signals. © 2005 American Institute of Physics. �DOI: 10.1063/1.2159576�
Coherent anti-Stokes Raman scattering �CARS� spec-
troscopy of nitrogen is widely used for temperature measure-
ments in reacting flows and plasmas.1,2 In air-breathing com-
bustion environments, measurements of temperature using
nitrogen CARS have the advantage that nitrogen is present at
high concentrations almost everywhere in the combustor.
Most previous CARS thermometric measurements in gas
phase or reacting flows have been performed using nanosec-
ond laser pulses. A major limitation of nanosecond-laser-
based CARS thermometry is the contribution of the nonreso-
nant signal, which limits the accuracy and degrades the
sensitivity of the technique.3 The nonresonant background
can be suppressed by polarization selection, but this results
in a reduction of the resonant CARS signal by at least a
factor of sixteen.3

There have been relatively few demonstrations of pico-
second CARS in the gas phase, and all previous measure-
ments in both liquids and gases have been performed using
synchronously pumped dye lasers, which do not allow the
acquisition of single-shot spectra for unsteady flows.4–7 In
unsteady flows, where there is significant variation in tem-
perature and density, measurement of the CARS signal using
a tunable source such as a synchronously pumped dye laser,
optical parametric amplifier, or distributed-feedback dye la-
ser leads to a distortion of the spectra biased toward low
temperatures. This is due to the requirement of scanning the
dye lasers or the OPA for the acquisition of spectrum cover-
ing a bandwidth of �20–100 cm−1, especially at tempera-
tures relevant to combustion. We have recently demonstrated
picosecond CARS measurements using a broadband mode-
less dye laser with sufficient bandwidth to excite the full
ro-vibrational transition band in a single shot,8 thereby en-
abling nonresonant background suppression while avoiding
temperature bias in unsteady flows.

Recently, CARS thermometry using femtosecond laser
pulses has also been demonstrated.9 Both picosecond and
femtosecond CARS systems permit nonresonant background
suppression and enable the investigation of molecular-

a�Author to whom correspondence should be addressed; electronic mail:

sroy@woh.rr.com
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ensemble collisional dynamics. Relatively straightforward
substitution of picosecond lasers into well-established broad-
band nanosecond CARS systems will enable single-shot
thermometry in practical combustion environments; how-
ever, femtosecond CARS thermometry will require consider-
able further development to achieve such measurements.10

The objective of this work is to investigate the time-
resolved dynamics of the broadband picosecond resonant
pure-nitrogen CARS signal along with the nonresonant sig-
nals from argon, oxygen, and carbon dioxide. This will pro-
vide an understanding of the time frame required for effec-
tive suppression of the nonresonant contribution to the
CARS signal as well as an understanding of the nitrogen-
nitrogen collisional-Doppler dephasing and relaxation pro-
cesses in the ensemble. The dependence of the broadband
picosecond CARS signal on pressure and temperature is the
subject of ongoing research and will be addressed in a com-
panion letter. The current study is focused on determining the
appropriate delay time for the probe beam with respect to the
pump beam so as to suppress the nonresonant contribution to
the resonant CARS signal. In the liquid phase, time-resolved
observation of the resonant and nonresonant contribution to
the third-order nonlinear susceptibility using picosecond
CARS has been studied by Zinth et al.6 As expected, the
authors observed a distinct temporal behavior for the
resonant and nonresonant signals.

The laser wavelengths in the current experiment are se-
lected to excite the rovibrational transition manifold of the
nitrogen molecule while being nonresonant to argon, oxygen,
and carbon dioxide. The nearly transform-limited frequency-
doubled �135 ps output of a Nd:YAG regenerative amplifier
at 532 nm is used for the pump and probe beams, and the
�106 ps output of a broadband modeless dye laser at
606 nm is used as the Stokes beam. The temporal pulse-
widths of the laser beams, measured with a Hamamatsu
streak camera �Model C5680-21/M5676�, are shown in Fig.
1. Each profile is averaged over ten laser shots. The solid
lines shown in Fig. 1 are Gaussian envelopes fitted through
the data points and are shown to indicate the deviation of the

laser pulsewidths from Gaussian profiles. Further details on

© 2005 American Institute of Physics3-1
AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp
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the design and performance of the broadband picosecond
CARS system are described elsewhere.8

For these experiments, a CARS polarization is induced
in the medium by the narrowband pump and the broadband
Stokes beams by overlapping them both spatially and tem-
porally. A variable-delay probe beam is then used to investi-
gate the induced polarization. The energy level diagram of
the resonant and nonresonant contributions to the CARS sig-
nal is shown in Fig. 2.1,4 The nonresonant signal appears as a
broad background that interferes with and distorts the CARS
spectrum. The contribution from the nonresonant back-
ground is highest when all the laser beams are overlapped
temporally and can significantly affect temperature accuracy,
especially in hydrocarbon-rich environments due to the high
nonresonant susceptibility of hydrocarbon compounds.

A typical room-temperature CARS spectrum in pure ni-
trogen and a nonresonant spectrum in pure argon averaged
over 100 laser shots are shown in Fig. 3; these spectra are
acquired with all laser beams arriving at the probe volume

FIG. 1. Temporal profiles of the Nd:YAG and dye-laser beams acquired
with a Hamamatsu streak camera. The solid lines are Gaussian profiles fitted
through the data points. The profiles are shifted temporally for clarity.

FIG. 2. Energy-level diagrams of the resonant and nonresonant processes

that contribute to the CARS signal.
Downloaded 01 May 2006 to 129.92.250.43. Redistribution subject to 
simultaneously. The nitrogen spectrum represents the over-
lapping Q-branch transition in the v=0→v=1 band in the
ground electronic level. Modulation in the nonresonant spec-
trum is due to etalon effects from the dye cells of the mod-
eless dye laser. The time-resolved resonant CARS signal in
pure nitrogen and the nonresonant signal acquired by flowing
pure argon, oxygen, and carbon dioxide are shown in Fig. 4
as a function of the time delay between the pump and probe
beams. Each data point represents the integrated signal over
an entire spectrum, such as that shown in Fig. 3, for a fixed
time delay between the pump and probe beams. From Fig. 4,
it is evident that the magnitudes of all the nonresonant sig-
nals are decreased by more than three orders of magnitude
when the probe beam is delayed by �110 ps with respect to
the pump beam. Note that the full width half maximum tem-
poral envelope of the Stokes beam is �106 ps while that of
the pump or probe beam is �135 ps, as shown in Fig. 1. The
magnitude of the resonant CARS signal is highest when the
beams are overlapped temporally due to the nonresonant
contribution to the resonant CARS signal. The signal decays
as the probe beam is delayed with respect to the pump beam
due to dephasing of the pump/Stokes-induced polarization.
At approximately 130 ps, the slope of decline in the signal

FIG. 3. A typical room temperature CARS spectrum in pure nitrogen and a
pure nonresonant spectrum in argon averaged over 100 laser shots.

FIG. 4. Time-resolved resonant and nonresonant signals as functions of
pump-probe time delay displaying the behavior of the resonant and nonreso-238

nant CARS signal.
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changes, indicating the disappearance of the nonresonant
contribution to the CARS signal.

The data in Fig. 4 indicate the magnitude of the CARS
signal is reduced by a factor of 3 while the nonresonant
signal is reduced by over three orders of magnitude at
�110 ps. Beyond 130 ps, the signal decays exponentially
with �=63 ps due to collision-induced dephasing and rota-
tional energy transfer.11 The oscillation of the signal after
�500 ps is due to the constructive and destructive interfer-
ence between the CARS signal generated from different rovi-
brational transitions excited by the broadband CARS system
dictated by the phase differences between them.

In summary, we demonstrate that the broadband picosec-
ond CARS system described here can be used to suppress the
nonresonant contribution preferentially while enabling
single-shot measurements typical of broadband nanosecond-
laser-based systems. In future work, the time-resolved study
described here will be extended to include the effects of
Doppler and collisional broadening for a wide range of
temperatures and pressures.
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Abstract: We demonstrate the ability to generate ultra-high frequency 
sequences of broadly wavelength tunable, high intensity laser pulses using a 
custom built Optical Parametric Oscillator (OPO) pumped by the third 
harmonic output of a “burst-mode” Nd:YAG laser.  Burst sequences 
consisting of 6 – 10 pulses separated in time by 6 – 10 microseconds are 
obtained, with average total conversion efficiency from the 355-nm pump to 
the 651.5-nm signal and 780-nm idler of approximately 36%.  An external 
cavity diode laser at 780 nm is used to injection seed the OPO cavity, 
resulting in a time-averaged line width of approximately 200-300 MHz for 
both the signal and idler waves.   

 2006 Optical Society of America 

OCIS codes: (190.4970) Parametric oscillators and amplifiers; (280.2490) Flow diagnostics; 
(280.1740) Combustion diagnostics 
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1. Introduction 

While there has been enormous progress in recent years in the development and application of 
a variety of optical diagnostic imaging techniques, the ability to capture time-evolving or 
volumetric information is severely constrained by limitations of available laser technology.  
Over the last several years, we have been developing the capability of generating "trains" of 
20-30, high-energy Nd:YAG pulses, separated in time by a variable period as short as one 
microsecond [1,2].  The approach utilizes a low power (order mW) master oscillator, a custom 
dual Pockel cell pulse “slicer,” and a series of flashlamp-pumped amplifiers.  In general, it is 
found that significant energy pulses can be extracted for sequences as long as ~150 
microseconds, with total energy per burst sequence of ~1.5 J at the fundamental wavelength 
of 1064 nm and 2nd/3rd

In this paper we demonstrate the ability to generate trains of wavelength-tunable pulses 
using a custom built Optical Parametric Oscillator (OPO), which is the first step toward our 
goal of developing an ultra-high frame rate Planar Laser-Induced Fluorescence (PLIF) 
imaging system.  PLIF is a powerful diagnostic technique that has been widely employed for 
studies of combustion and high speed reacting flow [3].  However, since PLIF is based on 
resonant absorption of radiation, high instantaneous power, wavelength-tunable laser sources 
are required for time-resolved imaging.  While dye and/or solid-state sources, including 
Nd:YAG-pumped OPOs, are readily available commercially, the published technology on 
generation of high-speed bursts of such tunable radiation is, to our knowledge, limited to three 
papers.  Wu, et al. [4] pumped a grazing-incidence dye laser with ~0.5 mJ per pulse at 532 nm 
from an Nd:YAG burst-mode laser, which is similar to that used in the present work.  While 
burst-mode output was obtained, the individual pulse energies were too low to be measured.  
Luff, et al. [5] have reported an alexanderite system which utilizes the combination of a long 
pulse (~170 ns) Q-switched oscillator, a Harriott Cell Regenerative Amplifier (for pulse 
slicing and amplification), and two single-pass amplifiers.  Approximately 150 microjoules 
per pulse, for a 30-pulse sequence with 1-µs separation at 761 nm was reported.  Kaminski, et 
al. [6] used a set of four commercial double-pulsed Nd:YAG lasers to pump a single 
commercial dye laser.  Starting with 270 mJ per individual pulse at 532 nm, they were able to 
generate eight pulses at 282 nm, with an average energy of ~1 mJ and a minimum interpulse 
period of 125 µsec, constrained by the high intensity pumping requirement of the dye laser.   

 harmonic conversion efficiencies of ~50% and 40%, respectively [1].   

 
2. Experiments 

Our strategy is to utilize an OPO for the generation of tunable radiation, taking advantage of 
the fact that the gain decays essentially instantaneously after the passage of each pump pulse 
within the burst.  It was hypothesized that photo-bleaching effects, which severely limit the 
repetition rate of dye lasers, would therefore be minimal, as would be thermal effects since 
absorption in BBO at 355 nm is quite low [7].  The custom-built OPO cavity, shown in Fig. 1, 
was designed specifically for use with the burst mode Nd:YAG pump laser.  The OPO “gain” 
medium consists of a pair of 12-mm-long Type I BBO crystals that are 5-mm × 7-mm in cross 
section and are arranged in a linear cavity configuration.  The crystals are oriented to provide 
walk-off compensation between the pump and signal/idler beams, which provides higher 
effective gain for the relatively small cross sectional area (~2-4 mm2) pump beam [8].  The 
cavity is doubly resonant on the signal and idler wavelengths, using a broad-band high 
reflector and output coupler coated for 20 – 30% reflectivity in the wavelength range 600 - 
850 nm.  The 355-nm pump beam is coupled into and out of the cavity using a pair of 450 
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dichroic mirrors, which reflect the 355 nm pump beam and transmit the OPO signal and Idler 
beams.  By using a 355-nm 0o reflection mirror, the 355-nm pump beam can be retro-reflected 
for a second pass through the OPO cavity. Note that double-pass alignment requires very low 
angular displacement due to the phase-matching requirement. More specifically, angular 
displacement of the retro-reflected pump is equivalent to changing the BBO crystal angle. 
Since a 10

The total cavity length is ~10 cm, limited by the large size of the current pump mirror 
mounts.  A single-frequency external cavity diode laser is used to injection seed the cavity at 
either the signal or idler [9] wavelengths, depending upon the experiment.  The seed radiation 
is injected through the output coupler using a Faraday rotation optical isolator, in a manner 
similar to that employed previously for injection seeding of a Titanium:Sapphire laser [10].  

 angle change affects the OPO signal wavelength by ~70 nm, it is clear that careful 
alignment is required. 

 
3. OPO Conversion Efficiency 

A series of baseline measurements were performed in which the burst-mode pump laser was 
operated in a manner identical to that used to generate high-frequency pulse trains, but with 
only a single pulse per burst.  The results are summarized in Fig. 2, which show OPO total 
power conversion efficiencies as a function of input pulse energy when the OPO cavity is 
operated in double-pass pump configurations.  It can be seen that the OPO threshold is ~4 mJ, 
and the conversion efficiency rises rapidly as a function of pulse energy, reaching a plateau of 
~35% (total signal + idler) for a pump input energy of ~25 mJ.  For comparison, the 
theoretical threshold for single-pass pumping of a doubly resonant OPO cavity can be 
estimated from the expression [11] 
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where εo and µo are permittivity and permeability of free space, respectively, deff is the 
effective non-linear coefficient for OPO conversion, equal to 1.98pm/V, l is the crystal length, 
Rs and Ri are the reflectivity of the output coupler at the signal and idler wavelengths, 

Nonlinear Crystals 

Double Pass 
355 nm pump 

θ

   Rs=Ri≈1 

Rs=Ri≈20% 

Diode Seed Laser 

Optical Isolator 
OPO Output 

Fig. 1. Schematic diagram of OPO Cavity illustrating injection-seeding and double pass of 355- nm 
pump beam.  Cavity is doubly resonant at signal and idler wavelengths.  
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respectively.  Equation (1) predicts a threshold intensity of ~2.2 MW/cm2

Because our OPO cavity is double resonant, the OPO output includes both signal (651 nm) 
and idler (780 nm) components with a measured signal idler energy ratio of 0.55:0.45, which 
is approximately equal to the ratio of single photon energies. In broad band operation the 
OPO was operated over a wide range of wavelengths from ~600/869 nm to 700/720 nm for 
the signal/idler respectively. It was found that the OPO output was approximately constant, at 
least over a signal range of ±50 nm. We also seeded the OPO system at idler wavelengths of 
827nm and 780 nm. In both seeding cases, the OPO conversion efficiency was not 
significantly changed, but the spectral linewidth was greatly narrowed.  

, corresponding to a 
threshold pump pulse energy of ~1.5 mJ for our beam of nominal diameter 3.0 mm and pulse 
duration of 10 ns. This is in quite good agreement with our observed threshold of ~4 mJ. We 
note that achieving such low threshold implies that the beam spatial quality of the burst mode 
pump laser is quite good, an issue which was a significant concern prior to performing these 
measurements. We also point out that low threshold, while always important for nonlinear 
processes, is particularly critical for burst mode operation of the OPO due to the inherent 
intensity envelope of the individual pump pulses within the burst.  While we have not yet 
explored this in detail, we note that the pump intensity should be a factor of approximately 
four greater than threshold for efficient OPO operation [7]. As illustrated in Fig. 2, the plateau 
in conversion efficiency begins at ~30% for a pump energy of ~17 mJ, which is about four 
times threshold.  

 
4. Burst Sequences 

Operation in burst mode is illustrated in Figs. 3-5, which show some typical single burst 
sequences for the 355-nm pump and corresponding OPO idler output at 780 nm. Due to 
limitations in our sampling oscilloscope, the RC time constant was increased to a few 
microseconds to display the captured burst sequences.  The relatively long observed decay of 
the individual pulses is an artifact of this and does not correspond to the actual (~ 6 nsec) 
individual pulse durations. In each of the illustrated cases, the OPO cavity was operated with 
injection seeding at the 780-nm idler wavelength. (Unseeded operation gave nearly identical 
results). Figure 3 illustrates a burst sequence of six pulses, separated in time by 10 µs. A 

Double Pass

0%
5%

10%
15%
20%
25%
30%
35%
40%

0 10 20 30 40 50

355nm Input Energy (mJ/Pulse)

O
PO

 E
ffi

ci
en

cy

Fig. 2. Conversion efficiency of OPO cavity shown in Fig. 1 for single 355-nm pulse from burst-
mode laser system. 

243



variety of additional combinations have been produced ranging from 1 to 12 pulses with 4- to 
12-µs spacing.  Note that the displayed pump and OPO output burst sequences were obtained 
simultaneously, and that a significant effort was made to minimize the non-uniformity of the 
pulse energy distribution within the burst. 

The average instantaneous pump energy for the burst sequence shown in Figure 3 is ~31 
mJ and the total conversion ratio is ~35%. In this case the OPO 651-nm signal energy is ~6 
mJ per pulse.  
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Figure 4 is very similar to Figure 3, except that the number of pulses has been increased to 

eight. Once again, the input 355 nm pump burst is reasonably uniform. It is also noted that the 
intensity envelopes of the OPO output follow reasonably the envelopes of the pump pulses. 
The average pump energy is 26 mJ and the total conversion ratio is 33%. 
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Figure 5 illustrates another typical case, consisting of 10 pulses with 6 µs spacing. Again, 

both the pump and OPO output bursts are reasonably uniform and the intensity envelopes are 
very similar, which means each pulse has approximately equal conversion ratio. The average 
pump energy is 16 mJ per pulse, and the OPO conversion efficiency is 32%, which is similar 
to that observed for the single-pulse case. 

Fig. 4. Typical 8-pulse, 8-µs-spacing pump (left) and double-pass OPO (right) burst sequence. Total OPO 
conversion efficiency (signal + idler) is 33%.  Average single-pulse 355-nm input energy is 26 mJ. 

Fig. 3. Typical 6-pulse, 10-µs-spacing pump (left) and double pass OPO (right) burst sequence. Total OPO 
conversion efficiency (signal + idler) is 35%.  Average single-pulse 355-nm input energy is 31 mJ. 
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A variety of additional combinations have been produced ranging from 1 to 12 pulses with 

4- to 12-µs spacing.  In all cases total signal + idler conversion efficiency is ~30% or more, 
essentially identical to that obtained using a single pulse.  It is also noted that the intensity 
envelopes of the OPO output follow reasonably, but not precisely, the envelopes of the pump 
pulses. We attribute this result to the fact that the pump-pulse intensity is significantly above 
threshold by a factor of four or more.  In this regard it is important to note that the pump laser 
produces bursts with an inherent intensity envelope, particularly when operated at high 
intensity where gain narrowing is significant.  The multiple non-linear steps (2nd /3rd

 

 harmonic 
followed by OPO) will tend to exacerbate this problem and so it is critical to produce the most 
uniform pump bursts as possible.     

5. OPO Spectral Linewidth 

As discussed earlier, a prime motivation for the work presented here is to develop the 
capability to perform NO-based Planar Laser Induced Fluorescence (PLIF) imaging [12] at 
ultra-high frame rates.  As such an ultimate goal is to mix the OPO signal output with residual 
355 nm pump in order to generate tunable burst mode output in the UV range. Our OPO 
signal output is at 651 nm, a spectral region where it is difficult to obtain diode laser seed 
sources.  A potential solution is to seed at the idler wavelength [8], which for this case is ~780 
nm.  
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We used an external cavity diode laser (~ 5 mW at 780 nm) as the seed source. Figure 6 
shows typical low resolution spectra, obtained with an available 0.3 m spectrometer, for 

Fig. 6.  Low resolution spectra of seeded and unseeded OPO signal (left) and idler output (right).  Note that 
the OPO is seeded at the idler wavelength. 

Fig. 5. Typical 10-pulse, 6-µs-spacing pump (left) and double-pass OPO (right) burst sequence. Total OPO 
conversion efficiency (signal + idler) is 32%.  Average single-pulse 355- nm input energy is 16 mJ. 
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seeded and unseeded OPO signal and idler outputs.  Notice that both the signal and idler 
beams are narrowed significantly, from ~ 1 nm to a line width which is very difficult to 
measure using the low resolution spectrometer.   

We have also performed some preliminary measurements using a 2-GHz free spectral 
range confocal spectrum analyzer, which while not designed for line-width measurements of 
pulsed lasers can, nonetheless, provide a reasonable estimate.  The spectrum analyzer was 
scanned slowly using a computer generated voltage ramp applied to the controller’s external 
ramp input.  An ordinary PIN photodiode captured the transmitted signal which was 
processed with a boxcar averager and digitized with a computer.  A narrow bandpass 780-nm 
filter was placed directly in front of the detector to avoid stray light at 532 or 355 nm.   

Figure 7 shows typical traces of the cw seed laser (left) and time averaged pulsed OPO 
signal output (right). While the OPO signal output traces are admittedly somewhat non-
steady, due to a combination of cavity mode stability and drift in the non-stabilized etalon, it 
is clear that the average line width is a fraction (10 – 15%) of the etalon FSR.  We conclude 
that the time averaged line width is on the order of 200 – 300 MHz.  While it is somewhat 
speculative, it should be noted that the longitudinal mode spacing for our OPO cavity is ~ 1.5 
GHz.  It is possible, although not conclusively determined, that the weak “peaks” which seem 
to periodically occur at a position ~ one third of the way between the major transmission 
peaks could be an indication of lasing on an additional longitudinal mode. We also note that 
the results from a low-resolution spectrometer showed narrowing line width at the signal 
wavelength (651.5 nm), when seeded at the 780-nm idler wavelength. 
 
6. Conclusions 

We have demonstrated in this paper the ability to generate ultra-high frequency sequences of 
broadly wavelength-tunable, high-intensity laser pulses using a custom built injection-seeded 
OPO pumped by the third-harmonic output of a “burst-mode” Nd:YAG laser.  Burst 
sequences consisting of 6 – 10 pulses separated in time by between 6 and 10 µs are obtained. 
For a double pass OPO, the average total OPO conversion efficiency is approximately 35%, 
corresponding to individual 651 nm single pulse energy of ~6.0 mJ.   An external cavity diode 
laser at 780 nm is used to injection seed the OPO cavity, resulting in substantial narrowing, 
from ~1 nm to 200-300 MHz for both the signal and idler waves.   

Future work will be focused on generation of higher power UV output, as well as on 
extension of the burst envelop.  The latter will be attempted using a long-pulse duration power 
supply for pumping the Nd:YAG amplifier chain.  Preliminary work has indicated that this 
approach can generate reasonably flat-top gain profiles for durations in the range 0.5 – 1.5 ms. 
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Fig. 7. Etalon trace of cw seed laser (left) and injection-seeded OPO idler output (right) at 780 nm.. 
Linewidth of seeded OPO output is 200 – 300 MHz, based on 2.0 GHz FSR of etalon. 
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We describe adaptation of ballistic imaging for the liquid core of an atomizing spray. To describe unambigu-
ously the forces that act to break apart the liquid core in a spray, one must directly measure the force vectors
themselves. It would be invaluable, therefore, to obtain velocity and acceleration data at the liquid–gas in-
terface. We employ double-image ballistic imaging to extract velocity information through the application of
image analysis algorithms. This method is shown to be effective for liquid phase droplet features within the
resolution limit of the imaging system. In light of these results, it is clear that a three- or four-image imple-
mentation of this technique would allow the determination of acceleration, and by extension, information
about the forces active in spray breakup. © 2006 Optical Society of America

OCIS codes: 120.1740, 110.2960, 110.7050.
Liquid fuels are commonly used in combustion de-
vices because they have high energy density. To use
the fuel effectively, however, it is necessary to dis-
perse the fuel into the airstream by using a spray.
Until recently, models describing fuel spray breakup
were based on secondary observations of phenomena
such as the behavior of droplets on the spray periph-
ery by use of specific spray geometries. These models
are therefore semiempirical. The principal missing
component required for generation of a fully generic
spray breakup model has been an understanding of
what happens to the liquid portion of the jet near the
centerline, just at the location where it exits into the
air (the near field). This problem has persisted be-
cause an atomizing fuel spray has a very dense cloud
of small droplets shrouding the near field, and this
cloud is opaque to normal imaging techniques.

Ballistic imaging was originally applied to biologi-
cal tissue, and it has been demonstrated with various
optical configurations. The first report of ballistic im-
aging for the liquid core in an atomizing spray de-
scribed the application, to acquire a single image, of a
time-gated instrument to the near field of a water jet
in a liquid-oxygen injector.1 Paciaroni and Linne2 and
Linne et al.3 described a system optimized for spray
research: a ballistic imaging instrument capable of
acquiring single images in dense sprays with signifi-
cantly improved spatial resolution.

In this Letter we demonstrate that the instrument
can be modified to detect the velocity both of the
liquid–gas interface of a spray core and of primary
droplets stripped from the core. Moreover, we de-
scribe a simple extension that will provide images of
the force vectors that act to break apart intact liquid

features in sprays.

0146-9592/06/070906-3/$15.00 ©
A full description of the development and evalua-
tion of the ballistic imaging instrument applied here
can be found elsewhere.2,3 In brief, when light passes
through a highly turbid medium, some photons can
pass straight through without scattering. These rela-
tively few photons are termed ballistic. Since they
travel the shortest path, they exit first. A somewhat
larger group of snake photons is scattered only once
or twice, and these photons exit the medium travel-
ing in the same direction as the input light with a
larger solid angle than the ballistic photons. Since
they travel a larger distance, they exit just after the
ballistic photons. Photons that have undergone mul-
tiple scattering events, termed diffuse photons, are
the most numerous in materials with high extinction
coefficients. These photons are scattered into a very
large solid angle �4� Sr�, and they exit last.

The undisturbed path taken by ballistic photons al-
lows the retention of image information regarding
structures that may be embedded within the turbid
medium. If they are used in a shadowgram arrange-
ment, the ballistic photons can provide a diffraction-
limited image of these structures. Unfortunately, in
most highly scattering environments the number of
transmitted ballistic photons is often insufficient to
provide the necessary signal-to-noise ratio to form an
image in a single-shot format. In such a case, snake
photons, together with ballistic photons, can be used
for imaging with little degradation in resolution. The
problem of obtaining a high-resolution image
through highly turbid media is thus a matter of sepa-
rating and eliminating diffuse light from ballistic and
snake light. This can be done by using discrimination
methods that make use of the properties of the trans-

mitted light. In the current work, we use exit time
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(via a fast optical Kerr gate) and propagation direc-
tion to select the ballistic and snake photons3 (see
Fig. 1).

To demonstrate velocity imaging, we adopted a flow
system used for liquid jet in cross-flow research by
shutting off the gas flow and reducing the liquid flow.
This generated a steady sequence of falling droplets,
which enabled the 1 kHz laser system to illuminate
droplet image pairs with sufficient time resolution
between successive images. Sprays will require
greater than 1 kHz repetition rates, but such laser
systems and cameras are commercially available.
The image pairs used for this proof of concept were
acquired by use of an interline transfer CCD capable
of storing two images spaced as little as 2 �s apart.

To extract velocity, we analyzed pairs of ballistic
images taken at times t1 and t2, beginning with some
image processing. Laser speckle has a distinct small-
scale structure that changes from shot to shot. Direct
subtraction of a background image introduces aber-
rant structure because the speckle patterns in one co-
herently illuminated image do not align well with
those in a second image. This difficulty is exacer-
bated by the fact that speckle from two images can
dominate correlation calculations used to extract ve-
locity, leading to erroneous results. Speckle noise
must be minimized, therefore, before application of a
correlation technique that tracks image features.

We deal with laser speckle by filtering a back-
ground image, first by eroding and then by dilating
the image, using a circular structuring element. This
eliminates small-scale structure in the background
image without changing larger features or intensity
variations. This adjusted background is used to cor-
rect the two source images, effectively eliminating
much of the speckle noise. The images are processed
as shown in Eq. (1):

Iclean =
�Iraw − Bblank�

�Badj − Bblank�
, �1�

where Iraw is the original image, Bblank is an averaged
background image with no illumination, and Badj is
the illuminated background image adjusted by the
aforementioned filtering scheme. Next, the intensity
across the image is adjusted to increase contrast and
utilize the full dynamic range of the image format.
Finally, a median filter is applied to partially remove
small features that are below the resolution limit of
the imaging system.

Fig. 1. Schematic of the ballistic imaging instrument used

here.
It is necessary to select points of interest within
these enhanced images, to track from the image
taken at t1 to the second image at t2. We set an ap-
propriate threshold level based on the contents of the
images and the droplet and void edges. We use this
thresholding process to convert the gray-scale image
at t1 into a two-tone image, such that pixels are ei-
ther black or white. The Sobel edge-detection
algorithm4 is applied to this image, leaving only the
border pixels of the droplets and voids. These border
pixels are selected as investigation points for the cor-
relation step.

The feature offsets between the two droplet images
have two components: bulk motion and small-scale
motion (including distortions). The bulk motion is es-
pecially significant here because the image acquisi-
tion rate was necessarily slow. To determine the bulk
motion, one must isolate and match the large objects
in the image pair, and their centers of mass must be
calculated. Each of the investigation points, as deter-
mined above, belongs to a large object and is assigned
a bulk motion vector calculated from its associated
change in location of the center of mass from the first
image to the second image.

The entire procedure thus far is in preparation for
the correlation step associated with the small-scale
motion, which examines a feature (selected investiga-
tion point) and determines how it has moved from the
first image to the second. The selected investigation
points form the center positions used to draw one
complete set of correlation windows from the image
at time t1. We then remove the bulk motion offset for
each point at time t2 to calculate a modified list of
points. These adjusted points are used as the center
positions of a second set of correlation windows for
the image at time t2, such that small-scale motion
can be extracted via correlation in the absence of any
contribution from bulk motion.

It is worth mentioning here that the size of the cor-
relation window is important for obtaining accurate
results from this analysis, and some experimentation
is required for determining the optimum sizes for
various imaging systems. The window size naturally
limits the largest small-scale offset that can be calcu-
lated. On the other hand, making the window larger
can lead to erroneous correlation maxima or intro-
duce edge effects, as the calculated window positions
stray over the edge of the image data. These effects
must be dealt with carefully when this method is
implemented. To ensure accuracy, correlation
matches near the values obtained by correlating a
source image with background noise should be
discarded.

At this stage, the software has calculated the
small-scale offset for each investigation point by
cross correlating each window centered at an investi-
gation point with its partner window centered at the
bulk offset adjusted investigation point. The correct
offset is defined as the position that maximizes the
correlation. At this point both the bulk and the small-
scale offsets for each investigation point have been
calculated, so the velocity vector for each feature has

been determined.
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Results of the method of determining small-scale
velocity as applied to an isolated pair of water drop-
lets are shown in Fig. 2. The velocity vectors in the
image show how the drop is elongating along its ver-
tical axis and contracting asymmetrically along its
horizontal axis as it falls. The motion of the ligament
near the lower portion of the drop is also correctly
indicated.

It is important to point out that related image
analysis techniques have been applied to gas-phase
flows for some time. These techniques include Mie
scattering from small seeded particles for particle-
image velocimetry and Rayleigh or laser-induced
fluorescence imaging of gas-phase species. The errors
in particle-image velocimetry analysis have been
studied in detail and are well understood, but
particle-image velocimetry relies on sharp images of
single particles that produce distinct correlation
peaks. Here, edges are correlated in a way similar to
gaseous image velocimetry, and they produce some-
what less-distinct correlation streaks, as discussed in
detail by Fielding et al.,5 Grunefeld et al.,6 and Toku-
maru and Dimotakis.7 The principal difference be-
tween those techniques and this one is that the gas-
eous image velocimetry correlations rely on
dispersed, gray-scale images for which the correla-
tion must be accomplished across a slowly varying in-
tensity field. Owing to the strong contrast in the sig-
nal field, processed ballistic images can be converted
into two-tone images with more distinct edges before
any correlation is performed. While the issues raised
by Fielding et al.5 should be investigated here as
well, the difference just mentioned offers a possibility
of less uncertainty. In addition, a sequence of images
(e.g., four) would allow some comparison and ratio-
nalization of the inferred velocity to be made.
The results presented here demonstrate that this
method is effective in determining velocity informa-
tion from pairs of ballistic images, provided that the
time step from t1 to t2 is small enough to allow for
sufficiently strong feature correlation. It remains
necessary to conduct a more quantitative analysis of
the correlation method to determine how each stage
in the process affects noise levels in the image and
the robustness of the correlation.

If one could obtain at least three or four images
taken at sufficiently short intervals it would be pos-
sible to apply a similar method to mitigate uncertain-
ties and to obtain acceleration vectors. Laser systems
with the appropriate speed are commercially avail-
able, and four images can be acquired with two
double-image cameras suitably aligned with each
other. Other components of the instrument [e.g., the
optical Kerr gate (OKE); Fig. 1] are not rate limiting.

From acceleration data, given some knowledge
about the composition of the liquid and gas under ob-
servation, one could determine the forces acting on
the features tracked by our method. This capability
can, we believe for the first time, resolve unambigu-
ously the dynamics that break apart the liquid core
in the near field.
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We investigate the effects of gas-mixture composition on the electronic-resonance-enhanced
coherent anti-Stokes Raman scattering �ERE-CARS� signals of nitric oxide �NO�. From previous
laser-induced fluorescence �LIF� studies, quenching rates are known to change drastically, by factors
of 400–800, in mixtures of CO2/O2/N2. The observed ERE-CARS signal remains constant to
within 30% whereas LIF signals from NO are predicted to decrease by more than two orders of
magnitudes in the same environments. This is very significant for using NO ERE-CARS in
high-pressure combustion environments where the electronic quenching rate can vary rapidly as a
function of both space and time. © 2006 American Institute of Physics. �DOI: 10.1063/1.2338014�
Nitric oxide �NO� is an important pollutant because of
its serious environmental implications. In the atmosphere
NO reacts with sunlight to form other nitrogen oxides �NOx�
that ultimately play a role in ground-level smog, acid rain,
stratospheric ozone depletion, and global warming. Because
more than 95% of atmospheric NOx originates from combus-
tion processes and 95% of this combustion-formed NOx is
emitted from combustors as NO, a great deal of attention has
been devoted to characterizing and reducing NO emissions
from combustion equipment. Accurate measurement of NO
concentrations �NO� within high-pressure combustors is very
difficult but is critical for the minimization of pollutant emis-
sions from power and propulsion systems. Current state-of-
the-art measurements of �NO� in high-pressure, liquid-fueled
combustors are based on laser-induced fluorescence �LIF�;
however, a major limitation of LIF is significant quenching
of the signal owing to collisions of excited state NO with O2,
CO2, H2O, and other molecules.1–4

Coherent anti-Stokes Raman scattering �CARS� is com-
monly used for measurement of temperature and the concen-
trations of major species �typically �1%� in reacting flows
and plasmas.5 Dual- and triple-pump CARS techniques are
used for simultaneous measurements of temperature and
multiple species concentrations.6–9 However, conventional
and multiple-pump CARS techniques are not suitable for
measuring the concentrations of minor species such as NO
because of the strength of the nonresonant four-wave mixing
signal compared to the Raman-resonant CARS signal, and
because the CARS signal is proportional to the square of
number density and drops rapidly with decreasing concentra-
tion. The vibrational Raman cross section of NO is 0.2
�10−30 cm2/sr whereas the Raman cross section of N2 is
0.46�10−30 cm2/sr at 532 nm.5

The signal strength for Raman-resonant CARS can be
enhanced significantly by tuning one or more of the three
CARS laser beams into resonance with an electronic transi-
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tion of the molecule. Electronic-resonance-enhanced CARS
�ERE-CARS� has been applied to a limited extent for minor-
species measurements in flames and plasmas, but the diffi-
culty of interpreting ERE-CARS spectra and the requirement
for two or three tunable ultraviolet laser sources have hin-
dered widespread application of this technique.10–12 Hanna
et al.13 proposed a variation of the ERE-CARS technique in
which visible pump and Stokes laser beams are used to in-
duce a Raman polarization, and an ultraviolet probe beam is
scattered from the induced Raman polarization to produce
the CARS signal beam. This technique, for which only the
ultraviolet probe beam is tuned into resonance with a se-
lected electronic transition of the molecule, is much simpler
to implement than ERE-CARS schemes with multiple ultra-
violet beams.

The objective of this work is to investigate the effects of
variations in electronic quenching rate on the ERE-CARS
signal from NO. ERE-CARS measurements were performed
in NO/O2/N2 or NO/CO2/N2 jet flows at room temperature
and pressure. The NO concentration was fixed at 1000 ppm
for all cases. The composition of the jet-flow buffer gases,
either N2/O2 or N2/CO2, was varied from pure N2 to
18%N2/82%O2 or 18%N2/82%CO2, respectively. In this
manner the collisional quenching rate for NO was varied by
a factor of 400 for the NO/N2/O2 jet flows and by a factor of
800 for the NO/N2/CO2 jet flows.18–20

An energy-level diagram for the NO ERE-CARS process
is shown in Fig. 1. The pump ��1� and Stokes ��2� beams are
visible laser beams with frequencies that are far from reso-
nance with the A2�+−�2� electronic transition. The probe
beam at frequency �3 is at or near an electronic resonance.
This wide separation between frequencies �1 and �3 of the
pump and probe beams distinguishes this technique from that
employed in previous ERE-CARS experiments,10–12 which
were performed with the same laser frequency for the pump
and probe beams ��1=�3�, and with the pump, Stokes, and
probe beams at or near electronic resonance.

A schematic diagram of the experimental system is

shown in Fig. 2. The laser source for the �1 pump beam is an

© 2006 American Institute of Physics5-1
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injection-seeded, Q-switched Nd: Yttrium–aluminum–garnet
�YAG� laser with a repetition rate of 10 Hz and a pulse
length of 8 ns. The 532-nm Nd:YAG second-harmonic
beam is used to pump a tunable, narrowband dye laser to
produce laser light at 704 nm. The 704-nm laser radiation is
then sum-frequency-mixed with the 355-nm Nd:YAG third-
harmonic beam to produce the probe beam ��3� at 236 nm. A
second, unseeded Nd:YAG laser is used to pump another
tunable narrowband dye laser to produce the Stokes beam
��2� at a wavelength of 591 nm. The CARS signal ��4� at
226 nm is generated using a three-dimensional phase-
matching geometry. The energy of the pump, the Stokes, and
the probe beams are 2, 2, and 0.2 mJ/pulse, respectively.

A polarization-selection technique is used to suppress
the nonresonant background signal.13 As shown in Fig. 2, the
polarization of all three laser beams is set with respect to the
vertical axis. The 236-nm probe beam is vertically polarized,
whereas the polarizations of the pump and the Stokes beams

FIG. 1. �Color� Energy-level diagram for the NO ERE-CARS technique.
The indicated transitions identify the pump beam ��1=532 nm�, Stokes
beam ��2=591 nm�, ultraviolet probe beam ��3=236 nm�, and ERE-CARS
signal beam ��4=226 nm�.
Downloaded 27 Nov 2006 to 129.92.250.43. Redistribution subject to 
are set at an angle of 60° with respect to the vertical axis.
The polarizer in the signal channel is set orthogonal to the
polarization of the nonresonant four-wave mixing beam.13

ERE-CARS spectra of NO for different concentrations
of CO2 are shown in Fig. 3�a� and for different concentra-
tions of O2 in Fig. 3�b�. The NO concentration for all of
these flows was set at 1000 ppm. The ERE-CARS spectra
were recorded by tuning the wavelength of the ultraviolet

FIG. 2. �Color� Schematic diagram of NO ERE-CARS
system. P: polarizer, angles set with respect to the ver-
tical axis; T: telescope; � /2: half-wave plate; NBDL:
narrowband dye laser; F: filter, composed of four 45°,
215-nm mirrors; PMT: photomultiplier tube.

FIG. 3. The square root of the ERE-CARS signal vs CARS signal frequency
for �a� three different concentrations of CO2 in the NO/N2/CO2 jet flow and
�b� three different concentrations of O2 in the NO/N2/O2 jet flow. The NO
concentration was 1000 ppm for all spectra.
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probe beam. The Stokes wavelength �vacuum� was held
fixed at 591.209 nm; the frequency difference between the
pump and Stokes beams was tuned to the Q1�8.5� Raman
transition. The ERE-CARS signal was divided by the ultra-
violet probe energy; the square roots of normalized spectra
are plotted in Fig. 3. The spectral line notation shown in Fig.
3 corresponds to the electronic transition accessed by the
probe laser. The signal is essentially constant despite the
large increase in electronic quenching rate as the concentra-
tions of O2 or CO2 increase in the jet flow. Although the
collisional quenching rate varies drastically with changing
O2 or CO2 concentrations, the collisional linewidths of the
NO transitions are essentially constant. The line-broadening
parameter for collisions of NO with O2 ��12

=0.265±0.016 cm−1/atm� is approximately 10% lower than
that for collisions of NO with N2 ��12

=0.293±0.02 cm−1/atm�.14–16 The line-broadening param-
eter for collisions of NO with CO2 ��12

=0.303±0.01 cm−1/atm� is approximately equal to that for
collisions with N2. The line-broadening parameter �12 is the
coherence decay rate owing to both energy-transfer and elas-
tic collisions.

The spectral sum of the square root of the ERE-CARS
signal is plotted in Fig. 4 for different concentrations of O2
and CO2 in the jet flow. The square root of the ERE-CARS
signal is proportional to the number density of NO. The
ERE-CARS signal shown in Fig. 4 is calculated by dividing
the raw ERE-CARS signal by the probe pulse energy ��3

=236 nm�, taking the square root, and then integrating from
a signal frequency of 44 190–44 270 cm−1. The spectral sum
of the square root of the ERE-CARS signal is then normal-
ized to unity for a jet flow of 1000 ppm NO in 99.9% N2.
The calculated LIF signal from NO is also normalized in the
same fashion and plotted in Fig. 4. A comparison of the
experimental NO ERE-CARS signal with the calculated NO
LIF signal shows the drastic reduction in LIF signal as the
O2 or CO2 concentrations increase. For the LIF calculations,
the quantum efficiency from the A2�+ electronic level was

17

FIG. 4. Dependence of the square root of the ERE-CARS signal and the LIF
signal on composition of the NO/N2/O2 or NO/N2/CO2 jet flow. The NO
concentration was 1000 ppm for all ERE-CARS measurements.
calculated using a fluorescence lifetime of 206 ns and
Downloaded 27 Nov 2006 to 129.92.250.43. Redistribution subject to 
quenching cross sections for collisions of NO with N2, NO,
O2, and CO2 of 0.0074, 43.0 25.1, and 60 Å2,
respectively.18–20 The square root of the ERE-CARS signal is
nearly independent of the electronic quenching rate. This re-
sult confirms a very significant advantage for the application
of NO ERE-CARS in high-pressure combustion environ-
ments where the collisional quenching rate can vary rapidly
as a function of both space and time. Similar quenching in-
dependence of ERE-CARS signal of hydroxyl radical �OH�
was theoretically suggested by Attal-Treout et al.21

In summary, we find that the NO ERE-CARS signal is
essentially independent of the electronic quenching rate,
even when the quenching rate varies by more than two or-
ders of magnitude. The ERE-CARS signal actually increases
slightly or remains constant as the O2 or CO2 concentration
increases. This result is in contrast to the LIF signal, which is
inversely proportional to the collisional quenching rate. This
finding is very significant for the application ERE-CARS for
the detection of NO in high-pressure combustion environ-
ments where the electronic quenching rate can vary rapidly
as a function of both space and time. Moreover, the proposed
ERE-CARS technique also looks promising for the detection
of hydrocarbon molecules �such as C2H2 and C6H6� in react-
ing flows that are very important for understanding the
mechanism of soot formation.
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ABSTRACT An all-solid-state continuous-wave (cw) laser sys-
tem for mid-infrared absorption measurements of the carbon
monoxide (CO) molecule has been developed and demon-
strated. The single-mode, tunable output of an external-cavity
diode laser (ECDL) is difference-frequency mixed with the
output of a 550-mW diode-pumped cw Nd:YAG laser in a pe-
riodically poled lithium niobate (PPLN) crystal to generate
tunable cw radiation in the mid-infrared region. The wavelength
of the 860-nm ECDL can be coarse tuned from 860.782 to
872.826 nm, allowing the sensor to be operated in the spec-
tral region 4.4–4.8 µm. CO-concentration measurements were
performed in CO/CO2/N2 mixtures in a room-temperature gas
cell, in the exhaust stream of a well-stirred reactor (WSR)
at Wright-Patterson Air Force Base and in a near-adiabatic
hydrogen/air CO2-doped flame. The noise equivalent detec-
tion limits were estimated to be 1.1 and 2.5 ppm per meter for
the gas cell and flame experiments, respectively. These limits
were computed for combustion gas at 1000 K and atmospheric
pressure assuming a signal-to-noise ratio of 1. The sensor un-
certainty was estimated to be 2% for the gas-cell measurements
and 10% for the flame measurements based on the repeatability
of the peak absorption.

PACS 07.07.Df; 42.62.Fi; 42.65.Ky; 42.72.Ai

1 Introduction

Increasing concern over the environmental impact
of combustion emissions has brought many new governmen-
tal regulations in recent years. In response to these restric-
tions, manufacturers are producing new equipment capable
of extremely low levels of pollutant emissions. Currently, ad-
vanced power-generating gas turbines emit less than 10 ppm
of nitric oxide (NO) and carbon monoxide (CO). These emis-
sion levels lie near the lowest detection limit of the current
sensor technology.

Diode-laser-based absorption sensors are non-intrusive,
and they offer high sensitivity and the potential for combus-
tion control through real-time measurements of trace species.

� Fax: (765) 494-0539, E-mail: lucht@ecn.purdue.edu

Several groups have been pursuing research for the detection
of CO using tunable infrared diode-laser spectroscopy. Mihal-
cea et al. [1, 2] developed a diode-laser-based absorption sys-
tem capable of CO detection using a tunable external-cavity
InGaAsP diode laser in the spectral range 1.49–1.58 µm. The
CO transitions in the second overtone band (1.3–2 µm region)
are four orders of magnitude weaker than those in the fun-
damental band. Furthermore, the spectral interference from
major species such as carbon dioxide (CO2) and water (H2O)
are very strong in this spectral region, making it difficult to
extract quantitative concentration of CO from the experimen-
tal spectrum. Several groups [3, 4] have also taken advantage
of the CO2 and H2O interferences to perform multi-species
detection using a similar laser system.

Transition lines in the first-overtone band of CO are one
to two orders of magnitude stronger than those in the second-
overtone band, and several transitions in the R branch are
isolated from spectral interferences from CO2 and H2O. Wang
et al. [5, 6] performed absorption measurements on the first-
overtone band of the CO molecule using room-temperature,
continuous-wave (cw), single mode InGaAsSb/AlGaAsSb
diode lasers operated near 2.3 µm in an atmospheric pressure
ethylene/air flame. The concentrations of CO were deter-
mined by interrogating two transitions in the first-overtone
region. The R(30) CO transition at 4343.81 cm−1 was used
for measurements in the post-flame region (1.5 cm above the
burner surface). The R(15) CO transition at 4311.96 cm−1

was used for measurements in the exhaust duct (120-cm-long
duct located 79 cm from the burner surface). For measure-
ments in the post-flame zone, CO concentrations in rich
flames were in good agreement with the chemical-equilibrium
predictions. For direct-absorption measurements in the ex-
haust, a detection limit of 1.5 ppm-m at 470 K was demon-
strated for a measurement time of 0.1 s with a detection
bandwidth of 50 kHz. By using wavelength-modulation-
spectroscopy techniques, system sensitivity of 0.1 ppm-m
was achieved for a total measurement time of 0.4 s and a de-
tection bandwidth of 500 Hz. For some years after this study,
no DFB diode lasers were available near 2.3 µm. Currently,
distributed feedback (DFB) diode lasers near 2.3 µm are com-
mercially available [7, 8]. Ebert et al. [9] have used this new
generation DFB lasers to interrogate the R(30) CO transition.
They performed direct-absorption measurements of CO con-
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centrations in the post-combustion chamber of a hazardous
waste incinerator achieving a detection limit of 6.5 ppm for
a 1.0 s measurement time through a 2.5 m optical path length.

To access the fundamental band (near 4.6 µm) of carbon
monoxide, lead-salt diode-lasers are available and have been
extensively used [10–14]. Although successful in detecting
CO, the use of in situ sensors based on lead-salt diodes has
been limited due to operational complexity, the requirement
of cryogenic cooling of the lasers, and multimode operation of
the laser system. The recent development of quantum-cascade
distributed-feedback (QC-DFB) lasers has allowed spectro-
scopic monitoring of CO in ambient air and flames [15, 16];
however, cw non-cryogenic versions of these systems are still
not available.

A second strategy to obtain mid-infrared radiation is by
nonlinear optical parametric frequency conversion; this strat-
egy offers broad tunability, narrow linewidth, broadband para-
metric gain, efficient continuous-wave (cw) single-pass con-
version, near-room-temperature operation, and the use of
many mature laser technologies to seed the nonlinear con-
version to IR [17]. Several groups have reported spectro-
scopic measurements of H2O, CO2, CO, NO, C2H2, C6H6,
CH4, C2H4, OCS [18], and other molecules in the IR region
using difference-frequency-mixing (DFM) sources. Schade et
al. [19] used a AgGaS2 crystal to obtain DFM radiation in
resonance with line P(28) in the fundamental band of CO
at 2022.914 cm−1. In a similar but modular set up, Kelz et
al. [20] used the same birefringent nonlinear crystal, AgGaS2,
to address the spectral region around 4.76 µm. These sys-
tems produced low levels of mid-IR radiation from moderate
power diode lasers. Schade et al. used 30- and 50-mW in-
put beams to produce 200 nW, while Keltz et al. typically
produced >100 nW of mid-IR radiation from 20- and 6-mW
beams.

Quasi-phase-matched (QPM) materials have many advan-
tages for the production of mid-infrared radiation through
nonlinear conversion. QPM materials (e.g., LiNbO3, LiTaO3,
KTiOPO4, RbTiOAsO4) can be engineered to use the larg-
est nonlinear susceptibility component of the material. The
power-conversion efficiency of DFM processes in QPM peri-
odically poled lithium niobate (PPLN) is typically one order
of magnitude higher than the conversion efficiency in birefrin-
gent materials [18].

Absorption sensors based on the use of a PPLN crys-
tal to produce mid-infrared radiation in a DFM process
have been applied for the detection of trace gases [21–23].
Petrov et al. [24] investigated the feasibility of applying of
a diode-pumped mid-IR difference-frequency-mixing (DFM)
source based on a periodically poled LiNbO3 (PPLN) crys-
tal to detect atmospheric CO, N2O, and CO2. Their tun-
able mid-IR DFM source mixed a diode-pumped Nd:YAG
ring laser (220 mW at 1064 nm) and 820 mW from a high
power GaAlAs tapered amplifier seeded at 860 nm by a diode
laser that allows for fast-frequency tuning by means of cur-
rent modulation. A maximum of 8 µW were measured at
4.5 µm; however, CO-concentration measurements were typ-
ically performed with 3 µW of mid-IR power. With this sys-
tem Petrov et al. accessed the CO fundamental band at the
R(6) transition near 2169 cm−1. The detection sensitivity of
5 ppb −m/

√
Hz was extrapolated based on rms noise meas-

ured in the 2 f spectra under interference-free conditions in
the 4.31–4.63 µm spectral region.

The system described here is based on the DFM of two
near-infrared solid-state lasers in a PPLN crystal to pro-
duce tunable laser radiation in the 4.2–4.8 µm spectral re-
gion. The sensor system takes advantage of a new, compact
diode-pumped Nd:YAG laser system and the incorporation
of an external-cavity diode laser (ECDL) that allows for fre-
quency tuning. The application of this sensor to mid-infrared,
single-pass direct optical absorption measurements of the
CO molecule is discussed in this paper. Preliminary CO-
concentration measurements have been previously reported
in laboratory and real combustion conditions [25] including
an operating gas turbine [26]. Three experiments are dis-
cussed here. These are: (1) CO/CO2/N2 mixtures in a room-
temperature gas cell, (2) in the exhaust of a well-stirred reactor
(WSR), and (3) in a near-adiabatic hydrogen/air CO2-doped
flame. Spectral interferences were investigated in detail in the
CO2-doped flame measurements, and CO spectral lines with
minimal CO2 and H2O absorption interferences were identi-
fied. The simplicity and relatively low cost of the DFM-based
sensor described here make it an attractive system that is po-
tentially applicable to numerous other interesting molecules
in the infrared spectral region.

2 Experimental system and procedure

2.1 CO-sensor system

The schematic diagram of the experimental sys-
tem is shown in Fig. 1. The mid-IR sensor system is based on
DFM of the laser radiation from a 1064-nm, diode-pumped,
500-mW Nd:YAG laser system (IRCL-1064-500-S from
CrystaLaser LC) and a tunable, 860-nm ECDL (DL-100 from
Toptica Photonics AG) in a periodically poled lithium niobate
(PPLN) crystal (Deltronic Crystal Industries Inc.). The PPLN
crystal is 40 mm long, 0.5 mm thick, and has a quasi-phase-
match period of 22.8 µm.

FIGURE 1 Experimental system for the CO-absorption measurements.
f1 = +25.4 mm, f2 = +50.2 mm, f3 = +300 mm, f4 = +150 mm, f5 =
+200 mm, and f6 = +150 mm
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The vacuum wavelength of the 1064-nm Nd:YAG laser
was measured to be 1064.664 nm using a Burleigh WA-1000
cw wavemeter. The major advantages of the diode-pumped
Nd:YAG system are its excellent beam quality (TEM00), nar-
row bandwidth (< 10 kHz), stability (< 2% over 24 h), com-
pactness (3 ×3 ×12 cm), operability (no special cooling re-
quired), and reliability. The wavelength of the ECDL system
can be tuned coarsely so that the DFM output beam can be
tuned into resonance with various CO transitions in the fun-
damental band. The bandwidth of the ECDL output radia-
tion was specified by the manufacturer to be ∼ 1 MHz. The
frequency spectrum of the ECDL was constantly monitored
with a Burleigh SA Plus spectrum analyzer (2-GHz free spec-
tral range) as the ECDL output was scanned, typically, over
a mode-hop-free tuning range of 12 GHz. The use of a 36-dB
Faraday isolator was required to block the back reflections
into the ECDL and ensure single-mode operation. With the
use of the isolator, no spectral jitter was observed while tuning
the ECDL laser.

Several factors were considered to optimize the DFM con-
version in the PPLN crystal. Both fundamental beams were
carefully overlapped on a dichroic mirror and then focused
using a plano-convex 300-mm-focal-length lens in the mid-
dle of the PPLN crystal. With this lens, the Rayleigh ranges
of the fundamental beams were approximately 17 mm, which
is approximately equal to one-half of the length of the PPLN
crystal. The waist diameters of the beams were just small
enough to be contained within the crystal body. To correct
for the different focusing characteristics of the 860-nm and
1064-nm beams, a telescope was used in the 1064-nm beam
path to adjust the 1064-nm beam waist position and size. The
telescope consisted of two bi-convex lenses with focal lengths
of +25.4 mm and +50.2 mm.

An alignment procedure was developed to ensure proper
spatial overlap of the fundamental beams in the crystal. A vis-
ible HeNe laser included in the optical path of the 1064-nm
beam was used to facilitate the alignment of the sensor. For
coarse alignment, two apertures were placed before and after
the PPLN crystal. Both input beams were directed through
the center of these apertures. Two mirrors in the optical path
for each input beam provided enough degrees of freedom to
align the lasers through these apertures. Thus, the 860-nm
and 1064-nm beams were roughly collinear and focused close
to the same axial location. A 150-µm-diameter pinhole was
then used to perform more precise alignment of the beams.
Since the waist of the input beams was larger than the pin-
hole diameter, the beam was partially blocked. Maximum
power transmission through the pinhole indicated the pos-
ition of the center of the beam in the radial direction. By
comparing the peak transmitted power measurements at dif-
ferent axial locations, we found the beam waist. The waist
of the 860-nm beam was determined by the beam diameter
and the f = +300 mm focusing lens; the waist location of
this beam was fixed for a specific ECDL wavelength set-
ting. The axial location of the 1064-nm beam waist was then
determined. The spacing of the lenses in the 1064-nm tele-
scope was then adjusted so that the location of the 1064-nm
beam waist coincided with the axial location of the 860-nm
beam waist. The collinearity of the 1064-nm and 860-nm
beams was then checked by using the pinhole in the positions

12.5 mm before and after the waist location. Typically the
paths of the 860-nm beam and HeNe laser were adjusted to
match the path of the 1064-nm beam. Next, the PPLN crystal
was placed in the system with its center at the axial loca-
tion of the waist of the input beams. The oven that housed
the PPLN crystal was mounted on a kinematic mount with
five degrees of freedom to allow precise orientation of the
PPLN crystal. The constant-temperature oven allowed adjust-
ment of the longitudinal spatial period of the crystal structure
to optimize the DFM process for a particular combination of
fundamental frequencies. The polarizations of the 1064-nm
and 860-nm beams were also adjusted to optimize DFM in
the PPLN crystal. Half-wave plates were located in the beam
paths upstream of the dichroic mirror to allow adjustment of
the polarization of each beam. The 1064-nm Nd:YAG laser
power was measured to be 570 mW. However due to the po-
larization characteristics of the dichroic mirror and the DFM
process, the polarization was adjusted to maximize the DFM
efficiency, thus sacrificing some power in the transmission
through the dichroic mirror. The actual 1064-nm power meas-
ured in front of the PPLN entrance face was 320 mW. Sim-
ilarly, some ECDL power was lost in the reflection from the
dichroic mirror because the polarization was adjusted to max-
imize the DFM efficiency. The power values for the ECDL
listed in Table 1 were measured just in front of the PPLN
crystal.

The mid-infrared radiation generated in the PPLN crys-
tal was collimated using a plano-convex calcium fluoride
(CaF2) lens ( f = +150 mm) after exiting the PPLN crystal.
The mid-infrared beam was then split into a “signal” beam
and a “reference” beam using a 50-50 beamsplitter. The sig-
nal beam was directed through the “test region”. In this paper
three “test regions” are discussed: i) a gas cell filled with
a mixture of CO and other buffer gases, ii) the exhaust of
a well-stirred reactor (WSR), and iii) the post-flame region of
a hydrogen/air flame doped with CO2. The signal beam was
focused using a plano-convex CaF2 lens with a focal length of
150 mm onto a cryogenically cooled InSb detector after pass-
ing through a long-wave-pass filter. The reference beam was
focused using a plano-convex CaF2 lens with a focal length of
200 mm onto a second InSb detector, again after being trans-
mitted through a long-wave-pass filter. The filter, with cut off
at 3.5 µm, rejected the 860-nm and 1064-nm beams; in add-
ition the InSb detectors had a cut off at 5.4 µm, thus effectively
behaving as a broad-band filter.

The detectors used (KISDP-1-J1 from Kolmar Tech-
nologies, Inc,) were InSb detectors with an active area of
0.01 cm2. The responsivity of both detectors was matched
within 5% of each other; the responsivity at peak wavelength
was 3.93 A/W. To avoid electrical noise, this model included
an integrated transimpedance amplifier. These detectors were
cooled with liquid nitrogen to operate at 77 K. The bandwidth
of these detectors was 5 MHz nominal at −3 dB and the detec-
tion limit D∗ = 6.2 ×1010 cm (Hz)1/2/W. This corresponds
to a noise-equivalent-power (NEP) of 4 nW; this NEP is at
least 20 times smaller than the generated mid-IR radiation (see
Table 1.) The use of cryogenically cooled detectors is con-
venient but not a limiting factor in the development of the
CO-sensor. Currently, there are commercially available detec-
tors that are thermoelectrically cooled and offer detectivities
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Experimental Test CO Transition mid-IR ECDL
Situation Name Position generated Diode Wavelength Power

[cm−1] (µm) power [µW] ID [nm] [mW]

CO2 gas cell – 2332.990 2.380 JJ82 852.831 80.0
measurements# (4.286)

Room-temperature R(23) 2224.7127 0.897 JJ82 860.782 58.0
gas cell (4.494)

Well Stirred R(11) 2186.6390 0.089∗ 2624 863.612 32.3
Reactor (WSR) (4.573)

Hydrogen/air P(19) 2064.3969 0.134 2624 872.826 14.4
CO2-doped flame (4.844)�

# ECDL settings, as delivered
∗ Output face of the PPLN crystal was chipped
� For this wavelength, the ECDL grating was severely tilted, affecting the cavity performance and beam shape

TABLE 1 Experimental parameters of the CO-sensor for the experiments presented in this study

of D∗ = 1 ×1010 cm (Hz)1/2/W [27] for which the shot-noise
limit is well under the system performance.

An optical chopper, controlled at 500 Hz, was placed in the
path of one of the fundamental beams. The signals from the
InSb detectors were processed using lock-in amplifiers (Stan-
ford Research Systems SR830) referenced to the synchroniza-
tion signal from the optical chopper. The use of the lock-in
amplifiers improved the signal-to-noise ratio (SNR) by re-
jecting the noise components with frequencies different than
the chopper frequency. For a mid-infrared power of 250 nW
incident on the signal detector, the use of phase-sensitive de-
tection reduced the noise by a factor of three as compared to
directly reading the detector signal. The output of the lock-
in amplifier was recorded using a computer-controlled digital
oscilloscope (Tektronix TDS 3014).

The ECDL was delivered with an optimized wavelength
of 852.831 nm and a power output of 80 mW. With this con-
figuration the initial system produced 2.3 µW at 4.286 µm.
Later, a diode laser with output centered at 862 nm was pur-
chased and installed in the ECDL assembly. With these two
diodes, the ECDL wavelength was coarse tuned within the
range 852.8–872.8 nm. Table 1 summarizes the sensor con-
figuration and operating characteristics for the measurements
discussed in this paper. In this range the DFM output ra-
diation was close to resonance with transition lines in the
R- and P-branch of the fundamental CO band. Lines tested in
the spectral range 4.49–4.84 µm included the R(25), R(24),

ωoτ Sτ (296) γ 0
CO−air γ 0

CO−CO Eη′′ n

[cm−1] [µm] [cm−1/molecule cm−2] [cm−1/atm] [cm−1/atm] [cm−1]

R(25) 2230.5258 4.483 5.895×10−21 0.0440 0.0500 1247.0592 0.69
R(24) 2227.6386 4.489 9.011×10−21 0.0445 0.0505 1151.3150 0.69
R(23) 2224.7127 4.494 1.350×10−20 0.0450 0.0510 1059.3718 0.69
R(20) 2215.7044 4.513 4.018×10−20 0.0480 0.0537 806.3828 0.69
R(11) 2186.6390 4.573 3.314×10−19 0.0579 0.0634 253.6672 0.69
P(18) 2068.8469 4.833 6.601×10−20 0.0522 0.0578 656.7892 0.69
P(19) 2064.3969 4.844 4.880×10−20 0.0513 0.0565 729.6774 0.69
P(13)∗ 2064.5839 4.843 1.282×10−23 0.0574 0.0623 2489.7831 0.69

∗ This is a hot-band transition from v′′ = 1 to v′ = 2, and it can only be detected at high temperatures

TABLE 2 Spectroscopic parameters retrieved from HITRAN database [30] for some selected transitions in the fundamental band of 12C16O. These
transitions (τ) correspond to v′′ = 0 to v′ = 1 with ∆J = ±1

R(23), R(20), R(11), P(18), and P(19) transitions, as listed in
Table 2.

2.2 Data processing

In general, data processing refers to the compari-
son of the measured absorption spectrum with the theoretical
prediction of Beer’s law:

I(ω, 0)− I(ω, l)

I(ω, 0)
= 1 − exp(−kωl) , (1)

where l is the path length, I(ω, 0) and I(ω, l) are the spec-
tral intensities at zero and l, respectively, and kω is the spec-
tral absorption coefficient given by the product of the line
strength and the line profile which accounts for broaden-
ing [28]. A computer code for the analysis of the absorption
spectrum was developed. For calculation of the absorption
spectrum, the line shape was assumed to be a Voigt profile.
The Voigt profile was computed using the routine developed
by Humlicek [29]. The absorption code incorporates spectro-
scopic line parameters from the HITRAN/HITEMP database
for CO and CO2, which is an update to the HITRAN96
database [30]. The HITRAN database was updated in 2001
and 2004. The spectral line parameters for the CO molecule
were not changed from the 1996 version in the first up-
date [31]. For CO in the fundamental band, the 2004 HITRAN
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update has improved the accuracy of the collisional broaden-
ing coefficients from 2–5% in the 1996 version to 1.3–2.5% of
experimental values [32].

The code was designed to calculate the absorption spec-
trum of CO and CO2 in a given spectral region using tempera-
ture, pressure, path length, and gas-mixture composition as
input parameters. It is necessary to consider the gas-mixture
composition because of the effect of other species on the col-
lisional broadening of CO. HITRAN provides the coefficients
for self- (CO−CO; γ o

CO−CO, in cm−1/atm) and air- (CO−air;
γ o

CO−air, in cm−1/atm) collisional broadening at 296 K, as well
as the coefficient n of temperature dependence of the air-
broadened halfwidth. The collisional broadened half-width at
half-maximum (HWHM) [γ(T, P)] is calculated as suggested
by Rothman et al. [30] by

γ(T, P) =
(

296

T

)n [
γ o

CO−air(P − PCO)+γ o
CO−CO PCO

]
, (2)

where T [K] is the gas temperature, P [atm] is the total mix-
ture pressure, and PCO [atm] is the partial pressure for CO.

In the combustion of hydrocarbon fuels, it is reasonably
assumed that the molecular composition of the products will
be dominated by water, carbon dioxide and nitrogen; none of
which is properly accounted for by (2). Proper computation
of the collisional broadening of CO requires knowledge of the
flame composition and for the target CO transition, the col-
lisional broadening coefficient (γ o

CO−species) of CO by every
species present in the mixture. To account for the collisional
broadening by other species, the correction factors GCO and
GCO2 were introduced to correct the collisional width calcu-
lated from the HITRAN parameters. γ(T, P) is multiplied by
the correction factor GCO and the collisional linewidth ∆νc

[cm−1] full-width at half-maximum (FWHM) is calculated by
(a similar equation applies for CO2 absorption)

∆νc = 2 ·γ(T, P) · GCO (3)

GCO = 1 corresponds to a gas mixture composed of CO and
synthetic air (79% N2 and 21% O2). The GCO factor is used
as a fitting parameter in the absorption code and to verify
the code performance a series of gas-cell measurements were
carried with CO/N2 mixtures. In these measurements, GCO
corrected for CO−N2 broadening as opposed to CO−air; re-
sults are shown in Sect. 3.1. It is important to emphasize that
the behavior of GCO is very complex since it is dependent on
the mixture composition and the particular CO transition be-
ing interrogated.

By varying the input parameters, the theoretical absorp-
tion spectrum that is the best-fit to the experimental absorption
spectrum is found. Depending on the particular experimen-
tal conditions, some parameters were known and fixed. The
remaining parameters were adjusted in two steps. An evolu-
tionary algorithm [33, 34] was performed for 50 generations
with 100 sets per generation. Subsequently, the Levenberg–
Marquardt method [35, 36] was applied, initialized by the
best-parameters set found by the evolutionary routine.

To assess the sensor detection limit, the rms value of the
best fit was calculated. The root-mean-square (rms) refers to
the square root of the mean squared deviation of the measured
absorption spectrum from the best fit value. The detection

limit was defined for the signal-to-noise (SNR) ratio of one,
and the noise quantified by the rms value is an indication of
the minimum detectable absorption. To evaluate the detection
limit for the sensor, this rms value is considered to be equal
to the peak absorption for a given transition under combus-
tion conditions (i.e., CO/air mixture at atmospheric pressure
and temperature of 1000 K) for a standard path length of one
meter. This standard definition of the detection limit provides
a means for comparison of the performance of the sensor
under different experimental conditions.

3 Experimental results

The CO-sensor has been tested in a well-controlled
room-temperature gas cell and flames in the laboratory. It has
also been successfully tested in realistic combustion environ-
ments such as the exhaust stream of a well-stirred reactor
(WSR).

3.1 Measurements in the room-temperature gas cell

The initial set of CO-absorption measurements was
performed in a 30-cm-long gas cell at room-temperature. The
cell was filled with known concentrations of CO diluted in ni-
trogen at various pressures. Room-temperature gas-cell meas-
urements were initially performed to demonstrate the sensor
operation and to check the performance of the theoretical
code. Numerous CO transitions were investigated in order
to identify those that avoid interferences from CO2 and H2O
molecules at high temperature. For each of these transitions,
experiments were performed first in the room-temperature
gas cell to confirm the wavelength of the ECDL and the
HITRAN/HITEMP spectroscopic line parameters.

For the initial gas-cell measurements, the ECDL grating
was tuned using a 1.3-Hz sawtooth function. As a result of
this scanning of the grating, the generated mid-IR frequency
is tuned back and forth across the absorption feature. Two ab-
sorption traces shown in the figures as “Absorption 1” and
“Absorption 2” are thus obtained. For these direct-absorption
experiments, eight scans were acquired in 3.0 s and averaged
using the digital oscilloscope. The Tektronix digital oscillo-
scope has a resolution of 10 000 data points, and binning 10
neighboring data points in software reduced the read noise. It
was verified that this binning process did not affect the spec-
tral line shapes.

Hanna et al. [25, 37] describe the basic data-analysis tech-
nique used in our CO-absorption work. For gas-cell measure-
ments Hanna et al. acquired the signal and reference traces
for absorbing conditions in the gas cell. The cell was then
evacuated and filled with clean air, then signal and reference
traces were acquired again. The spectral transmission was
then obtained by dividing the ratio of the signal to the ref-
erence traces under absorbing conditions by the ratio of the
signal to the reference traces under non-absorbing conditions
(cell filled with air). This technique requires a measurement
with non-absorbing gas in the test region. In some experimen-
tal situations, such as in the exhaust of a gas turbine engine,
it is not possible or feasible to turn the engine on and off.
Under these conditions a slightly different scheme was used.
The unattenuated portions of the signal scan [I(ω, l)] were
fit using a third-degree polynomial [p(ω)]. To compute the
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FIGURE 2 Normalization scheme.
Panel (a) signal detector traces ac-
quired for the absorbing conditions
of the test region and the polynomial
fit to the unattenuated portions of the
signal trace. (b) The resulting absorp-
tion with its best-fit theoretical shape

third-degree polynomial, the unattenuated regions must be
distinguishable from the regions with absorption features and
the scanning range of the system must be large enough to re-
solve the wings of the transition line.

Figure 2a shows the raw CO transmission data recorded
from the signal detector. The unattenuated regions for the
trace were identified between 2186.4 to 2186.54 cm−1 and
2186.74 to 2186.82 cm−1. Figure 2a includes the fitted poly-
nomial to the unattenuated regions. The absorption in Fig. 2b
was computed using

I(ω, 0)− I(ω, l)

I(ω, 0)
= 1 − I(ω, l)|COscan

p(ω)
. (4)

The scanning range of the ECDL in the CO-sensor system
allowed the determination of unattenuated regions of the ab-
sorption scans. The polynomial fit technique was employed
for the gas-cell measurements.

Figure 3 shows experimental and theoretical spectra for
the R(23) transition of the fundamental band of CO at
2224.7127 cm−1 when the gas cell was filled with a mixture
of 1010 ppm CO in a buffer gas of N2 at pressures of 6.66 kPa
and 13.33 kPa. The specific operating conditions for the sen-
sor are listed in Table 1. This gas mixture was prepared by
Matheson as a “certified standard” with an accuracy of 2%.
The gas cell was at room temperature, and the best fit of the
data corresponds to an average theoretical CO concentration

FIGURE 3 Comparison of the
measured and calculated R(23) tran-
sition in the fundamental band of
CO at 2224.7127 cm−1. The 0.32-m-
long, room-temperature gas cell was
filled with a mixture of 1010 ppm
CO and N2 at pressures of (a)
6.66 kPa and (b) 13.33 kPa

of 1004 ppm. The estimated uncertainty in the experimental
measurements for the CO concentration is less than 20 ppm
or 2% of the CO mole fraction of 1010 ppm. This estimate
is indicative of the best-fit concentration values obtained
from a series of experiments performed on different days and
for different transitions. The experimental uncertainty is in
part due to the uncertainties of the pressure gage, uncertain-
ties in the theoretical model, and baseline level fluctuations
due to long-term drifts in laser power or optical alignment.
This experimental value is still in good agreement with the
certified gas-mixture concentration, and, as can be seen on
Fig. 3, the theoretical spectral line shape, intensity, and line
width are in excellent agreement with the experimental line
shape.

For the gas-cell measurements, the rms noise in the base-
line was measured to be 0.0017, which corresponds to a noise
detection limit of 1.1 ppm per meter path length in gas at
combustion conditions i.e., 1000 K and 1 atm. This assumes
a signal-to-noise (SNR) ratio of 1 at the detection limit.

The HITRAN [30] database shows that the CO-absorption
lines in the R branch of the fundamental band are separated
by approximately 3 cm−1, which is larger than the mode-hop-
free tuning range of the ECDL. It was not possible to scan over
two neighboring CO transitions, and it was, therefore, difficult
to verify the wavelength of the generated mid-IR beam. By
adding CO2 to the CO/N2 mixture in the gas cell, some weak
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CO2 transitions appeared within the mid-IR scanning range.
The resulting spectrum included both CO and CO2 transitions,
and the wavelength of the DFM-generated mid-infrared radi-
ation was thus verified.

Several CO/N2/CO2 mixtures were probed in a series of
room-temperature experiments in the gas cell. Two of the re-
sulting spectra are shown in Fig. 4. The R(23) transition of
CO is shown at 0 GHz frequency detuning, while the absorp-
tion line observed at approximately −6 GHz corresponds to
the CO2 transition P(51) at 2224.519 cm−1. In this experi-
ment the gas cell was filled with a mixture of CO/N2 until
the gas-cell pressure reached 13.33 kPa. CO2 was then added
until the gas-cell pressure reached 14.66 or 22.66 kPa. For
a final pressure of 14.66 kPa, the mixture composition was
918±30 ppm, 90.8 ±2.3%, and 9.09 ±2.3% for CO, N2, and
CO2, respectively. For the final pressure of 22.66 kPa, the con-
centrations of CO, N2 and CO2 were calculated to be 594±
18 ppm, 58.7 ±1.3%, and 41.17 ±1.3% respectively. The un-
certainties in these calculations were based on the estimated
accuracy of the pressure transducer and the published un-
certainty in the composition of the certified mixture. From
the spectra shown in Fig. 4, it is evident that the agreement
between measured and theoretical line positions, intensities,
and concentrations falls within the estimated experimental
uncertainties.

For the gas-cell measurements, the correction factor GCO

accounts for the fact that nitrogen (N2) is the buffer gas and
not air as assumed in the HITRAN-based absorption code.
From a series of measurements on transition R(23) in the gas
cell, the average of the best-fit GCO value was 1.11. With
this GCO, the N2-broadened halfwidth coefficient (γ o

CO−N2
)

was calculated to be 0.0502 cm−1/atm. This value is 2.41%
lower than the value reported by Varghese and Hanson [11],
but 3.43%, 7.18%, and 6.25% higher than the values from
Hartmann et al. [38], Predoi-Cross et al. [39], and Sinclair et
al. [40] respectively.

For the CO/N2/CO2 mixture experiments the average
best-fit value of GCO was 1.093, thus accounting for the in-
clusion of CO2 in the mixture. By using the measured γ o

CO−N2
for R(23) the CO2-broadened halfwidth coefficient (γ o

CO−CO2
)

was calculated to be 0.0461 cm−1/atm. This number agrees
within 4.3% of the value computed by Hartmann et al. [38]
of 0.0465 cm−1/atm, obtained by interpolation for J = 23.

FIGURE 4 Comparison of the
measured and calculated absorption
for the CO transition R(23) can be
observed at 0 GHz frequency detun-
ing. The absorption line observed at
approximately −6 GHz corresponds
to the P(51) transition from the CO2
molecule at 2224.519 cm−1. For
these experiments the 0.32-m-long
gas cell was filled with a mixture of
CO/N2/CO2 at labeled concentra-
tions for pressures (a) 14.66 kPa and
(b) 22.66 kPa

Experimental data for the γ o
CO−CO2

value have been pub-
lished [41–43] for CO lines in the fundamental band for
J ≤ 19. Our measurements for γ o

CO−CO2
cannot be directly

compared.

3.2 Measurements in the exhaust
of a well-stirred reactor (WSR)

In order to demonstrate the sensor in a more real-
istic combustion environment, CO-measurements were per-
formed in the exhaust stream of a well-stirred reactor (WSR)
at Wright-Patterson Air Force Base (WPAFB). The CO-
sensor was mounted on a 0.6-m by 1.2-m optical breadboard,
and an aluminum enclosure was built to shield the optics
from the environment (i.e., particles, heating, radiation). Dur-
ing testing, a flow of dry air was directed into the enclosure
to maintain a stable operating temperature. Vibrations were
reduced by mounting the sensor on an optical bench and vi-
bration isolation pads.

The exhaust gases from the WSR exited through a 5-cm-
diameter, 30-cm-long ceramic tube. The mid-infrared beam
was directed along the diameter of the tube approximately
3 mm above the tube exit. A B-type thermocouple with
0.02-mm-diameter wires was placed in the exhaust at the same
height as the beam but about 4 mm to the side. An extrac-
tive probe was located in the center of the exhaust stream
approximately 2 cm above the beam height. The probe was
operated in conjunction with non-dispersive IR (NDIR) ana-
lyzer (VIA 510 from Horiba Instruments). The uncertainty of
this probe-analyzer system was estimated to be 3%. With this
instrumentation, the diode-laser-based measurements were
compared with the data from extractive sampling.

High-temperature spectral calculations were performed
using the HITRAN database, and it was observed that the
presence of CO2 introduces significant spectral interfer-
ence for the CO fundamental band R-branch transitions
for J values higher than 14. To avoid CO2 interferences,
the R(11) CO transition at 2186.6390 cm−1 was selected
for the absorption measurements. The 852-nm ECDL was
coarse-tuned to 863.612 nm to achieve mid-IR generation at
2186.6390 cm−1 (see Table 1). The 852-nm diode laser in the
ECDL was replaced with an 862-nm diode. The new diode
was operated at 863.612 nm with 32.3 mW and exhibited
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a mode-hop-free tuning range of 14 GHz. With this power, the
expected mid-IR power was calculated to be 410 nW, a power
drop of 46% based on the mid-infrared power of 900 nW ob-
tained using 58 mW from the ECDL at 860.782 nm. The mid-
infrared power obtained using the 863.612 nm ECDL was
89 nW, almost a factor of five lower than expected. A small
chip in the PPLN crystal face was discovered at the WSR fa-
cility during alignment of the CO-sensor, and this was later
determined to be the primary cause of the low mid-infrared
power.

Given the operational conditions of the reactor, the CO-
absorption transitions were broadened to the extent that the
spectra did not exhibit any regions where attenuation was
negligible, and it was not possible to perform a good poly-
nomial fit for I(ω, 0). The oscilloscope trace of the reference
detector was used in the data-reduction process to determine
I(ω, 0). To account for the background flame emission, the
half-wave plate in the 1064-nm beam path was detuned (∆ϕ)

45◦ so that the mid-IR generated in the PPLN was completely
cancelled. The oscilloscope trace recorded for this condition
served as the baseline for the signal and reference detectors.
The difference between signal-detector [I(ω, l)] trace and its
baseline [I(ω, l)|∆ϕ=45◦] was normalized by the difference be-
tween the reference-detector [I ′(ω,0)] trace and its baseline
[I ′(ω, 0)|∆ϕ=45◦]. In general, the output of the lock-in ampli-
fier was different for the signal and reference traces, and it was
necessary to include a scaling factor in the expression for the
absorption. This factor is the ratio in the denominator of the
right-hand side of

I(ω, 0)− I(ω, l)

I(ω, 0)
= 1 − I(ω, l)− I(ω, l)|∆ϕ=45◦∥∥∥∥∥∥

[
I ′(ω, 0)− I ′(ω, 0)

∣∣
∆ϕ=45◦

]
× I(ω1,l)− I(ω1,l)|∆ϕ=45◦

I ′(ω1,0)− I ′(ω1,0)|∆ϕ=45◦

∥∥∥∥∥∥
(5)

where ω1 is the frequency at which I ′(ω, 0) is maximum. By
using this scaling factor, the reference detector trace was pro-
jected as the trace of the signal detector when no absorption
occurs. This technique assumes that the shapes of the signal
and reference traces were the same if no absorption occurred.
It was found that the unattenuated signal trace and the refer-
ence trace were equal to better than 1% over the entire spec-

FIGURE 5 Comparison of the
measured and calculated CO-ab-
sorption line shape for the R(11)
transition in the fundamental band
at 2186.6390 cm−1. Measurements
were performed 3 mm over the ex-
haust of the WSR at WPAFB over an
absorption path length of 5 cm. Re-
actor was run fuel-rich (a) Φ = 1.401
and (b) Φ = 1.751

tral scan. Therefore the error induced by this data-processing
scheme was minimal.

Figure 5 shows the comparison of the measured and cal-
culated CO-absorption line shape for the R(11) transition in
the fundamental band at 2186.6390 cm−1. The reactor was op-
erated using ethylene at equivalence ratios of Φ = 1.40 and
Φ = 1.75. Due to high CO concentration, almost 100% of the
signal beam was absorbed at the line center. Measurements
could not be made at lower levels of CO because of opera-
tional limitations of the WSR. Due to thermal considerations,
the WSR can only be operated at very fuel-lean (Φ = 0.4 to
0.75) or very fuel-rich (Φ = 1.4 to 1.75) conditions. At lean
operating conditions, the CO concentration was expected to
fall in the range 30 to 60 ppm, with CO2 levels within 6 to 7%.
Under these conditions, spectral interference from CO2 was
strong enough to obscure the CO transitions. The low signal-
to-noise ratio of the measurements due to the low mid-infrared
power and the short path length through the flame were also
factors in our inability to observe the CO transition under fuel-
lean conditions.

For the fuel-rich conditions, the only visible species in the
recorded spectra was CO. While CO2 is present in the exhaust
stream, its concentration was comparable to the CO concen-
tration, and the intensity of the CO2 transitions in this spectral
region are two orders of magnitude smaller than those for
CO. The CO2 concentration, thus, has no effect on the fitting
procedure. The CO concentrations determined from the best-
fit theoretical parameters for experimental curves obtained
from several absorption scans under different fuel-rich con-
ditions agreed to within 15% with the results obtained from
the extractive probe in conjunction with a NDIR analyzer.
Similar discrepancies between probe and diode-laser meas-
urements have been reported previously by Schoenung and
Hanson [44], although Nguyen et al. [45] have reported that
extractive sampling probes underestimate CO concentration
by a factor of 10.

The temperatures reported in Fig. 5 are the readings from
the thermocouple and were not corrected for radiation be-
cause the thermocouple was located at a different position
than the beam path. They were only used as an initial guess
for the best-fit procedure. The resulting best-fit temperatures
were consistent to within 100 K for the WSR experiments.
Notice that for the best fit on Fig. 5, the GCO factor is larger

272



BARRON-JIMENEZ et al. Application of DFM for CO detection at 4.4–4.8 µm 193

than 1 and accounts for line broadening by species other than
CO and air. Notice also that the GCO is reduced as expected
when the CO2-to-CO concentration ratio decreases towards
higher equivalence ratios.

For the WSR measurements, the intrinsic noise to the best
fit (rms) was calculated to be 0.039. This corresponds to a de-
tection limit of 21 ppm-m for gas at 1000 K, assuming a SNR
of 1. The decrease in sensitivity during the field measurements
is due in part to noise and vibrations from the combustion
equipment. However, the low value of the generated mid-IR
power due to the chipped PPLN crystal was the most signifi-
cant factor in the increase of the detection limit.

3.3 Measurements in H2/air/CO2 flames

CO measurements were also performed in near
adiabatic H2/air/CO2 flames to investigate high-temperature
CO2 interferences in detail and identify CO lines with min-
imal interferences. The detection of CO in high-temperature
hydrocarbon/air flames using diode-laser probes has been re-
ported by many groups [10, 12, 44, 46, 47]. CO concentrations
in these flames are adjusted by controlling the equivalence
ratio. CO concentrations in the range of 1% to 15% are meas-
ured, and at the edge of the flames the CO concentrations are
the lowest. Recently, Wehe et al. [16] used a rich hydrogen/air
diffusion flame to simulate the exhaust of a gas turbine. Their
flame was cooled with added nitrogen to achieve a tempera-
ture of approximately 1150 K, measured with a thermocouple.

FIGURE 6 Comparison of meas-
ured and calculated CO-absorption
line shapes for the P(19) (at 0 GHz)
transition in the fundamental band at
2064.3969 cm−1 and the P(13) (at
5.5 GHz) transition of the v:2 ← 1
band at 2064.583 cm−1 [30]. CO-
absorption measurements were per-
formed at 5 mm from the surface of
the Hencken burner through a path
length of 5 cm. The equivalence ratio
of these flames is (a) Φ = 0.81,
(b) Φ = 1.34, and (c) Φ = 1.54.
The composition of the hydrogen/air
flames is given in Table 3. For
these flames the inlet CO2 flow is
1.0 l/min

CO2 was seeded into the burner and CO was formed by dis-
sociation. In this flame Wehe et al. reported a measurement of
27 ppm of CO in a 1.2-m folded path length using a quasi-cw
quantum-cascade laser at 4.62 µm.

In the current study, a H2/air/CO2/N2 flame was sta-
bilized on a Hencken burner. The flame produced by the
Hencken burner is flat, uniform, steady, and nearly adia-
batic [48]. A hydrogen/air flame with added CO2 and N2
allows for adjustment of the CO concentrations by varying the
CO2 flow and adjustment of the flame temperature by varying
the N2 flow. This flame was ideal for testing of the CO-sensor
since in addition to controlling the CO concentration it also
offered a high temperature environment with a high concen-
tration of CO2.

To perform CO-concentration measurements in the flames,
the ECDL was coarse tuned to 872.826 nm so that the gen-
erated mid-IR radiation was in resonance with the P(19)
transition in the fundamental vibrational band of CO at
2064.3969 cm−1 [30]. Tuning the mid-IR radiation to the
wavelength of this particular transition was advantageous
because of the absence of CO2 absorption lines in this re-
gion. Furthermore, within the scanning range of the sensor
the P(13) transition of the v:2 ← 1 band at 2064.583 cm−1

emerges at high temperatures, offering independent verifi-
cation of the mid-IR wavelength and the opportunity for
performing two-line thermometry.

To address the P branch, some modifications to the sen-
sor layout were performed. A different PPLN crystal with
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Φ Burner inlet flows [l/min] XCO2 XCO [ppm] Fig.

H2 Air N2 CO2 [%]* (meas. at 5 mm)

0.81 25 72 0 1 1.02 2540 6a
1.15 23 65 28 2 1.69 4500 7a

23 65 28 3.5 2.93 5820 7b
23 65 28 4.9 4.06 9400 7c

1.34 40 85 20 1 0.68 8340 6b
40 85 20 2 1.36 7040 –
40 85 20 3 2.03 11 900 –

1.54 32.3 67.9 28.8 1 0.77 9850 6c
32.3 67.9 28.8 1.9 1.45 7220 –
32.3 67.9 28.8 2.5 1.90 9990 –
32.3 67.9 28.8 3.4 2.57 15 790 –

∗ Calculated mole fraction of carbon dioxide in the reactants

TABLE 3 Composition of the flames stabilized in the Hencken burner

a quasi-phase-match period of 22.1 µm was used to achieve
DFM generation in the 4.8-µm region. The ECDL grating was
severely tilted in order to obtain laser radiation at 872.862 nm
from the diode laser with a nominal wavelength of 862 nm.
The severe tilting of the grating caused the power of the ECDL
to decrease to 14.4 mW while the shape of the beam was dis-
torted. The ECDL tuning capabilities were degraded so that
the scanning frequency was reduced to 260 mHz to obtain
about 9 GHz of single-mode hop-free tuning range in only
the region of the scan where the laser frequency was decreas-
ing. Under these conditions the generated beam at 4.8 µm had

FIGURE 7 Comparison of the
measured and calculated CO-ab-
sorption line shapes for the P(19) (at
0 GHz) transition in the fundamen-
tal band at 2064.3969 cm−1 and the
P(13) (at 5.5 GHz) transition of the
v:2 ← 1 band at 2064.583 cm−1 [30].
Measurements were performed 5 mm
above the surface of the Hencken
burner in a fuel-rich (Φ = 1.15)

hydrogen/air CO2-doped flame. The
path length through the flame was
estimated to be 5 cm. Flames com-
position is given in Table 3. The
flow of dopant CO2 was adjusted
to (a) 2.0 l/min, (b) 3.5 l/min, and
(c) 4.9 l/min to change the CO con-
tent of the flame

a power of 134 nW as compared to 2.38 µW at 4.2 µm (see
Table 1). For the flame measurements, data were acquired for
a time period of 13.4 s. Typically, seven traces were consecu-
tively acquired and averaged by the software. Binning of ten
neighboring data points was performed to reduce oscilloscope
read noise.

Due to the limited scanning range and the presence of two
CO transitions, the recorded spectra acquired using the signal
detector did not exhibit any regions with negligible attenua-
tion needed to perform a polynomial fit for I(ω, 0). Instead of
a polynomial fit, the signal detector was used to record I(ω, 0)

since the burner can be easily extinguished and then reignited.
The flame was ignited and data were recorded with the signal
detector [I(ω, l)]. To account for flame emissions, the mid-
IR generation was cancelled (see Sect. 3.2) and the baseline
spectrum was acquired [I(ω, l)|∆ϕ=45◦]. The baseline was sub-
tracted from the signal trace. Then the flame was extinguished
and an oscilloscope trace of the signal detector was acquired
with no flame and no CO in the test region (similar concept as
in Hanna et al. [25]). Absorption was then calculated using

I(ω, 0)− I(ω, l)

I(ω, 0)
= 1 −

[
I(ω, l)− I(ω, l)|∆ϕ=45◦

]
flame[

I(ω, l)− I(ω, l)|∆ϕ=45◦
]

no-flame

.

(6)

A series of CO-concentration measurements were performed
in different flames as described in Table 3. The flames were
stabilized at equivalence ratios of Φ = 0.81, 1.15, 1.34, 1.54
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FIGURE 8 Comparison of the
measured and calculated CO-ab-
sorption line shapes for the P(19) (at
0 GHz) fundamental band transition
at 2064.3969 cm−1 and the P(13) (at
5.5 GHz) transition of the v:2 ← 1
band at 2064.583 cm−1 [30]. Meas-
urements were performed 25 mm
above the surface of the Hencken
burner. The path length through the
flame was estimated to be 5 cm. Pan-
els (a), (b) compare directly to the
corresponding panels of Fig. 7

for CO2 flow rates of 1.0 to 4.9 standard liters per minute
(SLM). For these flames, the diode-laser sensor was used to
measure flame CO concentrations in the range of 2540 ppm to
16% at 5 mm from the burner surface.

Figures 6, 7, and 8 show the measured and calculated ab-
sorption spectra for the P(19) fundamental band and P(13)
v:2 ← 1 band CO transitions at 0 and 5.5 GHz frequency de-
tuning, respectively. Measurements were performed at 5 mm
from the burner surface. The absorption path length through
the flame was 5 cm, corresponding to a single pass. Figure 6
shows three different flames with equivalence ratios of a)
0.81, b) 1.34, and c) 1.54. For these flames the flow rate of
carbon dioxide was 1.0 SLM. The lower measured CO con-
centration and flame temperature were observed for the flame
with Φ = 0.81. The flow rates used to produce the Φ = 0.81
flame were at the limit of the burner stability, and the flame
was close to the blow-off limit. Under these conditions the
flame was difficult to operate. To achieve stable flames with
lower CO concentrations, several fuel–oxidizer ratios were
tried. Figure 7 present fuel-rich flames with an equivalence
ratio of 1.15. The fuel stream was prepared by mixing 23.0

FIGURE 9 Measured CO concentration for the H2/air/CO2 flames as
a function of the CO2 mole fraction in the inlet flow. Measurements were
performed with the mid-infrared sensor at 5 mm from the top of the burner

SLM of hydrogen (H2) and 28.0 SLM of nitrogen (N2). The air
flow and the CO2 flow were mixed to form the oxidizer stream.
In this series of experiments, the air flow was 65.0 SLM and
the CO2 flow rate was varied from 2.0 to 4.9 SLM.

Figures 6 and 7 show the comparison of the experimental
CO spectrum with the best-fit theoretical spectrum for meas-
urements at 5 mm from the burner surface. As shown in Figs. 6
and 7, the theoretical spectral line shape, intensity, and line
width of both absorption features are in excellent agreement
with the experimental data. The rms noise standard devia-
tion of the experimental spectrum from the best-fit theoretical
spectrum shown in Figs. 6 and 7 was measured to be 0.004.
Assuming SNR = 1 the detection limit was computed to be
2.5 ppm-m for gas at 1000 K. Based on the repeatability of
the data from several tests under identical flow conditions,
the uncertainty of the peak absorption was estimated to be on
the order of 10%. For the Φ = 1.15 flame measurements at
an axial distance of 5 mm, the GCO parameter had an aver-
age value of 1.42. As discussed, the GCO parameter depends
on the flame products which in turn are a function of the
reactants composition and flame temperature. In Fig. 6, the
line-broadening factor varies between 1.15 and 1.65 for differ-
ent flame compositions.

Measurements were also performed at 25 mm from the
surface of the burner. Figure 8 a and b show the recorded
spectra at 25 mm for comparison with panels a and b of
Fig. 7, respectively. It can be seen that the CO concentration
at the 25-mm location dropped approximately 40% from the
5-mm location while the rms noise maintained the same 0.004
value.

Figure 9 summarizes the measured CO concentration in
the series of the tested flames. It shows the measured CO con-
centration at 5 mm as a function of the reactant CO2 mole frac-
tion. It is observed that for each flame (Φ = 1.15, 1.34, 1.54)
the measured CO concentration reaches a minimum and then
increases as the inlet CO2 flow to the burner is increased. Re-
call that the CO concentration in the combustion products de-
pends on the flame temperature and the availability of carbon
dioxide. As the input amount of CO2 to the flame increases,
the flame temperature is reduced and less CO is produced.
As more CO2 is added to the burner, more CO is produced
and, as indicated by the sharp gradient in CO concentration for
XCO2 > 1.4%, the production of CO is dominated by the avail-
ability of CO2. Numerical simulations of the Hencken burner
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flames are required to corroborate the measured values of CO
concentration and flame temperature.

4 Summary and future work

A diode-laser-based sensor system for mid-infrared
single-pass direct-absorption measurements of CO has been
demonstrated. The system produces mid-IR radiation in the
4.4–4.8 µm spectral region by difference-frequency mix-
ing of radiation from a near-infrared ECDL and a compact
Nd:YAG laser in a PPLN crystal. The system was tested in dif-
ferent experiments that demonstrate its operation and ability
to detect CO in CO/N2/CO2 mixtures, under combustor ex-
haust conditions, and in high-temperature post-flame regions
with high CO2 concentrations. This paper presents direct
absorption measurements of the fundamental band CO transi-
tions R(23), R(11), and P(19) at 2224.7127, 2186.6390, and
2064.3969 cm−1 respectively.

For the CO-absorption measurements in the room-tempe-
rature gas cell, the uncertainty of the sensor was estimated to
be on the order of 2%. The current detection limit of the sys-
tem in a laboratory environment was computed to be 1.1 ppm
for a 1-m path length through 1000 K combustion gas in a lab-
oratory controlled environment. In similar conditions (i.e.
1 m, 1000 K, 101.3 kPa,) the minimum detectable absorbance
for the system described by Mihalcea et al. [2] would cor-
respond to a detection limit of 8470 ppm. This is due to the
fact that the interrogated transition R(13) in the second over-
tone is 1000 times weaker that transitions in the fundamental
band. By addressing the R(15) CO transition of the first over-
tone band, the DFB based system described by Wang et al. [6]
yielded a minimum detectable absorbance that corresponds
to a detection limit of 1.75 ppm at similar conditions. Line
R(15) in the first overtone is 10 times weaker than line R(23)
in the fundamental band. Wang et al. [6] system used a DFB
laser that allows faster scanning and more power (i.e. 20 mW),
thus compensating for the weakness of the addressed transi-
tion. These comparisons are only for direct absorption meas-
urements whereas, more sophisticated detection schemes im-
prove the detection limit of the instruments.

The CO-sensor system was also successfully tested in
a real combustion environment in the exhaust of the well-
stirred reactor (WSR) at Wright-Patterson Air Force Base
(WPAFB). CO-concentration measurements in the WSR ex-
haust agreed to within 15% with extractive probe and NDIR
measurements. The estimated CO detection limit was 21 ppm-
m for gas at 1000 K. The observed drastic increase in the
detection limit was directly related to the reduction of gen-
erated mid-infrared power. The reduced power was caused
primarily by a chip on the PPLN crystal face. The WSR
absorption measurements are an excellent demonstration of
the operation of the sensor for measurements with short
path length through a very high temperature combustion
exhaust.

Finally, CO-absorption measurements were performed on
near-adiabatic H2/air/CO2/N2 flames. In the 4.8-µm spec-
tral region, spectral interferences of CO2 and H2O were in-
vestigated in detail and CO transitions with minimal CO2
spectral interference were identified. The transition P(19) in
the fundamental band at 2064.3969 cm−1 and the transition

P(13) of the v:2 ← 1 band at 2064.5839 cm−1 were probed
offering the possibility of two-line thermometry, which also
reduces the uncertainty in the spectral-fitting process. The
experimental and theoretical line shapes and intensities are
in excellent agreement. The line broadening parameter was
about 40% greater than the value for air at the same tempera-
ture. The noise equivalent detection limit for the sensor for
the hydrogen/air CO2-doped flame experiments was deter-
mined to be 2.5 ppm-m at 1000 K gas. Numerical simulations
of the Hencken-burner flames will be performed for compari-
son with the absorption measurements.

To enhance the sensitivity of the CO-sensor, an increase in
the generated mid-IR power and better noise discrimination
are required. Future plans include substitution of the diode
laser to improve the mid-IR generation, as well as imple-
mentation of wavelength-modulation spectroscopy (WMS) or
frequency-modulation spectroscopy (FMS) [49]. To increase
the scanning rate and the mode-hop-free tuning range, the use
of a DFB laser is required. To access the P-branch of the CO
fundamental band by DFM, an 860-nm DFB diode-laser has
to be mixed with a 1047-nm Nd:YLF laser source. These two
laser sources had been recently substituted into the CO-sensor
system described, and CO-concentration measurements have
been performed on the exhaust stream of liquid-fueled CFM-
56 gas-turbine model combustor at WPAFB. These experi-
ments will be discussed in a forthcoming publication. The
simplicity, generality, and relative low cost of the DFM-based
CO-absorption sensor strategy described and tested in this
study is potentially applicable to numerous other interesting
species in the mid-IR spectral region.
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We have measured nitric oxide �NO� concentrations in flames by using electronic-resonance-enhanced co-
herent anti-Stokes Raman spectroscopy (ERE-CARS). Visible pump and Stokes beams were tuned to a
Q-branch vibrational Raman resonance of NO. A UV probe beam was tuned into resonance with specific
rotational transitions in the �v�=1,v�=0� vibrational band in the A2�+–X2� electronic transition, thus pro-
viding a substantial electronic-resonance enhancement of the resulting CARS signal. NO concentrations
were measured at levels down to 50 parts in 106 in H2/air flames at atmospheric pressure. NO was also
detected in heavily sooting C2H2/air flames at atmospheric pressure with minimal background interference.
© 2006 Optical Society of America

OCIS codes: 300.6230, 120.1740.
Performing accurate nitric oxide �NO� concentration
measurements in high-pressure, high-temperature
combustion media is a challenging task. Laser-
induced fluorescence (LIF) has been applied quanti-
tatively to high-pressure combustion devices up to
60 bars.1–3 Application of LIF is complicated because
of fluorescent interferences3 from other species such
as O2 and hydrocarbon fragments, absorption of the
UV laser beam, and electronic quenching of the LIF
signal.4,5 In addition to LIF, degenerate four-wave
mixing (DFWM),6,7 polarization spectroscopy (PS),8

and coherent anti-Stokes–Raman spectroscopy9

(CARS) have also been investigated for detecting NO
in flames and plasmas. We have previously demon-
strated three-laser, electronic-resonance-enhanced
coherent anti-Stokes–Raman spectroscopy (ERE-
CARS) as a promising technique for measuring NO
concentrations.10 In this Letter, we present what we
believe is the first ERE-CARS measurements of NO
in flames. A detection limit of 50 parts in 106 (ppm)
has been demonstrated in atmospheric pressure
H2/air flames. We have also applied ERE-CARS to
NO measurements in atmospheric pressure heavily
sooting C2H2/air flames.

For the ERE-CARS experiments, we use visible
pump ��1=532 nm� and Stokes ��2=591 nm� beams.
The frequency difference between these two beams is
tuned to a Q-branch Raman resonance in the v�=0
→v�=1 vibrational transition of the X2� electronic
level of NO. The Raman polarization created in the
medium is then probed by using a UV probe beam
0146-9592/06/223357-3/$15.00 ©
��3=236 nm�, which is tuned to be in electronic reso-
nance with a rotational transition in the v�=1, v�=0
vibrational band of the A2�+–X2� electronic transi-
tion of NO. The ERE-CARS signal generated at
226 nm is thus in resonance with rotational transi-
tions in the v�=0→v�=0 band of the same electronic
transition. The energy level diagram for the ERE-
CARS process is shown in Fig. 1.

The NO ERE-CARS experimental apparatus is
shown in Fig. 2. The pump beam at �1=532 nm is the
second-harmonic output of an injection-seeded,
Q-switched Nd:YAG laser with a repetition rate of
10 Hz and a pulse width of 8 ns (FWHM). The 532 nm
output is also used to pump a tunable, narrowband,
dye laser operating at �704 nm using LDS 698 laser
dye. The output from this dye laser is then sum-
frequency mixed with the 355 nm, third-harmonic
output from the same injection-seeded Nd:YAG laser
using a �-barium borate (�-BBO) crystal, thus gener-
ating 236 nm laser radiation. The 236 nm beam acts
as the probe for the NO ERE-CARS process. The sec-
ond harmonic of an unseeded Nd:YAG laser is used
to pump a second tunable, narrowband, dye laser
containing Rhodamine 610 laser dye. The 591 nm
beam from this second dye laser is the Stokes beam.
The three laser beams are focused to approximately a
diameter of 200 �m and overlap over an axial dis-
tance of approximately 6 mm. The laser pulse ener-
gies used are 12, 15, and 0.5 mJ for the pump, Stokes,
and probe beams, respectively. The Stokes beam and

−1
probe beam linewidths are approximately 0.1 cm .
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The nonresonant background is suppressed by using
a polarization technique.10

We demonstrated the applicability of ERE-CARS
at high temperature by performing NO concentration
measurements in an atmospheric pressure H2/air
flame at an equivalence ratio ��� of 1.0. The H2/air
flame was stabilized on a 25 mm�25 mm Hencken
calibration burner.11 Known quantities of NO were
seeded into the air flow to establish accurate NO con-
centrations in the flame. The probe volume was lo-
cated 6 mm above the burner surface. At this loca-
tion, the flame temperature is approximately 2300 K,
and the predicted flame-generated NO concentration
is very low, of the order of 10 ppm.12 Hence the NO
concentration at this location is determined prima-
rily by the seeding level. The seed NO concentration
was varied from 0 to approximately 1000 ppm. The
resulting ERE-CARS spectra for different seeding
levels are shown in Fig. 3. The spectra shown in Fig.
3 were recorded by scanning the Stokes laser while
fixing the wavelength of the UV probe laser in reso-
nance with the Q11�13.5� transition in the (0,1) band
of the A2�+–X2� transition. From these scans, we
conclude that our NO detection limit is 50 ppm.

ERE-CARS spectra can be obtained either by scan-

Fig. 1. (Color online) Energy level diagram for NO
ERE-CARS.

Fig. 2. (Color online) NO ERE-CARS experimental
apparatus.
ning the probe frequency with the Stokes frequency
fixed or by scanning the Stokes frequency with a
fixed probe frequency. For the flame measurements,
we chose to scan the Stokes frequency by using a
fixed UV probe frequency. This frequency-scanning
method was selected because fluorescence interfer-
ences, from NO itself and from other flame species
such as O, O2,13,14 and soot, result largely from UV
resonances. When the frequency of the UV radiation
is unchanged during a spectral scan, as for the
Stokes scans, these fluorescence interferences con-
tribute a constant background. The resulting base-
line on the ERE-CARS signal is subtracted to obtain
a background-corrected ERE-CARS signal. During
Stokes scans, we first block the UV probe beam at the
beginning for a short period of time and then block
the Raman pump beam toward the end of the scan.
By so doing, we can determine the background levels
resulting from fluorescence interferences and/or scat-
tered UV probe radiation.

The ERE-CARS signal is plotted as a positive
quantity above zero by subtracting background inter-
ferences as shown in Figs. 3(a)–3(f). The background-
corrected ERE-CARS signal was integrated between

Fig. 3. ERE-CARS spectra recorded at a height of 6 mm
above the burner surface by seeding 0–1000 ppm NO into
an H2/air flame at �=1.0 stabilized over the Hencken
burner. The spectra (c)–(f) are multiplied by the factors
shown and plotted on the same scale. The spectral curve at
the Raman shift of 1872.74 cm−1 corresponds to the
Q11�13.5� Raman transition and the Q11�13.5� UV resonant
transition at 44,234.2 cm−1. The spectral line at the Raman
shift of 1875.00 cm−1 corresponds to the Q11�7.5� Raman
transition and the R11�7.5� UV resonant transition at

−1
44,236.45 cm .
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the Raman shifts of 1872–1874 cm−1. The square root
of the integrated ERE-CARS signal is plotted as a
function of the NO concentration in Fig. 4. The data
points lie along a straight line nearly passing
through the origin, indicating that, as expected, the
ERE-CARS signal is proportional to the square of the
NO number density.

ERE-CARS was also successfully applied to the de-
tection of flame-generated NO (no seeding) in H2/air
flames and C2H2/air sooting flames stabilized on the
Hencken burner. The ERE-CARS technique has the
advantage of excellent species selectivity, since both
Raman and electronic resonance conditions must be
satisfied to generate an ERE-CARS signal.
Background-free detection is possible in heavily soot-
ing flames by scanning the Stokes frequency while
fixing the UV probe frequency. A spectrum recorded
in a heavily sooting C2H2/air flame at �=1.6 is
shown in Fig. 5. The theoretical spectral line shape
was calculated using the modified Sandia CARSFT
code15 at a flame temperature of 2300 K. Measure-
ment of NO in such heavily sooting flames by other
techniques such as LIF would be very difficult owing
to substantial broadband UV fluorescence interfer-
ences from hydrocarbon fragments.

In summary, we have demonstrated detection of
NO concentrations down to 50 ppm in flames by us-
ing ERE-CARS. Very strong, background-corrected
ERE-CARS signals were also detected from heavily
sooting C2H2/air flames. We have also found that the
ERE-CARS signal is nearly unaffected by collisional
quenching from other flame species such as O and

Fig. 4. Square root of integrated NO ERE-CARS signal as
a function of NO concentration in NO-seeded H2/air flame.
The spectra shown in Fig. 3 were integrated as discussed in
the text to obtain the data points.

Fig. 5. NO ERE-CARS spectrum recorded at a height of
55 mm above the burner surface in a C2H2/air flame at �
=1.6 stabilized on the Hencken burner. The flame was
heavily sooting at the measurement location.
2

CO2 (Ref. 16) and remains nearly constant with in-
creasing pressure.17 In future work, we will explore
the potential for single-laser-shot ERE-CARS mea-
surements and develop a two-channel system for si-
multaneous detection of the ERE-CARS and nonreso-
nant background signals, which will allow us to
correct for factors such as laser beam absorption.
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Gas-phase temperatures and concentrations are measured from the magnitude and decay of the
initial Raman coherence in femtosecond coherent anti-Stokes Raman scattering �CARS�. A
time-delayed probe beam is scattered from the Raman polarization induced by pump and Stokes
beams to generate CARS signal; the dephasing rate of this initial coherence is determined by the
temperature-sensitive frequency spread of the Raman transitions. Temperature is measured from the
CARS signal decrease with increasing probe delay. Concentration is found from the ratio of the
CARS and nonresonant background signals. Collision rates do not affect the determination of these
quantities. © 2006 American Institute of Physics. �DOI: 10.1063/1.2410237�

We demonstrate the measurement of gas-phase tempera-
ture from the frequency-spread dephasing of the induced Ra-
man coherence in femtosecond coherent anti-Stokes Raman
scattering �CARS� spectroscopy. The initial decay rate of the
coherence is very sensitive to temperature and is not affected
by collision rates or Stark shifts, two factors which signifi-
cantly complicate frequency-domain nanosecond CARS
measurements. By performing these measurements in the
first few picoseconds after the impulsive pump-Stokes exci-
tation of the Raman transitions, the CARS signal strength is
maximized and collisions have no effect on the determina-
tion of species concentration and temperature. In addition,
concentration is determined from the initial magnitude of the
Raman coherence induced by the pump and Stokes beams.

Although the potential of femtosecond CARS for spec-
troscopic gas-phase measurements has been demonstrated in
several recent experiments,1–6 it is still far less developed
than nanosecond CARS as a gas-phase diagnostic technique,
and significant questions remain concerning the advantages
and disadvantages of the two techniques. Initial experiments
were directed primarily at extracting parameters of spectro-
scopic interest from time-averaged spectra obtained from
pure gas mixtures of H2 and N2 in cells,2,4,6 although tem-
perature measurements were also demonstrated.2,3,5 Tem-
perature was determined from the dependence of the CARS
signal as a function of probe-delay time, and in the case of
N2 the CARS signal was acquired and analyzed for several
hundred picoseconds after pump-Stokes excitation of the Ra-
man coherence.2,3 One study was reported in which tempera-
ture was determined from a CARS spectrum obtained in an
atmospheric-pressure flame.3

The current experiments were performed using a 1 kHz
repetition rate, high-pulse-energy femtosecond laser system.
The seed pulse from a mode-locked Ti:sapphire laser is re-
generatively amplified in a Ti:sapphire amplifier pumped by
a 20 W Nd:YLF laser at 527 nm to yield a 45 fs, 800 nm
output pulse. The pulse energy of the amplified fundamental
beam at 800 nm is approximately 2.5 mJ. The nearly
Fourier-transform-limited frequency bandwidth of the 45 fs
fundamental output of the regenerative amplifier is approxi-
mately 220 cm−1 full width at half maximum �FWHM�. Part
of the 800 nm beam is used to pump the optical parametric
amplifier to produce a 1350 nm beam, which is then fre-
quency doubled to produce a 675 nm beam with approxi-
mately 20 �J/pulse. The 675 nm beam is divided to provide
the pump and probe beams for the CARS system. The ener-
gies for the pump, Stokes, and probe beams measured just
before the CARS probe volume were 6, 25, and 6 �J/pulse,
respectively. The pump, Stokes, and probe beam polariza-
tions were linear and parallel.

The CARS process is initiated by the generation of a
Raman coherence in the medium by the Fourier-transform-
limited pump and Stokes pulses, which arrive at the probe
volume at the same time. The CARS signal is then generated
by directing a time-delayed probe beam into the CARS probe
volume using a three-dimensional phase-matching geometry.
The frequency difference between the 675 nm pump beam
and 800 nm Stokes beam is 2330 cm−1, corresponding to the
fundamental vibrational Raman band of nitrogen. Because of
the broad bandwidth of the pump and Stokes pulses, different
rovibrational transitions in the Raman band are impulsively
excited with approximately the same efficiency. These rovi-
brational Raman coherences are initially in phase, but begin
to oscillate out of phase with each other after impulsive ex-
citation due to slight differences in their frequencies.

a�Author to whom correspondence should be addressed; FAX: �765� 494-
0539; electronic mail: lucht@purdue.edu
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The dependence of the femtosecond CARS signal on
probe-delay time for three different temperatures is shown in
Fig. 1. The measurements were performed in a heated gas
cell at atmospheric pressure and temperatures of 300, 600,
and 940 K �the maximum temperature for the cell�. The the-
oretical curves are in excellent agreement with the experi-
mental data for all three temperatures. The theoretical curves
were calculated by convolving the time-delayed probe beam
with the Raman and nonresonant components of the macro-
scopic polarization,

S��� = �
−�

+�

Ipr�t − ���Pres�t� + Pnres�t��2dt , �1�

where S��� is the four-wave mixing �FWM� signal strength,
the probe pulse is centered at delay time �, and the probe
irradiance Ipr�t−�� is assumed to have a Gaussian pulse
shape and peaks at t=�. The nonresonant polarization is as-
sumed to be directly proportional to the instantaneous ampli-
tudes of the pump and Stokes beams, which are assumed to
have Gaussian pulse shapes with maxima at t=0,

Pnres�t� = �Ep�t�Es�t� , �2�

where � is an arbitrary scaling parameter for the nonresonant
FWM signal. In calculating the Raman polarization Pres�t�,
we assume that the polarization amplitude for each Raman
transition i increases linearly with the integrated product of
the pump and Stokes amplitudes and that the polarization
amplitude is proportional to the population difference �Ni
between the lower and upper levels and to the Raman cross
section �d� /d��i. Furthermore, we assume that the pump
and Stokes pulses are Fourier transform limited such that the
various Raman transitions are oscillating in phase at time t
=0. The Raman polarization is thus given by

Pres�t� = ���
−�

t

Ep�t��Es�t��dt��
	�

i
	�Ni
 d�

d�
�

i
cos�
it�exp�− �it�� , �3�

where � is an arbitrary scaling parameter. After impulsive
excitation by the pump and Stokes beams, the polarization
for the various Raman transitions oscillates with angular fre-
quency 
i and decays due to dephasing collisions with a rate

constant of �i, the Raman linewidth. The parameters for each
Raman transition for given temperatures and pressures are
obtained from the Sandia CARS spectral-fitting code.7 The
contributions of Q-, O-, and S-branch transitions are consid-
ered, although the contribution of the Q-branch transitions is
dominant.

In Fig. 1 the data are scaled so the FWM signals are set
to a value of 1.0 at t=0 fs. At t=200 fs, the nonresonant
FWM signal has decayed significantly and the FWM signal
is dominated by the CARS signal. The ratio of the peak
FWM signal at t=0 fs to the CARS signal at t=200 fs is
approximately the same for all three signal traces because the
coherences for the various Raman transitions are excited im-
pulsively and oscillate nearly in phase at t=200 fs. The fact
that this ratio is approximately equal for all three tempera-
tures indicates that all the Raman transitions are excited with
the same phase, as would be expected for near-transform-
limited pulses.8 The excitation of the Raman coherence is
discussed in detail by Scully et al.9

For longer delay times, the CARS signal decays because
the Raman coherences for the various transitions oscillate at
slightly different frequencies, resulting in a decay of the ini-
tial macroscopic Raman polarization. At higher temperatures
the N2 population is spread over a greater range of rovibra-
tional levels. Consequently, the rate at which the initial po-
larization decays is faster because the frequency spread of
the transitions that contribute to the initial macroscopic Ra-
man polarization is greater �similarly, Hayden and
Chandler10 observed very different initial decay times for
benzene and 1,3,5-hexatriene because of the different fre-
quency widths of the room-temperature Q-branch vibrational
bands for these species�. For N2 CARS Q-branch transitions
at atmospheric pressure and temperature, the collisional line-
width �i /�c �FWHM� is approximately 0.1 cm−1, corre-
sponding to a characteristic dephasing collision time of
106 ps. Consequently, dephasing collisions are completely
negligible for the time scale shown in Fig. 1.

The FWM signal is plotted versus probe delay in Fig. 2
for room-temperature N2/Ar mixtures with different concen-
trations of N2. The ratios � /� of the resonant to nonresonant
scaling factors for the curves shown in Fig. 2 are 0.61, 0.40,
0.28, and 0.06 for the mixtures of 50%, 33%, 25%, and 3%
N2 in Ar, respectively. Given the value of 0.61 for the ratio
� /� for 50% N2 in Ar, the theoretical values of the ratio � /�

FIG. 1. FWM signal intensity vs probe time delay for air at temperatures of
300, 600, and 940 K. The pressure was 1 bar for all three temperatures.

FIG. 2. FWM signal intensity vs probe time delay for N2/Ar mixtures with
N2 concentrations of 50%, 33%, 25%, and 3%. The mixtures were at a
temperature of 300 K and a pressure of 1 bar.
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for 33%, 25%, and 3% N2 are 0.39, 0.29, and 0.033, respec-
tively, taking into account the slightly different nonresonant
susceptibilities of N2 and Ar.11 Only the scaling factor for the
3% N2 in Ar mixture varies by more than 10% from its
expected value, which could be due to the fact that the N2
mass-flow meter was near the lower end of its operating
range. Even for the 3% N2 in Ar mixture, the nonresonant
FWM signal is negligible compared to the N2 CARS signal
for probe delays greater than 300 fs. The detection limit for
femtosecond CARS may be much lower than for nanosecond
CARS because the detection limit for femtosecond CARS
will be determined by photon shot-noise statistics. For N2 at
atmospheric temperature and pressure, the total number of
resonant CARS photons generated at 200 fs after the initial
excitation is approximately 50 000 photons/pulse �calculated
using typical values for the quantum efficiency and gain of
the photomultiplier tube�. The current femtosecond CARS
system should thus be capable of detecting species at con-
centrations of less than 2000 ppm.

The pressure dependence of the femtosecond CARS sig-
nal is shown in Fig. 3. The resonant femtosecond CARS
signal is proportional to the square of the pressure. In con-
trast, for nanosecond CARS, the peak signal intensity for an
isolated Raman transition is independent of pressure because
of the opposite effects of increasing species number density
and increasing collisional linewidth. For the N2 band head in
nanosecond CARS, the signal increases approximately lin-
early with pressure above atmospheric pressure because of

the effects of overlapping transitions and collisional
narrowing.12

In summary, gas-phase temperature and concentration
were determined from the temporal dependence of the fem-
tosecond CARS signal in the first few picosecond after im-
pulsive pump-Stokes excitation. A time-delayed probe beam
was used to generate the CARS signal. In the first few pico-
second after pump-Stokes excitation of the Raman coher-
ence, the CARS signal is close to its peak level, and colli-
sions have virtually no effect on the signal. Consequently,
temperature and concentration can be determined with low
detection limits using a simple theoretical treatment provided
that the Raman transition frequencies and cross sections are
known. No knowledge of the Raman linewidths and no spec-
tral convolutions of the laser and Raman linewidths are re-
quired in the analysis of the femtosecond CARS signal to
determine these parameters. The high signal levels that we
observed indicate that single-shot femtosecond CARS mea-
surements in flames using the chirped-pulse technique dem-
onstrated by Lang and Motzkus5 should be quite feasible.

Funding for this research was provided by the National
Science Foundation �Award No. 0413623-CTS� and by the
Air Force Office of Scientific Research. The authors ac-
knowledge the expert assistance of Kyle D. Frische and
Keith D. Grinstead of Innovative Scientific Solutions, Inc.
Stimulating discussions with Marlan O. Scully are gratefully
acknowledged.

1T. Lang, K.-L. Kompa, and M. Motzkus, Chem. Phys. Lett. 310, 65
�1999�.

2T. Lang, M. Motzkus, H. M Frey, and P. Beaud, J. Chem. Phys. 115, 5418
�2001�.

3P. Beaud, H.-M. Frey, T. Lang, and M. Motzkus, Chem. Phys. Lett. 344,
407 �2001�.

4H. Skenderović, T. Buckup, W. Wohlleben, and M. Motzkus, J. Raman
Spectrosc. 33, 866 �2002�.

5T. Lang and M. Motzkus, J. Opt. Soc. Am. B 19, 340 �2002�.
6G. Knopp, P. Radi, M. Tulej, T. Gerber, and P. Beaud, J. Chem. Phys. 118,
8223 �2003�.

7R. E. Palmer, Sandia National Laboratories Report No. SAND89-8206,
1989.

8N. Dudovich, D. Oron, and Y. Silberberg, Nature �London� 418, 512
�2002�.

9M. O. Scully, G. W. Kattawar, R. P. Lucht, T. Opatrny, H. Pillof, A.
Rebane, A. V. Sokolov, and M. S. Zubairy, Proc. Natl. Acad. Sci. U.S.A.
99, 10994 �2002�.

10C. C. Hayden and D. W. Chandler, J. Chem. Phys. 103, 10465 �1995�.
11A. C. Eckbreth, Laser Diagnostics for Combustion Temperature and Spe-

cies, 2nd ed. �Gordon and Breach, Amsterdam, 1996�, p. 345.
12S. M. Green, P. J. Rubas, M. A. Paul, J. E. Peters, and R. P. Lucht, Appl.

Opt. 37, 1690 �1998�.

FIG. 3. FWM signal intensity vs probe time delay for air at a temperature of
300 K and pressures of 1, 5, and 10 bars.

251112-3 Lucht et al. Appl. Phys. Lett. 89, 251112 �2006�

Downloaded 22 Jan 2007 to 198.30.120.36. Redistribution subject to AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp

283



 
American Institute of Aeronautics and Astronautics 

 

1

Measurements of NO and OH Concentrations in Vitiated Air 
Using Diode-Laser-Based Ultraviolet Absorption Sensors 

Thomas N. Anderson1 and Robert P. Lucht2 
 Purdue University, West Lafayette, Indiana 47907 

Terrence R. Meyer3, Tarun Mathur,4 and Keith D. Grinstead, Jr.5 
Innovative Scientific Solutions, Inc., Dayton, Ohio 45440 

and 

James R. Gord6, Mark Gruber7, and Campbell D. Carter8 
Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson AFB, Ohio 45433 

Diode-laser-based sensors were implemented to measure the concentrations of nitric 
oxide (NO) and hydroxyl (OH) radicals in the vitiated inlet airflow of a model scramjet 
combustor.  The sensors utilized sum-frequency-mixed sources consisting of a fixed-
frequency 532-nm laser and a tunable diode laser to generate ultraviolet radiation for 
absorption spectroscopy with electronic transitions of OH and NO.  Sensitive, interference-
free, absolute measurements were possible, enabling the first measurements of both species 
in a model scramjet combustor using diode-laser-based sensors.  With wavelength-
modulation spectroscopy, no absorption by OH was evident in the vitiated airflow, verifying 
that the OH concentration was below the 0.2-ppm detection limit of the sensor.  
Concentrations of NO were measured to be 200-1100 ppm for the vitiator conditions tested. 

Nomenclature 
A = nozzle area 
A* = nozzle area at throat 
M = Mach number 
p = static pressure 
p0 = stagnation pressure 
T = static temperature 
T0 = stagnation temperature 
x = position along flow direction 
k = specific heat ratio 

I. Introduction 
ITIATION has long been used to simulate high-Mach number flight conditions for ground tests of supersonic 
propulsion systems.  In the vitiation process, air is heated to flight conditions by combusting fuel with air and 

adding oxygen to maintain the oxygen content of normal air.  Many parameters of flight air can be closely simulated 
with the vitiated air such as Mach number, total enthalpy, oxygen content, and stagnation temperature.  In addition, 
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vitiation is easier, less expensive, and more efficient than other heating techniques such as arc heating and thermal 
storage.  However, the combustion process in the vitiator alters the composition of the air, adding H2O, CO2, OH, 
NO, and CO.   

Many studies have demonstrated that these “contaminants” in vitiated air can significantly affect combustion 
behavior.  For example, several groups have demonstrated accelerated ignition in supersonic combustion in the 
presence of small levels of OH,1,2 NO,2-5, and other species.7-9  It is likely that these contaminants also affect other 
combustion parameters such as flame holding or stability, although no studies are available to verify these effects.  If 
the composition of vitiated air is significantly different than that of normal air experienced in flight, then the results 
of supersonic ground tests might not be valid for actual flight conditions. 

In order to assess the impact of contaminants from vitiation, the actual composition of vitiated air must first be 
measured.  Optical sensors provide a convenient, non-intrusive means for measuring the concentration of the various 
contaminants.  In particular, diode-laser-based sensors are rugged enough to survive the harsh environments of many 
supersonic combustion test cells, and these sensors provide absolute measurements of species concentration.   

Water vapor is the most readily accessible molecule to study with diode-laser-based sensors because of the many 
water vapor transitions that coincide with telecommunications lasers.  Three separate groups have previously used 
diode-laser-based sensors to measure water vapor concentration and temperature in model scramjet combustors.9-11 
All three previous measurements demonstrated that diode-laser-based sensors can be employed in model scramjet 
combustors if sufficient care is taken to mitigate beam-steering effects from the high-speed flow.  Nitric oxide (NO) 
has also been measured in a hypersonic wind tunnel using a cryogenically-cooled lead-salt diode laser.12  However, 
these previous NO measurements were severely affected by boundary layers around the supersonic flow, and the NO 
mole fraction measurements were only accurate to within an order of magnitude due to noise.  No measurements of 
hydroxyl (OH) radical concentration have been demonstrated in vitiated air with a diode-laser-based sensor.   

In the experiments described in this paper, we have used diode-laser-based sensors to measure NO and OH 
concentrations in the vitiated inlet air of a model scramjet combustor at Wright-Patterson Air Force Base in Dayton, 
Ohio.  By employing newly developed diode-laser-based sensors that allow us to probe strong electronic transitions 
of NO and OH in the ultraviolet (UV) spectral region,13-16 we were able to quantify the concentrations of both 
molecules in the vitiated air.  To the authors’ knowledge, these experiments represent the first reported 
measurements of NO and OH in vitiated air using diode-laser-based sensors.  Quantitative measurements of both 
these species provide much-needed information on the composition of the vitiated airflow to determine the actual 
effects on combustion in the model scramjet combustor.   

II. Scramjet Facility 
The model scramjet combustor facility at Wright-Patterson AFB is used to study supersonic fuel injection, 

flameholding, ignition, and inlet-combustor isolation in scramjet propulsion systems.17    A diagram of the scramjet 
facility is shown in Figure 1.  Details of the facility can be found in Gruber et al.17 and Mathur et al.18 and references 
therein.  A continuous flow of preheated air at 13.6 kg/s, 5.2 MPa, and 920 K is supplied by the Research Air 
Facility at Wright-Patterson AFB.  The supply air is heated further in a sudden expansion vitiator that was fueled 
with natural gas.  Make-up oxygen is added to the vitiated air to replenish the oxygen burned during combustion in 
the vitiator.  The stagnation temperature and pressure of the vitiated air is measured with probes in the water-cooled 
instrumentation section just downstream of the vitiator.  The high-temperature, high-pressure air is then compressed 
from axisymmetric (254-mm diameter) to two-dimensional (57.2 x 177.8 mm) before being expanded through the 
facility nozzle to Mach 2.5.   

After the expansion, the vitiated airflow passes through two isolator sections to contain the pre-combustion 
pressure rise before entering the model scramjet combustor.  The combustor section has fused-silica windows to 
allow optical access for the diode-laser-based sensor measurements, as shown in the photograph in Figure 1.  Optics 
for the sensor measurements were mounted on optical breadboards mounted beside the windows.  The layout of the 
optics at the combustor section is described in the next section. 

After the combustor section, the airflow is routed through a calorimeter and then out of the test cell through an 
exhauster.  The composition of the vitiated airflow was monitored throughout the tests with a commercial gas 
analyzer (ECOM America, Ltd.), and air was sampled from a probe located at the exit of the combustor section.  
The static pressure along the flow path in the combustor section was measured with pressure taps.  Flow section 
areas were also known at every point along the flow path in the combustor section.  Using either the static pressures 
or the flow section areas along with the stagnation conditions at the combustor inlet, the Mach numbers at the 
measurement locations were calculated for analysis of the diode-laser-based sensor data.  The calculations are 
discussed in Section IV. 
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III. Diode-Laser-Based Sensor Systems 
The two diode-laser-based sensors used to measure NO and OH in the scramjet have been previously developed 

and demonstrated.13-16  Detailed descriptions of the sensors are available in Refs. 13-16, but the general layout of 
each sensor is briefly discussed here along with the modifications required for measurements in the scramjet facility.  
Both sensors utilize sum-frequency mixing to generate tunable UV radiation that is used to perform absorption 
spectroscopy of OH and NO.  They utilize a common architecture in which a high-power, fixed-frequency, 532-nm 
laser is mixed with a tunable diode laser in a beta-barium borate (β-BBO) crystal.  For performing absorption 
spectroscopy, part of the generated UV radiation is measured immediately as a reference and the remainder is 
coupled into an optical fiber to simplify the transmission of the beam through the scramjet combustor.   

A. OH Sensor 
In the OH sensor, around 35 mW of 763-nm radiation from a rapidly-tunable distributed feedback (DFB) diode 

laser (Sacher Lasertechnik) is mixed with 5 W of 532-nm radiation from a frequency-doubled, Nd:YVO4 laser 
(Coherent Verdi).  A schematic diagram of the system is shown in Figure 2.  Typically, around 25 µW of UV is 
generated at a wavelength of 313.5 nm, which is in resonance with the (0,0) band of the A2Σ+-X2Π electronic 

Air Flow Vitiator

Facility
Nozzle Combustor

CalorimeterIsolators

Fused-Silica
Windows for

Optical Access

Instrumentation
Section

 
 
Figure 1. Schematic diagram of the scramjet facility at Wright-Patterson Air Force Base in Dayton, Ohio, 
and a photograph of the combustor section where OH and NO measurements were performed. 
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transition of OH.  The UV is separated from the fundamental beams using two mirrors HR-coated for 310 nm, and 
then split with a 70/30 beamsplitter.  The 30% reflected is sent directly through a colored-glass filter (UG-11; 3-mm 
thick) and onto a UV-enhanced Si photodiode (Advanced Photonix) to provide the reference intensity as the laser is 
current tuned.  The remaining 70% of the UV radiation transmitted through the beamsplitter is reflected once more 
with a 310-nm mirror and then coupled into a 2-m-long, 600-µm-core-diameter, fused silica optical fiber (Ocean 
Optics; P600-2-UV/VIS).  The entire optical system was built on a 61-cm x 61-cm breadboard.   

 
At the combustor section, the 

UV beams for both OH and NO 
measurements were directed as 
shown in Figure 3.  For the OH 
sensor, the 313.5-nm radiation in 
the fiber was sent to an optical 
breadboard mounted beside the 
scramjet combustor section.  The 
laser system was placed on a cart 
away from the combustor to 
reduce vibrations and to maintain 
a stable operating temperature.  At 
the test section, the UV beam 
exited the fiber through a fused-
silica fiber coupler mounted in a 
6-axis mount.  An f=75-mm lens 
was placed approximately 75 mm 
from the end of the fiber coupler 
to collimate the UV beam as it 
passed through the combustor.  
The beam diameter on the 
windows was roughly 2.2 cm.  
The UV beam was located 
approximately 32 cm downstream 
from the nozzle exit.  After 
passing through the fused-silica 
windows, the beam was reflected 
back through the 22.86-cm-wide 
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Figure 2. Schematic diagram of the diode-laser-based sensor used to measure OH concentration. 
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Figure 3. Schematic diagram of the optical layout in the scramjet 
combustor for measurements of OH and NO with diode-laser-based 
sensors. 
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combustor using a 2.54-cm x 2.54-cm fused-silica prism that was AR-coated for 248-355 nm.  A second prism was 
used to direct the beam to an f=25-mm lens to focus the beam onto the photodetector.  A 3-mm-thick UG-11 filter 
was placed before the photodetector to block the fundamental laser radiation and room light.  The remainder of the 
optics in the OH sensor were the same as for the previous configuration described in Meyer et al. and Anderson et 
al.15,16  It should be noted that the beamsplitter and reference detector were still in place to attempt direct absorption 
measurements in addition to WMS measurements.   

Control and modulation of the OH sensor were performed remotely from inside the control room.  The data 
acquisition computer was located in the research cell next to the sensors, and the computer was controlled remotely 
with a PC extender.  Second-harmonic detection with wavelength-modulation spectroscopy (2f WMS) was used, 
and the 2f-WMS lineshapes were acquired and processed as described in Anderson.20  The DFB laser was 
modulated with a signal composed of a 50-kHz sine wave (0.42-V amplitude) added to a 10-Hz triangle-wave 
function (0.7-V amplitude).  The photodiode signal was demodulated through the lock-in amplifier (Stanford 
Research Systems, SR850) and recorded with the computer.  All spectra were averaged over 100 complete cycles of 
the triangle-wave function to decrease the noise.  The lock-in amplifier settings were the following: 300 µs time 
constant, 500 µV sensitivity, 24 dB/oct filter slope, 143.8° phase angle, and maximum dynamic reserve.  The 300-µs 
time constant represents a filter bandwidth of 260 Hz, and when averaged over 100 sweeps, the final detection 
bandwidth is 2.6 Hz.   

B. NO Sensor 
For the NO sensor, the tunable laser is an external cavity diode laser (ECDL) at 395-nm (Toptica Photonics), as 

shown in Figure 4.  Around 11 mW of radiation from this laser is mixed with 100 mW of 532-nm radiation from a 
diode-pumped, intracavity-frequency-doubled Nd:YAG laser (CrystaLaser).  Approximately 325 nW of UV is 
generated at 226.8 nm to probe transitions in the (0,0) band of the A2Σ-X2Π electronic transition of NO.  The UV is 
recollimated after the crystal and then split with a 50/50 beamsplitter.  The reflected beam is used as a reference and 
is sent through two interference filters centered at 228 nm (Andover) and onto a solar-blind photomultiplier tube 
(PMT; Hamamatsu, R7154).  Two filters were required to adequately block the 395-nm radiation since the PMT is 
relatively sensitive to radiation at this wavelength.  The transmitted beam is fiber coupled into a 2-m-long, 600-µm-
core-diameter, fused silica optical fiber (Ocean Optics; P600-2-UV/VIS) to send to the test section.  This entire 
optical system was built on a 45.7-cm x 45.7-cm breadboard, which is substantially smaller than the 61-cm x 122-
cm breadboard used previously for this sensor.14  The smaller packaging facilitated transport of the sensor and 
simplified the setup near the scramjet facility since the breadboard could be placed on the same table with the OH 
sensor.   

NO sensor measurements were performed using direct absorption spectroscopy where the wavelength of the UV 
radiation was slowly tuned over the transition by changing the angle of the diffraction grating in the ECDL.  A 

 
Figure 4. Schematic diagram of NO sensor system for scramjet experiments. 
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simultaneous correction of the injection current was also required to prevent mode hops during tuning.  A 20-Hz 
triangle-wave function was output from the AI/AO card, and the voltage was doubled with a 2x amplifier to an 
amplitude of 15 V; this voltage was applied directly to the laser head to modulate the piezoelectric crystal that 
moves the diffraction grating.  A second triangle-wave function with an amplitude of 0.165 V was generated with 
the AI/AO card and applied to the ECDL controller to modulate the injection current of the laser.  With this 
configuration, a 15 GHz mode-hop-free tuning range was achieved.  A larger tuning range could be achieved if a 
larger amplifier were available to overcome the ±10 V limitation of the AI/AO card.  Further details of the 
wavelength scanning technique are discussed in Anderson et al.19 

The optical layout for the NO sensor at the combustor section is shown in Figure 3.  UV radiation at 226.8 nm 
from the optical fiber was pitched across the combustor test section with a fused-silica fiber coupler mounted on a 6-
axis mount.  All optics were attached to a breadboard mounted next to the scramjet combustor.  The NO sensor was 
placed on a table several feet away from the flow facility to shield the sensor from vibrations and high temperatures.  
Like the OH sensor, an f=75-mm fused-silica lens was used to collimate the light from the coupler to maintain a 
constant beam diameter of roughly 3 cm throughout the two passes through the combustor.  A 0° mirror for 226 nm 
was used on the opposite side of the combustor to reflect the UV beam back through the combustor and onto the 
PMT.  Two narrowband interference filters (Andover 228FS10-25) were placed before the PMT to block the 
fundamental radiation and room lights.  The UV beam for the NO sensor measurements was located approximately 
21.9 cm downstream of the facility isolator exit. 

As with the OH sensor, the NO sensor was controlled remotely from a computer inside the control room.  The 
computer with the DAQ system was placed next to the sensor and controlled from inside the control room using a 
PC extender.  This allowed us to use short BNC cables for control and acquisition with the sensor.  The ECDL was 
controlled using the two-signal scheme described above to achieve a mode-hop-free tuning range of 15 GHz.  An 
etalon was also simultaneously recorded to monitor the frequency change of the ECDL during the scans.  The laser 
was scanned at 20 Hz and 100 scans were averaged to reduce noise.  Photocurrents from the PMTs were detected 
across 50-kΩ resistors and filtered with the filter/preamplifiers using a cutoff frequency of 1 kHz and amplified with 
a gain of 5x on the signal PMT voltage and 50x on the reference PMT voltage.  Detector and etalon signals were 
recorded using the DAQ system and processed according to the procedure described in Anderson et al.14  Fuel flow 
for the vitiator was cut off between every other condition to record air scans to be used in the normalization.  The 
ECDL wavelength was adjusted to 395.2819 nm to probe the P2(9) transition (for NO) at 44084.69 cm-1. 

IV. Results 

A. OH Measurements 
The 2f-WMS data were recorded in the vitiated air for vitiator temperatures from 1000 to 1389 K.  The averaged 

raw 2f-WMS signal recorded at the scramjet combustor for a vitiator temperature of 1389 K is shown in Figure 5.  
The averaged raw 2f-WMS signal acquired in hot air immediately after shutting off the vitiator is also shown in 
Figure 5.  Taking the difference of the two scans, it is evident that there is no absorption by OH in the vitiated air.  
The 2f-WMS feature resulting from absorption of the 763-nm beam by oxygen provides a convenient frequency 
reference to ensure that the UV wavelength is correct.  Using this frequency reference, a theoretical OH 2f-WMS 
lineshape was generated and compared with the corrected experimental 2f-WMS signal in Figure 6. 

The theoretical 2f-WMS lineshape in Figure 6 was calculated for 1 ppm of OH at the measured pressure and 
calculated temperature (see Section IV.B for temperature calculations) at the beam location inside the scramjet 
combustor test section.  The collision width was estimated for air at the measured temperature.  All parameters used 
in the theoretical calculation are included in Figure 6.  The three parameters for the WMS lineshape were calculated 
from calibration of the sensor based on a modulation voltage amplitude of 0.42 V.  Details of the calibration are 
available in Anderson.20 

From Figure 6, it is clear that there is no detectable absorption by OH in the vitiated air, even at the highest 
vitiator temperature.  Therefore, the OH mole fraction is below the detection limit of the OH sensor in the current 
configuration.  To estimate the detection limit, the peak 2f-WMS signal for 1 ppm is noted to be 0.43 V from Figure 
6 for the 0.457-m path length through the test section.  The noise in the corrected 2f-WMS spectrum in Figure 6 has 
a standard deviation of approximately 0.1 V.  Thus, the detection limit (for SNR=1) of the OH sensor is ~0.2 ppm 
for the path length and conditions in the scramjet combustor test section.  For comparison with the detection limit in 
previous configurations, this corresponds to a detection limit of 0.1 ppm-m OH in 700-K gas at a 0.1-Hz rate. In a 
10-second averaging time, the detection limit for the WMS configuration during laboratory experiments was 0.04 
ppm-m.20   
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For vitiator stagnation 
temperatures of 1000 K to 1389 
K, no OH was observed in the 
vitiated air with the OH sensor.  
Thus, we have demonstrated 
that the OH levels in the vitiated 
airflow at the combustor test 
section in the scramjet facility 
are below 0.2 ppm.  Most 
numerical studies have shown 
that much greater levels of OH 
than these are required to 
significantly affect ignition 
chemistry in supersonic 
combustors.1,2  Therefore, our 
measurements indicate that 
vitiator-generated OH should 
not affect the results of ground 
tests using the scramjet facility.  
This proof that OH is negligible 
in the vitiated airflow increases 
the confidence in past and 
future results with the model 
scramjet combustor at Wright-
Patterson Air Force Base. 

 
 
 
 

Frequency (cm-1)

2f
W

M
S

S
ig

na
l(

ar
b.

un
its

)

31895 31895.5 31896 31896.5

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
Experiment
Theory

xOH = 1 ppm
Temperature = 582 K
Pressure = 582 Torr
Path Length = 0.457 m
Collision Width = 0.085 cm-1

Scale Factor = 20070
Freq. Mod. Depth = 0.216 cm-1

Intensity Mod. Depth = -0.00515

 
Figure 6. Corrected 2f-WMS signal (difference from Figure 5) and 
theoretical 2f-WMS signal for 1 ppm of OH at the conditions for the scan in 
Figure 5. 
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Figure 5. Raw 2f-WMS signals acquired with the OH sensor with the 
vitiator on and off and the difference of the two signals for a vitiator 
stagnation temperature of 1389 K.  The static temperature, static pressure, 
and Mach number at the measurement location are shown.  The 2f-WMS 
signal resulting from absorption of the 763-nm beam by oxygen before the 
crystal is indicated. 
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B. NO Measurements 
Five different vitiator conditions were tested during the scramjet experiments so that the stagnation temperatures 

at the vitiator exit ranged from 1000 K to 1389 K.  The static temperature, pressure, and Mach number of the air at 
the location of the 226-nm beam in the combustor section are shown in Table 1 for each vitiator condition.  Pressure 
taps were located along the length of the combustor section to directly measure the static pressure at the beam 
location, and the pressures reported in Table 1 are single-shot measurements at each condition.  No thermocouples 
were placed in the combustor test section, however, and two different methods were used to estimate the static 
temperature at the 226-nm beam location.  In Method A, we used the static pressure to estimate the static 
temperature, T, at the beam location with the equation21 

( )1

0
0

k k
pT T
p

−
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

, 

where T0 is the stagnation temperature at the facility-nozzle exit, p is the static pressure at the NO beam location, p0 
is the stagnation pressure at the vitiator exit, and k is the specific heat ratio.  In Method B, we used the area ratio 
between the nozzle area at the beam location [A(x)] and the nozzle area at the throat (A*) to calculate the Mach 
number by iterating the equation21 

( ) ( )1 2 1
2

*

11( ) 1 2
11

2

k kk MA x
kMA

+ −−⎡ ⎤+⎢ ⎥
= ⎢ ⎥−⎢ ⎥+⎢ ⎥⎣ ⎦

, 

where M is the Mach number at the beam location.  Using the calculated Mach number at the beam location, the 
local static temperature is calculated using 

1
2

0
11

2
kT T M

−−⎡ ⎤= +⎢ ⎥⎣ ⎦
. 

The temperatures calculated using each method are within 5% of each other, as listed in Table 1.  NO mole fractions 
were calculated using both temperatures to investigate the influence of temperature.  However, the temperatures 
calculated using Method B were assumed to be more accurate since the flow section areas were known precisely 
whereas the measured static pressures used in Method A were only single-shot measurements and therefore were 
susceptible to larger fluctuations. 

Absorption spectra of NO in the vitiated air for two vitiator stagnation temperatures are shown in Figure 7.  The 
theoretical lineshapes for these and all spectra in the scramjet experiments were calculated by fixing the temperature 
and pressure to the values from Table 1.  The transmission scale factor was also fixed to unity since no broadband 
attenuation was observed in the signals.  Only the NO mole fraction and collision width were allowed to vary to 
optimize the fit.  At the lowest two vitiator temperatures, the theoretical lineshapes agree closely with the 

Table 1. Conditions of the vitiated airflow in the model scramjet combustor at the location of the 226-nm 
beam for NO measurements for the vitiator stagnation temperatures tested. 

Vitiator Stagnation 
Temp. (K) 

Static Temp. at Test   
Location (K)a 

Static Temp. at Test 
Location (K)b 

Static Pressure at 
Location (kPa) 

Mach Number at 
Test Location 

1000 410 390 62.0 2.61 
1111 466 436 64.8 2.58 
1222 526 496 65.0 2.58 
1333 593 559 66.2 2.57 
1389 619 587 65.9 2.57 

aCalculated using the static pressure measured at the beam location 
bCalculated using the flow-section area at the beam location. 

 

291



 
American Institute of Aeronautics and Astronautics 

 

9

experimental lineshapes, as demonstrated in Figure 7(a).  Unfortunately, the agreement between theoretical and 
experimental absorption lineshapes worsens as the vitiator temperature increases.  The spectra from the highest three 
vitiator temperatures become asymmetric on the low-frequency side, as illustrated in the spectrum in Figure 7(b) for 
the highest vitiator temperature.  On the high-frequency side of the spectra, the experimental and theoretical 

absorption lineshapes agree 
closely, and reasonable values 
of NO mole fraction and 
collision width can be extracted 
from the fit to only the high-
frequency portion of the 
lineshapes.   

The NO mole fractions 
determined from the spectral fits 
at each condition are shown in 
Figure 8.  Gas temperatures 
calculated using the area ratios 
(Method B) were used for the 
results in Figure 8.  The 
temperatures calculated using 
Method A resulted in NO mole 
fractions that were 6-9% higher 
than those in Figure 8.  As 
mentioned earlier, the 
temperatures (and therefore NO 
mole fractions) determined 
using Method B are believed to 
be most accurate, so the NO 
mole fractions in Figure 8 
represent the most accurate 
measurement of NO at each 
vitiator temperature.  As seen in 
Figure 8, the diode-laser-based 
sensor measurements of NO 
agree closely with 
measurements from the ECOM 
analyzer for lower vitiator 
temperatures.  At higher 
temperatures, we believe that 
the diode-laser-sensor 
measurements are not as 
sensitive because the UV beam 
is almost completely attenuated 
after two passes through the 
vitiated air stream.  Future tests 
are planned with only a single 
pass through the combustor to 
re-examine the high-
temperature conditions.  

In addition to NO mole 
fractions, we also compare the 
observed collision widths to 
calculations for air at the 
pressure and temperature for 

each condition.  Collision-broadening coefficients for NO broadened by N2 and O2 were calculated using 
expressions from Chang et al.22 and DiRosa et al.,23 and the total collision width was summed according to 
expressions in the references.  The calculated collision widths for NO in air (79% N2 and 21% O2

 by volume) were 
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Figure 7. Averaged absorption spectra acquired with the NO sensor in the 
vitiated airflow for the scramjet combustor for vitiator stagnation 
temperatures of a) 1000 K and b) 1389 K.  Both spectra were acquired in 2.5 
seconds (40 Hz, 100 sweeps averaged). 
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consistently around 20% smaller than the actual collision widths.  The reason for the discrepancy in collision widths 
is unknown at this time. 

Another phenomenon 
was also observed in the 
NO spectra acquired in the 
vitiated airflow.  As seen in 
the experimental absorption 
spectra in Figure 9, there is 
a shift in the line center to 
higher frequencies as the 
vitiator temperature 
increases.  In this figure, 
the absorption lineshape for 
the 1000-K case was 
shifted to the actual line 
center frequency (44084.69 
cm-1), and all the remaining 
spectra were shifted by the 
same amount to illustrate 
the magnitude of the 
frequency shift.  By 
comparing the etalon 
fringes for each case, a 
shift of only 0.013 cm-1 
was observed in the laser 
frequency between the 
lowest and highest vitiator 
temperatures.  The 
observed frequency 
difference between line 
center of the 1000-K and 
1389-K spectra is ~0.08 
cm-1.  Thus, the actual shift 
in line center frequency is 
approximately 0.07 cm-1 
between the lowest and 
highest vitiator temperature 
spectra. 

At present, neither the 
asymmetry nor the 
excessive collision widths 
can be readily explained.  
The effects of potential 
boundary layers in the flow 
were investigated, but even 
severe gradients in 
pressure, velocity, and 
temperature did not cause 
significant broadening or 
shift in simulated path-
averaged spectra.  Previous 
studies of temperature and 
pressure gradients in the 
scramjet combustor have 
shown relatively uniform 
profiles.17  Another 
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Figure 8. Variation of measured NO mole fractions with vitiator stagnation 
temperature as measured with the diode-laser sensor and commercial gas 
analyzer (ECOM).  
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Figure 9. Averaged experimental absorption spectra for all conditions tested 
in the scramjet experiments.  The spectrum for the 1000 K case was shifted to 
the correct absolute frequency, and the remaining spectra were shifted by the 
same amount to show the line shift with increasing vitiator temperature. 
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possibility is absorption by an interfering species.  However, most species that are present in appreciable amounts in 
the vitiated air display only broadband absorption in this spectral region.  No transmission scale was necessary in the 
spectral fits to the NO absorption data, so this possibility is not likely either.  Further experiments are planned to 
investigate the causes of these phenomena. 

Nonetheless, the NO mole fractions measured with the diode-laser sensor provide reasonable estimates for the 
NO contamination in the vitiated airflow for each vitiator condition.  Using these data, researchers using the 
scramjet combustor at Wright-Patterson AFB can begin to calculate the effect on future hypersonic combustion 
experiments in the facility.   

V. Conclusion 
Measurements of both OH and NO concentrations have been performed using newly developed diode-laser-

based sensors.  The sensors are based on sum-frequency-mixing of a high-power, fixed-frequency, 532-nm laser 
with a tunable diode laser in a BBO crystal.  The resulting UV radiation is in resonance with electronic transitions of 
NO or OH to perform absorption spectroscopy with little interference from other molecules and significantly 
enhanced sensitivity due to the strong absorption cross sections.  The sensors are rugged enough to be used under 
harsh conditions (e.g., supersonic combustion rigs), and they can be operated remotely via a computer interface.   

Concentrations of NO and OH were measured in the vitiated airflow of a model scramjet combustor at Wright-
Patterson Air Force Base in Dayton, Ohio.  No absorption by OH was evident in the vitiated airflow, quantifying for 
the first time that the OH mole fraction is less than 0.2 ppm in the vitiated air used to simulate flight conditions in 
the scramjet facility.  The results from these experiments validate previous studies in the scramjet facility, which 
have all assumed that OH is negligible in the vitiated airflow.  For NO, diode-laser-based sensor measurements 
indicated that NO mole fractions of 180-1100 ppm were present in the vitiated airflow for vitiator stagnation 
temperatures of 1000-1389 K, respectively.  NO absorption spectra were broader than predicted by 20% at all 
conditions, and a systematic shift of the line-center frequency to higher frequencies was observed with increasing 
vitiator stagnation temperature.  No explanation has been identified for these two phenomena.  Excellent signal-to-
noise ratios were achieved with the sensor during the experiments, with a detection noise of 0.8% for a 2.5-second 
averaging time.  In the vitiator exhaust conditions, this corresponds to a detection limit of approximately 2 ppm-m 
(at 500 K, 60 kPa).   

Both sets of experiments represent the first application of diode-laser-based sensors for measurements of NO or 
OH in a model scramjet combustor.  With knowledge of the concentrations of these two species in the vitiated 
airflow, researchers can examine the impact of vitiator contamination on the results of ground tests using the 
scramjet facility. 
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ABSTRACT 

 Laser Doppler Velocimetry (LDV) is an important tool for validation of computational fluid-dynamics 

models in high-enthalpy bluff-body flows. Unlike hotwire anemometry, however, high-speed LDV data 

must be unevenly sampled in time and cannot be analyzed using a standard Discrete Fast Fourier 

Transform (DFFT).  Instead, data from LDV has traditionally been processed with the Lomb Algorithm, 

which is a normalized periodogram representing a linear least squares approximation of the linear 

regression of periodic functions.  The Lomb Algorithm can be computationally inefficient because a 

sufficiently large number of frequencies must be chosen to produce accurate results.  In this paper, 

spectral analysis with the Lomb Algorithm is compared to data processed using a piecewise interpolation 

scheme developed using MATLAB
®
.  A series of known input signals are generated to provide a baseline 

for this comparison. Successful implementation in the wake of a bluff-body is discussed.  Such alternative 

schemes are straightforward to implement, can be easily tailored for each flow application to extract the 

relevant low- and high-frequency modes, and may be more attractive for applications such as real time 

spectral analysis or combustion control. 

NOMENCLATURE 

CFD Computational Fluid Dynamics 
DFFT Discrete Fast Fourier Transform 
FFT Fast Fourier Transform 
L Reference Length 
LES Large Eddy Simulation 
LDV Laser Doppler Velocimetry 
LPT Low Pressure Turbine 
N Number of Data Points 
Pn Normalized Peridiogram 
RMS Root Mean Square 

St Strouhal Number 
t Time 
TKE  Turbulent Kinetic Energy 
U, u Velocity 
usim Simulated Velocity 

u  Mean Velocity 

σ
2
 Variance or Root Mean Square 

ω Frequency 

 
1 INTRODUCTION 

 Computational Fluid Dynamics (CFD) is increasingly utilized as an engineering tool for combustion 

research.  Accurate CFD data can only be realized through extensive code validation with experimental 

data.  Hussain’s (1983) discussion of “triple decomposition” gives us insight as to how to validate these 

codes.  Hussain decomposes turbulent flow into three components; the mean or time independent portion 

of the flow, the coherent structures, and the non-coherent structures.  In turbulent flows, it is necessary to 

resolve all three aspects for accurate comparisons between model predictions and experimental data. 
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 When comparing coherent structures, frequency domain data of the fluctuating velocity is an excellent 

comparison.  The coherent vortex shedding then can be easily discerned from the plot of the transformed 

data.  The frequencies are represented non-dimensionally using the bluff-body width and the inlet velocity 

by the Strouhal Number, St, as shown in equation (1). 

U

L
St

ω
=         (1) 

 The relationship between the coherent and non-coherent can best be seen through the energy 

cascade seen in the TKE spectrum, determined by calculating the turbulent kinetic energy as a function of 

time and transforming that data into frequency space.  The TKE spectrum is normalized by the 

Kolmogorov scales, the smallest turbulent scales which have a dissipative effect on the flow (Tennekes & 

Lumley, 1990).  Normalizing in this fashion demonstrates the effect of flow Reynolds number on the 

coherent large-scale structures and turbulent kinetic energy.  As Reynolds number increases, energy is 

stored increasingly within the large scales of the flow.   

 This data can be gathered by non-intrusive laser diagnostic systems such as Laser-Doppler 

Velocimetry (LDV). LDV gathers velocity data through airflow by using lasers to track seed particles 

through a test rig. This data is time-series, but not often for a uniform time step. The focus of this paper is 

to validate data reduction procedures that result in the most robust way to characterize the coherent 

structures in the turbulent wake of a bluff body. This analysis will focus on the frequency and Strouhal 

data. Future endeavors will examine the non-coherent structures such as TKE Spectrum. A cubic 

interpolation procedure is developed and compared to the Lomb Algorithm, which has often been used to 

analyze such data. The major problem with the Lomb Algorithm is the dependence of the method on high 

data rates, which often become difficult to attain in a combusting flow. A piecewise cubic interpolation, as 

described in this paper can provide more versatility when dealing with low data rates. This paper will use 

a series of known signals to validate the piecewise cubic interpolation and then the code will be applied to 

experimental data from LDV measurements of a bluff-body in cold flow situations. The results will be 

compared to the same data processed by the Lomb Algorithm. This comparison will use LDV data with 

both high and low data rates to illustrate the robustness of each code. 

2 EXPERIMENTAL PROCEDURES 

2.1 LDV PROCEDURES 

A two-component laser-Doppler velocimetry (LDV) system (TSI, Inc.) was employed for measuring 

instantaneous velocity at various conditions in the wake region of the bluff body. The primary advantages 

of the LDV technique include excellent accuracy (typically ~1% for velocity) and high data rate (up to 30 

kHz), making it an ideal non-intrusive diagnostic approach for recording unsteady fluid velocity and for 

quantitative comparison with numerical simulations. A number of previous publications have discussed 

the theory and operating principles of LDV (Goldstein, 1983). Only the details relevant for data analysis 

and model validation are included here.  
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 The LDV optical layout is shown in Figure 1.  The LDV system is driven by an argon-ion laser with 

514.5 nm and 488 nm output beams. The two wavelengths are used to generate orthogonal interference 

fringes for measuring two components of velocity from the same probe volume. Signals from particle 

scattering off the 514.5-nm and 488-nm beams are collected in back-scatter mode, separated in the 

multicolor receiver, and processed by the burst correlator to provide velocity information. Air is seeded 

with 1-µm aluminum oxide (Al2O3) particles just upstream of the test section. 
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Figure 2-1. Laser Doppler Velocimetry 

  Approximately 8000 data points per location were recorded for each component of velocity for a 

number of flow conditions and locations downstream of the flame holder. The test section had to be 

cleaned periodically due to collection of seed particles on the windows inside the test section. Cleaning 

the windows prevents erroneous readings due to the thin layer of seed that collects on these surfaces. In 

order to acquire sufficient data to characterize the non-coherent portion of the turbulent flow, care was 

taken to ensure that data rates were ≥ 1000 Hz.  Achieving these data rates required random time 

sampling in which data were collected at the arrival time of each particle-scattering signal rather than at 

regular time intervals.  

2.2 KNOWN SIGNAL GENERATION 

 In order to validate the techniques used to interpolate the random time-series data obtained in an LDV 

system, a baseline must first be established. Using MATLAB
®
, a series of “known” signals was generated 

at a data rate of 20 KHz. This general equation was used for signal generation, 

( )tu sim ωπ2sin=               (2) 

Equation (2) generates a simple sine wave based on a known frequency, ω, and a given time, t. usim is the 

simulated velocity measurement given by the right hand side of equation (2). The data rate of 20 KHz was 

chosen to provide enough points to create a comprehensive data set that can be very versatile in testing 

the ability of the data reduction technique presented in this report. Each signal is over a time interval of 3 

seconds. The signal generation is characterized by a constant time step of 5 x 10
-5

 at first. After the basic 

signal is created, these signals will be randomized and will no longer have equivalent time steps. Further 

explanation of the data reduction process using these known signals will be explained below. 
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2.3 TEST FACILITY  

 A 12 MW experimental combustion facility located in the Atmospheric Pressure Combustion Research 

Complex was used for the experiments.  This facility is owned and operated by the Propulsion Directorate 

of the Air Force Research Laboratory (AFRL), Wright Patterson Air Force Base, OH. The facility is 

capable of simulating the exit conditions of the Low-Pressure Turbine (LPT) of legacy, pipeline, and future 

high performance fighters.  The facility provides a uniform velocity and temperature profile (+ 3%), and 

6% turbulence intensity at the inlet of the test section. This facility is an atmospheric pressure facility. 

 

Figure 2-2. Atmospheric Combustion Research Facility 

 Experiments were conducted on two baseline bluff-bodies in this rig over a range of Reynolds 

numbers from 10,000 to 55,000. The bluff bodies used were a closed and open v-gutter, as shown in 

figure 2-3. In these experiments, LDV data were collected at numerous points in the wake of the bluff 

bodies.  

 

Figure 2-3. Open and Closed V-Gutter Bluff Bodies 
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Wall thickness = 0.0625 
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3 DATA ANALYSIS 

3.1 MATLAB
®
 INTERPOLATION PROCEDURE 

 In an effort to reduce the computational overhead required in reducing hundreds of sets of LDV data 

for LES validation, alternative processing techniques were formulated using the windowing, interpolation, 

and DFFT tools available in MATLAB
®
.  These DFFT tools require the velocity data have a constant time 

step and require that the random LDV data be re-sampled. This is done by creating a histogram of all the 

time steps between data and choosing a representative time step based on the results. There are many 

options available in choosing this representative time step. For this analysis, the median time step found 

in the data is used to complete the interpolation. 

 There are many perils to such data interpolation.  Gaps in the raw time series can be interpreted by 

the DFFT as false frequencies if the interpolation is not robust.  Small gaps in the data will result in false 

frequencies in the high frequency portion of the transformed data, leading to errors in the non-coherent 

portion of the TKE spectrum.  Large gaps in the data will result in false frequencies in the low frequency 

portion of the transformed data.  These errors make it difficult to extract the true shedding frequency of 

coherent structures.  Windowing techniques can be used in an attempt to eliminate the false frequencies 

resulting from large gaps in the data.  The accuracy of the interpolation scheme and the interpolated time 

step were varied in an attempt to eliminate the issues associated with errors in the TKE spectrum. 

 Discrete data may be considered to be a truncated portion of a continuous stream of data (Jong, 

1982).  The truncation results in “leakage,” and is analogous to a rectangular window being applied to the 

continuous data.  This is equivalent to convolving the frequency domain data with the transform of a 

square function.  In the frequency domain, a square window is represented by a Gaussian type central 

curve with several side lobes.  One solution to this problem is to average several DFFTs of shorter 

subsets of the original data record.  This procedure, though, sacrifices accuracy because less data is 

used to compute each DFFT.  Another solution to this problem is to apply another window to the discrete 

data that tends to counteract the effect of the square window already convolved onto the discrete data.  

Several windows available in MATLAB
®
 were applied to the data and comparisons were made to the 

Lomb Algorithm and to the known data sets. The one used in the interpolation code is the Blackman-

Harris window. 

 Several interpolation schemes are available in MATLAB
®
.  The function “interp1”, has interpolation 

flags for nearest neighbor, linear, cubic spline, and piecewise.  Each of these techniques was used to 

interpolate the LDV data and comparisons to the Lomb Algorithm and the known signals.  The cubic 

Hermite interpolation had by far the best comparison with the other two methods. 

3.2 KNOWN SIGNAL AND INTERPOLATION CODE VALIDATION 

 Once the known signal is created and the FFT of the constant time step data is verified for the 

specified shedding frequency a random vector is employed to pull various values of the raw data to create 

a known set time series data with an uneven time step. This new set of data is then applied to the 

interpolation scheme. This is important in proving that the interpolation code can provide a useful tool for 
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reducing time-series data when the time step is random. By using the known signals, the resultant 

shedding frequency will be known, and the shedding frequency given by the code should be close to the 

known frequency established when creating the signals. 

3.3 LOMB ALGORITHM 

 Data generated by LDV is collected from the scattered light of solid seed particles in the flow.  The 

scattered light collected in the process is typically randomly spaced in time.  To obtain frequency domain 

information from the unevenly spaced data, several techniques have been applied by Clark et al. (1985), 

Ardian and You (1987), Veynante and Candel (1988), and Chao and Leu (1992).  The Shannon or Lomb 

Algorithm has been one method traditionally employed (Clark et al., 1985; Veynante and Candel, 1988). 

 When employing the Lomb Algorithm, the first step is to determine the mean (equation (3)) and 

variance (equation (4)), or root mean square (rms), of the data set.   

∑=
N

iu
N

u
1

1
              (3) 

( )∑ −
−

=
N

i uu
N 1

22

1

1
σ        (4) 
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Where τ is defined as: 
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The normalized periodogram, Pn, is mathematically equivalent to the equation for the harmonic linear 

least square approximation of the linear regression of sines and cosines of the data.  In linear regression 

the data is weighted point wise and the error is minimized with least squares.  This differs from the DFFT 

of evenly distributed data weighted equally on each time interval.  Point-wise weighting thus offers an 

advantage when the data has a non-constant interval.   

 To adequately resolve the coherent and non-coherent portions of the turbulent data, sufficient 

resolution and accuracy are required.  When using a liner regression-type algorithm such as the Lomb 

algorithm, “false frequencies” are a consequence of poor resolution.  False frequencies will result in an 

inaccurate reproduction of the TKE spectrum (Mueller et al., 1998).  The accuracy of the Lomb Algorithm, 

and inherently the probability of a false frequency, is solely a function of the number of frequencies, ωi, 

that are used in the regression.  The greater the number of frequencies used in the regression the lower 

the probability of a false frequency and the higher the accuracy of the TKE spectrum.  Because of this, 
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the Lomb Algorithm can be a very robust analysis tool if the turbulent data contains coherent and non-

coherent spectra over a large frequency range. The Lomb algorithm typically is not very accurate for a 

low sampling rate. The Lomb algorithm calculations used in this experiment is contained in an executable 

C-Code developed by at Propulsion Directorate, AFRL, WPAFB, OH. After the initial interpolation using 

the Lomb algorithm, shedding frequency and Strouhal data can be analyzed using MATLAB
®
. 

3.4 COMPARISON PROCEDURE 

 In this analysis, only the u-component of the velocity will be considered, since the concern is only with 

the comparison between the two methods of interpolation. As described earlier, the sets of known signals 

will be randomized for an uneven time step and then fed into the interpolation code. This will show that 

the interpolation code can provide viable results in non-evenly spaced time-series data. Next, the LDV 

data will be fed to the interpolation code as well as to the LOMB algorithm. Comparisons will be made 

based on the results for Strouhal Number and shedding frequency between the codes.  

4 RESULTS AND CONCLUSIONS 

4.1 INTERPOLATION CODE VALIDATION 

 To validate the interpolation code, three known signals were created. The signals were created with a 

known frequency of 73Hz, 535Hz and 1310Hz, respectfully. These signals originally were created with a 

constant time step of 5 x 10
-5

 seconds. Theses signals were created and then a DFFT was performed on 

each signal to show that the frequency was indeed correct. Then the signal was randomized, creating an 

uneven time step in the known data. This non-evenly spaced signal was run through the interpolation 

code to see if the interpolation could pick out the frequency in the signal. For each of the three signals, a 

typical data rate of 4.5 to 5 kHz was used to randomize the data. This data rate is typical of useful LDV 

data. This method was run on all three signals and the results are shown in table 4-1. 

Table 4-1. Interpolation Code Validation for Known Signals 

Known 

Frequency 

Interpolated 

Frequency Percent Error 

73 Hz 73.54 -0.747 

535 Hz 534.07 0.1723 

1310 Hz 1309.4 0.046 

It can be seen that the interpolation code does a good job picking out the correct frequencies when 

applied to the randomized known signals, all result in less than a percent of error. Figure 4-1 and 4-2 

below show the DFFT of the know signal and the DFFT of the randomized known signal, respectively, of 

the 535 Hz generated signal. 
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Figure 4-1. DFFT of Known 535 Hz Signal 
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Figure 4-2. DFFT of Randomized 535 Hz Signal 

4.2 COMPARISON OF INTERPOLATION CODE TO LOMB ALGORITHM 

 Next, the interpolation code is run for actual LDV data collected in the research rig described above. 

This data is also reduced using the LOMB algorithm. The results were then compared. Many sets of LDV 

data were tested in this method. Six will be highlighted in this paper. The table below shows the LDV data 

sets and the subsequent comparison between the two methods. The comparison is based on the 

Strouhal number obtained from the LDV data. 
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Table 4-2. Interpolation Code Results Compared with LOMB Algorithm. 

Data Rate 
Reynolds 

Number 

Closed/Open 

Gutter? 

Interpolation 

Strouhal 

Number 

LOMB 

Algorithm 

Strouhal 

Number 

Percent 

Error 

910Hz 40,000 Closed 0.0301 0.1015 70.345 

953HZ 40,000 Closed 0.0145 0.0026 -457.692 

1939Hz 40,000 Closed 0.2846 0.2842 -0.1407 

4456Hz 40,000 Closed 0.2898 0.2888 -0.3463 

7660Hz 40,000 Closed 0.2902 0.2886 -0.5544 

9989Hz 40,000 Closed 0.2966 0.2951 -0.5083 

 The data is separated according to data rate as shown above. For LDV data of a low data rate (less 

than 1000Hz), neither code produces very promising results. In the figures below, the LDV data is shown 

in frequency space. Neither figure shows any discernable characteristic frequency. 
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Figure 4-3 DFFT of LDV Data with Low Sampling Rate (Interpolation) 
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Figure 4-4. DFFT of LDV Data with Low Sampling Rate (LOMB) 

In the LOMB plot, a peak occurs at about 30Hz, but that can be assumed to be a false frequency due to 

the low data rate. The interpolation plot doesn’t produce any information of real use, as the maximum 

value occurs around 0Hz and continues to decline with increasing frequency. Therefore, it can be 

concluded that LDV data that has less than a 1kHz sampling rate is useless in gaining useful velocity data 

in the flow. 

 LDV data that has a ‘normal’ data sampling rate (1000Hz-6000Hz) was tested using both methods and 

the results were much more promising. In both cases, the percent error between the two methods was 

less than 1%. The figures below show the interpolation and LOMB FFTs, respectively, of the data taken 

at 1939Hz sampling rate. 
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Figure 4-5. DFFT of LDV Data with a Nominal Sampling Rate (Interpolation) 
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Figure 4-6. DFFT of LDV Data with a Nominal Sampling Rate (LOMB) 

 The last two sets of data highlighted here are LDV data sets at a relatively high data sampling rate 

(greater than 6000Hz). These data sets produced similar results to the nominal data rates, as can be 

expected. The errors were once again less than 1% in each case. As the sampling rate gets higher, both 

methods should improve in accuracy. Since there are more samplings per second, the relative time step 

becomes closer and closer to being uniform, thus making the decision for the interpolation time step 

much easier. The figures below show the FFTs of the interpolation and LOMB algorithm, respectively, for 

the high data sampling rate of 7660Hz. 
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Figure 4-7. DFFT of LDV Data with a High Sampling Rate (Interpolation) 
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Figure 4-8. DFFT of LDV Data with a High Sampling Rate (LOMB) 

5. RECOMMENDATIONS 

 From the results above, it can be seen that the interpolation reduction code presented in this paper 

can serve as a robust method to reduce non-evenly spaced, time-series LDV data into frequency space 

data and provide useful results. The LOMB algorithm is still a suitable method to produce the same 

results, but the simplicity in the interpolation can prove to be more versatile when dealing with false 

frequencies or gaps in the data.  Now that, the interpolation code has shown the ability to produce 

frequency information from LDV data, the next step is to look at the interpolation time step used. For the 

interpolation to improve, especially at low data rates, the correct interpolation time step must be chosen. 

Also, the potential of false frequencies in the data is still a problem. Future endeavors will look at ways to 

identify where these false frequencies occur and how to filter them out of the signal.  
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ABSTRACT We report the detection of acetylene (C2H2) at
low concentrations by electronic resonance-enhanced coherent
anti-Stokes Raman scattering (ERE-CARS). Visible pump and
Stokes beams are tuned into resonance with Q-branch transi-
tions in the v2 Raman band of acetylene. An ultraviolet probe
beam is tuned into resonance with the Ã–X̃ electronic tran-
sition of C2H2, resulting in significant electronic resonance
enhancement of the CARS signal. The signal is found to in-
crease significantly with rising pressure for the pressure range
0.1–8 bar at 300 K. Collisional narrowing of the spectra ap-
pears to be important at 2 bar and above. A detection limit of
approximately 25 ppm at 300 K and 1 bar is achieved for our
experimental conditions. The signal magnitudes and the shape
of the C2H2 spectrum are essentially constant for UV probe
wavelengths from 233.0 to 238.5 nm, thus indicating that sig-
nificant resonant enhancement is achieved even without tuning
the probe beam into resonance with a specific electronic reson-
ance transition.

PACS 42.65.Dr; 42.62.Fi; 42.65.-k

1 Introduction

Coherent anti-Stokes Raman scattering (CARS) is
a useful and accurate technique for performing spatially re-
solved measurements of temperature and major-species con-
centrations [1, 2]. CARS can be used for simultaneous meas-
urement of multiple species concentrations and temperature
in a single laser shot when using appropriate broadband
laser sources [3]. The detection limit for CARS is typically
1000 ppm or greater at atmospheric pressure [1], even for
well-optimized CARS systems with polarization background
subtraction.

Electronic resonance-enhanced (ERE) CARS was first
demonstrated for dilute solutions of diphenyloctatetraene in
benzene [4]. Several molecules and radicals have been in-
vestigated via ERE-CARS including I2 [5, 6], NO2 [7, 8],
C2 [9–11], S-tetrazine vapor [12], OH [13], and CH [14].
Hanna et al. [15] demonstrated ERE-CARS for nitric oxide

� Fax: +1-765-494-0539, E-mail: lucht@ecn.purdue.edu

(NO) by implementing a dual-pump CARS approach and
observed significant resonance enhancement. Kulatilaka et
al. [16] employed ERE-CARS to monitor NO concentrations
in a combustion environment. A detection limit of approxi-
mately 50 ppm was demonstrated in a hydrogen-air flame,
thus confirming the utility of ERE-CARS for measurements
of minor species in reacting flows. Kulatilaka et al. [17] sub-
sequently investigated pressure-scaling and saturation effects
for NO ERE-CARS. The ERE-CARS signal for NO was
found to increase with rising pressure up to 2 bar and to remain
nearly constant thereafter up to 8 bar.

Measurements of acetylene (C2H2) concentration are
important for understanding many combustion processes.
Acetylene plays an important role in the chemical kinetics of
both soot initiation and growth [18, 19], and also in the forma-
tion of polycyclic aromatic hydrocarbons [19]. Measurements
of acetylene, moreover, are useful for understanding surface
chemistry related to chemical vapor deposition as well as to
carbon-nanotube synthesis via combustion [20].

2 Experimental description

The energy-level diagram for the C2H2 ERE-
CARS process is shown in Fig. 1. The frequency differ-
ence between the pump beam at a vacuum wavelength
λ1 = 532.215 nm (18 789.4 cm−1) and the Stokes beam at
λ2

∼= 594 nm (16 815 cm−1) corresponds to a Raman shift of
1974 cm−1 – the frequency of the bandhead for the v2 band of
acetylene. The Raman polarization induced in the medium is
detected using an ultraviolet (UV) probe beam at λ3 ∼= 236 nm
(42 370 cm−1). The ERE-CARS signal is near resonance with
various ro-vibrational bands in the Ã–X̃ electronic transition
of C2H2 [21–23], and has a wavelength λCARS

∼= 225.5 nm
(44 350 cm−1). Acetylene is a linear molecule in its ground
electronic state with five fundamental vibrations [24], and
has a planar trans-bent geometry in its lowest excited singlet
state [21]. Among five fundamental vibrations in the ground
electronic state, three are Raman-active; the other two are
infrared-active. The ν2 band at 1974 cm−1 corresponds to
symmetric stretching of the molecule and is the strongest of
the three Raman-active modes [24]. The complete ν2 Raman
band of acetylene can be acquired by scanning λ2 for fixed λ1

and λ3.
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FIGURE 1 Energy-level diagram for the C2H2 ERE-CARS process

2.1 Optical system

The experimental apparatus for our C2H2 ERE-
CARS measurements is shown in Fig. 2. The second-har-
monic output of an injection-seeded, Q-switched Nd:YAG
laser (Spectra-Physics Model Quanta Ray PRO 290-10) is
split via a 90/10 beam splitter. Ninety percent of the second-
harmonic beam is employed to pump a tunable, narrowband
dye laser (Continuum Model ND 6000), which produces an
output beam at a wavelength of approximately 704 nm. LDS
698 laser dye is used within the ND 6000 dye laser. The re-
maining 10% of the second-harmonic beam is used as the
pump beam (ω1). The repetition rate of the laser is 10 Hz, and
the temporal pulse length is approximately 8 ns at full-width
at half-maximum (FWHM).

The third-harmonic output at 355 nm of the same injection-
seeded Spectra-Physics Nd:YAG laser is sum-frequency
mixed with the Continuum dye-laser output at 704 nm, gen-
erating a tunable UV probe beam (ω3) at 236 nm. A beta-
barium-borate (β-BBO) crystal mounted in an Inrad Auto-
tracker III is used for the sum-frequency mixing process. This
tunable UV source, whose maximum energy is ∼ 4 mJ/pulse,
constitutes the probe beam (λ3). Finally, the second-harmonic
output of an unseeded Nd:YAG laser (Continuum Model
Precision PRO 9010) is used to pump another tunable, nar-
rowband dye laser (Lumonics Model SpectrumMaster). Rho-
damine 610 laser dye is employed to generate the Stokes beam
(ω2) near 594 nm.

The two Nd:YAG lasers are synchronized using a digital
delay generator (SRS Model DG 535) so that all three beams
overlap temporally with a peak deviation of less than 1 ns.
A combination of a half-wave plate and a polarizer is placed
within each beam path to control the pulse energy. The polar-
izer is also used to set the desired polarization for each beam.
The pump beam and the Stokes beam are linearly polarized,
with the polarization axis set at 60◦ with respect to the vertical
axis. The UV probe beam is vertically polarized. A three-
dimensional folded BOXCARS geometry is employed to sat-
isfy the phase-matching requirement [25].

A 50-mm diameter, 500-mm focal-length, UV-grade
fused-silica lens is used to focus the three beams. However,
to obtain better signal-to-noise ratios while maintaining rea-
sonable spatial resolution, the beams are overlapped about
25 mm away from their focal plane. This spatial overlap also
reduces saturation effects for both the Raman and electronic
transitions [12] because of reduced laser irradiances at the
probe volume. The length of the resulting probe volume is
about 6 mm. The diameters of all three beams at the probe vol-
ume are approximately 200 µm, as measured by translating
a razor blade across the overlap region while monitoring the
transmitted power of each laser.

The three input beams and the signal beam are recolli-
mated using another 50-mm diameter, 500-mm focal-length
lens. The Stokes beam (λ2) is directed into a wavemeter (High
Finesse Model WS-6) to record its wavelength when scan-
ning the Stokes dye laser. The pump beam (λ1) is trapped
using a beam dump. The UV probe beam (λ3) is directed onto
a pyroelectric joulemeter (Molectron Model J3-05). The UV
probe pulse energy is recorded continuously so that shot-to-
shot fluctuations in the UV-beam energy can be accounted for
in subsequent data analysis.

The ERE-CARS signal and the non-resonant four-wave-
mixing signal are directed through an analyzing polarizer of
high rejection ratio. The transmission axis of the analyzer
is set perpendicular to the polarization direction of the non-
resonant signal, thus minimizing non-resonant interferences.
The analyzing polarizer is mounted on a high-resolution ro-
tation stage to achieve the best possible suppression of non-
resonant background. Light scattered from the UV beam at
236 nm is blocked using four band-pass filters [15], as shown
in Fig. 2. The signal beam at ∼ 225.5 nm is isolated using
a 1-m spectrometer (SPEX Model 1000M) and collected via
a solar-blind photomultiplier tube (PMT-Hamamatsu Model
R7154).

2.2 Flow and pressure systems

For measurements of the detection limit, we em-
ploy a jet flow of acetylene in a buffer gas of nitrogen. Molecu-
lar mixing is ensured by combining a gas flow of 1000 ppm
C2H2 in N2 with an additional flow of pure N2 sufficiently far
upstream of the nozzle. The diameter of the nozzle producing
the jet flow is approximately 10 mm. Careful adjustments are
made to ensure that the probe volume is completely encom-
passed by the jet.

The pressure-scaling experiments are performed in a pres-
sure vessel which can accommodate pressures up to 8 bar.
The inlet of the vessel is connected to a gas bottle containing
1000 ppm C2H2 in N2. In addition, the outlet of the vessel is
connected to a vacuum pump. It is ensured that no residual
mixture remained in the vessel prior to refilling of the vessel
at each pressure.

3 Results and discussion

The ERE-CARS signal is acquired while scanning
the frequency of the Stokes dye laser and fixing that of the
UV probe beam. In past ERE-CARS measurements of nitric
oxide [15, 16], we have performed both UV scans (λ2 fixed,
λ3 varying) and Stokes scans (λ2 varying, λ3 fixed). However,
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FIGURE 2 Experimental system for
C2H2 ERE-CARS

for this work, we present only Stokes scans. UV scans are
performed but yield essentially constant signals owing to the
broad character of the electronic resonance interaction. The
ERE-CARS signal is averaged over 10 laser shots and sub-
sequently corrected for shot-to-shot UV (λ3) fluctuations via
division by the UV energy. It is observed that the fluctuations
in the Stokes laser beam (λ2) are negligible.

Spectral v2 band structures for 1% C2H2 at 0.05 atm and
300 K for various pulse energies of both the pump beam (ω1)
and Stokes beam (ω2) are shown in Figs. 3 and 4. The San-
dia CARSFT code [26] is used to calculate theoretical CARS
spectra for given laser linewidths at the specified temperature

FIGURE 3 Comparison between experimental and theoretical C2H2 ERE-
CARS spectra for 1% C2H2 in buffer N2 gas at 0.05 bar and 300 K.
The experimental spectrum is obtained for pulse energies of 2 mJ/pulse,
2 mJ/pulse, and 0.5 mJ/pulse for the pump, Stokes, and probe beams, re-
spectively. The theoretical linewidths are 0.01 cm−1 and 0.15 cm−1 for the
pump and Stokes beams, respectively. The Q-branch lines with odd rotational
quantum number J ≥ 7 are labeled

and pressure. The CARSFT calculations do not include any
effects of saturation. Figure 3 shows a comparison between
theoretical and measured spectra for the same experimental
conditions at fixed energy levels for ω1 and ω2. Good agree-
ment is achieved between theory and experiment. The remain-
ing differences between theory and experiment are probably
due to slight saturation of the experimental spectrum. The
odd rotational lines are well resolved in Fig. 3, but the even
rotational lines are not evident. The linewidth (FWHM) of
the pump beam (λ1) is ∼ 0.003 cm−1; in comparison, that of
both the Stokes beam (λ2) and the UV probe beam (λ3) is ap-
proximately 0.1 cm−1. From Fig. 3, we observe that the odd
rotational lines have FWHMs of approximately 0.1 cm−1. By
comparing the two cases in Fig. 4, we find clear evidence

FIGURE 4 Saturation broadening of C2H2 ERE-CARS spectra at 0.05 bar
and 300 K for 1% C2H2 in N2. The pulse energy of the UV probe beam (ω3)
is 0.5 mJ/pulse for both measurements
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for saturation broadening of the Raman resonances at higher
pump and Stokes laser irradiances.

Figure 5 shows a comparison of theoretical and experi-
mental ERE-CARS spectra of C2H2 for the v2 Raman band
at various UV probe wavelengths from 233.0 nm to 238.5 nm.
From Fig. 5, we observe no significant change in the ERE-
CARS spectrum as a function of UV wavelengths. The ro-
vibrational structure of the acetylene Ã–X̃ electronic transi-
tion is discussed in detail by Innes [21] and Watson et al. [22].
The initial and final levels of the fundamental Q-branch transi-
tion at 1974 cm−1 are characterized by (v′′

2 = 0, v′′
4 = 0, l′′4 = 0)

and (v′′
2 = 1, v′′

4 = 0, l′′4 = 0), respectively. Watson et al. [22]
and Innes [21] list the frequencies and the approximate tran-
sition strengths between the (v′′

2 = 0, v′′
4 = 0, l′′4 = 0) band

in the X̃ level and various vibrational bands in the Ã level.
The bands in the Ã level that are connected with the ground
(v′′

2 = 0, v′′
4 = 0, l′′4 = 0) band are listed in Table 1. The band

frequency, strength (S = strong, M = medium, W = weak,

FIGURE 5 C2H2 ERE-CARS spectra at 1.0 atm and 300 K in a jet flow of
1% C2H2 in buffer N2. The UV probe wavelength varies from 233.0 nm to
238.5 nm

FIGURE 6 C2H2 ERE-CARS spectra at four different sub-atmospheric
pressures. The spectra are recorded for a mixture of 1000 ppm C2H2 in N2
buffer gas inside the pressure vessel. For all spectra, the UV probe wave-
length λ3 = 236 nm. The pulse energies for the pump, Stokes, and probe
beams are 8.0, 8.0, and 0.5 mJ/pulse, respectively

VW = very weak), and corresponding UV probe wavelength
are listed for exact resonance with a given band. Neither Wat-
son et al. [22] nor Innes [21] provide any information on tran-
sitions from the (v′′

2 = 1, v′′
4 = 0, l′′4 = 0) band in the X̃ level.

Although it appears from Table 1 that we should have ob-
served a significant increase in signal for λ3 = 236.5 nm as
compared to the other probe wavelengths investigated, no sig-
nificant change is observed in the ERE-CARS spectrum. In
fact, the maximum signal strength is found near 236 nm, so
that most of the measurements reported in this paper are ob-
tained with a probe wavelength of 236 nm.

ERE-CARS measurements for the v2 Raman band of
C2H2 are also performed for pressures ranging from sub-
atmospheric (0.1 bar) to above atmospheric (8 bar) at 300 K.
Figure 6 shows comparisons between theoretical and experi-
mental spectra at different sub-atmospheric pressures from
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0.1 to 1 bar, while Fig. 7 shows similar comparisons at pres-
sures from 2 to 8 bar. We find, as expected, that individual ro-
tational lines blend into a band structure as the pressure rises.
In general, the theoretical and experimental spectra agree well
for pressures less than 2 bar. The experimental spectrum at
0.1 bar is not as clearly resolved as the theoretical spectrum.
This result is almost certainly due to the higher level of satura-
tion for the Raman transitions at lower pressure. For pressures
higher than 1 bar, the experimental spectra are narrower than
the theoretical spectra. This trend becomes more pronounced
at higher pressures. The implication is that significant col-
lisional narrowing occurs at pressures above 2 bar; unfortu-
nately, the CARSFT code does not include a collisional nar-
rowing model for C2H2. The experimental spectra tend to be
more symmetric at higher pressures as compared with the the-

FIGURE 7 C2H2 ERE-CARS spectra at pressures from 2 to 8 bar. All spec-
tra are recorded for a mixture of 1000 ppm C2H2 in N2 buffer gas inside the
pressure vessel. The UV probe wavelength λ3 and the pulse energies are the
same as for Fig. 6

Ã band ν̃ Strength λ3
(v′

2, v
′
3, K ′

a) (cm−1) (nm)

(0, 1, 0) 43 245.12 S 242.30
(0, 1, 1) 43 258.05 S 242.22
(0, 1, 2) 43 296.75 W 242.00
(0, 1, 3) 43 360.94 VW 241.62
(1, 0, 0) 43 584.45 W 240.32
(1, 0, 1) 43 596.31 M 240.26
(0, 2, 0) 44 275.27 M 236.40
(0, 2, 1) 44 289.35 S 236.32
(0, 2, 2) 44 331.40 W 236.09
(1, 1, 0) 44 631.78 M 234.42
(1, 1, 1) 44 644.45 M 234.35
(0, 3, 0) 45 285.72 S 230.88
(0, 3, 1) 45 301.13 S 230.80
(0, 3, 2) 45 347.15 M 230.56
(1, 2, 0) 45 662.68 M 228.89
(1, 2, 1) 45 676.42 S 228.82

TABLE 1 Bands in the Ã level connected with the (v′′
2 = 0, v′′

4 = 0, l′′4 =
0) band in theX̃ level

oretical spectra, again presumably due to strong collisional
narrowing.

For the spectra shown in Figs. 6 and 7, the square root of
the ERE-CARS signal is integrated in the Raman shift range
from 1970 cm−1 to 1978 cm−1 and plotted as a function of
pressure in Fig. 8. Figure 8 shows that the square root of the
integrated ERE-CARS signal increases sharply with increas-
ing pressure from 0.1 to 4 bar and then increases gradually
beyond 5 bar. The spectral scans are repeated at pressures of
1, 4, 5, and 7 bar. From these repeated measurements, we
conclude that the square root of the integrated ERE-CARS
signal is repeatable to within 5%. Baum et al. [27] performed
acetylene absorption measurements in the wavelength range
189–229 nm for a path length of 127 mm. They found that
the absorbance near 226 nm is negligibly small at 1 atm for a
C2H2 concentration of 630 ppm. Therefore, despite changes
in number density and the effects of line broadening, we con-
clude that the effects of UV absorption can be neglected for
our experiments up to 8 bar.

FIGURE 8 Variation of the square root of the integrated C2H2 ERE-CARS
signal with increasing pressure in the pressure range 0.05–8 bar
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FIGURE 9 C2H2 ERE-CARS detection-limit measurements at 1 atm and 300 K in a jet flow of 1000 ppm C2H2 in N2 buffer gas, diluted with additional N2.
For all spectra, the pulse energies for the pump, Stokes, and probe beams are 8, 8, and 2 mJ/pulse, respectively. The probe wavelength is 236.0 nm

As mentioned previously, acetylene displays an essen-
tially constant electronic coupling with the (v′′

2 = 1, v′′
4 = 0,

l′′4 = 0) level in the ground electronic state, thus yielding
nearly the same resonance enhancement in the pressure range
0.1–8 bar. This factor, combined with strong collisional nar-
rowing at high pressures, results in a substantial increase in the
ERE-CARS signal with rising pressures for a constant mole
fraction of C2H2. The gradual increase in square root of the in-
tegrated ERE-CARS signal beyond 5 bar is presumably due to
broadening of the Raman transitions at higher pressures.

As indicated previously, the detection limit for CARS can
be improved by several orders of magnitude by tuning the
UV laser beam to a suitable electronic resonance. Figure 9
shows ERE-CARS spectra over the v2 Raman band for differ-
ent C2H2 concentrations. A mixture of 1000 ppm C2H2 in N2

buffer gas is diluted with additional N2 to establish the given
concentration levels. The measurements are performed in a jet
flow produced from a nozzle. We established a C2H2 detec-
tion limit of 25 ppm upon suppressing the non-resonant signal
from the N2 buffer gas. This result suggests that ERE-CARS
has excellent potential for minor-species measurements, even
in reacting flows.

Figure 10 shows that the square root of the integrated
ERE-CARS signal (1970 cm−1–1978 cm−1) varies linearly
with acetylene concentration at atmospheric pressure. This

FIGURE 10 Square root of integrated C2H2 ERE-CARS signal as a function
of C2H2 concentration in a jet flow at 1 atm. A typical error bar of 10% is
shown at a concentration of 500 ppm

result verifies the expected theoretical behavior, as indicated
byICARS ∝ ∣∣χ(3)

∣∣2
, where ICARS is the irradiance of the CARS

signal and χ(3) is the third-order nonlinear susceptibility [4].

4 Conclusions and future work

Electronic resonance-enhanced coherent anti-
Stokes Raman scattering (ERE-CARS) has been applied to
obtain acetylene spectra at pressures ranging from 0.1 to 8 bar.
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The acetylene ERE-CARS signal is found to rise sharply
with increasing pressure from 0.1 to 4 bar, but more grad-
ually from 5 to 8 bar. As expected, the square root of the
integrated ERE-CARS signal at 1 atm and 300 K varies lin-
early with C2H2 concentration. The detection limit under
these conditions is found to be approximately 25 ppm. No
significant changes in spectral signature or signal levels are
observed as the UV probe wavelength is varied from 233.0 to
238.5 nm.

We plan to apply ERE-CARS for measurement of C2H2
profiles in high-pressure counter-flow diffusion flames in the
Purdue high-pressure flame facility [28]. Quantitative analy-
sis of these profiles will require either calibration or the incor-
poration of a collisional narrowing model [29–31] for C2H2 in
the CARSFT code.
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tum Spectrosc. Radiat. Transf. 43, 351 (1990)
14 T. Doerk, P. Jauernik, S. Hadrich, B. Pfelzer, J. Uhlenbusch, Opt. Com-

mun. 118, 637 (1995)
15 S.F. Hanna, W.D. Kulatilaka, Z. Arp, T. Opatrny, M.O. Scully,

J.P. Kuehner, R.P. Lucht, Appl. Phys. Lett. 83, 1887 (2003)
16 W.D. Kulatilaka, N. Chai, S.V. Naik, N.M. Laurendeau, R.P. Lucht,

J.P. Kuehner, S. Roy, J.R. Gord, Opt. Lett. 31, 3357 (2006)
17 W.D. Kulatilaka, N. Chai, S.V. Naik, N.M. Laurendeau, R.P. Lucht,

J.P. Kuehner, S. Roy, J.R. Gord, Opt. Commun. 274, 441 (2007)
18 I. Glassman, Proc. Combust. Inst. 22, 295 (1988)
19 H. Richter, J.B. Howard, Prog. Energ. Combust. Sci. 26, 565 (2000)
20 J.M. Bonard, M. Croci, C. Klinke, F. Conus, I. Arfaoui, T. Stöckli,

A. Chatelain, Phys. Rev. B 67, 085 412 (2003)
21 K.K. Innes, J. Chem. Phys. 22, 863 (1954)
22 J.K.G. Watson, M. Herman, J.C. Van Craen, R. Colin, J. Mol. Spectrosc.

95, 101 (1982)
23 B.A. Williams, J.W. Fleming, Appl. Phys. B 75, 883 (2002)
24 R.P. Lucht, R.L. Farrow, R.E. Palmer, Combust. Sci. Technol. 45, 261

(1986)
25 A.C. Eckbreth, Appl. Phys. Lett. 32, 421 (1978)
26 R.E. Palmer, The CARSFT Computer Code For Calculating Coherent

Anti-Stokes Raman Spectra: User and Programmer Information, Sandia
National Laboratories Report SAND89-8206, Livermore, CA (1989)

27 M.M. Baum, S. Kumar, A.M. Lappas, P.D. Wagner, Rev. Sci. Instrum.
74, 3104 (2003)

28 C.D. Carter, G.B. King, N.M. Laurendeau, Rev. Sci. Instrum. 60, 2606
(1989)

29 R.G. Gordon, R.P. McGinnis, J. Chem. Phys. 49, 2455 (1968)
30 R.G. Gordon, R.P. McGinnis, J. Chem. Phys. 55, 4898 (1971)
31 M.L. Koszykowski, R.L. Farrow, R.E. Palmer, Opt. Lett. 10, 478

(1985)

315



www.elsevier.com/locate/optcom

Optics Communications 274 (2007) 441–446
Effects of pressure variations on electronic-resonance-enhanced
coherent anti-Stokes Raman scattering of nitric oxide

Waruna D. Kulatilaka a,*, Ning Chai a, Sameer V. Naik a, Sukesh Roy b,
Normand M. Laurendeau a, Robert P. Lucht a, Joel P. Kuehner c, James R. Gord d

a School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907, United States
b Innovative Scientific Solutions, Inc., 2766 Indian Ripple Road, Dayton, OH 45440, United States

c Department of Physics and Engineering, Washington and Lee University, Lexington, VA 24450, United States
d Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson AFB, OH 45433, United States

Received 13 October 2006; received in revised form 3 February 2007; accepted 8 February 2007
Abstract

The effects of pressure variations on the electronic-resonance-enhanced coherent anti-Stokes Raman scattering (ERE-CARS) signal of
nitric oxide (NO) were studied at pressures ranging from 0.1 to 8 bar. ERE-CARS signals were recorded in a gas cell filled with a mixture
of 300 ppm NO in N2 buffer gas at room temperature. The ERE-CARS signal was found to increase with rising pressure up to 2 bar and
to remain nearly constant thereafter. The spectra recorded at different cell pressures were modeled using a modified version of the Sandia
CARSFT code. Laser-saturation effects were accounted for by systematically varying the theoretical ultraviolet probe-laser linewidth.
Excellent agreement was obtained between theory and experiment for the pressure-scaling behavior of the ERE-CARS signal of NO.
This finding, along with a negligible influence of electronic quenching on the ERE-CARS signal, provides strong incentive for the appli-
cation of ERE-CARS to measurements of NO concentrations in high-pressure combustion environments.
� 2007 Elsevier B.V. All rights reserved.

PACS: 42.62.Fi; 42.65.Dr; 82.33.Vx
1. Introduction

Coherent anti-Stokes Raman scattering (CARS) is a
well established diagnostic technique for measuring tem-
perature and major species concentrations in reacting flows
[1]. Recently, CARS techniques have been demonstrated
for the simultaneous measurement of multiple species con-
centrations [2–4]. CARS has also been investigated both
experimentally [4,5] and theoretically [6] for concentration
and temperature measurements in high-pressure environ-
ments. At high pressures, collisional narrowing effects have
a direct impact on the shape and intensity of CARS spectra
[7–9]. Additional influences include laser-saturation [9–12],
0030-4018/$ - see front matter � 2007 Elsevier B.V. All rights reserved.

doi:10.1016/j.optcom.2007.02.022
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Stark broadening [12,13] and stimulated Raman pumping
[13]. Interference effects between different rotational lines
have been studied theoretically for high-resolution CARS
spectra of oxygen (O2), nitrogen (N2) and nitric oxide
(NO) over a range of spectral bandwidths [14]. Theoretical
and experimental investigations of line interference effects
in vibrational Q-branch spectra of N2 and CO have also
been conducted using stimulated Raman spectroscopy
[15]. Rotational collisional narrowing in the NO funda-
mental Q-branch was the subject of a prior investigation
in the pressure range 20–100 kPa [16].

CARS has been applied to high-resolution spectroscopy
of NO by Doerk and co-workers [17,18]. However, tradi-
tional vibrational or rotational CARS techniques have lim-
ited sensitivity and thus are not suitable for detection of
minor species in flames and plasmas. This difficulty can
be overcome by tuning one or more of the pump, Stokes,
316
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and probe beams into resonance with an electronic transi-
tion of the molecule. The resulting CARS signal exhibits a
significant resonance enhancement. Electronic-resonance-
enhanced coherent anti-Stokes Raman scattering (ERE-
CARS) has previously been applied to both OH [19] and
CH [20]. In our own work, we have demonstrated ERE-
CARS of NO [21] and have demonstrated NO detection
limits of 50 ppm or better in atmospheric-pressure flames
[22]. Further details of our ERE-CARS experiments can
be found in two recent publications [22,23].

In this paper, we describe the pressure-scaling behavior
of the NO ERE-CARS signal. ERE-CARS spectra of NO
were recorded using a gas cell at pressures ranging from 0.1
to 8 bar at room temperature. Near-background-free detec-
tion has been demonstrated using a frequency-scanning
method incorporated into these experiments [22]. The
ERE-CARS technique can be used to perform quantitative
measurements of NO concentration in high-pressure com-
bustion environments for which traditional laser-induced
fluorescence (LIF) techniques become less accurate and
more complicated, primarily owing to electronic quenching
and background interferences [24–27].

2. ERE-CARS experimental procedure

Our ERE-CARS technique is an extension of the dual-
pump CARS method previously developed for simulta-
Fig. 1. Energy-level diagram for NO ERE-CARS.
neous detection of two major species [2]. The energy level
diagram for the ERE-CARS process is shown in Fig. 1.
We use visible pump (k1 = 532 nm) and Stokes
(k2 = 591 nm) beams which are far from the A2R+–X2P
electronic resonance of NO. The frequency difference
between these two beams is tuned to a Q-branch Raman
resonance in the v00 = 0! v00 = 1 vibrational transition of
the X2P electronic level of NO. The Raman polarization
created in the medium is then probed using an ultraviolet
(UV) probe beam (k3 = 236 nm). The wavelength of the
UV beam is selected to be at or near electronic resonance
with rotational transitions in the v00 = 1! v 0 = 0 vibra-
tional band of the A2R+–X2P electronic transition of
NO. The ERE-CARS signal generated at 226 nm is thus
in resonance with rotational transitions in the
v 0 = 0! v00 = 0 band of the same electronic transition.
Consequently, a dramatic increase in the ERE-CARS sig-
nal occurs because of electronic resonance enhancement.
Our ERE-CARS approach differs from previous such
methods owing to the wide separation maintained between
the wavelengths of the pump and probe beams [21].

The experimental apparatus used for our pressure-scal-
ing studies of the NO ERE-CARS signal is shown in
Fig. 2. The pump beam at k1 = 532 nm is the second-har-
monic output of an injection-seeded, Q-switched Nd:YAG
laser (Spectra-Physics Model Quanta Ray PRO 290-10)
with a repetition rate of 10 Hz and a pulse width of approx-
imately 8 ns (FWHM). This Nd:YAG laser is equipped
with active-feedback-control systems to obtain both excel-
lent pointing stability (BeamLok) and minimum divergence
(D-Lok) of the output laser beams. Approximately 250 mJ
of the 532-nm output from the same Nd:YAG laser is used
to pump a tunable, narrow-band dye laser (Continuum
Model ND 6000). This dye laser is operated using LDS
698 laser dye. The output wavelength of the dye laser is
approximately 704 nm, and the pulse energy is approxi-
mately 20 mJ. LDS 698 is a very stable laser dye and the
spatial mode of the dye laser beam is near-Gaussian. The
704-nm laser radiation is subsequently sum-frequency
mixed with approximately 25 mJ of the 355-nm, third-har-
monic output of the same injection-seeded Nd:YAG laser
to generate UV radiation at 236 nm. A beta-barium borate
(b-BBO) crystal mounted inside an Inrad Autotracker III is
used for sum-frequency generation (SFG). Employing this
scheme, we can obtain tunable, 236-nm UV radiation with
excellent spatial mode structure and with pulse energies up
to 4 mJ. This 236-nm beam acts as the probe beam for the
NO ERE-CARS process.

The second-harmonic output of an unseeded Nd:YAG
laser (Continuum Model Powerlite Precision II 9010) is
used to pump a second tunable, narrow-band dye laser
(Lumonics Model SpectrumMaster) containing Rhoda-
mine 610 laser dye. The 591-nm output beam from this sec-
ond dye laser is the Stokes beam. The two Nd:YAG pump
lasers are synchronized electronically so that all three
pulses overlap within 1 ns at the probe volume. A half-
waveplate/polarizer combination was included in each of
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the three ERE-CARS beam paths so that pulse energies
can be controlled and specific polarizations maintained
for each beam. Two telescopes were placed in the Stokes
and UV probe beams, respectively (not shown in Fig. 2
for clarity), so that, by adjusting the lens separation, the
focal planes of all three beams could be made to overlap
at the ERE-CARS probe volume. Phase-matching was
achieved by using the usual three-dimensional folded BOX-
CARS geometry.

The three ERE-CARS beams were focused into the
probe volume using a 50-mm diameter, 500-mm focal-
length, UV-grade fused silica lens. The diameters at the
overlap region of the three beams were approximately
200 lm. The beams were crossed about 25 mm away from
the focal plane and the effective interaction length was mea-
sured to be approximately 6 mm. We selected the length for
the probe volume so that we could generate significant
ERE-CARS signals while maintaining reasonable spatial
resolution and avoiding significant saturation of the
Raman and electronic transitions. If required, better spatial
resolution could be achieved by crossing the laser beams
much closer to their focal plane.

A gas cell containing a 300-ppm mixture of NO in N2 buf-
fer gas was positioned at the probe volume. The ERE-
CARS signal beam was recollimated using an additional
50-mm diameter, 500-mm focal-length lens. The polariza-
tions of the three incoming beams were arranged such that
the non-resonant four-wave-mixing signal could be sup-
pressed using a polarizer placed along the signal beam.
The polarization technique used to suppress the non-reso-
nant background is described in a previous publication
[21]. Scattered UV probe radiation within the ERE-CARS
channel was blocked using four 45�, Nd:YAG fifth-har-
monic laser mirrors placed at normal incidence to the beam
[21]. The signal was transmitted through a 1-m spectrometer
and detected using a solar-blind photomultiplier tube
(PMT) connected to a digital oscilloscope and a personal
computer.
3. Results and discussion

Pressure-scaling of the NO ERE-CARS signal was
investigated at room temperature. Spectra were recorded
by scanning the Stokes wavelength while fixing the UV
wavelength so that we could precisely account for fluores-
cence interferences in the signal channel [22]. The pressure
dependence of the ERE-CARS signal was studied for two
different sets of laser-pulse energies. For the low-energy
case, the pulse energies were 5 mJ, 5 mJ, and 0.25 mJ for
the pump, Stokes, and UV probe beams, respectively.
For the high-energy case, the pulse energies were 12.5 mJ,
11.5 mJ, and 0.6 mJ for the above three beams, respec-
tively. The pulse energies for the low-energy case were cho-
sen so that we obtained signals with signal-to-noise ratios
greater than 10 for all pressures. The pulse energies for
the high-energy case were approximately twice those of
the low-energy case. Spectra were recorded using a gas cell
filled with 300 ppm NO in N2 buffer gas for a range of pres-
sures varying from 0.1 to 8 bar.

The ERE-CARS probe volume was located 160 mm in
front of the exit window of the gas cell to ensure that the
spot sizes of the beams at the exit plane would be large
enough to prevent window damage. As a result, significant
absorption of the ERE-CARS signal occurs within the gas
cell. The theoretical absorption was calculated at the wave-
length of the ERE-CARS signal for each pressure, using a
computer code [28] incorporating spectroscopic parameters
from LIFBASE [29]. From such calculations, all NO ERE-
CARS signals were corrected for absorption in the cell.

The ERE-CARS signals are plotted in Fig. 3 after
subtracting constant LIF background interferences. The
spectra recorded for the low-energy case are shown in pan-
els a–h of Fig. 3. Similarly, the spectra recorded for the
high-energy case are shown in panels i–p. Panels a–j, and
also i–p, are scaled by the factors shown so that all plots
employ the same ordinate. The spectral line of Fig. 3 is a
blend of the Raman transitions Q11(1.5), Q11(2.5),
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Fig. 3. Theoretical and experimental ERE-CARS spectra for different pressures at room temperature. The spectra shown in panels a–h are recorded using
low pulse energies, while the spectra in panels i–p are recorded using high pulse energies. Experimental spectra are shown by dotted lines, while the
theoretical spectra are shown by solid lines.
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Q11(3.5) and Q11(4.5) at Raman shifts of 1876.03, 1875.95,
1875.82 and 1875.66 cm�1, respectively. The UV probe
is electronically resonant with Q11(1.5), Q11(2.5) and
Q11(3.5) lines at frequencies 44197.94, 44197.52 and
44197.72 cm�1, respectively.

The ERE-CARS spectra have been modeled using a
perturbative (low laser irradiance) analysis. The Sandia
CARSFT code [30] was modified for simulation of the
ERE-CARS spectra, with NO spectral data obtained
from LIFBASE [29] and from previous high-resolution
CARS measurements [14,16]. In particular, the ERE-
CARS code was employed to model spectra for both
the UV probe and Stokes scans. The ERE-CARS code,
at this stage of development, does not include a rigorous
treatment of saturation, which is a very important effect
in our measurements, especially below atmospheric-pres-
sure. The effects of saturation are modeled by performing
calculations with variable UV probe-frequency widths.
For the pressure-scaling experiments, good agreement
was obtained between theory and experiment in terms
of both the spectral shape and intensity of the ERE-
CARS signal. For calculating theoretical ERE-CARS
spectra, we used a UV probe-frequency width, Dx3,
described by
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Dx3 ¼ Dx30 1þ EL

Esat

� �
; ð1Þ

where the UV probe-frequency width, Dx30 = 0.2 cm�1,
when the UV pulse energy EL (in mJ) is significantly smal-
ler than the saturation UV pulse energy, Esat (in mJ). The
saturation UV pulse energy can be taken as directly pro-
portional to the total pressure, P (in bars), and thus can
be written as

Esat ¼ bP ; ð2Þ

where b is a suitable constant of proportionality (mJ/bar).
Hence, Eq. (1) can be written as

Dx3 ¼ Dx30 1þ EL

bP

� �
: ð3Þ

The value of b = 0.25 mJ/bar was used to fit both the high-
and low-UV-pulse-energy spectra. Minor variations in b do
not have significant effects on the shape of the spectral
lines. The theoretical spectra calculated using UV probe-
frequency widths given by Eq. (3) over a range of pressures
from 0.1 to 8 bar are shown by the solid lines in Fig. 3 for
the low- and high-energy cases. The theoretical line shapes
calculated using this approach agree very well with those
obtained experimentally for both the high- and low-energy
cases. The assumption of a broadened UV probe linewidth
yields the correct pressure dependence for the ERE-CARS
spectra and signal levels between pressures of 0.1 and 8 bar.
However, the effects of significantly larger UV probe line-
widths used at lower pressures are seen clearly in the theo-
retical spectrum shown in Fig. 3p. The structure in this
spectrum results from the increased resonance enhance-
ment for higher-J Raman transitions due to the large UV
probe linewidth calculated using Eq. (3).

The background-corrected ERE-CARS signal was inte-
grated between Raman shifts of 1874–1878 cm�1 for each
pressure. The square root of the integrated ERE-CARS
signal is plotted as a function of pressure in Fig. 4 for
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Fig. 4. Integrated ERE-CARS signal as a function of pressure. The squares
and the line passing through them are for the high-energy case while the
circles and the line passing through them are for the low-energy case, as
described in the text. Theoretical line shapes are calculated by integrating
theoretical spectra for the same Raman-shift range, 1874–1878 cm�1.
the two different laser-energy cases described earlier. The
spectral scans were repeated at pressures of 0.5, 2, 5, and
8 bar for the high-energy case to verify repeatability of
our experiments. The integrated ERE-CARS signal is
repeatable to within 5% for all of the repeated spectra. In
each case, the theoretical pressure-dependence curve is
obtained by integrating the theoretical spectra for the same
Raman-shift range and is scaled at 1 bar to obtain a good
fit with the experiments.

The square root of the ERE-CARS signal increases very
rapidly with pressure up to 2 bar and remains nearly con-
stant for 2–8 bar. The rapid increase in ERE-CARS signal
with pressure up to 2 bar is a result of the dependence of
the ERE-CARS signal on the square of the NO number
density and of the decrease in the extent of saturation of
the Raman and UV probe transitions as the pressure rises.
A minor drop in signal is observed as the pressure increases
above 3 bar, both in theory and experiment. This behavior
arises from broadening of the UV probe transition as pres-
sure increases, resulting in a reduction in the effective elec-
tronic resonance enhancement. Consequently, in contrast
to regular N2 CARS [7], no significant enhancement is
observed in the ERE-CARS signal for our NO experiments
owing to collisional narrowing with rising pressure.

In contrast to ERE-CARS, laser-induced fluorescence
(LIF) manifests a significant decrease in signal with
increasing pressure as the pressure rises from 0.1 to 2 bar.
In contrast to ERE-CARS, the reduction in signal arises
mostly from broadening of the UV pump transition
[24,25]. The LIF signal and the ERE-CARS signal are
compared as functions of pressure in Fig. 5. The two sig-
nals are normalized to a value of unity at 1 bar for easy
comparison. LIF signals were calculated on a per-molecule
basis at each pressure using the spectroscopic package LIF-
SIM [31]. These signals were then multiplied by the corre-
sponding pressure to account for the linear rise in number
density with increasing pressure. Above 2 bar, the LIF sig-
nal is nearly constant as a function of pressure, similar to
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Fig. 5. ERE-CARS signal for the high-energy case (solid line) and LIF
signal (dotted line) for the same conditions, as a function of pressure. The
two signals are normalized to a value of unity at 1 bar for easy
comparison. The experimental ERE-CARS data points are shown by
open circles and the repeated data points are shown by solid circles.
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the behavior of the ERE-CARS signal. We should note
that, in the presence of collision partners such as O2 and
CO2, the actual LIF signal would be much lower than with
N2 as a collision partner. In contrast, the ERE-CARS sig-
nal would remain nearly unaffected by any changes in elec-
tronic quenching [23].

4. Conclusions and future work

In summary, we have investigated pressure-scaling of
the ERE-CARS signal for NO up to 8 bar. The ERE-
CARS signal rises rapidly with increasing pressure up to
2 bar and remains nearly constant thereafter. Excellent
agreement was obtained between theoretical and experi-
mental pressure-scaling behavior for the ERE-CARS sig-
nal of NO. Saturation effects were modeled using the
modified SANDIA CARSFT code by incorporating a sys-
tematic variation of the UV-laser linewidth.

We have previously developed a computer code based
on direct numerical integration of the time-dependent den-
sity–matrix equations to model the ERE-CARS process
[10]. The density–matrix approach allows us to account
for saturation effects in a rigorous manner. At present,
we are using this code to model NO ERE-CARS spectra
with various levels of saturation; the results will be dis-
cussed in a future publication.
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Steinwandel, J. Phys. D: Appl. Phys. 31 (1998) 2485.
[19] B. Attal-Trétout, S.C. Schmidt, E. Crété, P. Dumas, J.P. Taran, J.

Quant. Spectrosc. Rad. Trans. 43 (1990) 351.
[20] T. Doerk, M. Hertl, B. Pfelzer, S. Hädrich, P. Jauernik, J.
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We report an investigation of two-color six-wave-mixing spectroscopy techniques using picosecond lasers
for the detection of atomic hydrogen in an atmospheric-pressure hydrogen–air flame. An ultraviolet laser
at 243 nm was two-photon-resonant with the 2S1�2 ←← 1S1�2 transition, and a visible probe laser at
656 nm was resonant with H� transitions �n � 3 ← n � 2�. The signal dependence on the polarization of
the pump laser was investigated for a two-beam polarization-spectroscopy experimental configuration
and for a four-beam grating configuration. A direct comparison of the absolute signal and background
levels in the two experimental geometries demonstrated a significant advantage to using the four-beam
grating geometry over the simpler two-beam configuration. Picosecond laser pulses provided sufficient
time resolution to investigate hydrogen collisions in the atmospheric-pressure flame. Time-resolved
two-color laser-induced fluorescence was used to measure an n � 2 population lifetime of 110 ps, and
time-resolved two-color six-wave-mixing spectroscopy was used to measure a coherence lifetime of 76 ps.
Based on the collisional time scale, we expect that the six-wave-mixing signal dependence on collisions
is significantly reduced with picosecond laser pulses when compared to laser pulse durations on the
nanosecond time scale. © 2007 Optical Society of America

OCIS codes: 300.6420, 300.6500, 020.1670, 020.2070, 280.1740.

1. Introduction

Atomic hydrogen is an important species in reacting
flows because of its high reactivity and diffusivity.
For example, in low-pressure diamond-synthesis en-
vironments, hydrogen atoms play a significant role in
determining the growth rate and quality of the dia-
mond film [1]; in nonpremixed flames interacting
with vortices, the time evolution of the hydrogen
atom concentration closely follows that of the heat
release during the interaction and therefore, will re-
veal information concerning the heat-release rate
during the interaction processes [2]. Moreover, hy-
drogen atoms may play an important role in the

formation of soot in hydrocarbon combustion [3].
Therefore the measurement of atomic-hydrogen con-
centration in flames is of fundamental importance in
understanding the relevant chemical, heat, and mass
transfer processes.

Laser-induced fluorescence (LIF) is the most com-
monly used technique for detecting atomic hydrogen
in reacting flows. Single-photon excitation of hydro-
gen atoms from the ground state is not possible in
practical reacting flows because the excitation wave-
lengths lie in the vacuum UV where the medium is
optically thick. Multiphoton excitation schemes obvi-
ate this problem by shifting the excitation wave-
lengths to the UV or visible spectral regions. Various
multiphoton LIF schemes have been employed for
detection of the hydrogen atom in reacting flows [1,3–
10]. Czarnetzki et al. [10] compared different schemes
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employing multiphoton excitation to the n � 3 and
n � 4 levels and subsequent detection of the Balmer-
line fluorescence.

Coherent techniques also have been used for the
detection of atomic hydrogen in flames and plasmas.
Demonstrated techniques include two-photon polar-
ization spectroscopy [11–14], two-photon-resonant
four-wave-mixing spectroscopy [15], two-color laser-
induced grating spectroscopy [16], and two-color, two-
photon laser-induced polarization spectroscopy [17].
All these techniques rely on two-photon-resonant
four-wave-mixing [11–15] or six-wave-mixing [16,17]
processes, which generate a signal via the third-order
nonlinear susceptibility, ��3�, or the fifth-order nonlin-
ear susceptibility, ��5�, respectively. In all these ex-
periments, the wave-mixing signals were detected
either in a two-beam, laser-induced polarization spec-
troscopy (PS) configuration [11–14,17] or in a four-
beam grating configuration, which requires phase
matching [15,16].

Proponents of the coherent techniques have indi-
cated that these approaches have the potential to be
more quantitative than LIF because the signals de-
pend only on the total dephasing rate of a transition
rather than on specific population relaxation pro-
cesses such as collisional quenching, which can de-
pend strongly on the particular colliding species and
not just on the total density of colliders [14,15]. An
additional advantage of the coherent technique lies in
the fact that the signal propagates as a laserlike
beam. This characteristic enables extremely effective
spatial discrimination against the background flame
emission and enables measurements on systems
where limited optical access precludes the implemen-
tation of a fluorescence-based diagnostic.

Among the coherent techniques, the PS configura-
tion is the easiest to implement, requiring a single
pump and a single probe beam, which are crossed in
the sample. In this two-beam configuration, the non-
linear interaction generates an electric field compo-
nent that is orthogonal to the probe beam polarization
and propagates collinearly with the probe beam. This
component is selectively detected as the signal by us-
ing a polarization analyzer. With the exception of the
recent work by Kulatilaka et al. [17], all previous mea-
surements of atomic hydrogen employing the PS con-
figuration used the same laser wavelength for the
pump and probe beams [11–14]. The lasers were two-
photon-resonant with the 2S1�2 ←← 1S1�2 transition.
These single-color PS experiments generate signals
via ��3�, but compared to resonant four-wave-mixing
spectroscopy, the nonlinear interaction is weaker be-
cause of the low oscillator strength of the two-photon
transition.

Kulatilaka et al. [17] detected atomic hydrogen us-
ing two-color PS (TC-PS). As in the single-color PS
experiments, a pump beam excites 2S1�2 ←← 1S1�2

via two-photon-resonant absorption, but in this case
the probe laser resonantly couples the n � 2 and
n � 4 levels, generating the signal at 486 nm via ��5�.
The single-photon-resonant probe step benefits from

the high oscillator strength of the H� transition. Be-
cause this is a two-color technique, the background
from scattered 243 nm pump photons is efficiently
suppressed by placing a spectral filter in front of the
detector.

More generally in these coherent wave-mixing
techniques, the grating or phase-matched geometry
can be used [15,16]. In this configuration, the pump
laser is split into two beams of nominally equal in-
tensity. The two pump beams and the probe beam are
crossed in the sample. The crossed beams produce a
spatially varying coherence, which generates the sig-
nal beam in the phase-matched direction [15,16]. Be-
cause the detected polarization is not constrained
to be orthogonal to the probe polarization, as it is for
the PS configuration, it is possible to detect signals
generated by scattering the probe beam off pump-
induced population gratings. In contrast, the PS con-
figuration relies on pump-induced optical anisotropy
to rotate the probe polarization. We expect that opti-
cal anisotropy is relatively weak in comparison with
the total population that can be excited to n � 2, and
we speculated that it would be possible to generate
signals larger than those in the PS configuration by
scattering off population gratings. Accordingly, one
goal of the current work is to compare directly the
maximum signal levels that can be generated in the
two-beam and the four-beam configurations under
identical conditions.

Additional goals of the current work are to in-
vestigate the use of picosecond lasers for TC-6WM
detection of atomic hydrogen in an atmospheric-
pressure flame and to characterize the collisional
time scales relevant to this application. These goals
are motivated by the assumption that the sensitivity
of the technique to variations in the collisional envi-
ronment can be significantly reduced by shortening
the time scale of the wave-mixing process so that it is
shorter than that of characteristic collision times.
This assumption extrapolates from the results of ear-
lier studies of the collisional dependence of single-
photon-resonant PS [18]. In the theoretical and
experimental efforts of Reichardt et al. [18], it was
shown that for a resonance that is primarily Doppler
broadened, the PS signal for copropagating pump and
probe beams scales as �����2 for a long-pulse laser,
where � is the coherence dephasing rate, and � is the
inverse of the excited-state lifetime. The authors
demonstrated that the collisional dependence can be
significantly reduced by using laser pulses with a
pulse width shorter than the characteristic collision
times. In this case, the PS signal scales as ��1. Fur-
thermore, for a saturating pump beam, the short-
pulse PS signal is found to be nearly independent of
the collision rate [18,19].

In the current work, we used TC-LIF and TC six-
wave-mixing spectroscopy (TC-6WM) techniques to
detect atomic hydrogen in an atmospheric-pressure
hydrogen–air flame. We used picosecond lasers to
provide sufficient time resolution to characterize the
collisional time scales in the flame. The objectives of
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this experiment were (1) to characterize the polariza-
tion dependence of TC-6WM signals in the two-beam
TC-PS configuration [17] and in the four-beam grat-
ing configuration [16]; (2) to compare directly the
signals produced in the two experimental configura-
tions; and (3) to measure the n � 2 population life-
time using time-resolved TC-LIF and the n � 2
coherence lifetime using time-resolved TC-6WM.

2. Experimental Procedure

Hydrogen atoms were probed in the postflame re-
gion of an atmospheric-pressure, hydrogen–air flame,
which was stabilized on a rectangular Hencken
burner, similar to that detailed in Ref. 17. The flame
equivalence ratio was set to 1.1 for all the experi-
ments. For a hydrogen–air flame of equivalence ratio
1.1 stabilized over the Hencken burner, the esti-
mated flame temperature is 2400 K and the H-atom
mole fraction is 0.003, both calculated using the
UNICORN code taking into account the geometry of
the burner [17]. The corresponding H-atom number
density is 9.1 � 1015 cm�3. For most experiments,
however, we used additional nitrogen dilution to
prevent the burner surface from overheating. At
this condition, equilibrium calculations [20] predict
a flame temperature of 2190 K and an H-atom num-
ber density of 2.7 � 1015 cm�3.

An energy level diagram for hydrogen is shown in
Fig. 1, and the pump and probe transitions used in
the current experiment are indicated by arrows. A
picosecond pump laser was used to excite hydrogen
atoms via the 2S1�2 ←← 1S1�2 two-photon transition
at 243 nm. A time-delayed picosecond probe laser,
tuned to single-photon H� transitions �n � 3 ← n
� 2� at 656 nm, was used to probe the evolution of
the excited atoms in the n � 2 manifold of states. The
probe laser effectively drives all electric-dipole-
allowed transitions that couple n � 2 states to n � 3
states because the Doppler broadening in the flame
(approximately 0.5 cm�1 at 656 nm) and the laser
linewidth are sufficiently large that the 2S–2P split-
ting and fine structure are unresolved.

The experimental system, shown in Fig. 2, was
designed to allow simultaneous detection of TC-LIF
and TC-6WM signals in either the TC-PS or the
phase-matched configuration. The pump and probe
laser pulses were produced with two independently

pumped distributed-feedback dye lasers (DFDLs)
similar to the design described in Ref. 21. The relative
delay between the pump and the probe pulses was
electronically controlled with a resolution of 20 ps.
The UV pump laser pulses were produced by fre-
quency tripling in �-barium borate (BBO) crystals
the output of an amplified DFDL operating at 729.40
nm. The fundamental output of the second amplified
DFDL, tuned to 656.46 nm, was used as the probe
laser. We estimate that the pump and probe pulse
widths were of the order of 45 and 75 ps, respectively.

The UV beam was formed into two pump beams
(Pu1 and Pu2) of approximately equal intensity using
a dielectric beam splitter. The two beams were
crossed with a full angle of 2° in the postflame region
of the flame. The combination of a half-wave plate
and a polarizer was used to control the energy of each
pump beam. Pump beam energies were monitored
using pyroelectric joulemeters, and the pulse energy
in each beam was typically 5–10 	J. A 500 mm focal
length lens in each beam focused the beams to their
intersection, and an optical delay line in one of the
UV beam paths enabled the optimization of the tem-
poral overlap of the two pump pulses at the flame.
Quarter- and half-wave plates were used to set the
polarization state of each beam independently.

The visible probe beam propagated in the same
horizontal plane as the two pump beams and was
focused to their intersection using a 750 mm focal
length lens. The pulse energy was adjusted using the
combination of a half-wave plate and a polarizer.
When necessary, the pulse energy was further atten-
uated using neutral-density filters. Typically, the
probe pulse energy was reduced to approximately
50 nJ. The probe beam path was separated by ap-
proximately 5° from the plane bisecting the two pumpFig. 1. Energy level diagram.

Fig. 2. Experimental arrangement: 
�2, half-wave plate; P,
�-BBO polarizer; BS, beam splitter; ND, neutral–density filter; L,
lens; WP: half- or quarter-wave plate; M, kinetically mounted mir-
ror; Ap, aperture; IF, 656 nm interference filter; Mono, monochro-
mator.
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beams. According to the 6WM phase-matching con-
dition [16], the 656 nm signal beam emerged from the
flame separated from the probe beam with a full an-
gle of approximately 10°. A 300 mm focal length lens
focused the signal beam through a 500 	m aperture
to reduce scattered light. The signal beam subse-
quently passed through a H� interference filter and
neutral-density filters before detection by a photo-
multiplier tube (PMT). The photocurrent was inte-
grated by using a charge-integrating amplifier and
digitized.

The probe was linearly polarized by an �-BBO po-
larizer placed prior to the flame. A crossed analyzer
was placed in the probe beam after the flame so that
the TC-PS signal could be detected. The measured
extinction ratio was better than 10�7. For detection of
the TC-PS signal, one of the pump beams was
blocked, ensuring that the four pump photons re-
quired for the 6WM process originated from the same
beam. A kinetically mounted mirror (see Fig. 2) de-
flected the TC-PS signal beam to the PMT.

The TC-LIF signal at 656 nm was collected normal
to the pump beam direction using an f�3 achromatic
doublet. A second doublet focused the fluorescence to
the entrance slit of a 1�8 m monochromator, which
served as a spectral filter. Additionally, a H� inter-
ference filter was placed between the two lenses for
additional background rejection. The fluorescence
was detected by a PMT, and the output of this PMT
was processed in the same way as that of the TC-
6WM detector.

3. Results and Discussion

The dependences of the TC-PS and TC-LIF signals on
the polarization of the pump beam were investigated
in the two-beam experimental configuration. The
probe beam was always vertically polarized, and the
signal was detected as the horizontal polarization
component propagating in the probe beam direction.
In the first experiment, the polarization of the pump
beam (Pu1) was varied by rotating a zero-order
quarter-wave plate located after the polarizer in the
pump beam. When the wave-plate axis was oriented
either vertically or horizontally, the pump polariza-
tion remained vertical. Rotating the wave plate by
45° with respect to the vertical direction produced
nominally circular polarization, and other wave-plate
orientations produced elliptical polarization. The
TC-PS and TC-LIF signals were recorded as func-
tions of the quarter-wave-plate orientation and are
shown in Fig. 3. For the data shown in Fig. 3, the
probe pulse energy was approximately 6 	J; a similar
dependence was observed with a probe pulse energy
of approximately 50 nJ, although the signal fluctua-
tions were larger.

Maximum values of TC-PS and TC-LIF signals
were generated when the pump polarization was lin-
ear. In the limit of pure circular polarization, two-
photon excitation to 2S1�2 is forbidden, and both the
LIF and the polarization signals should be zero. In
some measurements, very small, nonzero signals were

observed with the quarter-wave plate set to pro-
duce circular polarization, indicating that the pump
polarization actually was slightly elliptical at these
settings. We characterized the purity of the circular
polarization of the pump beam using the procedure
outlined in Ref. 22. For this measurement, the axis
of the quarter-wave plate was oriented 45° to the
vertical direction to generate nominally circular po-
larization. A second polarizer, placed after the
quarter-wave plate in the pump beam path, was
rotated while monitoring the laser energy transmit-
ted through it. Using the formula given in Ref. 22,
the purity of the circular polarization was greater
than 98%.

The authors of the earlier investigation of TC-PS
detection of atomic hydrogen indicated that their ex-
perimental configuration used a circularly polarized
pump beam [17]. Based on our current observations,
we infer that their signal was generated by a slight
ellipticity of the pump polarization owing to imper-
fections in the optical arrangement. We expect that
significantly larger signals would have resulted if lin-
ear pump polarization had been used and that a sen-
sitivity much higher than that reported is possible.

A second experiment investigated the dependence
of the TC-PS signal on the orientation of a linearly
polarized pump beam. In this case, the probe pulse
energy was approximately 60 nJ, and a zero-order
half-wave plate was used to rotate the polarization of
Pu1. The purity of the resulting linear polarization
was analyzed and confirmed to better than 99.95%.
The TC-PS signal is plotted as a function of the ro-
tation of the half-wave plate in Fig. 4. The half-wave-
plate angle, �, is defined such that 0° and 45°
correspond to the vertical and horizontal pump po-
larizations, respectively. There is a clear modulation
of the signal with �, and the data are fit using the
function y��� � yo � ao sin 4� (solid curve). Vertical
and horizontal pump polarizations produce similar

Fig. 3. TC-PS and TC-LIF signals as a function of the rotation of
a quarter-wave plate in the Pu1 beam. Pu1 polarization is indi-
cated along the abscissa; V, linear vertical; C, circular.
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signals, and the signal level increases or decreases by
approximately 25% when the pump polarization is
45° with respect to the probe polarization. At this
point, we do not have an explanation for this depen-
dence, and we will investigate the behavior in future
theoretical development. In any case, we do not ob-
serve a strong dependence on the angle between the
pump and the probe polarizations, and we can assert
that the TC-PS signal produced using vertically po-
larized pump and probe beams is representative to
within 25% of the maximum signal possible with the
two-beam configuration.

A third experiment investigated the signal depen-
dence on the polarization of the two pump beams in
the four-beam grating geometry. The population
grating created by the two-pump-beam geometry
gives rise to a coherent signal separated from the
probe direction by 10°. The large spatial separation
of the probe and signal beams enables virtually
background-free TC-6WM signal detection; the mea-
sured signal-to-background ratios were larger than
106. Half-wave plates were used to rotate the linear
polarization of each pump beam. We investigated
combinations of pump-beam polarizations that were
oriented at 0° (vertical), 90° (horizontal), or 45°
with respect to the probe polarization (vertical). The
probe pulse energy was approximately 55 nJ.

We observed a strong dependence of the TC-6WM
grating signal on the angle between the polarizations
of the two pump beams, as shown in Fig. 5. The
maximum signal was generated when the pump po-
larizations were orthogonal, and the minimum signal
was observed for parallel pump polarizations. The
corresponding TC-LIF signals are plotted in the top
panel of Fig. 5. The TC-LIF signal, which is propor-
tional to the density of atoms excited to n � 2, has
exactly the opposite dependence on the angle be-
tween the polarizations of the two pump beams. For
a fixed angle between the two pump-beam polariza-
tions, no systematic dependence on the angle between
the pump and the probe polarizations was observed for
either the TC-6WM signal or the TC-LIF signal. For
example, the signals agreed to within the experimen-
tal scatter when both pump beams were polarized 0°,
90°, or 45° with respect to the probe polarization.

Signals obtained with the TC-PS configuration
were directly compared to the TC-6WM signals

shown in Fig. 5 by inserting the kinetically mounted
mirror in the probe beam path (see Fig. 2) and block-
ing one of the pump beams. This procedure enabled
rapid switching between the two configurations, en-
suring that the experimental conditions were the
same for the two measurements. With both pump
beams and the probe beam polarized vertically, the
TC-PS configuration using Pu1 or Pu2 (see Fig. 2)
produced a signal between 5 and 7 mV. This signal
level can be compared to the peak signal of approxi-
mately 660 mV obtained with orthogonal pump po-
larizations in the grating configuration of TC-6WM.
We conclude that maximum signal levels generated
in the four-beam grating geometry are approximately
2 orders of magnitude larger than those generated in
the two-beam TC-PS geometry. Furthermore, the
peak signal-to-background ratio for the grating con-
figuration was in excess of 6 � 106, compared to only
102 for the TC-PS configuration.

In the previous nanosecond TC-PS experiment
[17], it was possible to detect H-atom mole fractions
as low as 10�4 (with number density of approximately
3.5 � 1014 cm�3) when the polarization of the pump
beam was not optimized for maximum signal. Based
on the current results, we expect that the signals in
the previous experiment would increase by more than
2 orders of magnitude if the grating configuration
were employed. We conclude, therefore, that at least
a 1 order of magnitude improvement in the H-atom
detection limit is possible [17].

Finally, we conducted pump–probe studies of colli-
sions affecting the pump-induced population and co-
herences in n � 2 by delaying the probe pulse with
respect to the pump pulses. In this case, both pump
beams and the probe beam were linearly polarized in
the vertical direction. The TC-LIF and TC-6WM sig-
nals were simultaneously recorded and are plotted as
a function of the delay between the pump and the
probe pulses in Fig. 6. The large dynamic range in

Fig. 4. TC-PS signal as a function of of the rotation of a half-wave
plate in the Pu1 beam. Pu1 polarization is indicated along the
abscissa; H, horizontal; V, vertical.

Fig. 5. TC-6WM (four-beam configuration) and TC-LIF signals as
a function of the angle between the polarization of the two pump
beams.
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these measurements was achieved by placing cali-
brated neutral-density filters in front of the two de-
tectors. The largest signals shown for the TC-6WM
signal, for example, were acquired with an optical
density of nearly 3, and thus the scaled signals shown
in Fig. 6 correspond to measured signals of approxi-
mately 100 mV.

A single-exponential function was used to fit the
data in the tail of the TC-LIF signal decay. The ex-
ponential time constant was approximately 110 ps.
Because the probe laser cannot resolve the 2S–2P
splitting, the measurement is not sensitive to colli-
sional mixing of the 2S–2P levels, and we interpret
the TC-LIF decay constant as the n � 2 lifetime. The
excited states can decay by radiative relaxation and
nonradiative quenching. Radiative relaxation from
n � 2 is dominated by Ly� emission �2P → 1S�, which
has a natural lifetime of 1.6 ns. Radiative relaxation
from 2S to 1S via a single-photon transition is for-
bidden, and the natural lifetime of the 2S level is
0.12 s. The lifetime measured in the current experi-
ment is, therefore, primarily determined by nonra-
diative quenching with a rate of approximately 8.5
� 109 s�1.

Although there have been no prior measurements
of the n � 2 lifetime in flames, our measurement is
comparable to time-resolved measurements of H� flu-
orescence decays from n � 3 in atmospheric-pressure
flames [23]. Furthermore, assuming that quenching
is dominated by collisions with H2O, we estimate a
quenching rate constant for H2O of 0.9 � 10�8

cm3 s�1. This value agrees remarkably well with the
results of Meier et al. [24], although their measured
quenching rates were for H�n � 3�, not H�n � 2�, in
collisions with H2O. We expect that the large nonra-
diative quenching rate for H2O may be attributable to
resonant energy transfer. The B–X transition of H2O
is excited by Ly� radiation, leading to rapid dissocia-

tion. The primary dissociation products are H(1S),
OH(A), and OH�X� [25]. Evidence of resonant energy
transfer was presented by Goldsmith [8], who ob-
served a significant increase in OH(A) and OH(X)
following two-photon 243 nm excitation of H(2S) in a
H2–O2 flame.

The best-fit value for the exponential time constant
for a single-exponential fit to the TC-6WM data was
approximately 38 ps. Because the TC-6WM signal
scales as |��5�|2, we infer that the time constant de-
scribing the coherence decay is twice this value, or
approximately 76 ps. The coherence decays slightly
faster than the population because it is destroyed not
only by electronic quenching collisions, but also by
dephasing collisions, which do not cause a population
loss from the n � 2 manifold of states. The dephasing
collisions can include elastic mF-scrambling collisions
and nearly elastic collisions causing transitions be-
tween the 2S1�2, 2P1�2, and 2P3�2 levels. Based on the
measured population loss rate, the rate dephasing
collisions is approximately 4.1 � 109 s�1.

4. Conclusion

We have performed a detailed study of the effects of
pump beam polarization on TC-6WM signals gener-
ated by atomic hydrogen in an atmospheric-pressure
flame. The maximum signal for the two-beam TC-PS
configuration was produced when the pump beam
was linearly polarized. We observed a weak signal
dependence on the orientation, with respect to the
probe polarization, of the linearly polarized pump
beam. The maximum signal for the four-beam grat-
ing configuration was produced when the two linearly
polarized pump beams had orthogonal polarization.
In this case, there was no observable signal depen-
dence on the rotation of the pump polarizations with
respect to that of the probe beam.

The maximum signals generated with the four-
beam grating configuration were 2 orders of mag-
nitude larger than those produced in the TC-PS
configuration. Furthermore, signal-to-background ra-
tios in the former configuration were �104 larger than
those observed for TC-PS. Considering that excellent
sensitivity was demonstrated in a previous diagnostic
application of TC-PS using a nonoptimal pump polar-
ization [17], we expect dramatically improved diag-
nostic performance using the four-beam grating
configuration of TC-6WM.

Collisional studies of n � 2 were performed using
time-resolved TC-LIF and TC-6WM (in the grating
configuration). Rapid collisional quenching of n � 2
was characterized by an exponential time constant of
110 ps. TC-6WM measurements indicated that the
n � 2 coherence decayed with an exponential time
constant of 76 ps. We infer that the combined rate of
elastic and nearly elastic collisions that dephase the
pump-induced coherence is approximately 50% of
the rate of electronic quenching collisions. Because
the collision time scale is of the order of, or slightly
longer than, the pulse width of our lasers, we expect
a significantly reduced collision dependence in the

Fig. 6. TC-6WM and TC-LIF signals as a function of the delay
between pump and probe pulses. Single-exponential fits to the data
in the tails of the decay are shown as solid lines.
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signal generation process in comparison to that pre-
dicted for pulses of nanosecond duration.

The results of these experiments indicate signifi-
cant potential for sensitive detection of atomic hydro-
gen using TC-6WM and suggest that insensitivity to
collisions in atmospheric pressure systems is possible
by using lasers with pulse widths that are tens of
picoseconds or less. Furthermore, the results moti-
vate future theoretical efforts toward a deeper under-
standing of the signal generation process in TC-6WM
approaches.
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A theoretical analysis of coherent anti-Stokes Raman scattering �CARS� spectroscopy of gas-phase
resonances using femtosecond lasers is performed. The time-dependent density matrix equations for
the femtosecond CARS process are formulated and manipulated into a form suitable for solution by
direct numerical integration �DNI�. The temporal shapes of the pump, Stokes, and probe laser pulses
are specified as an input to the DNI calculations. It is assumed that the laser pulse shapes are 70 fs
Gaussians and that the pulses are Fourier-transform limited. A single excited electronic level is
defined as an effective intermediate level in the Raman process, and transition strengths are adjusted
to match the experimental Raman polarizability. The excitation of the Raman coherence is
investigated for different Q-branch rotational transitions in the fundamental 2330 cm−1 band of
diatomic nitrogen, assuming that the pump and Stokes pulses are temporally overlapped. The
excitation process is shown to be virtually identical for transitions ranging from Q�2� to Q�20�. The
excitation of the Raman coherences is also very efficient; for laser irradiances of 5�1017 W/m2,
corresponding approximately to a 100 �J, 70 fs pulse focused to 50 �m, approximately 10% of the
population of the ground Raman level is pumped to the excited Raman level during the impulsive
pump-Stokes excitation, and the magnitude of the induced Raman coherence reaches 40% of its
maximum possible value. The theoretical results are compared with the results of experiments where
the femtosecond CARS signal is recorded as a function of probe delay with respect to the impulsive
pump-Stokes excitation. © 2007 American Institute of Physics. �DOI: 10.1063/1.2751184�

I. INTRODUCTION AND MOTIVATION

A theoretical investigation of femtosecond coherent anti-
Stokes Raman scattering �CARS� spectroscopy is discussed.
Femtosecond CARS offers some significant potential advan-
tages compared with nanosecond CARS, i.e., CARS as usu-
ally performed with nanosecond pump and Stokes lasers.
These potential advantages include �1� the capability of per-
forming real-time temperature and species measurements at
data rates of 1 kHz or greater, and �2� the absence of any
effect of collisions in the determination of temperature and
concentration from the femtosecond CARS signal. We have
recently performed experiments demonstrating the capability
of measuring temperature and concentration from the depen-
dence of femtosecond CARS signal as a function of probe
delay after impulsive pump-Stokes excitation.1 The theoreti-
cal analysis discussed in this paper was performed to inves-
tigate the physics of the femtosecond CARS process in de-
tail, both to simulate the experimental results and to develop
strategies for further optimization of the femtosecond CARS
experiment.

The potential for real-time measurements at frequencies

of interest in turbulent flames is the result of the recent com-
mercial availability of femtosecond laser systems with pulse
energies up to a few millijoules and with repetition rates of
1 kHz up to at least 5 kHz. If techniques for acquiring
single-pulse temperatures and concentrations can be devel-
oped, time series measurements can be performed in turbu-
lent flames and flows at data rates that are comparable to or
greater than turbulent fluctuation frequencies. The potential
for significant noise reduction also exists as a result of the
nearly Fourier-transform-limited character of the spectrum of
the femtosecond laser pulse. A Fourier-transform-limited la-
ser pulse with a temporal duration of 70 fs has a spectral
width of approximately 200 cm−1, about the same as a typi-
cal broadband dye laser used as the Stokes beam for broad-
band CARS. The major source of noise in a broadband
CARS experiment performed with nanosecond lasers is the
shot-to-shot spectral noise in the broadband Stokes dye laser.
The spectrum of the femtosecond laser, on the other hand, is
much more stable from shot to shot because it is nearly
Fourier-transform limited.

Femtosecond lasers have been applied for nonlinear
spectroscopy in a number of experiments in recent years.
Femtosecond CARS microscopy has been demonstrated for
probing cell structure,2–4 solids,5–7 and liquids.7–11 The use of
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femtosecond CARS to detect bacterial spores such as anthrax
was proposed by Scully et al.12 and demonstrated in recent
experiments by Pestov et al.13

Femtosecond CARS was first demonstrated as a probe of
dynamics in gas-phase molecules by Hayden and Chandler14

and Schmitt et al.15 Meyer and Engel16 used a wave-packet
approach to analyze femtosecond CARS experiments on gas-
phase I2. A series of notable recent experiments has been
directed primarily at extracting parameters of spectroscopic
interest from time-averaged spectra obtained from H2 and N2

in cells.17–20 Femtosecond CARS was also used to measure
ortho/para deuterium concentration ratios.21 The potential of
femtosecond CARS as a gas-phase temperature measurement
diagnostic has been explored in a few experiments.1,19,22

In almost all of these previous gas-phase femtosecond
CARS experiments, the spectral information in the CARS
signal was obtained by using a time-delayed probe beam to
detect the beating of the different Raman transitions that
were coherently excited by the pump and Stokes beams. In
these experiments, the time delay between the probe beam
and the pump-Stokes excitation was varied by scanning a
translation stage slowly and recording the CARS signal as a
function of the probe time delay. The spectral information
contained in the CARS signal can be extracted by Fourier
analysis of the temporal variation of the CARS intensity ver-
sus probe time delay. Alternatively, the experimental data can
be compared with a direct calculation of the CARS intensity
as a function of probe time delay. In most of these previous
experiments, the region of interest in terms of probe time
delay was always tens of picoseconds after the pump-Stokes
interaction when the excited Raman transitions were oscillat-
ing out of phase, resulting in a beating pattern from which
spectroscopic parameters were extracted by Fourier analysis.

In our femtosecond CARS experiments,1 probe time de-
lays of a few picoseconds are used to measure the initial
decay of the Raman coherence induced by the impulsive
pump-Stokes excitation. The rate at which this giant initial
coherence decays is controlled by the frequency range for
which Raman transitions with significant strength are ex-
cited. As temperature increases and more energy levels of the
N2 molecule are populated, the frequency range increases. As
this frequency range increases, the induced Raman coherence
decays faster because the excited Raman transitions begin to
oscillate out of phase more quickly; we refer to this decay of
the initial Raman coherence as frequency-spread dephasing.
The impulsive pump-Stokes excitation process of this giant
coherence and its initial decay due to frequency-spread
dephasing are the focus of this paper. In particular, we show
that for Fourier-transform-limited pump and Stokes pulses,
the Q-branch transitions of the fundamental band of N2 are
excited to the same degree and have the same phase imme-
diately after the impulsive pump-Stokes excitation process.
The calculation of the subsequent decay of the femtosecond
CARS signal as a function of probe delay is shown to be in
excellent agreement with experimental results. The implica-
tions of the results of these DNI calculations for the design
of future experiment are discussed.

II. DENSITY MATRIX ANALYSIS FOR THE
INTERACTION OF A TWO-STATE RESONANCE
WITH MONOCHROMATIC LASER RADIATION

The time-dependent density matrix equations for a mul-
tistate system irradiated by laser radiation are given by23–25

�� j j

�t
= −

i

�
�
m

�Vjm�mj − � jmVmj� − � j� j j + �
m

�mj�mm, �1�

��nj

�t
= − �nj�i�nj + �nj� −

i

�
�
m

�Vnm�mj − �nmVmj� , �2�

where the diagonal matrix element � j j is the occupation
probability for state j, proportional to the population of state
j, and the off-diagonal matrix element �nj describes the co-
herence between states n and j. In Eqs. �1� and �2�, � is
Planck’s constant �J s�, �mj is the population transfer rate
�s−1� from state m to state j, � j=�m� jm is the total population
transfer rate �s−1� from state j to all other states m, �nj is the
resonance frequency �s−1� between states n and j, and �nj is
the collisional dephasing rate �s−1� of the coherence. The
coherence is dephased by both population transfer collisions
and by pure dephasing collisions, so �nj��n+� j. The inter-
action term Vmj �J� is given by23,24

Vmj = − �mj · E�r,t� , �3�

where �mj= �	m���	 j� is the electric dipole matrix element
�C m� and E�r , t� is the laser electric field �J/C m�. The laser
field is given by

E�r,t� = 1
2 ê1A1�r,t�exp�+ i�k1 · r − �1t��

+ 1
2 ê2A2�r,t�exp�+ i�k2 · r − �2t��

+ 1
2 ê3A3�r,t�exp�+ i�k3 · r − �3t�� + c.c., �4�

where ê1, ê2, and ê3 are the complex unit vectors for the
pump, Stokes, and probe fields. These unit vectors describe
the polarization states of the fields �êl · êi

*=1�, r is the posi-
tion vector �m�, Ai�r , t� is the slowly varying amplitude func-
tion �J/C m� for the electric field of the ith laser, ki �m−1� is
the propagation vector, and �i �s−1� is the angular frequency.
In the development below, we will solve the density matrix
equations at r=0. The CARS signal will be determined from
the induced polarization component at frequency �4=�1

−�2+�3.
The density matrix model is now specialized to investi-

gate the femtosecond CARS process in the Q branch of the
nitrogen molecule. The general structure of the model is de-
picted schematically in Fig. 1. In the development of the
density matrix equations, energy levels will be designated
using upper case letters and quantum states will be desig-
nated using lower case letters. Levels G and E are specific
rotational levels in vibrational levels in the ground X 1
g

+

ground electronic level of N2; the lower case letters g and e
will be used to designate Zeeman states in levels G and E,
respectively. The rotational quantum numbers for levels G
and E are equal, JG=JE, and the vibrational quantum num-
bers are related by vE=vG+1. An effective �fictitious� elec-
tronic level � with 1
u

+ character is defined as the intermedi-
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ate level for the Q-branch Raman transitions. Only the
ground vibrational manifold of this excited electronic level is
included in the calculations. In general, there are numerous
excited electronic levels that are single-photon coupled with
the upper and lower energy levels, E and G, respectively, of
the Raman process. Inclusion of all of these excited elec-
tronic energy levels in the femtosecond CARS code is com-
putationally intractable, and in any case, the transition
strengths between these excited electronic energy levels and
energy levels in the X 1
g

+ ground electronic level are not
known with much accuracy. Consequently, we adjust the vi-
brational oscillator strengths for transitions between the ef-
fective level � and the vibrational levels in the X 1
g

+ ground
electronic level so that the calculated Raman polarizability26

��zz�GE
2 ,

��zz�GE
2 = �

g,e
	�

k

 �zek�zkg

���kg − �1�
+

�zek�zkg

���ke + �1��	2

= � �

��


zz

16�2�0
2c4

�s
4 , �5�

matches the experimental value of 4.0�10−83 C4 m4/J2 as
determined from Raman cross section data for the fundamen-
tal �vG=0→vE=1� band of nitrogen listed in Schrötter and
Klöckner.27 The electronic energy and rotational constant for
the � 1
u

+�v=0� level were chosen to match the values for the
g 1
u

+�v=0� level of N2 as given by Tilford and Wilkinson.28

The � 1
u
+�v=0�−X 1
g

+�v� vibrational oscillator strengths
were adjusted so that the Raman polarizability is propor-
tional to v+1, where v is the vibrational quantum number �in
the X 1
g

+ electronic level� for the lower energy level of the
Raman transition. In Fig. 1, the level JG=8 is coupled with
JK=7 and JK=9 by single-photon transitions; the JG=8 to
JK=8 transition is not allowed for the 1
u

+− 1
g
+ transitions.

Level JE=8 is also coupled with JK=7 and JK=9 by single-
photon transitions. The rotational line strengths for the
� 1
u

+�v=0�−X 1
g
+�v� transitions were calculated from for-

mulas in Ref. 29.
The density matrix equations for the different coherences

among states g, e, and k in levels G, E, and K, respectively,
and for the populations of these states are now derived and

manipulated into a form suitable for numerical analysis. For
the single-photon coherences �kg and �ke, the pump, Stokes,
and probe laser frequencies are very far from resonance, and
we will calculate these terms using the steady state approxi-
mation. For the Raman coherences �eg, on the other hand, the
steady state approximation is not applicable and the density
matrix equation must be solved by direct numerical integra-
tion �DNI�. The development of the equations suitable for
numerical analysis for the coherence and population density
matrix elements is described in the following sections and in
more detail in the Appendix.

A. Density matrix elements for transition between
states g in ground level G and states k in excited
level K

From Eq. �2�, the time dependence of the coherence den-
sity matrix element �kg is given by

��kg�t�
�t

= �̇kg = − �kg�i�kg + �kg�

−
i

�
�
g�

�Vkg��g�g − �kg�Vg�g�

−
i

�
�
e

�Vke�eg − �keVeg�

−
i

�
�
k�

�Vkk��k�g − �kk�Vk�g� . �6�

Eliminating terms that are zero because the radiative interac-
tion terms are zero �Vg�g=Vkk�=Veg=0�, we obtain

�̇kg = − �kg�i�kg + �kg� −
i

�
�
g�

Vkg��g�g −
i

�
�
e

Vke�eg. �7�

We have also assumed that �kk� is negligibly small in the
absence of electronic resonance effects. The density matrix
coherence terms �kg, �kg, and �eg are now expressed as prod-
ucts of slowly varying amplitude terms and oscillatory expo-
nential terms:

�kg�t� = kg�t�exp�− i�1t� + �kg�t�exp�− i�4t� , �8�

�ke�t� = ke�t�exp�− i�2t� + �ke�t�exp�− i�3t� , �9�

�eg�t� = eg�t�exp�− i��1 − �2�t� . �10�

The single-photon-resonance terms �kg and �ke are expanded
in terms of two different frequencies that are important for
different steps in the CARS interaction. The coherence term
�kg takes part in both the pump interaction and the probe
interaction, and the coherence term �ke takes part in the
Stokes interaction and the signal generation process. Substi-
tuting Eqs. �8� and �10� into Eq. �7� and then rearranging the
equation, we obtain

̇kg exp�− i�1t� − i�1kg exp�− i�1t�

+ �̇kg exp�− i�4t� − i�4�kg exp�− i�4t�

= − �kg exp�− i�1t� + �kg exp�− i�4t���i�kg + �kg�

FIG. 1. Schematic diagram of the energy level structure for the femtosecond
CARS calculations for the Q�8� transition in the fundamental �1,0� Raman
band of the nitrogen molecule. The � 1
u

+�v=0�−X 1
g
+ �v=0, 1, 2, 3, and 4�

transition strengths were varied to match the Raman cross section of N2.
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−
i

�
�
g�

Vkg��g�g −
i

�
�
e

Vkekg exp�− i��1 − �2�t� ,

�11�

where we have used the relation

�̇kg = ̇kg exp�− i�1t� − i�1kg exp�− i�1t�

+ �̇kg exp�− i�4t� − i�4�kg exp�− i�4t� . �12�

Multiplying Eq. �11� by exp�+i�4t�, we obtain

̇kg exp�− i��1 − �4�t� − i�1kg exp�− i��1 − �4�t� + �̇kg

= − �kg exp�− i��1 − �4�t� + �kg��i��kg − �4� + �kg�

−
i

�
�
g�

Vkg��g�g exp�+ i�4t�

−
i

�
�
e

Vkeeg exp�− i��1 − �2 − �4�t� . �13�

The terms containing kg and ̇kg oscillate at the optical fre-
quency �1−�4 in Eq. �13� and are eliminated using the ro-
tating wave approximation to give us

�̇kg = − �kg�i��kg − �4� + �kg�

−
i

�
�
g�

Vkg��g�g exp�+ i�4t�

−
i

�
�
e

Vkeeg exp�+ i�3t� , �14�

where we have used the relation �3=−�1+�2+�4. The reso-
nant interaction terms Vkg�, Vke, Vkk�, and Vkg are given by

Vkg� = Vkg�
�−� + Vkg�

�+� , �15�

Vke = Vke
�−� + Vke

�+�, �16�

where

Vkg�
�−� = − 1

2�kg� · �ê1A1�t�exp�− i�1t� + ê2A2�t�exp�− i�2t�

+ ê3A3�t�exp�− i�3t��

= Vkg�
�−1� exp�− i�1t� + Vkg�

�−2� exp�− i�2t�

+ Vkg�
�−3� exp�− i�3t� , �17�

Vkg�
�+� = − 1

2�kg� · �ê1
*A1

*�t�exp�+ i�1t� + ê2
*A2

*�t�exp�+ i�2t�

+ ê3
*A3

*�t�exp�+ i�3t��

= Vkg�
�+1� exp�+ i�1t� + Vkg�

�+2� exp�+ i�2t�

+ Vkg�
�+3� exp�+ i�3t� , �18�

and the other components Vke
�−� and Vke

�+� are defined in a simi-
lar fashion. Substituting Eqs. �15� and �16� into Eq. �14� and
keeping only those terms that do not oscillate at optical fre-
quencies �again using the rotating wave approximation�, we
obtain

�̇kg = − �kg�i��kg − �4� + �kg� −
i

�
�
e

Vke
�−3�eg. �19�

For the case where ��kg−�4���kg, we can assume that the
polarization �kg is given by the steady state solution, �̇kg

=0. In this case, solving for the real and imaginary compo-
nents of �kg, we obtain

0 = − ��kg
r + i�kg

i ��i��kg − �4� + �kg�

−
i

�
�
e

�Vke
�−3r� + iVke

�−3i���eg
r + ieg

i � , �20�

0 = − �kg
r �kg + �kg

i ��kg − �4� +
1

�
�
e

�Vke
�−3r�eg

i

+ Vke
�−3i�eg

r � = − �kg
r �kg + �kg

i ��kg − �4� + �3keg, �21�

0 = − �kg
i �kg − �kg

r ��kg − �4� +
1

�
�
e

�− Vke
�−3r�eg

r

+ Vke
�−3i�eg

i � = − �kg
i �kg − �kg

r ��kg − �4� + �3keg, �22�

where

�3keg =
1

�
�
e

�Vke
�−3r�eg

i + Vke
�−3i�eg

r � �23�

and

�3keg =
1

�
�
e

�− Vke
�−3r�eg

r + Vke
�−3i�eg

i � . �24�

Solving Eq. �22� for �kg
i , we obtain

�kg
i = −

�kg
r

�kg
��kg − �4� +

�3keg

�kg
. �25�

Substituting Eq. �25� into Eq. �21�, we obtain

�kg
r =

�kg
i

�kg
��kg − �4� +

�3keg

�kg

= −
�kg

r ��kg − �4�2

�kg
2 +

��kg − �4��3keg

�kg
2 +

�3keg

�kg
. �26�

Rearranging we obtain

�kg
r =

��kg − �4��3keg + �kg�3keg

��kg
2 + ��kg − �4�2�

. �27�

Substituting Eq. �30� into Eq. �28�, we obtain

�kg
i = −

��kg − �4�
�kg


 ��kg − �4��3keg + �kg�3keg

��kg
2 + ��kg − �4�2� � +

�3keg

�kg

= − 
 ���kg − �4�2/�kg��3keg + ��kg − �4��3keg

��kg
2 + ��kg − �4�2� �

+
��kg

2 + ��kg − �4�2��3keg

�kg��kg
2 + ��kg − �4�2�

. �28�

Rearranging and canceling terms, we obtain
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�kg
i =

�kg�3keg − ��kg − �4��3keg

�kg
2 + ��kg − �4�2 . �29�

Multiplying Eq. �11� by exp�+i�1t�, we obtain

̇kg − i�1kg + �̇kg exp�− i��4 − �1�t�

− i�4�kg exp�− i��4 − �1�t�

= − �kg + �kg exp�− i��4 − �1�t���i�kg + �kg�

−
i

�
�
g�

Vkg��g�g exp�+ i�1t�

−
i

�
�
e

Vkeeg exp�+ i�2t� . �30�

Substituting for the radiative interaction terms and eliminat-
ing terms that oscillate at optical frequencies, we obtain

̇kg = − kg�i��kg − �1� + �kg� −
i

�
�
g�

Vkg�
�−1�

�g�g

−
i

�
�
e

Vke
�−2�eg. �31�

Rewriting Eq. �31� in terms of real and imaginary compo-
nents, we obtain

̇kg
r + i̇kg

i = − �kg
r + ikg

i ��i��kg − �1� + �kg�

−
i

�
�
g�

�Vkg�
�−1r� + iVkg�

�−1i����g�g
r + i�g�g

i �

−
i

�
�
e

�Vke
�−2r� + iVke

�−2i���eg
r + ieg

i � . �32�

Solving for the real component of ̇kg, we obtain

̇kg
r = kg

i ��kg − �1� − kg
r �kg +

1

�
�
g�

�Vkg�
�−1r�

�g�g
i

+ Vkg�
�−1i�

�g�g
r � +

1

�
�
e

�Vke
�−2r�eg

i + Vke
�−2t�eg

r �

= kg
i ��kg − �1� − kg

r �kg + �1kg�g + �2keg, �33�

where

�1kg�g =
1

�
�
g�

�Vkg�
�−1r�

�g�g
i + Vkg�

�−1i�
�g�g

r � �34�

and

�2keg =
1

�
�
e

�Vke
�−2r�eg

i + Vke
�−2i�eg

r � . �35�

Solving for the imaginary component of ̇kg, we obtain

̇kg
i = − kg

r ��kg − �1� − kg
i �kg +

1

�
�
g�

�− Vkg�
�−1r�

�g�g
r

+ Vkg�
�−1i�

�g�g
i � +

1

�
�
e

�− Vke
�−2r�eg

r + Vke
�−2i�eg

i �

= − kg
r ��kg − �1� − kg

i �kg + �1kg�g + �2keg, �36�

where

�1kg�g =
1

�
�
g�

�− Vkg�
�−1r�

�g�g
r + Vkg�

�−1i�
�g�g

1 � �37�

and

�2keg =
1

�
�
e

�− Vke
�−2r�eg

r + Vke
�−2i�eg

i � . �38�

Because of the large detuning for the density matrix el-
ements kg

r and kg
i , we can assume that the steady state

solution will be valid for these terms. We can, therefore,
solve for these density matrix elements. Setting ̇kg

r = ̇kg
i =0

and solving Eq. �39� for kg
i , we obtain

kg
i = − kg

r ��kg − �1�
�kg

+
�1kg�g + �2keg

�kg
. �39�

Substituting Eq. �39� into Eq. �33�, we obtain

0 = �− kg
r ��kg − �1�

�kg
+

�1kg�g + �2keg

�kg
���kg − �1�

− kg
r �kg + �1kg�g + �2keg. �40�

Solving Eq. �40� for kg
r , we obtain

kg
r =

��1kg�g + �2keg���kg − �1� + �kg��1kg�g + �2keg�

��kg − �1�2 + �kg
2 .

�41�

Substituting Eq. �41� into Eq. �39�, we obtain:

kg
i = − � ��1kg�g + �2keg���kg − �1� + �kg��1kg�g + �2keg�

��kg − �1�2 + �kg
2 �

�
��kg − �1�

�kg
+

�1kg�g + �2keg

�kg

=
− ��kg − �1���1kg�g + �2keg� + �kg��1kg�g + �2keg�

��kg − �1�2 + �kg
2 . �42�

B. Summary of the equations for the density matrix
elements for the CARS interaction

The detailed derivation of the time-dependent density
matrix equation for the other coherence and population terms
is presented in the Appendix. Because of the large magnitude
of the detuning parameters ��ke−�2� and ��ke−�3�, the den-
sity matrix elements ke and �ke that describe the single-
photon-induced coherences between level K and level E are
assumed to be in steady state. The real and imaginary com-
ponents of ke are given by
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ke
r =

��1kge + �2ke�e���ke − �2� + ��1kge + �2ke�e��ke

��ke − �2�2 + �ke
2 ,

�43�

ke
i = �− ke

r ��ke − �2� + �1kge + �2ke�e�/�ke, �44�

where

�1kge =
1

�
�
g

�Vkg
�−1r�ge

i + Vkg
�−1i�ge

r � , �45�

�2ke�e =
1

�
�
e�

�Vke�
�−2r�

�e�e
i + Vke�

�−2i�
�e�e

r � , �46�

�1kge =
1

�
�
g

�− Vkg
�−1r�ge

r + Vkg
�−1i�ge

i � , �47�

�2ke�e =
1

�
�
e�

�− Vke�
�−2r�

�e�e
r + Vke�

�−2i�
�e�e

i � . �48�

The real and imaginary components of �ke are given by

�ke
i = �− �ke

r ��ke − �3� + �3ke�e�/�ke, �49�

�ke
r =

�3ke�e�ke + �3ke�e��ke − �3�

�ke
2 + ��ke − �3�2 , �50�

where

�3ke�e =
1

�
�
e�

�Vke�
�−3r�

�e�e
i + Vke�

�−3i�
�e�e

r � , �51�

�3ke�e =
1

�
�
e�

�− Vke�
�−3r�

�e�e
r + Vke�

�−3i�
�e�e

i � . �52�

The steady state assumption is made only for the single-
photon coherence terms kg, �kg, ke, and �ke; for these
terms, the frequency component of interest as shown in Eqs.
�8� and �9� is very far from the single-photon resonance fre-
quency for the transition. For the other coherence terms and
for the population terms, the steady state approximation is
not made. The density matrix equations that describe the
time development of eg, the two-photon-induced Raman co-
herence term for transitions between ground level G and ex-
cited level E, are given by

̇eg
r = eg

i ��eg − ��1 − �2�� − eg
r �eg +

1

�
�
k

�Vek
�+2r�kg

i

+ Vek
�+2i�kg

r + Vek
�+3r��kg

i + Vek
�+3i��kg

r − ek
r Vkg

�−1i�

− ek
i Vkg

�−1r�� , �53�

̇eg
i = − eg

r ��eg − ��1 − �2�� − eg
i �eg +

1

�
�
k

�− Vek
�+2r�kg

r

+ Vek
�+2i�kg

i − Vek
�+3r��kg

r + Vek
�+3i��kg

i + ek
r Vkg

�−1r�

− ek
i Vkg

�−1i�� . �54�

The density matrix equations that describe the time de-
velopment of the Zeeman state coherence terms �ee� for level
E and �gg� for level G are given by

�̇e�e
r = �e�e

i
�e�e − �e�e

r �e�e +
1

�
�
k

�Ve�k
�+2r�

ke
i + Ve�k

�+2i�
ke

r

− e�k
r Vke

�−2i� − e�k
i Vke

�−2r�� , �55�

�̇e�e
i = − �e�e

r
�e�e − �e�e

i �e�e +
1

�
�
k

�− Ve�k
�+2r�

ke
r + Ve�k

�+2i�
ke

i

+ e�k
r Vke

�−2r� − e�k
i Vke

�−2i�� , �56�

�̇g�g
r = + �g�g

i
�g�g − �g�g

r �g�g +
1

�
�
k

�Vg�k
�+1r�

kg
i + Vg�k

�+1i�
kg

r

− g�k
r Vkg

�−1i� − g�k
i Vkg

�−1r�� , �57�

�̇g�g
i = − �g�g

r
�g�g − �g�g

i �g�g +
1

�
�
k

�− Vg�k
�+1r�

kg
r

+ Vg�k
�+1i�

kg
i + g�k

r Vkg
�−1r� − g�k

i Vkg
�−1i�� . �58�

The density matrix equations that describe the time de-
velopment of the state populations �ee for level E and �gg for
level G are given by

�̇ee = − �e�ee + �
m

�me�mm +
2

�
�
k

�Vek
�+2r�ke

i + Vek
�+2i�ke

r �

+
2

�
�
k

�Vek
�+3r��ke

i + Vek
�+3i��ke

r � , �59�

�̇gg = − �g�gg + �
m

�mg�mm +
2

�
�
k

�Vgk
�+1r�kg

i + Vgk
�+1i�kg

r � .

�60�

Both the population term �kk and the Zeeman state coherence
term �kk� for level K are assumed to be negligible.

C. Solution of the density matrix equations
for the CARS interaction

The time-dependent equations for the coherence and
population terms, Eqs. �53�–�60�, are solved by direct nu-
merical integration. A variable-order Adams-Bashforth-
Moulton predictor-corrector method30 is used to integrate
these differential equations. The time-dependent electric field
amplitudes A1�t�, A2�t�, and A3�t� for the pump, Stokes, and
probe beams are input parameters for the numerical calcula-
tions. They are modeled using 100 fs Gaussian envelopes,
resulting in laser irradiance pulse shapes that are 70 fs
Gaussian pulses, approximately the same as for the pulses
produced by our laser system.1 The difference in the central
frequencies between the pump and Stokes beams is set to a
value of 2330 cm−1, the nominal value for the Raman Q
branch of the N2 fundamental band. The frequency of the
pump and probe beams is set to the same value. The pulses
are assumed to be Fourier-transform limited. The peak irra-
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diance for each of the pulses is also specified as an input
parameter. The step size used in the calculations is 1.0 fs.

D. Calculation of the CARS signal
at frequency �4

The CARS signal results from the Fourier component of
the radiating polarization P�t�=Tr����t��=�k,g��kg�gk�t�
+�gk�kg�t�� induced in the medium at frequency �4=�1

−�2+�3. The radiation that is produced by this oscillating
polarization is polarized as a function of the unit polarization
vectors ê1, ê2, and ê3 of the input fields and the polarization
properties of the CARS resonance. We can calculate the field
radiated with arbitrary unit vector ê4 by analyzing the fre-
quency spectrum of the dot product of ê4 and the radiating
polarization. The component of the induced polarization
along the direction of ê4 is given by

P4��4,t� = ê4 · ��kg�gk + �gk�kg�

= ê4 · ��kg�gk exp�+ i�4t�

+ �gk�kg exp�− i�4t�� . �61�

Multiplying through by exp�+i�4t�, we obtain the amplitude
P40��4 , t� of the polarization at frequency �4

P40��4,t� = ê4 · �gk�kg. �62�

The amplitude of the CARS signal will be proportional to
P40��4 , t�, and in the absence of the nonresonant background
contribution, the CARS signal will be proportional to
P40��4 , t�P40

* ��4 , t�. The actual magnitude of the CARS sig-
nal will depend on the phase-matching angles for the pump,
Stokes, and probe beams, and on the effective interaction
length of the phase-matched beams. For perfect phase match-
ing �k4=k1−k2+k3�, the time development of the polariza-
tion at the signal frequency �4 will be the same at each
spatial location in the overlap region except for a spatial
phase factor. Because of this spatial phase factor, the field
radiated at frequency �4 by the induced polarization will
interfere constructively in the direction k1−k2+k3. It is not
necessary to perform a spatial integration for the calculations
performed in this paper because the CARS signal frequency
is distinct from the frequencies of the pump, Stokes, and
probe beams.

III. IMPULSIVE PUMP-STOKES EXCITATION
OF Q-BRANCH RESONANCES IN NITROGEN

The results of calculations for different Q�J� transitions
in the fundamental band are shown in Fig. 2. The quantities
plotted are the real and imaginary components of EG and
the magnitude of EG, where

EG = �
e,g

eg. �63�

The summation in Eq. �63� is over all Zeeman states in the
upper and lower levels of the Raman transition. The coher-
ence density matrix elements plotted in Fig. 2 are normalized
by dividing by ��GG�0, the population of level G prior to
pump-Stokes excitation. As is shown in Fig. 2�a�, for the
Q�2� transition, the real part of the coherence element EG is

very small compared to the imaginary part after the excita-
tion of the Raman coherence by 70 fs pump and Stokes
pulses. Recall from Eq. �10� that

eg = �eg exp�+ i��1 − �2�t� . �64�

In Fig. 2�a�, the resonance frequencies for all transitions eg
are 2329.8 cm−1, very close to the input difference frequency
of �1−�2=2330 cm−1. The induced coherence �EG oscillates
with a frequency �EG��1−�2, and consequently, as shown
in Fig. 2�a�, the relative magnitudes of the real and imagi-
nary components of EG change only very slowly after im-
pulsive pump-Stokes excitation. Rewriting Eqs. �53� and
�54� for the case of negligible laser power, as would be the
case after the pump-Stokes laser excitation, we obtain

̇eg
r = eg

i ��eg − ��1 − �2�� − eg
r �eg, �65�

̇eg
i = − eg

r ��eg − ��1 − �2�� − eg
i �eg. �66�

For the Q�2� transition, the term �eg− ��1−�2� is very small
and the relative magnitudes of the real and imaginary com-
ponents of EG remain essentially unchanged for several pi-
coseconds following pump-Stokes excitation. The relative
magnitudes of the real and imaginary components of EG

define the phase of the coherence. For the time scale shown
in Fig. 2, the dephasing of the induced coherences due to
collisions is negligible, and the magnitude of the normalized
coherence, �EG� / ��GG�0, is essentially constant. The magni-
tude of the coherence is given by

�EG� = ��EG
r �2 + �EG

i �2. �67�

The results of similar calculations for the Q�5� transition
are shown in Fig. 2�b�. Note that the normalized magnitude
of the induced Raman coherence, �EG� / ��GG�0, is nearly the
same as for the Q�2� transition. Also, more variation in the
phase of the coherence is evident for the Q�5� transition,
although the phase of EG is still nearly constant over the
time interval shown. The results for the Q�10�, Q�15�, and
Q�20� coherences are shown in Figs. 2�c�–2�e�, respectively.
Note that the normalized magnitude of the coherence,
�EG� / ��GG�0, is nearly the same for all five transitions. For
these transitions, changes in the phase of EG, however, be-
come increasingly evident as the �eg− ��1−�2� term in-
creases. The phase of these transitions is related to the ratio
of the real and imaginary components of the coherence am-
plitude EG. In Fig. 3, the quantity EG� / �EG� is plotted as a
function of time for the Q�5�, Q�10�, and Q�20� Raman tran-
sitions. It is evident that at approximately 2200 fs after im-
pulsive pump-Stokes excitation, the Raman coherences for
Q�5� and Q�20� transitions are out of phase by 180° and
interfere destructively in terms of contributing to the macro-
scopic Raman polarization.

The excited level populations �EE and normalized ex-
cited level populations �EE / ��GG�0 for the Q�2�, Q�5�, Q�10�,
Q�15�, and Q�20� transitions are plotted in Fig. 4. The ex-
cited level populations for the various Raman Q-branch tran-
sitions are different because of differences in the initial popu-
lation ��GG�0 for each of the initial levels JG, but again the
temporal behavior and the magnitude of the normalized ex-
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cited level populations at the conclusion of the impulsive
pump-Stokes excitation are essentially identical for each of
the transitions.

The normalized magnitude �EG� / ��GG�0 of the induced
coherence is near the maximum possible value of 0.5 for the
two-level EG system.31 As shown in Fig. 2, the normalized

magnitude �EG� / ��GG�0 increases monotonically during the
pump-Stokes excitation to a value of approximately 0.24 for
all five Q-branch transitions. The effect of higher pump and
Stokes irradiances on the induced coherence and excited
level population is shown for the Q�5� transition in Fig. 5.
The onset of Rabi beating in the induced Raman coherence is

FIG. 2. Temporal dependence of the real and imaginary components and the magnitude of the induced Raman coherence for the �a� Q�2�, �b� Q�5�, �c� Q�10�,
�d� Q�15�, and �e� Q�20� transitions in the fundamental �1,0� band of N2. The coherence matrix elements are normalized by dividing by the population of level
G prior to laser excitation. The difference between the central frequencies of the pump and Stokes lasers is 2330 cm−1. The Raman frequencies for the Q�2�,
Q�5�, Q�10�, Q�15�, and Q�20� transitions are 2329.8, 2329.4, 2328.0, 2325.8, and 2322.7 cm−1, respectively. The collisional dephasing rate for each Raman
transition is 5�109 s−1, corresponding to a Raman linewidth of 0.053 cm−1. The pump and Stokes laser temporal pulse shapes are both Gaussian with widths
of 70 fs �full width at half maximum�. The pump and Stokes pulses are overlapped exactly in time. The peak irradiance for both the pump and Stokes pulses
is 5�1017 W/m2.
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clearly evident at pump and Stokes laser irradiance levels of
2�1018 W/m2, as shown in Fig. 5�a�. Although the normal-
ized magnitude �EG� / ��GG�0 reaches a value of 0.4 during
the pump-Stokes excitation, the normalized magnitude of the
Raman coherence decreases from this peak value and reaches
a value of 0.3 at the conclusion of the pump-Stokes excita-
tion. At pump and Stokes laser irradiance levels of
1019 W/m2, the Rabi beating in the induced Raman coher-
ence is very strong and exhibits numerous strong oscillations
within the temporal envelope of the pump and Stokes beams.
At the conclusion of the pump-Stokes excitation, the magni-
tude of the normalized coherence is lower for laser irradiance
levels of 1019 W/m2 than for laser irradiance levels of 2
�1018 W/m2.

The normalized population of the excited level,
�EE / ��GG�0, reaches a value of 0.7 at the conclusion of the
pump-Stokes excitation for laser irradiance levels of 2
�1018 W/m2, as shown in Fig. 5�c�. The magnitude of the

coherence �EG� begins to decrease when the level population
is inverted, i.e., �EE / ��GG�0�0.5, as can be seen by compar-
ing Figs. 5�a� and 5�c�. Rabi oscillations in the excited level
population are clearly evident for laser irradiance levels of
1019 W/m2, as shown in Fig. 5�d�.

IV. FEMTOSECOND CARS SIGNAL GENERATION:
INTERACTION OF THE PROBE LASER WITH
THE INDUCED RAMAN COHERENCE

The CARS signal results from the scattering of the probe
beam from the induced Raman coherence. We have per-
formed measurements of temperature and concentration in
room air and gas cells,1 and more recently, in flames32 by
monitoring the decay of the femtosecond CARS signal as a
function of probe delay with respect to the impulsive pump-
Stokes excitation. The results of a probe delay scan for N2

CARS in room air is shown in Fig. 6. Both the CARS signal
from the fundamental �1,0� Raman band of N2 and the non-
resonant background contribute to the observed four-wave
mixing �FWM� signal. The calculated FWM signal is also
shown. The agreement between the experimental data and
the DNI calculations is excellent.

The calculated FWM signal amplitude is proportional to
the sum of the CARS polarization amplitude, as given in Eq.
�62�, and the nonresonant background polarization ampli-
tude,

AFWM � �ê4 · �gk�kg� + ��NRA1�t�A2�t�A3�t� . �68�

The CARS signal polarization amplitude ê4 ·�gk�kg has both
real and imaginary components, but the nonresonant back-
ground polarization amplitude ��NRA1�t�A2�t�A3�t� is purely
real �we assume that the laser amplitudes A1�t� are real with-
out loss of generality�. The scaling parameter � is adjusted in
the calculations to fit the experimental data. For the calcula-
tions shown in Fig. 6, �=0.175; we are still investigating the
departure of � from the expected value of 1.0. We have
noted that the ratio of the nonresonant peak in the FWM
signal to the resonant signal does vary by a factor of at least
2 from day to day, and this appears to be the result of day-
to-day variation in laser pulse parameters.

We performed a series of DNI calculations to investigate
the effect of variations in the pump and Stokes laser irradi-
ances on the calculated FWM signal. The calculated FWM
signal �CARS+NR�, CARS signal, and pump irradiance pro-
file are shown in Figs. 7�a�–7�e� for values 1034, 2.5�1034,
2.5�1035, 4�1036, and 1038 W2/m4, respectively, for the
product Ipump

pk IStokes
pk of the peak irradiances for the pump and

Stokes beams. Note that for the values of 1034, 2.5�1034,
and 2.5�1035 W2/m4 for the pump-Stokes peak irradiance
product, the ratio of the peak in the CARS+NR signal to the
CARS signal is nearly constant. For Ipump

pk IStokes
pk =2.5

�1035 W2/m4, the normalized excited level population
reaches a value of approximately 0.07 as a result of the
pump-Stokes excitation, as shown in Fig. 4. At higher values
of Ipump

pk IStokes
pk , saturation effects start to become important.

As shown in Figs. 7�d� �Ipump
pk IStokes

pk =4�1036 W2/m4� and
7�e� �Ipump

pk IStokes
pk =1038 W2/m4�, the ratio of the CARS+NR

signal peak to the CARS signal increases drastically. This
effect is also shown in Fig. 8, where the normalized CARS

FIG. 3. Temporal dependence of the phase of the induced Raman coherence
for the Q�5�, Q�10�, and Q�20� transitions in the fundamental �1,0� band of
N2. The collisional dephasing rate and the pump and Stokes pulse param-
eters are the same as given in the caption of Fig. 2.

FIG. 4. Temporal dependence of the excited state populations and the nor-
malized excited populations for the Q�2�, Q�5�, Q�10�, Q�15�, and Q�20�
transitions in the fundamental �1,0� Raman band of N2. The collisional
dephasing rate and the pump and Stokes pulse parameters are the same as
given in the caption of Fig. 2.
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signal is plotted for four different values of Ipump
pk IStokes

pk . The
normalized CARS signal shown in Fig. 8 is calculated by
dividing the CARS signal shown in Figs. 7�a� and 7�c�–7�e�
by Ipump

pk IStokes
pk and then normalizing the data to the peak

value for Ipump
pk IStokes

pk =2.5�1035 W2/m4 �the curve for
Ipump

pk IStokes
pk =2.5�1034 W2/m4 is not shown for reasons of

clarity because it is nearly identical with the Ipump
pk IStokes

pk

=1034 W2/m4 curve�. The drastic decrease in the normalized
CARS signal for Ipump

pk IStokes
pk =4�1036 W2/m4 and

Ipump
pk IStokes

pk =1038 W2/m4 is evident from Fig. 8; for
Ipump

pk IStokes
pk =1038 W2/m4, the CARS signal has decreased by

three orders of magnitude due to saturation effects.
The data shown in Fig. 6 were acquired using pump,

Stokes, and probe laser pulse energies of 10, 100, and 10 �J,
respectively. The pulse width for these pulses, measured us-
ing an autocorrelator, was approximately 70 fs. The esti-
mated focal diameter for the pulses was 50 �m. Assuming
top-hat spatial profiles, the calculated peak irradiance for
these pulses is approximately 5�1016, 5�1017, and 5
�1016 W/m2, respectively, indicating that the experimental
values of Ipump

pk IStokes
pk were about an order of magnitude below

the saturation threshold in our experiments.

FIG. 5. Response of the Q�5� Raman transition to excitation at two different irradiance levels. The real and imaginary components and the magnitude of the
induced Raman coherence are plotted in �a� and �b� for peak pump and Stokes irradiances of 2�1018 and 1019 W/m2, respectively. The normalized excited
level population is plotted in �c� and �d� for peak pump and Stokes irradiances of 2�1018 and 1019 W/m2, respectively. The Q�5� transition frequency is
2329.4 cm−1, and the difference between the central frequencies of the pump and Stokes lasers is 2330 cm−1. All resonance and laser parameters are the same
as listed in the caption of Fig. 2 except for the peak irradiances for the pump and Stokes pulses.

FIG. 6. Comparison of the results from the measurement of the FWM signal
as a function of probe delay and DNI theoretical calculations for room air.
For the experiment, the pump, Stokes, and probe pulse energies were 10,
100, and 10 �J, respectively. The measured pulse widths were approxi-
mately 70 fs. For the calculations, the peak irradiances for the pump, Stokes,
and probe beams were 5�1016, 5�1017, and 5�1016 W/m2, respectively,
corresponding to an estimated 50 �m focal diameter for each beam. The
collisional dephasing rate and the laser pulse parameters for the calculations
are the same as given in the caption of Fig. 2.
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V. CONCLUSIONS AND FUTURE WORK

We have performed a theoretical analysis of the femto-
second CARS process to support our ongoing experimental
efforts1,32 to develop techniques for temperature and concen-
tration measurements. The DNI calculation methods that we
have developed are ideal for the numerical modeling of the
interaction of femtosecond laser radiation with both single-
photon and two-photon �including Raman� molecular reso-
nances. This interaction is inherently far from steady state,
which is usually assumed for perturbative analyses. The tem-
poral pulse shapes of the lasers and the laser irradiances are
input parameters in the DNI numerical modeling. The DNI
results should be applicable for laser irradiances less than the

irradiances required for dielectric breakdown; for air at stan-
dard temperature and pressure conditions, the breakdown
threshold for 810 nm, 110 fs laser pulses was determined to
be approximately 3�1020 W/m2 by Qin et al.33. We deter-
mined that the Raman transitions are significantly saturated
for pump and Stokes irradiances greater than 1020 W/m2.

One aspect of the DNI modeling that bears further inves-
tigation is the validity of the rotating wave approximation.
We have used this approximation extensively in developing
the equations for the numerical analysis. The optical fre-
quency is 3.748�1014 Hz for 800 nm laser radiation, and
there are approximately 26 complete optical cycles within
the 70 fs full width at half maximum of the laser pulses.

FIG. 7. Calculation of the CARS signal from N2 and CARS plus nonresonant background signal from room air. The peak irradiances for the pump, Stokes,
and probe beams were �a� 1017, 1017, and 1015 W/m2, respectively; �b� 5�1016, 5�1017, and 1015 W/m2, respectively; �c� 5�1017, 5�1017, and 1015 W/m2,
respectively; �d� 2�1018, 2�1018, and 1015 W/m2, respectively; and �e� 1019, 1019, and 1015 W/m2, respectively. The collisional dephasing rate and the laser
pulse parameters for the calculations are the same as given in the caption of Fig. 2.
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Therefore, it seems that the rotating wave approximation will
still be valid, at least for cases where saturation effects are
not significant. The Raman coherence in Fig. 5�b� exhibits
temporal structure with characteristic time of a few tens of
femtoseconds. We will examine this approximation in future
numerical studies. Although the equations for the numerical
analysis will be more complicated when derived without this
approximation, the numerical time step for the calculations
discussed above was either 1.0 or 2.0 fs. The numerical time
step will not have to be lowered significantly as a result of
NOT using the rotating wave approximation.

The theoretical work that we have performed has impor-
tant implications for the development of femtosecond CARS
as a diagnostic tool for gas-phase media. First of all, the
two-photon Raman resonance can be excited very effectively
with the 70 fs laser pulses, even though the frequency band-
width of the laser radiation is more than a factor of 1000
greater than the Raman linewidths of the N2 Q-branch tran-
sitions. For the femtosecond CARS experiments that we
have performed, the irradiance product Ipump

pk IStokes
pk is within

an order of magnitude of the value of approximately 5
�1035 W2/m4, at which Raman saturation effects begin to
become significant. In addition, the different excited Raman
coherences are oscillating with the same phase, resulting in a
giant Raman coherence, just after the impulsive pump-
Stokes excitation. We had assumed that the different transi-
tions were oscillating in phase, following impulsive pump-
Stokes excitation in our previous work,1 and our numerical
computations have confirmed this, at least for Fourier-
transform-limited pump and Stokes pulses. The DNI calcu-
lations thus provide a quantitative framework for estimating
signal levels for femtosecond CARS diagnostic techniques.

We will investigate the effect of processes leading to
non-Fourier-transform-limited pulses, such as chirp, on the
impulsive pump-Stokes excitation process in future numeri-

cal studies. In addition, the use of pulse shaping to selec-
tively excite specific vibrational modes and/or to discrimi-
nate against the nonresonant background has been
demonstrated in previous experiments.5,8–10,34–39 The DNI
approach is ideally suited for theoretical studies of the effects
of non-Fourier-transform-limited pulses on femtosecond
CARS signal generation and for the evaluation of different
pulse shaping strategies. Time-dependent phase, frequency,
and polarization of the input laser beams can all be incorpo-
rated easily into the DNI calculations.

The calculations discussed in this paper were all per-
formed for parallel, linear polarizations of the pump, Stokes,
probe, and CARS signal beams. In future studies, polariza-
tion effects will be included so that, for example, polariza-
tion techniques for nonresonant background suppression can
be investigated. The structure of the excited intermediate lev-
els will be altered by adding an effective �fictitious� � 1�u

electronic level and adjusting the strengths of the
� 1�u-X 1
g

+ and � 1
u
+-X 1
g

+ transitions until the correct
values for both the N2 Raman cross section and depolariza-
tion ratio are obtained.

Single-laser-shot CARS temperature measurements us-
ing a chirped pulse probe beam have been performed by
Lang and Motzkus,19 the chirped pulse detection technique
was also demonstrated by Knutsen et al.11 We have per-
formed some preliminary single-laser-shot experiments with
a chirped pulse probe beam, and the observed signal levels
are promising for the acquisition of single-shot spectra from
flame media. Our computational results indicate that for the
present commercial femtosecond laser system that we are
using,32 the magnitude of the Raman coherences are close to
their maximum possible values as a result of the impulsive
pump-Stokes excitation. The generated CARS signal can still
be increased by increasing the probe beam irradiance, how-
ever, especially for a chirped pulse probe beam. The demon-
stration of single-shot femtosecond CARS temperature mea-
surements from combustion media at data rates of 1 kHz or
greater is a major goal of this research, and the DNI calcu-
lations discussed in this paper are of great value for defining
the necessary laser properties and experimental strategies for
these high-data-rate temperature measurements.
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FIG. 8. Normalized N2 CARS signal from room air. The CARS signal for
peak irradiances of Ipump= IStokes=5�1017 W/m2 is the base case. For each
curve, the calculated CARS signal is divided by the peak CARS signal for
the base case, and by the normalized peak irradiance product
Ipump

pk IStokes
pk /2.5�1035. The peak irradiance products Ipump

pk IStokes
pk for each

curve are indicated in the legend. The collisional dephasing rate and the
laser pulse parameters for the calculations are the same as given in the
caption of Fig. 2.
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APPENDIX: DERIVATION OF THE TIME-DEPENDENT
DENSITY MATRIX EQUATIONS

1. Density matrix elements for transition between
states k in excited level K and states e in excited
level E

The density matrix elements that describe the single pho-
ton induced coherence between level K and level E are given
by

�̇ke = − �ke�i�ke + �ke� −
i

�
�
g

�Vkg�ge − �kgVge�

−
i

�
�
e�

�Vke��e�e − �ke�Ve�e�

−
i

�
�
k�

�Vkk��k�e − �kk�Vk�e� . �A1�

Eliminating terms that are zero due to a zero value for the
electric-dipole-moment matrix element or very small in mag-
nitude due to the negligible populations of levels K and S, we
obtain

�̇ke = − �ke�i�ke + �ke� −
i

�
�
g

Vkg�ge −
i

�
�
e�

Vke��e�e

−
i

�
�
k�

Vkk��k�e. �A2�

Substituting Eqs. �9� and �10� into Eq. �A2�, we obtain

̇ke exp�− i�2t� − i�2ke exp�− i�2t� + �̇ke exp�− i�3t�

− i�3�ke exp�− i�3t�

= − �ke exp�− i�2t� + �ke exp�− i�3t���i�ke + �ke�

−
i

�
�
g

Vkgge exp�+ i��1 − �2�t�

−
i

�
�
e�

Vke��e�e −
i

�
�
k�

Vkk�k�e exp�− i�2t� . �A3�

Multiplying through by exp�+i�2t� and rearranging, we ob-
tain

̇ke + �̇ke exp�+ i��2 − �3�t� − i�3�ke exp�+ i��2 − �3�t�

= − �ke + �ke exp�+ i��2 − �3�t���i��ke − �2� + �ke�

−
i

�
�
g

Vkgge exp�+ i�1t�

−
i

�
�
e�

Vke��e�e exp�+ i�2t�

−
i

�
�
k�

Vkk�k�e. �A4�

Substituting Eqs. �15� and �16� into Eq. �A4� and eliminating
terms that oscillate at optical frequencies, we obtain

̇ke = − ke�i��ke − �2� + �ke� −
i

�
�
g

Vkg
�−1�ge

−
i

�
�
e�

Vke�
�−2�

�e�e. �A5�

Writing the density matrix elements and radiative interaction
terms in terms of real and imaginary components and assum-
ing steady state �̇ke=0�, we obtain

0 = − �ke
r + ike

i ��i��ke − �2� + �ke�

−
i

�
�
g

�Vkg
�−1r� + iVkg

�−1i���ge
r + ige

i �

−
i

�
�
e�

�Vke�
�−2r� + iVke�

�−2i����e�e
r + i�e�e

i � . �A6�

Solving for the real and imaginary components, we obtain

0 = ke
i ��ke − �2� − ke

r �ke + �1kge + �2ke�e, �A7�

0 = − ke
r ��ke − �2� − ke

i �ke + �1kge + �2ke�e, �A8�

where

�1kge =
1

�
�
g

�Vkg
�−1r�ge

i + Vkg
�−1i�ge

r � , �A9�

�2ke�e =
1

�
�
e�

�Vke�
�−2r�

�e�e
i + Vke�

�−2i�
�e�e

r � , �A10�

�1kge =
1

�
�
g

�− Vkg
�−1r�ge

r + Vkg
�−1i�ge

i � , �A11�

�2ke�e =
1

�
�
e�

�− Vke�
�−2r�

�e�e
r + Vke�

�−2i�
�e�e

i � . �A12�

Solving for ke
r and ke

l , we obtain

ke
r =

��1kge + �2ke�e���ke − �2� + ��1kge + �2ke�e��ke

��ke − �2�2 + �ke
2 ,

�A13�

ke
i = �− ke

r ��ke − �2� + �1kge + �2ke�e�/�ke. �A14�

Multiplying Eq. �A3� through by exp�+i�3t� and rearranging,
we obtain

̇ke exp�+ i��3 − �2�t� − i�2ke exp�+ i��3 − �2�t� + �̇ke

= − �ke exp�+ i��3 − �2�t� + �ke��i��ke − �3� + �ke�

−
i

�
�
g

Vkgge exp�+ i��1 − �2 + �3�t�

−
i

�
�
e�

Vke��e�e exp�+ i�3t�

−
i

�
�
k�

Vkk�k�e exp�+ i��3 − �2�t� . �A15�
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Substituting Eqs. �15� and �16� into Eq. �A15� and eliminat-
ing terms that oscillate at optical frequencies, we obtain

�̇ke = − �ke�i��ke − �3� + �ke� −
i

�
�
e�

Vke�
�−3�

�e�e. �A16�

Writing Eq. �A16� in terms of real and imaginary compo-
nents assuming steady state ��̇ke=0�, we obtain

0 = − ��ke
r + i�ke

i ��i��ke − �3� + �ke�

−
i

�
�
e�

�Vke�
�−3r� + iVke�

�−3i����e�e
r + i�e�e

i � . �A17�

Equating real and imaginary components in Eq. �A17�, we
obtain

�ke
r �ke − �ke

i ��ke − �3� =
1

�
�
e�

�Vke�
�−3r�

�e�e
i + Vke�

�−3i�
�e�e

r �

= �3ke�e, �A18�

�ke
r ��ke − �3� + �ke

i �ke =
1

�
�
e�

�− Vke�
�−3r�

�e�e
r + Vke�

�−3i�
�e�e

i �

= �3ke�e. �A19�

Solving Eq. �A19� for �ke
i , we obtain

�ke
i = �− �ke

r ��ke − �3� + �3ke�e�/�ke. �A20�

Substituting Eq. �A20� into Eq. �A18� and solving for �ke
r ,

we obtain

�ke
r =

�3ke�e�ke + �3ke�e��ke − �3�

�ke
2 + ��ke − �3�2 . �A21�

2. Density matrix elements for transition between
states e in excited level E and states g in ground
level G

The density matrix elements that describe the two-
photon-induced transitions between ground level G and ex-
cited level E are given by

�̇eg = − �eg�i�eg + �eg� −
i

�
�
g�

�Veg��g�g − �eg�Vg�g�

−
i

�
�
e�

�Vee��e�g − �ee�Ve�g�

−
i

�
�
k

�Vek�kg − �ekVkg� . �A22�

Substituting using Eqs. �8�–�10�, rearranging, and eliminat-
ing terms that are negligible, we obtain

̇eg exp�− i��1 − �2�t� − i��1 − �2�eg exp�− i��1 − �2�t�

= − eg exp�− i��1 − �2�t��i�eg + �eg�

−
i

�
�
k

�Vek�kg exp�− i�1t� + �kg exp�− i�4t��

− �ek exp�+ i�2t� + �ek exp�+ i�3t��Vkg� . �A23�

Multiplying through by exp�+i��1−�2�t� and rearranging,
we obtain

̇eg = − eg�i��eg − ��1 − �2�� + �eg�

−
i

�
�
k

Vek�kg exp�− i�2t�

+ �kg exp�− i��4 − �1 + �2�t��

+
i

�
�
k

�ek exp�+ i�1t�

+ �ek exp�+ i��3 + �1 − �2�t��Vkg. �A24�

Using the relation �4=�1−�2+�3, we can rewrite Eq. �A24�
as

̇eg = − eg�i��eg − ��1 − �2�� + �eg�

−
i

�
�
k

Vek�kg exp�− i�2t� + �kg exp�− i�3t��

+
i

�
�
k

�ek exp�+ i�1t� + �ek exp�+ i�4t��Vkg.

�A25�

Substituting for the radiative interaction terms using Eqs.
�15� and �16� and keeping only those terms that do not os-
cillate at optical frequencies, we obtain

̇eg = − eg�i��eg − ��1 − �2�� + �eg�

−
i

�
�
k

�Vek
�+2�kg + Vek

�+3��kg − ekVkg
�−1�� , �A26�

̇eg
r + i̇eg

i = − �eg
r + ieg

i ��i��eg − ��1 − �2�� + �eg�

−
i

�
�
k

��Vek
�+2r� + iVek

�+2i���kg
r + ikg

i �

+ �Vek
�+3r� + iVek

�+3i����kg
r + i�kg

i �

− �ek
r + iek

i ��Vkg
�−1r� + iVkg

�−1i��� , �A27�

̇eg
r = eg

i ��eg − ��1 − �2�� − eg
r �eg +

1

�
�
k

�Vek
�+2r�kg

i

+ Vek
�+2i�kg

r + Vek
�+3r��kg

i + Vek
�+3i��kg

r − ek
r Vkg

�−1i�

− ek
i Vkg

�−1r�� , �A28�

̇eg
i = − eg

r ��eg − ��1 − �2�� − eg
i �eg +

1

�
�
k

�− Vek
�+2r�kg

r

+ Vek
�+2i�kg

i − Vek
�+3r��kg

r + Vek
�+3i��kg

i + ek
r Vkg

�−1r�

− ek
i Vkg

�−1i�� . �A29�
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3. Density matrix elements for coherence between
states e� in excited level E and states e in
excited
level E

The density matrix elements that describe the coherence
between states e and e� in excited level E, where e�e�, are
given by

�̇e�e = − �e�e�i�e�e + �e�e� −
i

�
�
g

�Ve�g�ge − �e�gVge�

−
i

�
�
e�

�Ve�e��e�e − �e�e�Ve�e�

−
i

�
�
k

�Ve�k�ke − �e�kVke� . �A30�

The radiative interaction terms are zero for many of these
transitions

�̇e�e = − �e�e�i�e�e + �e�e� −
i

�
�
k

�Ve�k�ke − �e�kVke� .

�A31�

Using Eq. �9�, we obtain

�̇e�e = − �e�e�i�e�e + �e�e� −
i

�
�
k

�Ve�kke exp�− i�2t�

− e�k exp�+ i�2t�Vke� . �A32�

Substituting for the radiative interaction terms and neglecting
terms that oscillate at optical frequencies, we obtain

�̇e�e = − �e�e�i�e�e + �e�e� −
i

�
�
k

�Ve�k
�+2�

ke − e�kVke
�−2�� .

�A33�

Solving for the real and imaginary parts of �e�e=�e�e
r + i�e�e

i ,
we obtain

�̇e�e
r + i�̇e�e

i = − ��e�e
r + i�e�e

i ��i�e�e + �e�e�

−
i

�
�
k

��Ve�k
�+2r� + iVe�k

�+2i���ke
r + ike

i �

− �e�k
r + ie�k

i ��Vke
�−2r� + iVke

�−2i��� , �A34�

�̇e�e
r = �e�e

i
�e�e − �e�e

r �e�e +
1

�
�
k

�Ve�k
�+2r�

ke
i + Ve�k

�+2i�
ke

r

− e�k
r Vke

�−2i� − e�k
i Vke

�−2r�� , �A35�

�̇e�e
i = − �e�e

r
�e�e − �e�e

i �e�e +
1

�
�
k

�− Ve�k
�+2r�

ke
r + Ve�k

�+2i�
ke

i

+ e�k
r Vke

�−2r� − e�k
i Vke

�−2i�� . �A36�

4. Density matrix elements for coherence between
states g� in ground level G and states g in
ground level G

The density matrix elements that describe the coherence
between states g and g� in ground level G, where g�g�, are
given by

�̇g�g = − �g�g�i�g�g + �g�g� −
i

�
�
g�

�Vg�g��g�g − �g�g�Vg�g�

−
i

�
�
e

�Vg�e�eg − �g�eVeg�

−
i

�
�
k

�Vg�k�kg − �g�kVkg� . �A37�

The radiative interaction terms are zero for many of these
transitions

�̇g�g = − �g�g�i�g�g + �g�g� −
i

�
�
k

�Vg�k�kg − �g�kVkg� .

�A38�

Using Eq. �8�, we obtain

�̇g�g = − �g�g�i�g�g + �g�g� −
i

�
�
k

�Vg�kkg exp�− i�1t�

− g�k exp�+ i�1t�Vkg� . �A39�

Substituting for the radiative interaction terms and neglecting
terms that oscillate at optical frequencies, we obtain

�̇g�g = − �g�g�i�g�g + �g�g� −
i

�
�
k

�Vg�k
�+1�

kg − g�kVkg
�−1�� .

�A40�

Solving for the real and imaginary parts of �g�g=�g�g
r + i�g�g

i ,
we obtain

�̇g�g
r + i�̇g�g

i = − ��g�g
r + i�g�g

i ��i�g�g + �g�g�

−
i

�
�
k

��Vg�k
�+1r� + iVg�k

�+1i���kg
r + ikg

i �

− �g�k
r + ig�k

i ��Vkg
�−1r� + iVkg

�−1i��� , �A41�

�̇g�g
r = + �g�g

i
�g�g − �g�g

r �g�g +
1

�
�
k

�Vg�k
�+1r�

kg
i + Vg�k

�+1i�
kg

r

− g�k
r Vkg

�−1i� − g�k
i Vkg

�−1r�� , �A42�

�̇g�g
i = − �g�g

r
�g�g − �g�g

i �g�g +
1

�
�
k

�− Vg�k
�+1r�

kg
r

+ Vg�k
�+1i�

kg
r + g�k

r Vkg
�−1r� − g�k

i Vkg
�−1i�� . �A43�
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5. Density matrix element for population of states
e in excited level E

The density matrix element for the population of state e
in excited level E is given by

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
g

�Veg�ge − �egVge�

−
i

�
�
k

�Vek�ke − �ekVke� −
i

�
�
e�

�Vee��e�e − �ee�Ve�e� .

�A44�

Simplifying by deleting terms that are zero or negligible
gives us

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
k

�Vek�ke − �ekVke� .

�A45�

Substituting using Eqs. �9�, we obtain

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
k

�Vek�ke exp�− i�2t�

+ �ke exp�− i�3t�� − �ek exp�+ i�2t�

+ �ek exp�+ i�3t��Vke� . �A46�

Substituting for the radiative interaction terms using Eqs.
�15� and �16� and eliminating terms that oscillate at optical
frequencies, we obtain

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
k

�Vek
�+2�ke − ekVke

�−2��

−
i

�
�
k

�Vek
�+3��ke − �ekVke

�−3�� . �A47�

Writing Eq. �A47� in terms of real and imaginary compo-
nents, we obtain

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
k

��Vek
�+2r� + iVek

�+2i��

��ke
r + ike

i � − �ek
r + iek

i ��Vke
�−2r� + iVke

�−2i���

−
i

�
�
k

��Vek
�+3r� + iVek

�+3i����ke
r + i�ke

i � − ��ek
r + i�ek

i �

��Vke
�−3r� + iVke

�−3i��� . �A48�

Solving for �̇ee,

�̇ee = − �e�ee + �
m

�me�mm −
i

�
�
k

�Vek
�+2r�ke

r − Vek
�+2i�ke

i

− ek
r Vke

�−2r� + ek
i Vke

�−2i�� −
i

�
�
k

�Vek
�+3r��ke

r − Vek
�+3i��ke

i

− �ek
r Vke

�−3r� + �ek
i Vke

�−3i�� +
1

�
�
k

�Vek
�+2r�ke

i + Vek
�+2i�ke

r

− ek
r Vke

�−2i� − ek
i Vke

�−2r�� +
1

�
�
k

�Vek
�+3r��ke

i + Vek
�+3i��ke

r

− �ek
r Vke

�−3i� − �ek
i Vke

�−3r�� . �A49�

It is not immediately obvious that the imaginary terms in Eq.
�A49� are zero. However, the radiative interaction terms are
described by relations such as

Vek
�+2� = − 1

2�ek · �ê2
*A2

*� = − 1
2 ��ke�* · �ê2A2�* = �Vke

�−2��*

�A50�

and

Vek
�+3� = − 1

2�ek · �ê3
*A3

*� = − 1
2 ��ke�* · �ê3A3�* = �Vke

�−3��*.

�A51�

Substituting Eqs. �A50� and �A51� into Eq. �A49�, we obtain

�̇ee = − �e�ee + �
m

�me�mm +
2

�
�
k

�Vek
�+2r�ke

i + Vek
�+2i�ke

r �

+
2

�
�
k

�Vek
�+3r��ke

i + Vek
�+3i��ke

r � . �A52�

6. Density matrix element for population of
state
g in excited level G

The density matrix element for the population of state g
in ground level G is given by

�̇gg = − �g�gg + �
m

�mg�mm −
i

�
�
g�

�Vgg��g�g − �gg�Vg�g�

−
i

�
�
k

�Vgk�kg − �gkVkg� −
i

�
�
e

�Vge�eg − �geVeg� .

�A53�

Simplifying by deleting terms that are zero or negligible
gives us

�̇gg = − �g�gg + �
m

�mg�mm −
i

�
�
k

�Vgk�kg − �gkVkg� .

�A54�

Substituting using Eq. �8�, we obtain

�̇gg = − �g�gg + �
m

�mg�mm −
i

�
�
k

�Vgk�kg exp�− i�1t�

+ �kg exp�− i�4t�� − �gk exp�+ i�1t�

+ �gk exp�+ i�4t��Vkg� . �A55�

Substituting for the radiative interaction terms using Eq. �15�
and eliminating terms that oscillate at optical frequencies, we
obtain

�̇gg = − �g�gg + �
m

�mg�mm −
i

�
�
k

�Vgk
�+1�kg − gkVkg

�−1�� .

�A56�

Writing Eq. �A56� in terms of real and imaginary compo-
nents, we obtain
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�̇gg = − �g�gg + �
m

�mg�mm −
i

�
�
k

��Vgk
�+1r� + iVgk

�+1i��

��kg
r + ikg

i � − �gk
r + igk

i ��Vkg
�−1r� + iVkg

�−1i��� .

�A57�

Solving for �̇gg, we obtain

�̇gg = − �g�gg + �
m

�mg�mm +
1

�
�
k

�Vgk
�+1r�kg

i + Vgk
�+1i�kg

r

− gk
r Vkg

�−1i� − gk
i Vkg

�−1r�� +
i

�
�
k

�− Vgk
�+1r�kg

r

+ Vgk
�+1i�kg

i + gk
r Vkg

�−1r� − gk
i Vkg

�−1i�� . �A58�

Again we can use the relation Vgk
+1= �Vkg

−1�* to eliminate the
imaginary terms in Eq. �A58� to obtain

�̇gg = − �g�gg + �
m

�mg�mm +
2

�
�
k

�Vgk
�+1r�kg

i + Vgk
�+1i�kg

r � .

�A59�
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There is growing interest in the use of short-pulse lasers for coherent anti-

Stokes Raman scattering (CARS) to minimize non-resonant background

(NRB) contributions in a variety of applications. Using time-coincident

picosecond (ps) pump and Stokes beams and a time-delayed ps probe

beam, we show that a three orders of magnitude reduction in NRB

interference can be achieved in rich hydrocarbon–air flames while

preserving 60% to 80% of the CARS signal. This represents a significant

improvement in signal-to-interference ratio compared with previous

measurements in room temperature air and is attributable to reduced

rates of collisional dephasing and relaxation at flame temperatures.

Measurements within the flame zone of a laminar flat-flame burner are

used to investigate the characteristics of time-coincident and probe-

delayed broadband ps N2-CARS spectra for C2H4–air equivalence ratios

of 0.5 to 1.2. Up to three ro-vibrational bands of N2 are excited with each

laser shot using 135 ps pump and 106 ps Stokes beams, and the CARS

signal is generated using a 135 ps probe beam delayed by 165 ps. The

enhanced signal-to-interference ratio achieved in the current work is one

to two orders of magnitude higher than that previously achieved using

polarization-selection techniques without sensitivity to the effects of

birefringence caused by density gradients or test cell windows. Moreover,

the use of a 135 ps laser source in this study enables frequency domain

‘‘broadband’’ CARS with sufficient resolution to extract ro-vibrational

spectral features under various flame conditions. The effect of probe delay

and NRB suppression on characteristics of these broadband CARS

spectra are investigated, and evidence of preferential collisional dephasing

and relaxation of different ro-vibrational transitions is not detected. This

is a promising but preliminary result to be investigated further in future

work.

Index Headings: Coherent anti-Stokes Raman scattering; CARS; Picosec-

ond; Ultrafast; Non-resonant background; Hydrocarbon–air flames.

INTRODUCTION

Coherent anti-Stokes Raman scattering (CARS) measure-
ments of temperature and major-species number density have
been demonstrated in a wide array of practical combusting
flows, including internal combustion engines, jet engines,
propellant burners, and industrial furnaces.1–4 The CARS
signal, which is obtained through stimulated Raman pumping

and coherent scattering, is several orders of magnitude greater
than spontaneous Raman scattering. It is ideal for measure-
ments in flames with significant broadband emission because
the signal is coherent and can be captured efficiently using
offset detection. Under stoichiometric, fuel-rich, or high-
pressure conditions, however, the increased non-resonant
background (NRB) contribution from hydrocarbon species
can affect the accuracy of number-density measurements and
can lead to an overestimate of temperature.

Because of its impact on CARS spectroscopy, non-
resonant susceptibility has been measured extensively for
gaseous species commonly found in hydrocarbon–air flames.2

Published uncertainties are 610% and are most reliable in
premixed flames and in well-mixed combustion products
when the reactant composition is known a priori. In the
mixing region of diffusion flames, the variation in non-
resonant susceptibility from the oxidizer to the fuel stream
can be as high as 1000% for hydrocarbon–air combustion.
This leads to a certain degree of subjectivity with regard to
CARS spectral analysis and limits the ability to extract
quantitative information in turbulent flames. Suppressing the
generation of NRB, therefore, is highly advantageous for
improving the accuracy and detection limit of CARS
measurements.

Previously, the most effective means of suppressing the
NRB contribution for ro-vibrational CARS made use of the
polarization sensitivity of CARS signals.5–7 The angular
separation in the resonant and non-resonant signals can be
optimized by selecting appropriate pump and Stokes field
polarizations, and an analyzer can be used to collect the desired
signal. Unfortunately, this approach reduces the CARS signal
by at least a factor of 16 because the resonant signal decreases
when the pump and Stokes polarizations are angularly
separated. Manipulation of the polarization-dependent proper-
ties of the ro-vibrational CARS signal can improve detectabil-
ity, therefore, but it is not effective under photon-limited
conditions.2 Non-resonant background suppression based on
polarization selection5,8 may also be problematic in high-
pressure practical combustors because of polarization scram-
bling from density gradients and window birefringence, where
the typical window thickness can be three to four inches.
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Alternatively, NRB suppression can be achieved using
ultrashort (femtosecond or picosecond) pulses by delaying the
probe beam with respect to the pump and Stokes beams.9–13

The objective of the current work is to investigate the use of
‘‘broadband’’ picosecond (ps) CARS in hydrocarbon–air
flames, which combines time domain NRB suppression,
commonly employed in the femtosecond regime, with the
high spectral resolution frequency domain approach of
nanosecond CARS. We have recently demonstrated ps N2-
CARS measurements with high spectral resolution in room
air12 and studied the time-resolved dynamics of spectrally
integrated resonant and non-resonant signals.13 Previous data
obtained in room air indicate that it is possible to reduce the
NRB signal by more than three orders of magnitude with a
corresponding factor of three drop in CARS signal intensity
through appropriate selection of the CARS probe delay.
However, it is expected that temperature dependent collisional
dephasing and relaxation will significantly slow the rate of
CARS signal decay in combusting flows, helping to avoid
significant losses in CARS signal with increasing probe delay.
This is advantageous not only for NRB suppression under
photon-limited conditions, but also for enabling the use of 50
to 200 ps lasers to achieve broadband CARS with sufficient
resolution to extract ro-vibrational spectral features.

The current measurements address two primary questions
with regard to probe-delayed ps N2-CARS spectra in

hydrocarbon–air flames, including (1) the effect of flame
conditions on the ideal operating parameters for enhancing
signal-to-interference ratio, and (2) the relative effect of probe
delay and NRB suppression on excited-state ro-vibrational N2-
CARS spectra, including evidence of preferential collisional
dephasing and relaxation for various ro-vibrational transitions.
However, we do not present absolute improvements in
temperature accuracy or precision, as we show from this work
that a more advanced, time-dependent theoretical model is
required for analytical comparison with spectra from non-time-
coincident N2-CARS beams. Other research using ps CARS
has focused on solid-state chemical reactions or shock
propagation studies,14–16 neither of which are directly useful
for this purpose. Hence, the current work focuses on
quantitative measurements of signal-to-interference ratio, with
qualitative observation of the time-dependent ro-vibrational
N2-CARS spectral features.

EXPERIMENTAL

Optical System. The broadband ps CARS experimental
arrangement shown in Fig. 1 is described in previous
publications,12,13 and only a brief summary is included here
for reference. A fraction of the energy from a 10 Hz,
frequency-doubled, Nd:YAG regenerative amplifier (Coherent,
Inc.) at 532 nm is used to pump a modeless dye laser to

FIG. 1. Schematic diagram of broadband ps CARS system. Symbols: (BS) beam splitter, (k/2) half-wave plate, (P) polarizer, (M) mirror, ($) translation stage, and
(BD) beam dump.
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generate the Stokes beam at 606 nm. The output of the dye

laser has a full-width at half-maximum (FWHM) bandwidth of

;5 nm, FWHM pulse width of 106 ps, and output energy set to

800 lJ (out of a 5 mJ maximum). The nearly transform-limited

beam at 532 nm has a FWHM pulse width of ;135 ps and is

split into pump and probe beams, each with an energy set to

150 lJ (out of an 8 mJ maximum). The pump, probe, and

Stokes beams are arranged in a folded BOXCARS geometry,

and the temporal overlap is adjusted using translation stages in

the paths of the pump and probe beams. The spatial resolution

is estimated to be 30 lm in the direction normal to the beam
and 1.5 mm in the phase-matching direction. The CARS signal
is dispersed by a 1.25 m spectrometer (SPEX 1250M) with a
2400 grooves/mm grating, and the spectrum is recorded using a
back-illuminated, unintensified 2048 3 512 pixel array charge-
coupled device (CCD) camera with full vertical binning (Andor
Technologies Model DU 440BU). Single-shot CARS signal
intensities recorded with this camera and using the beam
energies stated above lead to full-scale signal-to-noise ratios of
at least 1600:1 and 1000:1 for the time-coincident and time-
delayed configurations, respectively, for all flame conditions.
The spectral dispersion of the CARS signal is 0.174 cm�1/
pixel, and the resolution of the CARS detection system is
;0.54 cm�1. This is similar to the spectral resolution for
nanosecond systems,3 indicating that the ps pump- and probe-
laser bandwidth of ;0.12 cm�1 is sufficient to resolve the ro-
vibrational transitions under the current flame conditions.

Test Section. Measurements are performed within the
product zone at a height 12 mm above a flat C2H4–air flame
stabilized over a Hencken burner. The flat flame actually
consists of a series of small diffusion flames whose products
mix thoroughly within a few millimeters of the burner
surface.17 This test configuration enables measurements in an
idealized diffusion flame with well-mixed products of known
composition and non-resonant susceptibility. Flow rates are
adjusted to match those of previous temperature measure-
ments,17 and the equivalence ratio (/) is varied from 0.5 to 1.2
to illustrate the relative effect of the NRB at lean and rich
conditions.

RESULTS AND DISCUSSION

Time-Coincident Coherent Anti-Stokes Raman Scatter-
ing Spectra. A typical 100-shot-average N2-CARS spectrum
acquired using the ps laser system with time-coincident beams
is shown in Fig. 2a, along with a theoretical fit from the Sandia
CARSFT code.18 CARSFT spectra are plotted using the

FIG. 2. (a) Experimental and theoretical broadband ps N2-CARS spectra at /
¼ 0.5 with time-coincident beams and (b) temperatures acquired from /¼ 0.5
to 1.2 with time-coincident beams.

FIG. 3. CARS signal decay as a function of probe delay in a heated cell.
Signals are normalized to the signal at a probe delay of zero.
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square-root of signal intensity, which is proportional to the
difference in number density between coupled vibrational
levels. The spectrum in Fig. 2a is quite similar to broadband
spectra obtained using nanosecond lasers with similar peak
intensities, and the measured flame temperature is within 2% of
the equilibrium value predicted for / ¼ 0.5. Hence, the laser
pulse widths in the current work can be used to generate high-
resolution frequency domain CARS spectra that can be
analyzed using the steady-state CARSFT model when the
pump, Stokes, and probe beams are time coincident.

To illustrate the effect of NRB contributions on conventional
CARS signal analysis, Fig. 2b shows the variation in ps CARS
temperature measurements from / ¼ 0.5 to 1.2 using time-
coincident beams and assuming values of the non-resonant
susceptibility2 based on experimentally validated equilibrium
predictions of the product composition.17 The temperature
accuracy is within 50 K from /¼0.5 to 0.8, with a temperature
overshoot that increases from 50 to 250 K from /¼ 0.9 to 1.2,
respectively. Because the actual flame temperature does not

vary significantly in this latter range of equivalence ratios, it is
likely that this overshoot is caused by the increased
contribution of the NRB from unburned hydrocarbons.19

During the spectral fitting process for the data in Fig. 2b, the
magnitude of the non-resonant susceptibility was scaled by up to
30% based on the expected product composition for rich C2H4–
air combustion. One approach to improving temperature
accuracy under rich conditions is to allow the NRB to ‘‘float’’
during the spectral fitting process rather than fixing its value to
match that of the expected product composition. In this case, the
non-resonant susceptibility of the converged solution is ;30–
40% higher than that expected from the product composition.
This approach improves the temperature accuracy by ;20–50 K,
although the measured temperature is still over 200 K above the
adiabatic flame temperature at /¼1.2. Reducing the temperature
overshoot to within 100 K requires an additional 150% increase
in the non-resonant susceptibility beyond that of the converged
solution, which implies a priori knowledge of the flame
temperature to ‘‘determine’’ the NRB level.

FIG. 4. Comparison of time-coincident and probe-delayed experimental broadband ps N2-CARS spectra at (a) /¼ 0.5 and (b) /¼ 1.2.

FIG. 5. Experimental and theoretical broadband ps N2-CARS spectra at /¼ 0.91 with a probe delay of 165 ps.
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Non-Resonant Background Suppression. As discussed
earlier, the use of polarization selection for reducing the NRB
signals in ro-vibrational CARS is problematic under photon-
limited conditions5–7 and when significant sources of birefrin-
gence are present in the test section. In the current work, a five
orders of magnitude reduction in NRB signal can be achieved
with a probe delay of 165 ps, which at room temperature is
accompanied by a factor of 15 drop in CARS signal intensity.13

At higher temperatures, however, the resonant CARS signal is
expected to decay more slowly because of the reduced rate of
collisional dephasing and relaxation.20 This is illustrated
clearly in Fig. 3, which shows the normalized ps CARS signal
decay as a function of probe delay in a heated cell. The decay
rate of the CARS signal at 660 K is only a factor of 2.5 rather
than a factor of 15 for a probe delay of 165 ps.

The results of the temperature cell study indicate that
relatively high CARS signal levels may be maintained with
significant probe delays under flame conditions. Normalized,
100-shot-average ps CARS spectra collected in the flat flame
burner at /¼ 0.5 and 1.2 with time-coincident beams and with
a probe-beam delay of 165 ps are shown in Fig. 4. The first two
ro-vibrational bands of N2 are visible at /¼0.5, and up to three
ro-vibrational bands are visible at / ¼ 1.2. Non-resonant-
background suppression while using a time-delayed probe
beam is most apparent along the lower range of the rotational
transitions below 2300 cm�1. Odd-J rotational lines that are
obscured by non-resonant contributions in the case of time-
coincident beams appear more prominent when using a time-
delayed probe beam.

The relative effect of the NRB contribution increases
dramatically for higher ro-vibrational bands, thereby altering
the relative magnitude of rotational transitions and providing a
possible explanation for the temperature overshoot shown in
Fig. 2b. The impact of NRB suppression on CARS
measurements under signal limited conditions is most evident
within the N2 hot bands in Fig. 4 between 2280 to 2290 cm�1.
These plots enable one to better distinguish the NRB level from
the baseline signal. It is possible to observe that the signal-to-
interference ratio of the probe-delayed CARS signal is
significantly higher than that of the time-coincident signal,
with a background that approaches the limit of the spectral
resolution in the former case. The CARS-signal intensities in
Figs. 4a and 4b are reduced by 45% and 40%, respectively,
leading to a five orders of magnitude drop in NRB signal while
retaining a significant fraction of the CARS signal. The
increase in signal-to-interference ratio for the full range of
flame conditions is two orders of magnitude higher than for the
use of polarization selection in ro-vibrational CARS.5 In
addition, the suppression of NRB achieved with a time-delayed
ps probe beam should have little or no dependence on
polarization scrambling due to density gradients and window
birefringence in combustors of practical interest.

The level of improvement in signal-to-interference ratio is
obviously dependent upon the flame conditions and the
selection of laser pulse widths and probe delay. For the current
conditions, the selection of a shorter probe delay would still
enable a three orders of magnitude reduction in NRB signal
while preserving 60% to 80% of the CARS signal intensity. At
high pressures, collisional dephasing rates will increase and it
may be beneficial to use a shorter probe delay. In this case,
laser pulse widths on the order of 50 to 80 ps would allow
comparable NRB suppression with a reduced probe-beam

delay to preserve CARS signal intensity. The increase in laser
linewidth would not adversely affect measurement resolution
because of the increase in ro-vibrational linewidths at higher
pressure. The preservation of CARS signal intensity is
important for signal-limited conditions, as is often the case
for single-shot measurements in turbulent diffusion flames.

Broadband Background-Free N2 Coherent Anti-Stokes
Raman Scattering Spectra. Although this work demonstrates
effective NRB suppression in hydrocarbon–air flames, it is
important to determine whether the time decay of the CARS
polarization due to collisions will significantly distort the ro-
vibrational spectra. It is not entirely certain, for example, that
differences in the spectral profiles shown previously in Fig. 4 do
not stem from preferential collisional dephasing and relaxation
for different ro-vibrational transitions. To address this issue, Fig.
5 compares the experimental N2-CARS spectrum for a time delay
of 165 ps with a theoretical spectrum using the CARSFT code
assuming steady-state conditions and zero NRB contribution.
The theoretical spectrum was obtained using the equilibrium
flame temperature for an equivalence ratio of 0.91 and does not
include numerical fitting with the experimental data. However,
the ability of the theoretical spectrum to capture the overall ro-
vibrational structure of the experimental data in Fig. 5 implies
that the effect of collisions does not significantly distort the
relative intensity of the CARS signal for different J-levels and
vibrational bands during the first 165 ps for atmospheric-pressure
flames. There is an apparent mismatch, however, between the
experimental and theoretical spectra near the baseline of the N2

CARS bandhead. This mismatch is not likely attributable to NRB
suppression since the CARSFT code presumes zero NRB. It may
be due, instead, to the destructive interference of two or three
states that are simultaneously excited by the near-transform-
limited 0.12 cm�1 bandwidth pump beam and the 130 cm�1

bandwidth Stokes beam. This mismatch prevents successful
fitting with the steady-state CARSFT code and indicates that a
more advanced theoretical model, currently under development,
is required to account for the time-dependent N2-CARS signal
decay.

CONCLUSION

The suppression of NRB in broadband ps N2-CARS spectra
has been investigated in hydrocarbon–air flames of varying
equivalence ratio. Improvements of at least four orders of
magnitude in signal-to-background ratio can be achieved by
delaying the 135 ps probe beam by 165 ps with respect to the
135 ps pump and 106 ps Stokes beams. This strategy, which
achieves greater NRB suppression than polarization-based
techniques while preserving a higher percentage of the CARS
signal, has the potential to significantly enhance the perfor-
mance of CARS thermometry in high-pressure, turbulent,
liquid-fueled combustors of practical interest by overcoming
the known limitations of nanosecond-based, time-coincident
systems. Use of ps, transform-limited pulses also enables
frequency-domain CARS for minimizing bias errors due to
density fluctuations. Future work includes theoretical analyses
of non-resonant-background-free CARS spectra, initially with
hydrogen CARS, as well as implementation in high-pressure
combustors of practical interest.
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Coherent anti-Stokes Raman scattering (CARS) measurements of nitrogen and hydrogen 
molecules using conventional broadband and modeless nanosecond dye lasers have been widely 
utilized for thermometry in gaseous flows [1].  A significant drawback of the nanosecond CARS 
approach, however, is interference of the nonresonant background (NRB) signal with the 
resonant CARS signal.  This limits the applicability, sensitivity, and accuracy of nanosecond 
CARS in hydrocarbon-rich environments due to the high nonresonant susceptibility of 
hydrocarbon compounds.  The contribution from the nonresonant background signal is highest 
when the pump and probe beams are overlapped temporally [2-3].  In the picosecond regime, it is 
possible to delay the probe beam temporally with respect to the pump beam in order to suppress 
the nonresonant contribution to the CARS signal.  It is also possible to study vibrational energy 
transfer (VET) and rotational energy transfer (RET) in non-equilibrium hypersonic flows. 

The time-resolved dynamics of resonant broadband picosecond coherent anti-Stokes Raman 
scattering (CARS) signals in gas-phase media are investigated.  From our previous work on N2 
CARS we have found that, for ~135-ps pump and probe beams and ~106-ps Stokes beams, the 
magnitude of the nonresonant signals are decreased by more than three orders of magnitude 
when the probe beam is delayed by ~110 ps, whereas the resonant N2

However, there is a fundamental question regarding the distortion of the time-delayed 
spectrum that needs to be resolved before ps-CARS could be used for temperature 
measurements.  Does the time-delayed spectrum get distorted enough during the first 200 ps, 
because of the variation of relaxation rates for different transitions that constitute the spectrum, 
to yield a completely different temperature?  The time for which spectral distortion could be 
negligible will depend on the relevant pressure.  The current work focuses on answering this 
question by analyzing the time-delayed spectrum of H

 CARS signal is reduced 
only by a factor of three [1].  This finding was significant for the application of broadband ps-
CARS in heavily sooting hydrocarbon flames, where it is very difficult to estimate the 
nonresonant susceptibility for the extraction of temperatures from experimental spectra [2].  The 
other unique feature of the picosecond CARS system that makes it ideal for fiber coupling in 
harsh environment application is the requirement of only ~200 µJ of energy for the pump and 
probe beams as compared to 25 mJ of energy per laser beam generally required in nanosecond 
laser-based CARS.   

2 molecule for various pressures and 
temperatures.  The rotational lines of H2 molecule are well separated thus would allow 
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investigating the J-dependent relaxation rates and thereby the temperature evaluated from the 
resultant time-delayed spectrum. 

Measurements were performed in an atmospheric-pressure, near-adiabatic hydrogen-air 
flame stabilized over a Hencken burner.  Temperature was varied by changing the equivalence 
ratio (φ) of the flame (equivalence ratio is defined as the ratio of actual fuel-to-air over fuel-to-air 

for the stoichiometric condition).  Time-delayed CARS spectra are acquired by delaying the 
probe beam wrt the pump and Stokes beams.  The CARS spectra of H2

v = 1  v  = 0′ ′′→

 for φ = 1.2 acquired at 0-
ps delay and 200-ps delay are shown in Fig. 1.  The Q-branch transitions of 

vibrational band shown in Fig. 1 are 
used to extract temperatures using Boltzmann plot.  
The main purpose of this work is to find out whether 
the temperature extracted from 0-ps delayed 
spectrum is significantly different from the 
temperature extracted from 200-ps delayed 
spectrum.  Moreover, we also would like to know 
what the optimum delay between the probe and the 
excitation beams is that introduces minimum 
uncertainty along with significant nonresonant 
background signal reduction.  The extracted 
temperature will be significantly different if the 
dephasing and relaxation rate of each Q-branch 
transitions significantly differs from each other.  The 
Boltzmann plots of H2 CARS spectra for different 
probe delays wrt the pump and Stokes beams are 
shown in Fig. 2.  Q(1) to Q(7) transitions of H2

v = 1  v  = 0′ ′′→
 

molecule in the  vibrational band 
are used to extract the temperature.  The slope of the 
Boltzmann plot yields the temperature based on the 

equilibrium assumption.  As shown in Fig. 2, the values of the temperatures extracted from time-
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Fig. 1: H2 CARS spectra in a nearly adiabatic laboratory flame at an equivalence ratio of 1.2. (a) Probe beam is 
temporally overlapped with the pump and Stokes beams and (b) probe was delayed by 200 ps wrt the pump and 
Stokes beams. 
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delayed spectra are changing with the probe delay.  This showed that if the probe beam is 
delayed by 200 ps, there will be a 7% variation in the value of the reported temperature as 
compared to the temporally overlapped condition, typical in ns CARS.  However, one needs not 
to use a 200 ps time delay to suppress the nonresonant background.  For 100-ps time-delay the 
temperature variation is less than 2% with more than three order-of-magnitudes nonresonant 
signal reduction [2]. 

In order to understand the underlying physics of the change in temperature with the probe 
delay the relaxation rates of each Q-branch transitions are measured.  Time-resolved CARS 
signal of Q-branch transitions for the flame condition reported here is shown in Fig. 3.  These  

plots reveal the dephasing and relaxation rates of each rotational level (J).  It is evident that for 
the extreme case, the coherence decay rates of Q(1) and Q(7) vary by ~27%.  However, for most 
of the transitions the coherence decay rates vary by less than 10% wrt each other.  The variation 
of the Q(1) and Q(7) rates may also be affected by low signal-to-noise ratio. 

This research will pave the way for the application of ps-CARS in harsh chemically reacting 
flows and will also allow assigning an upper bound on temperature measurement accuracy for 
time-delayed CARS spectra. 

Funding for this research was provided by the Air Force Office of Scientific Research and by 
the Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson Air Force Base 
under Contract No. F33615-03-D-2329. 
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Fs-laser-based time-resolved coherent anti-Stokes Raman scattering (CARS) spectroscopy of 
nitrogen is used to measure temperature at 1 kHz.  The first few ps of the time-resolved CARS 
signal are free of collisions for pressures up to 20 bar. 
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) Coherent optical effects 

CARS spectroscopy is widely used for temperature and major-species-concentration 
measurements in reacting flows and plasmas [1].  Because of the phase-matching requirement 
and laser-like nature of the signal, CARS is ideally suited for reacting flows with significant 
background emission because the CARS signal can be easily isolated spectrally, spatially, and 
temporally from the flame emission.  The technique also provides spatially and temporally 
resolved information with high accuracy. 

Time-resolved fs-CARS has been used for the first time by Leonhardt et al. to study the 
molecular beat phenomena in liquid phase benzene, cyclohexane, and pyridine [2].  Hayden and 
Chandler [3] first used fs-CARS for investigating the molecular vibrational dynamics of ground-
state gas-phase benzene and 1,3,5-hexatriene.  The use of fs laser systems for CARS 
spectroscopy has three significant potential advantages:  (1) reduction or elimination of the 
nonresonant contribution to the CARS signal when the probe beam is delayed with respect to the 
pump beam, (2) reduction or elimination of the effects of collisions on the CARS signal, thereby 

Figure 1.  Raman excitation scheme for gas-phase N2 molecule using (a) ns-laser-based 
multiplex CARS and (b) fs pump and Stokes lasers. 
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reducing modeling uncertainty and increasing signal-to-noise ratio, and (3) the capability of 
generating signals at rates of 1 kHz or greater.  The reduction or elimination of the nonresonant 
background and collisional effects will greatly simplify the modeling of CARS spectra and 
improve accuracy by eliminating the need for information concerning Raman linewidths [4-5]. 

Schematic diagrams of the Raman-excitation processes with ns and fs lasers are shown in 
Fig. 1.  In CARS, the wavelengths of the pump and Stokes beams are chosen such that the pump-
Stokes frequency difference matches a Raman resonance frequency of the molecule.  For the 
nitrogen molecule, the Raman resonance frequency for the v 0′′ =  to v 1′ =  band is 
approximately 2330 cm-1

Time-resolved fs-CARS signals of nitrogen as a function of probe-pulse delay with respect to 
the pump pulse at various equivalence ratios are shown in Fig. 2.  The decay of the Raman 
coherence during the first few ps after the initial impulsive excitation by the nearly transform-
limited pump and Stokes laser pulses is the focus of our experiments.  The effects of collisions 
on this time scale are not important for pressures less than 20 bar.  It is evident from the figure 
that the rate at which the signal decays increases with flame equivalence ratio and temperature.  
The signal decays faster with increasing temperature because of the contributions of more 

transitions over a wider frequency range to the initial 
Raman coherence.  This results from redistribution of the 
population to higher energy levels with increasing 
temperature.  The spectrally broad, nearly transform-limited 
pump and Stokes pulses simultaneously excite all the 
transitions accessible within the bandwidth of the lasers.  
The resulting coherence decays thereafter as a result of the 
slight frequency mismatches between neighboring 
transitions.  The signal reaches a maximum value at a probe 
delay of zero because of the contribution from both 
resonant and nonresonant signals.  In Fig. 2 all signals were 
normalized to a peak intensity of 100 at time zero.  The 
oscillatory behavior of the signal is qualitatively similar for 
temperatures in the range 1600 - 2400 K.  The characteristic 
frequency of the oscillations observed in Fig. 2 is 
approximately 900 GHz, which corresponds to the beat 
frequency between the 

.  This excitation process creates a Raman coherence in the medium, 
resulting in a shifted signal when the medium is probed by another laser beam.  In multiplex 
CARS using ns lasers, a narrowband pump beam and a broadband Stokes beam are employed for 
simultaneous excitation of numerous transitions in the ro-vibrational Raman band of the 
molecule.  As shown in Fig. 1(a), in ns-CARS each pair of pump and Stokes frequencies is 
resonant with only one transition.  For fs-CARS, however, multiple pump-Stokes pairs 
contribute to the excitation of the same transition, thereby creating a significant Raman 
coherence in the medium [6-7] despite the large frequency bandwidths of the pump and Stokes 
beams.  Numerous Raman transitions are excited with the same phase when the pump and Stokes 
beams are nearly Fourier transform-limited.  This in-phase impulsive excitation creates a very 
large coherence in the medium, which then decays as a result of the slight frequency differences 
between the neighboring transitions.  This decay rate can be used to determine the temperature 
[4]. 

v ' 1 v" 0= → =  and v ' 2 v" 1= → =  
vibrational bands and also between the v ' 2 v" 1= → =  and v ' 3 v" 2= → =  vibrational bands. 
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Single-shot temperature measurements were performed by chirping the ~75 fs probe pulse to 
~2.4 ps and capturing the resulting signal with an unintensified CCD camera.  Time-resolved 
CARS signals were generated because of the interaction of the coherence, established by the 
pump and Stokes beams, with the chirped probe beam, where the time-delay is encoded in the 
wavelengths of the probe beam.  The signal that is dispersed with a 0.3-m spectrometer and 
recorded with the CCD camera is the Fourier transform of the time-resolved CARS signal.  The 
acquisition rate of the camera prevented us from taking data at 1 kHz; 5-shot averaged data are 
shown in Fig. 3.  Figure 3(a) and 3(b) show the chirped CARS signal of N2

 

 at a flame 
temperature of ~1500 K when the probe beam was temporally coincident with the excitation 
beams and the probe beam was temporally delayed wrt the excitation beams by 3 ps, 
respectively.  The oscillation due to the beating between the various vibrational modes is clearly 
evident in Fig. 3(b).  The signal-to-noise ratio of the 5-shot averaged spectrum clearly displays 
the potential of this technique for single-shot temperature measurements at 1 kHz at flame 
temperatures.  We are currently evaluating other cameras for acquisition of single-shot spectra. 

 
Current research activities in our laboratory are designed to address these key issues: (1) 

single-shot temperature measurements at rates of 1 kHz or greater using a spectrally chirped 
probe pulse, (2) influence of other molecules excited by the broadband fs-laser pulses on 
measurements of temperature and species concentrations, and (3) concentration measurements of 
minor species such as C2H2, C6H6

Funding for this research was provided by the Air Force Office of Scientific Research; by the Air Force 
Research Laboratory, Propulsion Directorate, Wright-Patterson Air Force Base under Contract No. F33615-03-D-
2329; and by the National Science Foundation, Combustion and Plasma Program under Award No. 0413623-CTS. 

, and other flame molecules and radicals using shaped laser 
pulses. 
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Abstract: The insensitivity of ERE-CARS signal to collisional quenching is investigated.  It is 
observed that the strong laser pulse helps in keeping both the excited-state population and the 
ground-state coherence reasonably high, even with significant quenching. 
2007 Optical Society of America 
OCIS codes: (300.6230) Coherent anti-Stokes Raman scattering; (020.2070) Effects of collisions; (270.1670

Spectroscopic measurement of a target species in a high-pressure combustor environment is strongly affected by 
collisions of this species with other molecules present in the combustor.  One of the major effects of such collisions 
is electronic quenching, which is the decay of the excited-electronic-state population to unwanted molecular states.  
Such quenching leads to major limitations in the current state-of-art technique that is based on laser-induced 
fluorescence (LIF), causing the signal to drop by a few orders of magnitude [1].  On the other hand, coherent anti-
Stokes Raman scattering (CARS) has been used increasingly as a very common laser diagnostics technique for 
measuring the temperature and concentration of the major species [2-3].  The recent development of electronic-
resonance-enhanced CARS (ERE-CARS) [4], where one or more of the applied lasers in CARS is tuned to an 
electronic transition, has lead to resonant enhancement of the CARS signal, allowing  the ERE-CARS technique to 
be used also for spectroscopic measurement of minor species [5].  Recently, it has been demonstrated that unlike the 
LIF signal, the ERE-CARS signal of nitric oxide (NO) in a mixture of CO

) Coherent 
optical effects 

2/O2/N2

It is intriguing that although both the ERE-CARS and the LIF signals are obtained from the emitted radiation via 
de-excitation of the excited state, LIF turns out to be extremely sensitive to excited electronic quenching, whereas 
the ERE-CARS signal is not affected by it.  In this paper, we present a theoretical investigation of the insensitivity 
of ERE-CARS to strong electronic quenching, as opposed to the strong drop of the LIF signal. 

 is unaffected by the strong 
electronic quenching that is caused by the gas mixtures [1].  

         
 

Fig. 1.  Model schemes to compare the effect of electronic quenching on the diagnostic signal via (a) CARS and (b) LIF method.  Electronic 
quenching is modeled by an incoherent decay γq to a fictitious state |α〉 that represents all of the molecular states those are not of interest. The 
applied fields are denoted by 1-3, and the CARS signal in (a) is represented by 4. The ground-state mixing rates are denoted by Γ j  and Γ j

’, and 
the coherence dephasing is represented by γbc

 
.  Detuning of the lasers from their respective transitions are given by δ and ∆. 

To understand the effect of quenching on ERE-CARS and LIF, we have devised a new model scheme that 
incorporates all of the prime physical processes involved in the experiment on NO [1].  We consider a three-level 
scheme [see Fig. 1(a)], where the excited state |a〉 corresponds to the v = 0 vibrational state in the A2Σ+ electronic 
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state of NO, and the states |b〉 and |c〉 represent the v = 0, 1 states of the ground electronic state X2

To describe the molecular dynamics, we derive a density matrix equation for the above model scheme  

Π.  We introduce a 
fictitious state |α〉 that takes into account all physical processes that are unaccounted for in the simplified three-level 
model.  The state |α〉 accounts for electronic quenching from the excited electronic state to unwanted states via 
radiative or non-radiative transitions occurring as a result of the mixing of the ground-state population due to 
collision with other molecules.  Note that, unlike in [1], we do not consider any rotational transitions in this 
calculation since this will add no new physics to the current investigation.  The corresponding scheme for LIF is 
shown in Fig. 1(b).  The symbols used in the figure are described in the figure caption. 

[ , ]i H
t
ρ ρ∂

= −
∂ 

+ spontaneous decay, quenching and dephasing terms  (1) 

Where, ρ represents the density matrix and H is the Hamiltonian of the molecule + laser-molecule interaction.  The 
density matrix elements ρ ij represent population of the ith

a. To separate various polarizations that are oscillating at different frequencies, we make the transformations 

 state if i = j and coherence between states i and j for i ≠ j.  
We use the following approximations to derive the dynamic equations for the density matrix elements: 

ρab  → σab Exp[-iν2t] + ηab Exp[-iν3

ρ
t],   

ac  → σac Exp[-iν1t] + ηac Exp[-iν4

and ρ
t],    (2) 

bc  → σbc  Exp[-i(ν1-ν2

 Here, ν
)t].    

j
b. We assume that detuning of the fields 1 and 2 to be very large compared to the energy separation between 

the states |b〉 and |c〉, i.e., δ >> (E

 represents the frequencies of the input fields (j→1 to 3) and the CARS signal field (j = 4). 

b – Ec)/ħ.  We use the well known rotating wave approximation to 
eliminate highly oscillating terms such as eiδt

Furthermore, we use Maxwell-Bloch equations to describe the propagation of the CARS/LIF signal through the 
medium. However, because of the limited scope of this short paper, we present only the results of the atomic 
evolution that essentially capture the physics of the quenching effect on both the ERE-CARS and the LIF signals. 

. 

Below, we present the results of the numerical calculation for both the CARS and the LIF configurations. It is 
well known that the LIF signal is proportional to the excited-state population ρaa, whereas the CARS signal depends 
on the magnitude of the ground-state coherence |ρbc|.  We present the time evolution of the excited-state population 
in Fig. 2 for both the CARS and the LIF configurations and that of the ground-state coherence for the CARS 
configuration in Fig. 3. We have used all the parameters close to their experimental [1] values, except that here we 
consider a continuous-wave laser as opposed to the nanosecond laser used in the above experiment for purposes of 
describing our objective easily and effectively. A detailed calculation with nanosecond laser pulses will be published 
elsewhere.  To permit a good comparison, all of the parameters are scaled with spontaneous decay rate γ of the 
excited-state A2Σ+ of NO.  The quenching rate γq changes significantly with the composition of the gas mixture 
CO2/O2/N2.  For our numerical calculation, we considered three different values:  γq
 

 = γ, 10γ, and 100γ. 

           
Fig. 2. Insensitivity of excited-state population in CARS configuration (a) compared to that in LIF configuration (b). The population changes only 

a few percent in the CARS configuration with an increase in γq, but in the LIF configuration, the population is depleted by several orders of 
magnitude.  The x-axis represents real time scaled with the excited state decay time γ-1

 
. 

(a)                                                                                          (b) 
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Fig. 3. Ground-state coherence in CARS configuration.  Most strikingly, the magnitude of the coherence in the long time limit increases with the 

excited-state quenching rate.  The x-axis represents real time scaled with the excited state decay time γ-1

In the CARS configuration, the Rabi frequencies [given as 
. 

/d E⋅
 

  (d and Ei representing dipole moment and electric 
fields, respectively)] corresponding to the pump and Stokes fields [fields 1 and 2 in Fig. 1(a)] are taken to be 1000γ, 
and the probe is considered to have an order of magnitude less intensity than 1 and 2.  The detuning of fields 1 and 2 
from the excited transition is δ = 5·105γ.  The electronic-quenching rates are assumed to affect equally to the decay 
rates from |a〉 to |b〉 and |c〉.  The ground-state vibrational population redistribution rates Γ j and Γ j

’ and also the 
coherence dephasing rate γbc, are taken to be Γ j = Γ j

’ = γbc = γq/2.  It clearly shown in Fig. 2(a) that in the CARS 
configuration, the excited-state population is not depleted significantly with an increase in quenching rate and also 
survives for a longer period of time.  Furthermore, larger γq accelerates the process of reaching a steady value with 
increasing γq, and also corresponding large rate of population redistribution help to overcome the strong Rabi 
flopping caused by the probe field, which resonantly transfers population between states |b〉 and |a〉.  However, in 
Fig. 2(b), in the LIF configuration, the excited-state population is strongly depleted by a few orders of magnitude 
with an increase in γq

      In Fig. 3, we present the evolution of the ground-state coherence for different γ

.  The Rabi frequency of the LIF pumping field is taken to be γ to avoid saturation and 
detuning is δ=0. 

q values.  For small γq, the strong 
Rabi flopping due to the reasonably strong probe field dominates during the initial period of ρbc and attains a steady-
state value later.  For larger γq = γ, the initial Rabi flopping is reduced.  However, we find a striking and unexpected 
result--for larger γq the steady-state values of ρbc are higher than that for γq= γ.  We confirmed this result with our 
extensive numerical checks, including those with our independent numerical program for the steady-state values.  
We understand this result to be a combined effect of the strong coherent pumping ability and the electronic 
quenching associated with strong ground-state population redistribution.  However, further increase in γq results in a 
sharp decrease in the steady state of ρbc when quenching dominates the re-pumping fields (result not shown in Fig. 
3).  Note that “no” spatial propagation is considered here.  However, the time evolution of ρaa and ρbc

     In summary, we have shown explicitly that the excited-state population and the ground-state coherence in a 
CARS configuration are not affected strongly by the excited-state electronic quenching.  In fact, strikingly, in the 
long time limit, we observed an increase in the magnitude of ground state coherence with γ

, presented 
here enhances the understanding of the observed insensitivity of the CARS signal to the electronic quenching rate. 

q up to a certain value. 
This is attributed to our ability to re-pump strongly the excited state in the CARS configuration.  On the other hand, 
the LIF configuration suffers from very large depletion of the excited-state population with an increase in γq

Funding for this research was provided by the Air Force Office of Scientific Research under Contract No. FA9550-07-C-0036 (Dr. Julian 
Tishkoff, Program Manager) and by the U.S. Department of Energy, Division of Chemical Sciences, Geosciences, and Biosciences, under Grant 
No. DE-FG02-03ER15391. 

.  That is 
because, larger re-pumping field cannot be used in LIF where the transition quickly saturates, even with a much 
weaker field. 
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Introduction 
The use of femtosecond lasers for coherent anti-Stokes Raman spectroscopy (CARS) of molecules in the gas phase 
offers some significant potential advantages compared with nanosecond (ns) CARS; i.e., CARS as usually 
performed with ns pump and Stokes lasers.  These potential advantages include (1) the capability of performing real-
time temperature and species measurements at data rates significantly greater than 1 kHz and (2) the absence of any 
effect of collisions in the determination of temperature and concentration from the fs CARS signal.  We have 
performed recently experiments demonstrating the capability of measuring temperature and concentration from the 
dependence of fs CARS signal as a function of probe delay after impulsive pump-Stokes excitation [1,2].  The 
acquisition of strong CARS signals from gas-phase species using fs lasers would at first glance seem to be quite 
difficult.  For room air conditions, typical Raman line widths are 0.1 cm-1 while the frequency bandwidth of a 
Fourier-transform-limited 100-fs laser pulse is 150 cm-1.  However, there are numerous frequency pairs within the 
spectral envelopes of the pump and Stokes lasers that can contribute to the excitation of the Raman resonance, which 
is a two-photon transition.  Consequently, the excitation of gas-phase Raman resonances is quite efficient, as 
discussed detail by Lucht et al. [3

Several fs CARS experiments have been reported in the literature, e.g. [

].   

4,5

1

].  In the majority of these studies, the 
signal is obtained by scanning the time delay of the probe beam with respect to the pump and Stokes beams, which 
typically are timed to arrive simultaneously at the probe volume.  The probe signal as a function of time is then 
typically Fourier analyzed to determine spectroscopic parameters, collision broadening parameters, etc.  In our 
experiments [ ,2], temperature and species concentration were determined from the decay of the CARS signal in the 
first few picoseconds (ps) after the impulsive pump-Stokes Raman pumping.  The CARS signal in these initial few 
ps is much stronger because the Raman transitions contribute coherently because they are excited with the same 
phase by the impulsive pump-Stokes excitation.  After a few ps they begin oscillate out of phase due to the 
differences in the transition frequencies of the various Raman resonances; we refer to this phenomenon as 
frequency-spread dephasing.  The frequency-spread dephasing time decreases with temperature because the 
frequency spread of transitions that contribute to the Raman coherence increases with increasing temperature.  

The potential for real-time measurements at frequencies of interest in turbulent flames is the result of the recent 
commercial availability of fs laser systems with pulse energies of up to a few mJ and with repetition rates of up to 
20 kHz, and the expected availability of commercial systems in the near future with repetition rates approaching 100 
kHz.  If techniques for acquiring single-pulse temperatures and concentrations can be developed, time series 
measurements can be performed in turbulent flames and flows at data rates that are comparable to or greater than 
turbulent fluctuation frequencies.  We have performed some initial fs CARS experiments with a chirped probe beam 
as illustrated in Fig. 1.  To perform single-pulse fs-CARS measurements, the probe pulse is chirped by directing it 
through a 30-cm length of heavy flint glass as discussed by [6].  The chirped probe pulse length is approximately 2 
picoseconds (ps).  The central wavelength of the probe beam decreases during the laser pulse due to dispersion in 

361



Stokes Beam - ω2
780 nm, 70 fsec

Pump Beam - ω1
660 nm, 70 fsec

Probe Beam - ω3
660 nm, 70 fsec

Delay Line
for Probe

CARS Signal Beam - ω4
Turbulent Flame

or Gas Cell

Chirped Probe Pulse
2-3 psec

Raman Coherence

t

Dispersive
Rod

60 cm SF11

To Spectrometer
and EMCCD

 
Fig. 1.  Schematic diagram of the chirped-probe-pulse fs-CARS 

experiment. 

the flint glass rod.  Consequently, the 
wavelength of the fs-CARS signal beam also 
decreases as a function of time with respect to 
the beginning of the probe pulse.  The fs-CARS 
signal beam is directed into a spectrometer and 
the spectrum is recorded for each laser shot on 
a charge-coupled device (CCD) camera.  The 
temporal behavior of the Raman coherence can 
then be determined from the spectrum of the fs-
CARS signal.  The chirped probe pulse allows 
us to map the temporal behavior of the Raman 
coherence into the spectrum of the CARS 
signal.  The time delay between the chirped 
probe pulse and the pump and Stokes beams is 
adjusted using the same mechanical stage that 
is used for the scanned probe beam 
experiments.  Chirped probe experiments were 
performed for room temperature nitrogen and 

for mixtures of nitrogen and carbon monoxide.  For each setting of the mechanical translation stage, a spectrum 
from pure argon was also recorded; pure argon has a purely nonlinear response.  Measurements were also performed 
in flames stabilized on a near-adiabatic burner.  In these initial experiments, the spectra were not collected on a 
single-shot basis due to the limited readout rate of the CCD camera.  However, excellent signal-to-noise ratios were 
observed for five-shot averaged spectra from flames, and the acquisition of single-shot spectra will be demonstrated 
in the near future.   

The experimental results were modeled by solving the time-dependent density matrix equations using the direct 
numerical integration (DNI) techniques discussed in Ref. 3.  The pump and Stokes pulses are modeled as Fourier-
transform-limited 70 fs pulses.  The probe beam is modeled as a linearly chirped pulse with a 3-ps Gaussian 
envelope for the electric-field amplitude.  The time-dependent electric field of the CARS signal field is calculated 
using the DNI code for specified temperature and nitrogen concentration.  However, in the experiment the CARS 
signal is detected using a spectrometer.  In the theoretical modeling, the CARS spectrum is calculated by performing 
a Fourier transform on the time-dependent CARS signal from the DNI solution of the density matrix equations.  Our 
initial results show good agreement between experimental and theoretical chirped probe fs CARS spectra.  More 
detailed characterization of the properties of the chirped probe pulse may be required to obtain better agreement 
between theory and experiment.  The comparison of theory and experiment will be discussed in detail during the 
presentation. 
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A theory is developed for three-laser electronic-resonance-enhanced �ERE� coherent anti-Stokes
Raman scattering �CARS� spectroscopy of nitric oxide �NO�. A vibrational Q-branch Raman
polarization is excited in the NO molecule by the frequency difference between visible Raman pump
and Stokes beams. An ultraviolet probe beam is scattered from the induced Raman polarization to
produce an ultraviolet ERE-CARS signal. The frequency of the ultraviolet probe beam is selected
to be in electronic resonance with rotational transitions in the A 2�+←X 2� �1,0� band of NO. This
choice results in a resonance between the frequency of the ERE-CARS signal and transitions in the
�0,0� band. The theoretical model for ERE-CARS NO spectra has been developed in the perturbative
limit. Comparisons to experimental spectra are presented where either the probe laser was scanned
with fixed Stokes frequency or the Stokes laser was scanned with fixed probe frequency. At
atmospheric pressure and an NO concentration of 100 ppm, good agreement is found between
theoretical and experimental spectral peak locations and relative intensities for both types of spectra.
Factors relating to saturation in the experiments are discussed, including implications for the
theoretical predictions. © 2008 American Institute of Physics. �DOI: 10.1063/1.2909554�

I. INTRODUCTION

Electronic-resonance-enhanced �ERE� coherent anti-
Stokes Raman scattering �CARS� spectra of nitric oxide
�NO� have been investigated theoretically and experimen-
tally by employing a three-laser or dual-pump CARS
method.1 This paper explores the details and capabilities of a
developed theory for the ERE-CARS process. With increased
attention on combustion emissions and pollutant formation2

and the use of NO tracers in flowfield mixing studies,3 the
need has arisen for a diagnostic technique capable of probing
low number density levels ��10 ppm� of radical species
such as NO. Moreover, strong interest exists in studying ther-
mally generated NO in hypersonic flowfields, as knowledge
of NO concentration at elevated temperature levels would
provide insight into the reaction rates required for modeling
these flowfields.4 Beyond the effects on the flowfield, NO
formation has been demonstrated as an excellent flowfield
tracer in hypersonic flows.5 Finally, developments in the area
of national security have prompted a need for techniques that
not only can detect minor species, pollutants, and toxins but
that can do so rapidly.6,7 ERE-CARS is a possible solution to
these problems, as it is capable of probing low molecular
number density levels on a relatively short time scale. These
advantages have generated recent interest in the ERE-CARS

technique for other molecules8 and is the reason why we
have focused our efforts at this time on adapting the ERE-
CARS method for NO.

Figure 1 represents the energy-level diagram for the
three-laser process utilized in this CARS method. Visible
Raman pump and Stokes beams induce a Raman transition
through a virtual state that is far from resonance with the
A 2�+←X 2� electronic transition of NO. The third laser
beam, termed the ultraviolet “probe” beam, has a frequency
that probes the Raman resonance through the first excited
electronic state of NO. Usually, this third beam is termed a
“pump” beam. This nomenclature arose in the CARS litera-
ture because, in most CARS experiments, the �1 and �3

beams are produced from the same laser beam, i.e., �1=�3,
and each beam serves as a probe for the Raman polarization
pumped by the other. However, for the case shown in Fig. 1,
the �3 beam does not participate in the generation of a Ra-
man polarization in the medium and is thus referred to as the
probe beam. In this manner, the CARS method employed in
this study is a modified version of the dual-pump CARS
process previously investigated for the simultaneous detec-
tion of two species.9,10

Typically, the application of CARS for minor species
detection and measurement is limited by coherent interfer-
ence of the nonresonant background and the CARS signal
from the Raman resonance of interest. The inherent nonreso-
nant background susceptibility from major species, such as

a�Author to whom correspondence should be addressed. Tel.: �540� 458-
8153. FAX: �540� 458-8884. Electronic mail: kuehnerj@wlu.edu.
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diatomic nitrogen �N2�, dominates the susceptibility when
the Raman species is present in low concentration. This
problem is magnified for molecules such as NO that possess
relatively weak Raman cross-sections, resulting in an addi-
tional reduction in signal level compared to N2.11 The use of
polarization techniques to suppress the nonresonant back-
ground has been demonstrated; however, the application of
such techniques results in a reduction in signal strength by at
least a factor of 16.12 Therefore, polarization techniques are
beneficial, but increases in the Raman resonant signal
strength must be performed simultaneously.

Since the late 1970’s, a few groups have investigated the
potential of ERE-CARS for minor species measurements in
flames or plasmas.13 The term electronic-resonance-
enhanced is used to indicate that the frequency of the pump,
probe, and/or Stokes beam are tuned near resonance with an
electronic transition of the molecule. The electronic reso-
nance can increase the resonant CARS signal considerably,
minimizing concerns associated with the nonresonant back-
ground. The current technique differs from previous ERE-
CARS investigations14–16 in that the frequency of the Raman
pump ��1� and ultraviolet probe ��3� beams are well sepa-
rated. As a result, the Raman process and electronic process
are, in a sense, uncoupled.

In the past, the pump, Stokes, and probe beam frequen-
cies were all in or near electronic resonance, a case termed
“triple resonance.”17,18 Triple resonance spectra are difficult
to interpret, because weaker double resonances appear near
the major peaks.19 In almost all of these investigations, the
intensity of any ultraviolet beam is restricted so as to main-
tain both Raman and electronic transitions within the pertur-
bative regime, i.e., so that laser-induced population transfer
is negligible for both the Raman and electronic transitions.
However, the intensities of the visible pump and Stokes
beams in this experiment are high enough that stimulated
Raman pumping is expected to be a significant effect, and
the Raman polarization that is established in the medium by
the visible pump and Stokes beams is close to the maximum
that can be attained without saturating the transition. The use
of visible pump and Stokes beams simplifies the experimen-

tal implementation and theoretical treatment of ERE-CARS
without sacrificing detection sensitivity. Additional benefits
of Raman excitation with visible beams are that it permits
easier interpretation of the features in the spectra and more
transitions can be probed simultaneously.

Other techniques, such as laser-induced fluorescence
�LIF�, degenerate four-wave mixing �DFWM�, and laser-
induced polarization spectroscopy �PS� have proven useful
for probing minor species; however, ERE-CARS has advan-
tages over these techniques when the medium is at high pres-
sure or when multiple species are present. For instance, to
interpret an experimental LIF spectrum for concentration
measurements, the collision partners must be identified.2

DFWM can be independent of quenching rates,20 but it loses
sensitivity compared to ERE-CARS at increased pressure
levels.21 Similar to DFWM, PS can also be affected by col-
lision rates.13 Hence, ERE-CARS is a preferable technique at
high pressure or when quenching is problematic.

Additionally, at elevated temperatures and/or pressures,
the LIF or DFWM spectra of various species can overlap,
resulting in uncertainty as to which molecule is being
probed.22,23 As implemented in these experiments, ERE-
CARS has enhanced selectivity compared to LIF and
DFWM because of the requirement for simultaneous Raman
and electronic resonance for signal generation. This benefit
in conjunction with minimized effects owing to pressure and
varying collision partners make ERE-CARS a very attractive
prospect.

II. EXPERIMENTAL SYSTEM

The experimental system for NO ERE-CARS measure-
ments is shown schematically in Fig. 2. A Q-switched
Nd:yttrium aluminum garnet �YAG� laser �Continuum 9010�
with a repetition rate of 10 Hz and a pulse duration of ap-
proximately 7 ns was used to pump a narrowband, tunable
dye laser �Lumonics�, with Rhodamine 610 dye as the lasing
medium. The dye laser output was centered near 590 nm
with a frequency bandwidth of approximately 0.08 cm−1 and
supplied the source for the Stokes beam ��2�. The 532 nm
pump beam ��1� for the CARS process was generated using
a second injection-seeded, Q-switched Nd:YAG laser
�Spectra-Physics 290-10�. A narrowband dye laser �Con-
tinuum ND6000� was also pumped using this 532 nm output
to produce tunable radiation in the vicinity of 704 nm; the
laser dye used here was LDS 698. This radiation was mixed
with the 355 nm third-harmonic output of the injection-
seeded Nd:YAG laser to generate the probe beam ��3� near
236 nm. A feedback-controlled frequency conversion system
�INRAD Autotracker III� with a �−BBO nonlinear crystal
was used for the sum-frequency-mixing process. The full-
width at half-maximum �FWHM� frequency bandwidth of
the single-axial-mode pump beam ��1=532 nm� was
0.003 cm−1 while the bandwidth of the ultraviolet probe
beam ��3=236 nm� was approximately 0.1 cm−1.

A three-dimensional phase-matching scheme was em-
ployed to generate the ultraviolet, 226 nm ERE-CARS sig-
nal. The BOXCARS geometry24 is slightly modified from the
case of CARS performed with all visible beams. The patterns

FIG. 1. CARS energy-level diagram including electronic resonances.
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of the three laser beams on the focusing lens and of the laser
beams and the CARS signal beam on the collimating lens are
shown in Fig. 3. As a consequence of the large difference in
momentum of the ultraviolet and visible photons interacting
in the CARS process, the ultraviolet probe beam is much
closer to the axis joining the centers of the input and output
lenses than the visible pump and Stokes beams. The ultravio-
let CARS signal beam is also generated much closer to this
axis.

During a typical experiment, pulse energies of 5 mJ
were used for the visible pump and Stokes beams. The maxi-
mum pulse energy of the ultraviolet probe beam was
0.25 mJ. The beams were focused at the probe volume and
recollimated after interaction, along with the ERE-CARS
signal, using a pair of 500 mm, focal-length lenses. At this
point, beam dumps were used to capture the visible pump
and Stokes beams. A joulemeter �Molectron J3-05� moni-
tored the pulse energy of the ultraviolet probe beam after
interaction. Four 215 nm dielectric mirrors, designed to be
used at 45° incidence, and a set of apertures filtered the ERE-
CARS signal. By utilizing the 215 nm mirrors at 0° inci-
dence, a low-pass filter is formed that transmits 70% at
226 nm but only 1% at 236 nm, thereby significantly reduc-
ing background interference from the ultraviolet probe beam.
The ERE-CARS signal was further isolated by a 1 m spec-
trometer �SPEX�. The resulting signal intensity was collected
using a solar-blind-photomultiplier tube �Hamamatsu R166�

and oscilloscope �Tektronix TDS5054B�. The joulemeter and
photomultiplier output were recorded on a shot-by-shot basis
during which time either the Stokes- or the probe-beam fre-
quency was scanned under computer control.

In addition to interference caused by scattered back-
ground from the ultraviolet probe beam, the ERE-CARS sig-
nal contained significant contributions from the nonresonant
four-wave-mixing background signal, as discussed earlier.
Therefore, once the ERE-CARS signal was located and an
optimal system alignment was obtained, a polarization
technique1 was utilized to suppress the nonresonant back-
ground. This polarization arrangement is demonstrated in
Fig. 4. The ultraviolet probe beam was vertically polarized,
while the axes of the visible pump and Stokes beams were
rotated 60° to the vertical. This generates an almost vertically
polarized ERE-CARS signal, and at the same time, caused
the polarization of the nonresonant background to be rotated
30° to the vertical. To take advantage of this technique, an
�-BBO analyzer was placed in the signal channel such that
the transmission axis was perpendicular to the nonresonant

FIG. 2. Experimental system for the
NO ERE-CARS system.

FIG. 3. Phase-matching geometry employed in the NO ERE-CARS system. FIG. 4. Polarization arrangement for ERE-CARS detection.
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background polarization. This significantly reduced the non-
resonant background signal. While this diminishes the ERE-
CARS signal as well, the overall effect is a considerable
increase in signal-to-noise ratio �SNR�.

III. EXPERIMENTAL DEMONSTRATION OF
ELECTRONIC RESONANCE ENHANCEMENT

The initial NO ERE-CARS experiments were performed
with a room-temperature, subatmospheric mixture of 1% NO
in a buffer gas of N2 �10 000 ppm�. The NO ERE-CARS
spectrum shown in Fig. 5�a� was recorded by scanning the
Stokes dye laser beam with a fixed ultraviolet probe-beam
frequency �3 of 42 140.75 cm−1 �237.3 nm�. For this probe
frequency, there is some electronic resonance enhancement,
but the probe frequency is below the electronic transition
frequency for the �vb=1 and vd=0� vibrational band. The
spectrum shown in Fig. 5�b� was recorded by scanning the
Stokes dye laser beam with a fixed ultraviolet probe-beam
frequency closer to resonance �42 194.09 cm−1 or 237.0 nm�.
The enhancement upon electronic resonance is clearly evi-
dent.

The ERE-CARS signal frequency �4 is readily absorbed
by 1% NO. Therefore, as the frequency �3 is scanned further
into electronic resonance, the NO concentration in the gas
cell was decreased by a factor of 10 to 1000 ppm. The re-
sults of this change are shown in Fig. 5�c�, which represents
a spectrum recorded for a fixed ultraviolet probe-beam fre-
quency of 42 337.00 cm−1 �236.2 nm�. The spectrum shown
in Fig. 5�c� was acquired with all beams vertically polarized.
The Stokes beam was blocked at the beginning of the scan
for a Raman shift range of 1871.1–1871.6 cm−1; hence, the

increase in signal level at 1871.6 cm−1 is due to the nonreso-
nant background. For subsequent recording of ERE-CARS
spectra, the polarization scheme shown in Fig. 4 was used to
suppress the nonresonant background. A typical spectrum re-
corded with polarization suppression is shown in Fig. 5�d�
for 1000 ppm NO and a fixed probe-beam frequency of
42 342.9 cm−1.

IV. PERTURBATIVE THEORY FOR ERE-CARS

Theoretical studies of the third-order polarization sus-
ceptibility in the perturbative limit �low input laser powers�
have been previously developed and tested for
ERE-CARS.18,25–28 Bloembergen et al.25 and Oudar and
Shen26 both performed a perturbation expansion of the den-
sity matrix for the system. Eesley27 employed Hellwarth dia-
grams as a basis for the derivation, and Druet et al.28 used a
time-ordered diagrammatic approach. A review of these
theories is found in Attal-Trétout et al.18 Line strength cal-
culations for various Hund’s coupling cases for OH, C2,
CH,19 and for I2 �Ref. 29� have also been performed. While
significant work has been done to model the aforementioned
molecular species, applying these models to NO requires
some additional considerations. Because NO is closer to a
pure Hund’s case �a�, the satellite branches in the absorption
spectrum are much stronger for higher values of the rota-
tional quantum number J as opposed to OH.19 This intro-
duces new transitions into the spectrum, which must be ac-
counted for in the model.

The form of the polarization susceptibility modeled here
is derived from the general third-order susceptibility given
by Prior for all four-wave mixing processes.30 The double-

FIG. 5. Experimental NO ERE-CARS
spectra demonstrating electronic reso-
nance enhancement at room tempera-
ture and subatmospheric pressure for
the following conditions �a� �3

=42 140.75 cm−1 and 1% NO, �b� �3

=42 194.09 cm−1 and 1% NO, �c� �3

=42 337.00 cm−1 and 1000 ppm NO,
and �d� �3=42 342.92 cm−1 and
1000 ppm NO.
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sided Feynman diagrams concerning Raman resonances be-
tween levels a and b �see Fig. 1� are displayed in Fig. 6.
These diagrams are similar to previous time-ordered
diagrams;14 however, this presentation accounts for nonde-
generate pump beams. In particular, Figs. 6�b�, 6�d�, 6�e�,
and 6�g� correspond to Figs. 1�a�, 1�b�, 2�a�, and 2�b� in Attal
et al.,14 respectively. Assuming levels c and d are initially
unpopulated, the diagrams of Fig. 6 result in a reduction of
the general form as follows �in units of m2 /V2�

�CARS��4:�1,− �2,�3�

= �NR +
N

4��0	3�
a,b
�� 1

�ba − ��1 − �2� − i
ba
	

��
d
� �4da�3bd

�da − �4 − i
da
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�3da�4bd

�db + �4 + i
db
	

�
�
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�0�� �1cb�2ac
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− �
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bb
�0�� �2cb�1ac

�cb − �2 + i
cb
+

�1cb�2ac

�cb + �1 + i
cb
	�� ,

�1�

where N is the total population being probed, �0 is the per-
mittivity of free space, 	 is Planck’s constant, ii

�0� is the
fractional population of the state i, �ij is defined as �Ei

−Ej� /	 with Ei being the energy associated with state i, �k is
the frequency of laser beam k, 
ij is the dephasing rate for
the electric dipole transition between states i and j, and �kij

is defined as

�kij = êk · �� ij , �2�

where �� ij is the dipole matrix element for the transition i
→ j, and êk is the normalized polarization vector for laser

beam k. The form of Eq. �1� is in agreement with others in
the literature.18 The remaining susceptibility terms not shown
in Eq. �1� arise from Raman resonances between levels other
than a and b and one- and two-photon transitions. These
excluded terms are small in magnitude, largely frequency-
independent as compared to the terms shown, and can be
accounted for in �NR, the nonresonant susceptibility.28

Considering the case shown in Fig. 1, it is evident that
�cb�ca−�1+�2 and �ca ,�cb��1 ,�2. Therefore, Eq. �1�
can be reduced to

�CARS��4:�1,− �2,�3�

= �NR +
N
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The final summation in brackets has the form of a spontane-
ous Raman cross-section �in units of m2 /sr� for excitation at
�1

31
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c
� �1cb�2ac
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+
�2cb�1ac

	��ca − �1�	�2

. �4�

Equation �3� can then be recast as

FIG. 6. Double-sided Feynman dia-
grams for the ERE-CARS process cor-
responding to the following terms in
Prior: �Ref. 30� �a� 3, �b� 4, �c� 21, �d�
24, �e� 9, �f� 10, �g� 39, and �h� 42.
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where c is the speed of light. Observing for the electronic
resonance case in Fig. 1 that �da��4, the second term in the
second line of Eq. �5� is nonresonant and can be absorbed
into �NR. Rearranging, Eq. �5� now becomes
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a,b,d
�� ��

��
	

ab

1/2� �aa
�0� − bb

�0��
�ba − ��1 − �2� − i
ba

	
�� �4da�3bd

�da − �4 − i
da
	� . �6�

This equation is employed in modeling the ERE-CARS spec-
tra presented herein. To compare the theoretical spectra with
the acquired data, convolutions must be performed to ac-
count for the finite laser linewidths used in the experiment.
Three convolutions were conducted: One each for the pump,
the Stokes, and the probe beams. Gaussian profiles were as-
sumed for each laser beam. The third convolution is unique
to this ERE-CARS process, and has not been applied in pre-
vious models, in which a convolution for the Stokes beam is
typically applied.32 Once the convolutions are completed, the
magnitude of the complex susceptibility can be compared to
the data.

As seen from Fig. 1, if �3 is tuned into resonance with
�bd, then �4 will be resonant with �da. The enhancement

resulting from this electronic resonance enables the detection
of weak Raman transitions of molecules such as NO, even at
low concentrations. Improvements in the detection limit on
the order of 102–108 can be achieved.28 In addition, species
selectivity for the CARS process is strengthened by this elec-
tronic resonance. For the standard CARS process, the Raman
resonance criterion is

�1 − �2 = �ba. �7�

For the ERE-CARS process under consideration in this
study, the electronic resonance criterion is

�4 = �da. �8�

The extra selectivity provided by two resonance require-
ments can eliminate interferences from overlapping spectra
of molecules, such as the A←X fluorescence band of NO
with the Schumann–Runge system of O2.22

Equation �6� is now considered in light of the specific
energy-level diagram for the �3/2 ground state of NO shown
in Fig. 7. A similar schematic could be presented for the
X 2�1/2 state. Only the Raman Q-branch was probed during
the experiments; therefore, the S- and O-branches are not
included in the diagram. For the case under consideration in
Fig. 7, vd=0. In accordance with the selection rules for Ra-
man transitions, two distinct Raman Q-branch transitions can
occur, corresponding to either parity of the lower rotational
levels. To distinguish between parity levels, the transitions
starting from negative parity ground states are shown with
solid lines, whereas those that originate from positive parity
states are shown with dashed lines. The Raman transition
occurs through a virtual state, as only the ultraviolet probe
beam is in electronic resonance. Once the molecule is excited
to its first vibrational level �vb=1,Jb�, three electronic tran-
sitions can couple the molecule to the A 2� state for a spe-
cific rotational level and parity. Each of the electronic tran-
sitions is matched with a corresponding electronic transition
that returns the molecule to the ground state. The large dif-

FIG. 7. Energy-level diagram of the ERE-CARS pro-
cess for the X 2�3/2 ground electronic state of NO.
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ference in frequency between the pump and probe-beams
separates the Raman process from the electronic process;
thus, the enhancement of the Raman process is well defined,
which assists in reducing the complexity of the model.

To apply the model, the Raman cross-section was calcu-
lated from values provided by Schrötter and Klöckner.11 The
same cross-section was used for both electronic ground states
of NO, as a previous study of NO CARS determined the
values to be essentially the same.33 Resonance effects be-
tween �4 and �da were evaluated using the dipole matrix
elements �3bd and �4da. These matrix elements were calcu-
lated following the formulae in Hilborn34 incorporating spec-
troscopic data from LIFBASE.35 The spontaneous emission
coefficient A21, used to calculate the matrix elements, was
divided by a factor of three to account for isotropic emission
and the fact that the Zeeman effect was not explicitly taken
into account, as used previously by Siegman.36 The Raman
shift ��ba� was based on the constants of Huber and
Herzberg37 and of Laane and Kiefer.38 The electronic transi-
tion frequencies �da were taken from LIFBASE.35

The Raman linewidths �cm−1� 
ba �FWHM� were ob-
tained from Doerk et al. as follows39


ba = 0.12�Tref

T
	� P

Pref
	 , �9�

where Tref=298 K and Pref=1 atm. The electronic transition
linewidth 
da was calculated from a combination of the Dop-
pler and collisional widths. The collisional width was ap-
proximated as


da,c = 0.6P , �10�

where 
da,c has units of cm−1 and P has units of atm. The
above relation is an approximation to the work of Chang et
al.40 and is in agreement with other studies in the
literature.20,41 The Doppler width for the electronic reso-
nance transitions is based on the standard theory13 and at
room temperature is approximately41 
da,D=0.1 cm−1. The
total linewidth was then approximated by


da = �
da,c
2 + 
da,D

2 . �11�

V. DEFINITION OF AN EFFECTIVE INTERMEDIATE
RAMAN LEVEL

To address the contribution to the susceptibility in Eq.
�6� from the numerous excited electronic states of NO, we
define an effective electronic level for the calculations. We
use the general transition polarizability to determine the
characteristics of the effective electronic level. The transition
polarizability can be related to the Raman cross-section of
Eq. �4� by

� ��

��
	

ab
=

�2
4

�4��0�2c4 ��zz�ab
2 . �12�

Therefore, the transition polarizability is found to be

��zz�ab
2 = ��

c
� �1cb�2ac

	��cb + �1�
+

�2cb�1ac

	��ca − �1�	�2

. �13�

The summation over c includes only the possible intermedi-
ate states that have single-photon allowed transitions with
both states a and b. The polarizability for a transition be-
tween an initial rotational level A and final rotational level B
is found by summing over all possible Zeeman states a and
b,

��zz�AB
2 =

1

�2JA + 1��a,b
��

c
� �1cb�2ac

	��cb + �1�

+
�2cb�1ac

	��ca − �1�	�2

. �14�

In general, the Raman cross-section or transition polar-
izability cannot be calculated directly, especially for mol-
ecules such as NO which possesses numerous excited levels
that are connected with the X 2� ground state through single-
photon transitions. In addition, many vibrational levels in
each of these electronic levels are connected with the v�=0
and v�=1 vibrational levels in the X 2� state by transitions
with significant oscillator strengths. Beyond the sheer num-
ber of transitions that would have to be accounted for, the
oscillator strengths for most of these transitions are not well
known. This is especially the case for electronic levels above
the E 2�+ level of NO.

Consequently, we chose one effective electronic level
�C 2��, aside from the A 2�+ state, to act as an intermediate
level in the Raman transition by representing all of the non-
resonant excited electronic levels. The oscillator strengths,
and thus the dipole matrix elements, of the �0,0� and �0,1�
bands in the C 2�←X 2� electronic manifold were artifi-
cially enhanced so as to obtain the literature value11 of the
transition polarizability for the fundamental �1,0� band of the
Q-branch of NO in the X 2� state. In particular, the values of
the dipole matrix elements for this band were increased by a
factor of 2.2 from the values of Luque and Crosley.35 The
calculation for Eq. �14� was performed by summing only
over states c in the v=0 vibration-rotation bands of the A 2�+

and C 2� levels.

VI. ENHANCEMENT FACTOR

Because a primary advantage of employing ERE-CARS
over CARS is the enhancement in signal level, a parameter
that quantifies this increase was developed as part of the
study. The resulting enhancement factor or ���4� is defined
as

���4� =
�CARS��4:�1,− �2,�3�

�CARS��2�1 − �2�:�1,− �2,�1�
, �15�

where the denominator represents the degenerate pump-
beam case �1=�3. The enhancement factor is used to evalu-
ate the reduction in detection limit resulting from electronic
resonance enhancement. This factor is proportional to the
increase in CARS susceptibility and thus inversely propor-
tional to the NO detection limit. The CARS signal is propor-
tional to the square of the enhancement factor.
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VII. RESULTS

During the experiments, either the Stokes or the ultravio-
let probe-beam frequency was scanned to produce a CARS
spectrum. These two spectrum types were acquired experi-
mentally and theoretically modeled and are referred to as
“Stokes scans” or “probe scans” to indicate which laser beam
was tuned across the spectrum. Because the spectral features
of these scan types differ, the results will be covered in sepa-
rate sections.

For clarity, a notation is introduced here, similar to that
found in the literature,18 to denote the overall ERE-CARS
transition. The notation begins by listing the Raman transi-
tion with a subscript �1 for �1/2 and 2 for �3/2 �Ref. 42�� to
indicate the � state of the molecule. The final electronic
transition is identified next following the notation of
Mavrodineanu and Boiteux.43 The value of Ja in the ground
state is then listed in parentheses. Therefore, processes in-
volving transitions on the far right and second from far right
in Fig. 7 would be denoted by Q2R2�2.5� and Q2

PQ12�2.5�,
respectively.

A. Results for probe scans

Figure 8 shows comparisons between theoretical and ex-
perimental spectra for six atmospheric probe-scan cases. For
these scans, the probe frequency was tuned over the approxi-
mate range of 42 280–42 400 cm−1 �236.5–237.0 nm�. The
spectra encompass fixed Stokes frequencies that correlate to
Raman shifts between 1872.74 and 1875.95 cm−1. The data
were acquired at room temperature using a concentration of
100 ppm NO in N2.

As shown in Fig. 8, good agreement exists between the
theoretical and experimental spectra for all fixed Raman
shifts. Spectral peak locations and relative intensities are
well represented. While a good match generally occurs in
linewidths, we should note that the theoretical spectra were
generated using Stokes and probe linewidths of 0.08 and
1.0 cm−1, respectively. This probe linewidth is wider than
that estimated experimentally. The enhanced linewidth indi-
cates the presence of saturation in the electronic process b
→d �see Fig. 7� and highlights the necessity of a triple con-
volution in generating the theoretical spectra. These results
confirm that the model is capable of calculating theoretical

FIG. 8. �Color� Comparison of theo-
retical �black line� and experimental
�red line� ERE-CARS spectra gener-
ated for a pressure of 1.0 atm, a con-
centration of 100 ppm NO, and for
Raman shifts and Raman transitions of
�a� 1875.95 cm−1, Q1�2.5�,
�b� 1875.82 cm−1, Q1�3.5�,
�c� 1875.66 cm−1, Q1�4.5�,
�d� 1875.00 cm−1, Q1�7.5�,
�e� 1874.02 cm−1, Q1�10.5�, and
�f� 1872.74 cm−1, Q1�13.5�.
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spectra in good agreement with experimental spectra, and,
more importantly, that the essential physics of the ERE-
CARS process are captured by the model.

Figure 9 displays three probe-scan cases over an ex-
tended probe-frequency range. These three cases correspond
to those shown in Figs. 8�a�, 8�b�, and 8�d�. By expanding
the scale, the spectra now encompass resonances in the �3/2
ground state. The amplitude variation between the spectra of
Figs. 8 and 9 occurs because the frequency difference
�1−�2 is in resonance with different rotational levels. For
the expanded spectra, the �1/2 transitions correspond to the
peaks on the righthand side of each spectrum and the �3/2
transitions are on the lefthand side. As an example, the major
peaks in Fig. 9�a� are marked and correspond to the follow-
ing transitions from left to right: Q2P2�1.5�+Q2

PQ12�1.5�,
Q1Q1�2.5�+Q1

QP21�2.5�, and Q1R1�2.5�+Q1
RQ21�2.5�. Simi-

lar transitions occur in Figs. 9�b� and 9�c�, with the transition
Q1P1 appearing in Fig. 9�c� for J1=7.5.

The relative intensities within a given � state are gener-
ally predicted with good accuracy. However, the relative in-
tensities between � states, i.e., on the right and left sides of
the spectra, are not in complete agreement with the experi-
mental spectra. This is primarily due to a decrease in probe-
beam power during the scan, which arises from the short
lifetime of the LDS698 laser dye employed in the experi-
ments. The experimental spectra were normalized by divid-
ing by the measured probe-beam power, but this procedure
might not be the most accurate normalization approach if the
electronic resonance was saturated. In addition, the two �
states may not have the same Raman cross-section, as as-
sumed for our calculations.

The enhancement factor associated with each spectrum
in Fig. 8 is shown in Fig. 10. Because of the isolated elec-
tronic resonances that dominate each spectrum, the spectral
behavior of the enhancement factor is very similar to its cor-
responding spectrum. As can be seen from Fig. 10, the elec-
tronic resonance for the ERE-CARS process provides an en-
hancement in signal strength by a factor of approximately
1000 compared to a typical CARS process. This significant
enhancement permits the CARS signal to be detected above
the nonresonant background.

B. Results for Stokes scans

Figure 11 displays comparisons between theoretical and
experimental spectra for three atmospheric Stokes-scan
cases. The experimental spectra were acquired by scanning
the Stokes frequency over a Raman shift range of
1872.5–1877.5 cm−1 for three different fixed ultraviolet
probe-beam frequencies. The experimental spectra were ob-
tained for the same diagnostic conditions as for the probe-
scan spectra shown in Fig. 8 �1.0 atm and 100 ppm NO�. The
theoretical spectra were generated using a smaller probe-
beam linewidth �0.08 cm−1� and an identical Stokes-beam
linewidth. This behavior indicates that the effects of satura-
tion occurring in the electronic process are not significant for
Stokes-scan spectra. As the probe-beam frequency is fixed,
the convolution with the Stokes beam linewidth becomes the
dominant factor in determining the shape of the Stokes-scan
spectra.

The theoretical spectra in Fig. 11 are in good agreement
with the experimental results. Because of the numerous
Q-branch transitions probed and the three possible electronic
transitions at or near resonance for each case �see Fig. 7�, the
Stokes scans include a greater number of enhanced transi-
tions as compared to the probe scans. These transitions over-
lap and interfere, and thus appear as a single wide peak. This
merging results from the frequency spacing of the NO
Q-branch Raman lines, which is far less than the frequency
spacing of the electronic transitions, and the use of visible
pump and Stokes beams. Similar to the probe scans, the
spectral shape of the experimental Stokes scans changes as
the ultraviolet probe-beam frequency is varied. The modeled
spectra capture these spectral changes well for all cases.

The behavior of the Stokes-scan spectra can be ex-
plained by considering the dominant transitions as the probe
frequency is changed for each scan. Only transitions arising

FIG. 9. �Color� Comparison of theoretical �black line� and experimental �red
line� ERE-CARS spectra generated for a pressure of 1.0 atm, a concentra-
tion of 100 ppm NO, and for Raman shifts and Raman transitions of �a�
1875.95 cm−1, Q1�2.5� /Q2�1.5�, �b� 1875.82 cm−1, Q1�3.5� /Q2�1.5�, and �c�
1875.00 cm−1, Q1�7.5� /Q2�6.5�.
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from the �1/2 state are probed using these diagnostic param-
eters. Starting with Fig. 11�a�, the ERE-CARS process is in
strong resonance with the Q1Q1 and the Q1

QP21 transitions
for J=1.5−5.5, with the dominant peak occurring for J
=4.5. As the probe beam is shifted to higher frequencies,
these resonances move to higher values of J, with a maxi-
mum intensity occurring at J=7.5 and a shift to the left of the
dominant peak, as shown in Fig. 11�b�. Simultaneously, a
new set of resonances appears on the righthand side of the
spectrum, corresponding to Q1R1 and Q1

RQ21 for J=1.5
−2.5. These two sets of resonances continue to shift to the
left as the probe frequency rises, as displayed in Fig. 11�c�,
with the maximum intensity occurring for J=10.5 and J
=4.5 for the left and right peaks, respectively.

The spectral response of NO is clearly detectable over
the nonresonant background even at this low concentration
and the model is capable of predicting the spectrum for these
thermodynamic conditions for both types of scans. The SNR
for the spectra shown in Figs. 8 and 11 is approximately 10,
and as such, the detection limit is estimated to be less than
10 ppm. In comparison, using polarization CARS, Pott et
al.44 report a detection limit of 200 ppm with a SNR of ap-
proximately unity.

Figure 12 displays the enhancement factors correspond-
ing to the Stokes scan spectra shown in Fig. 11. As with the
probe scans, the spectral shape of the enhancement factor is
similar to the corresponding spectrum. Moreover, the en-
hancement magnitude is similar to that of the probe scans,
near a factor of 1000.

VIII. CONCLUSIONS

In conclusion, the ERE-CARS process has been demon-
strated both experimentally and theoretically for NO. The
good agreement between the experimental and theoretical
spectra for both the probe and Stokes scans highlights the
capabilities of the theoretical model developed and described
in this paper. The predicted line positions match closely with
those of the transitions in the experimental spectra. The rela-
tive intensities corresponding to each � state are approxi-
mately correct, and good comparisons occurred between
spectra encompassing both � states. This theory comple-
ments the sensitivity of the experimental setup, which was
able to obtain NO spectra for a concentration of 100 ppm at
a SNR of 10. This low detection limit makes the technique
viable for many practical applications. In addition, the en-

FIG. 10. Enhancement factor for a
pressure of 1.0 atm, a concentration of
100 ppm NO, and for Raman shifts of
�a� 1875.95 cm−1, �b� 1875.82 cm−1,
�c� 1875.66 cm−1, �d� 1875.00 cm−1,
�e� 1874.02 cm−1, and �f�
1872.74 cm−1.
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hancement factor illustrates the advantages of employing
ERE-CARS over the degenerate pump-beam case.

Another advantage of ERE-CARS is increased species
selectivity. This feature can be demonstrated from the results
presented for both the probe and Stokes scans. As shown in
Fig. 8, only a few dominant transitions occur for each con-
figuration of probe and Stokes frequencies. While an in-
creased number of transitions occur for the Stokes-scan spec-
tra �Fig. 11�, it is clear from all cases that not all Raman
Q-branch transitions can be probed and enhanced simulta-
neously. Therefore, if the entire range of transitions for one
molecule cannot be satisfied completely, it is very unlikely
that the probe and Stokes frequencies chosen will satisfy the
selection criteria for two molecules simultaneously. This
benefit of ERE-CARS is just as important as the enhance-
ment in signal strength, because a strong signal arising from
multiple species can be just as difficult to analyze as a weak,
indiscernible signal.
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Abstract
Optical measurement techniques are powerful tools for the detailed
study of combustion chemistry and physics. Although traditional
combustion diagnostics based on continuous-wave and nanosecond-
pulsed lasers continue to dominate fundamental combustion stud-
ies and applications in reacting flows, revolutionary advances in the
science and engineering of ultrafast (picosecond- and femtosecond-
pulsed) lasers are driving the enhancement of existing diagnostic
techniques and enabling the development of new measurement ap-
proaches. The ultrashort pulses afforded by these new laser systems
provide unprecedented temporal resolution for studies of chemical
kinetics and dynamics, freedom from collisional-quenching effects,
and tremendous peak powers for broad spectral coverage and non-
linear signal generation. The high pulse-repetition rates of ultra-
fast oscillators and amplifiers allow previously unachievable data-
acquisition bandwidths for the study of turbulence and combustion
instabilities. We review applications of ultrafast lasers for optical
measurements in combusting flows and sprays, emphasizing recent
achievements and future opportunities.
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CARS: coherent
anti-Stokes Raman
scattering

RFWM: resonant
four-wave mixing

1. INTRODUCTION

Propulsion systems represent a substantial fraction of the cost, weight, and complexity
of aircraft and spacecraft. The vast majority of these propulsion systems are powered
through fuel combustion; therefore, the detailed study of fundamental combustion
phenomena has emerged as a highly relevant and important field of endeavor. To-
day’s combustion scientists and engineers devote much of their work to improving
propulsion-system performance while simultaneously reducing pollutant emissions.
Increasing the affordability, maintainability, and reliability of these critical propulsion
systems is a major driver of activity as well.

Although our efforts in the Combustion and Laser Diagnostics Research Complex
at Wright-Patterson Air Force Base are focused primarily on combustion phenomena
associated with air-breathing and rocket propulsion, a host of other applications drive
advances in combustion science as well. These include internal-combustion engines,
land- and sea-based power generation, industrial processing, combustion-based syn-
thesis, waste incineration, and fire safety, for example. Clean, efficient combustion
technologies and alternative fuels (e.g., Fischer-Tropsch fuels and biofuels) are crit-
ical for meeting current and future energy demands while reducing our dependence
on fossil fuels and minimizing such environmental impacts as smog, particulates, acid
rain, greenhouse gases, and global warming.

Advanced measurement techniques that exploit lasers and optics have become
well-established tools for characterizing combusting flows (1–4). Such noninvasive
measurement approaches are often ideally suited for visualizing complex reacting
flows and quantifying key chemical-species concentrations, temperature, and fluid-
dynamic parameters. The fundamental information these techniques provide is essen-
tial for achieving a detailed understanding of the chemistry and physics of combustion
processes.

Many successful optical measurements achieved to date in combusting flows have
been based on the use of conventional continuous-wave and nanosecond-pulsed
laser systems, including Q-switched Nd:YAG lasers, excimer lasers, and associated
YAG- and excimer-pumped dye lasers. These systems have been the workhorses in
most experiments involving such optical measurement techniques as planar laser-
induced fluorescence, particle-image velocimetry, laser-induced incandescence, co-
herent anti-Stokes Raman scattering (CARS) spectroscopy, and resonant four-wave
mixing (RFWM). These laser systems afford high pulse energies required for sheet
lighting in planar techniques and for nonlinear interactions such as those in CARS
and RFWM. They also provide the relatively narrow spectral bandwidths required
for spectroscopic studies of key gas-phase combustion species (e.g., OH, CH, NO,
and CO).

Although the impact of continuous-wave and nanosecond-pulsed lasers systems
on the modern science of combustion measurements is undeniable, continuing
revolutionary advances in the science and engineering of ultrafast lasers (i.e.,
picosecond- and femtosecond-pulsed lasers) (5–8) have enhanced the capabilities and
utility of existing combustion-diagnostic techniques while enabling the development
and application of new measurement methodologies previously unachievable. Early
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PS: polarization
spectroscopy

practitioners pioneered ultrafast combustion measurements based on modelocked
argon-ion and Nd:YAG lasers with synchronously pumped dye lasers, but the ad-
vent of modelocked titanium:sapphire (Ti:sapphire) oscillators and amplifier systems
based on regenerative and multipass configurations and chirped-pulse amplification
has changed the landscape dramatically, accelerating the development and application
of new ultrafast laser–based combustion diagnostics.

Regardless of the architecture, two key features of ultrafast lasers are responsi-
ble for the tremendous utility they afford for combustion measurements: ultrashort
pulses and high pulse-repetition rates. Myriad beneficial characteristics stem from
the ultrashort picosecond and femtosecond pulses delivered by modern ultrafast laser
systems. These advantages of ultrashort pulses are realized in terms of the time reso-
lution achievable and the temporal duration of the optical combustion measurements.
In addition, ultrashort pulses enable tremendous instantaneous power from laser sys-
tems of moderate to low average power.

The time resolution afforded by ultrafast laser systems has been exploited to study
the kinetics and dynamics of combustion chemistry and energy-transfer processes. In-
vestigators have used separation in time of various pump and probe pulses to discrim-
inate against nonresonant background signals, enhancing measurement sensitivity
and selectivity and enabling the determination of key minor-species concentrations.
Because of the ultrashort duration of some of these measurements, signals can be
acquired that are largely free of collisional and pressure effects. This key feature of
ultrafast combustion measurements addresses one of the major limitations of con-
ventional nanosecond-pulsed diagnostics, and it enables quantitative measurements
of parameters such as number densities and temperature in high-pressure, turbu-
lent flames characteristic of most practical combustion devices. In these systems the
collisional-quenching environment is typically highly inhomogeneous and rapidly
changing in both space and time.

The instantaneous power from these ultrafast laser systems has been exploited
to drive many desirable nonlinear phenomena. Researchers have utilized such non-
linearities to expand the spectral coverage available from these laser systems and to
achieve various novel higher-order signals based on multiple-wave mixing. Ampli-
fied Ti:sapphire-based systems can deliver usable radiation throughout an impressive
spectral region across the ultraviolet (UV), visible, and infrared. Through continuing
advances involving laser-matter interactions and higher-order harmonic generation,
extreme UV radiation and X-rays can be produced for diagnostic applications. At
the opposite end of the spectrum, terahertz radiation has been generated using ultra-
fast lasers and applied to combustion measurements. Nonlinear signal generation in
combusting flows has been explored with ultrafast lasers and wave-mixing techniques
that include polarization spectroscopy (PS), CARS, and RFWM (described in detail
below).

Many ultrafast laser systems deliver very high pulse-repetition rates. Modelocked
oscillators feature repetition rates of the order ∼100 GHz, and commercially available
amplifiers deliver pulses at rates up to 1–300 kHz. Fluctuation timescales of the order
1–100 μs characterize the high-pressure, turbulent combustion environments found
in most practical devices. Although conventional 10-Hz, nanosecond-pulsed laser
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LIF: laser-induced
fluorescence

systems can be used to study these turbulent combustion environments, they provide
only probability density functions for combustion parameters and cannot capture
time correlations describing fluctuating turbulent combustion. Investigators have
used measurements based on high-repetition-rate, ultrafast laser systems, conversely,
to capture probability density functions, as well as time series, time correlations,
and power spectral densities (PSDs) describing the frequency content of turbulent
phenomena of interest.

In the sections below, we review the advantages of ultrafast laser systems for optical
combustion measurements with special emphasis on applications involving ultrafast
laser-induced fluorescence (LIF), linear pump/probe techniques, time-gated ballistic
imaging, ultrafast CARS spectroscopy, and resonant and Raman PS and wave mix-
ing. Advances stemming from the ultrashort pulses and high pulse-repetition rates
provided by ultrafast lasers are evident throughout these applications.

2. ULTRAFAST LASER-INDUCED FLUORESCENCE

LIF has been used extensively for measurements of minor-species concentrations and
gas temperature in reacting and nonreacting flows (1–4). Measurements of minor
species are important for understanding flame chemistry and validating models of ig-
nition, heat release, flame propagation, pollutant formation, and flame extinction. The
availability of picosecond lasers for time-resolved LIF has played a critical role in the
study of energy-transfer processes, in extending LIF measurements to the deep UV,
and in improving the quantitative nature of LIF in unknown quenching environments.

The quantitative interpretation of LIF signals requires detailed knowledge of
molecular energy-transfer processes such as electronic quenching, rotational energy
transfer (RET), and vibrational energy transfer. One can easily investigate these pro-
cesses, which compete with the radiative decay of the excited state, at low pressures
using nanosecond lasers (9). At atmospheric pressure, however, transfer rates must be
measured with picosecond resolution given gas collision rates that yield fluorescence
lifetimes of the order 1 ns.

A typical setup for OH LIF comprises a chirped-pulse amplified Ti:sapphire
laser system (1.5-ps pulse width, 0.5 mJ per pulse) that is frequency tripled to the
UV near 284 nm (1-ps pulse width, 20 μJ per pulse) (10). Other investigators have
used a Raman-excimer laser in combination with stimulated Brillouin scattering
(11), passive and active modelocking in combination with stimulated Brillouin
scattering (12), or regenerative amplification with or without a distributed-feedback
dye laser (13, 14) to achieve ∼100-ps pulses with sufficient spectral resolution (of the
order 0.5 cm−1 at atmospheric pressure) to isolate individual rotational transitions.
Another advantage of picosecond lasers is the ability to access species such as H
atoms (12), O atoms (15, 16), CO (17), and NO (18) through two-photon excitation.
Typical detection schemes include fast photomultiplier tubes, streak cameras, and
fast-gated optical imagers for time-resolved studies of collisional quenching, RET,
and vibrational energy transfer (9–18).

In addition to fundamental studies of energy-transfer processes for LIF, ultrafast
lasers have also been applied for quantitative measurements in flames of practical
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interest. In particular, a number of researchers have used fluorescence lifetimes
for quantitative measurements of minor-species concentrations in flames in which
the temperature and colliding-species concentrations may be unknown. These life-
times, which are largely dominated by collisional quenching for atmospheric-pressure
flames, are typically of the order ∼1–3 ns and require the use of a picosecond laser for
sufficient time resolution. Application of this approach is particularly important in
unsteady, turbulent flames. Studies have been performed for vortex/flame interactions
(19) and two-dimensional imaging (20) using picosecond LIF with streak cameras.
In turbulent flames, it is also desirable to compute the PSD to analyze the frequency
content of number-density fluctuations. To obtain longer time series for PSD mea-
surements of minor species, one can employ a picosecond Ti:sapphire oscillator along
with a multichannel photon-counting system for on-the-fly quenching corrections
based on fluorescence-lifetime measurements (21, 22). This eliminates uncertainties
due to the variation of temperature and colliding-species concentrations in turbulent
flames. Time-series measurements have been made for CH (23) and OH (24), as well
as OH and temperature (25). Figure 1 shows a schematic of the optics layout and
time-gating approach for the latter, and Figure 2 shows typical time-resolved OH
and temperature measurements in a vortex/flame burner.

Picosecond lasers have been instrumental in improving our understanding of
molecular energy-transfer processes in LIF. In addition, picosecond LIF has proven
to be useful in turbulent flames in which LIF signals are influenced by local variations
in the rate of collisional quenching.

Power
meterBurner

Beam
dump

DFR

H10

H10

PMT

PMT

Nd:YVO4
(532 nm)

Doubler/
tripler

L1

Modelocked
Ti:sapphire
(919.5 nm)

Mirror for
459.8 nm

Mirror for
306.5 nm

L2

L4

L3

Bin 1 Bin 2 Bin 3

Bin 1 Bin 2 Bin 3

Fluorescence time gating

Rayleigh scattering time gating

Figure 1
Optical layout (left panel ) and time-gating diagram (right panel ) for simultaneous Rayleigh
scattering and lifetime-corrected OH laser-induced fluorescence. Bins 1–3 integrate over
3.5-ns bins to detect Rayleigh scattering and resolve fluorescence lifetime assuming single
exponential decay. Abbreviations used: DFR, double Fresnel rhomb; H10, 0.1-m
monochromator; L1, 1-m lens; L2, 20-cm lens; L3, 20-cm lens; L4, 15-cm lens; PMT,
photomultiplier tube. Figure reprinted with permission from Reference 25. Copyright 2007,
Optical Society of America.
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Figure 2
Simultaneous
measurements of
temperature and lifetime-
corrected OH laser-
induced fluorescence
during vortex/flame
interaction.

3. LINEAR PUMP/PROBE TECHNIQUES

A number of groups have developed and applied linear pump/probe techniques to
measure absolute number densities of key species as well as temperature in com-
busting flows. These techniques are linear in the sense that the combustion analyte
under study interacts linearly with the pump beam (i.e., a one-photon pump-analyte
interaction) and linearly with the probe beam (i.e., a one-photon probe-analyte in-
teraction). Typically in these experiments, the pump beam interacts with the analyte
in a linear, one-photon absorption process, transferring some population from the
ground electronic state to an excited electronic state, thereby creating a transient
hole in the ground-state population and a transient excited-state population. The
probe beam subsequently interacts with this transient population distribution through
one or more of three processes, based in large part on the spectral characteristics of the
probe beam. A probe beam spectrally resonant with ground-state absorption features
of the analyte experiences a transient reduction in absorption upon interaction with
the pump-modified population distribution. This is manifested as a transient gain
in the transmitted intensity of the probe beam. A probe beam spectrally resonant
with emission features of the analyte experiences a transient enhancement through
stimulated emission upon interaction with the pump-modified population distribu-
tion. This is also manifested as a transient gain in the transmitted intensity of the
probe beam. A probe beam spectrally resonant with excited-state absorption features
of the analyte experiences a transient increase in absorption upon interaction with the
pump-modified population distribution. This is manifested as a transient bleach in the
transmitted intensity of the probe beam. As the redistribution of population induced
by the pump beam relaxes in time, so too do the transient phenomena associated with
the probe-beam transmission.

In practice investigators often observe these transient phenomena experimentally
by modulating the pump-beam intensity. This modulation is transferred from the
pump beam to the analyte population distribution and thereby onto the probe beam.
Lock-in detection of the transmitted probe beam reveals the extent of modulation
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ASOPS: asynchronous
optical sampling

transfer from the pump beam to the probe beam, and the lock-in signal scales linearly
with the analyte concentration. The time delay between the pump and probe beams
can be adjusted to explore the temporal characteristics of the population-relaxation
dynamics.

Lytle and coworkers (26, 27) developed and applied an ingenious scheme for scan-
ning the pump/probe delay and exploring the temporal evolution of the population
relaxation using a technique they termed asynchronous optical sampling (ASOPS).
In ASOPS, two separate laser oscillators are used—one for the pump beam and one
for the probe beam. The optical cavities of the two oscillators are adjusted to slightly
different lengths such that the two oscillators operate at slightly different pulse-
repetition rates. This difference in pulse-repetition rates is manifested as a repetitive
phase walkout between the pump and probe pulses that repeats at �f, the differ-
ence between the two pulse-repetition rates. A no-moving-parts pump/probe delay
is achieved without the need for an optomechanical delay line (see Figure 3).

The ASOPS technique complements the LIF techniques described in Section 2
above and similar to those techniques can be used to measure absolute number den-
sities and explore the detailed, time-evolving collisional-quenching environments
in turbulent combustion through the determination of the population lifetime de-
cay. Fiechtner and coworkers (28–31) applied ASOPS to the measurement of atomic
sodium and OH in various laboratory flames. They developed rate-equation models
to extract quantitative number densities and collisional-quenching rates from these
ASOPS experiments (30, 32).

Fiechtner & Linne (33) pursued a simplified pump/probe arrangement with a
fixed pump/probe delay rather than a scanning delay. Although this approach does
not reveal the temporal evolution of population relaxation, it can be configured to
yield measurements of absolute number densities of key chemical species free from the
effects of collisional quenching, provided the fixed pump/probe delay is set such that
the probe beam interacts with the pump-modified analyte on a timescale that is short
with respect to the collisional timescale. In this fashion, Settersten and coworkers
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Figure 3
Conceptual asynchronous
optical sampling timing
diagram depicting
(a) excited-state population
and (b) probe-beam
intensity upon stimulated
emission. Pump pulses are
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pulses are indicated in red.
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THz-TDS: terahertz
time-domain spectroscopy

(34, 35) achieved measurements of potassium and other species in various laboratory
flames and modeled the characteristics of the pump/probe signal using rate equations
and density-matrix equations (34–37). By forming the pump beam into a laser light
sheet and crossing that pump-beam sheet with an upcollimated probe beam in a
premixed methane-air flame maintained on a Meeker-type burner, Linne et al. (38)
achieved ultrafast linear pump/probe two-dimensional imaging of potassium seeded
into the flame.

Advances in ultrafast laser systems have driven tremendous innovations in sens-
ing with terahertz radiation (39). We can also consider terahertz time-domain spec-
troscopy (THz-TDS) as a linear pump/probe technique, although the pump and
probe interactions differ from those discussed above. In the pump/probe experi-
ments described above, the pump and probe beams interact directly with the analyte;
however, the pump and probe beams serve different purposes in THz-TDS. In these
experiments, the pump beam from a femtosecond-pulsed laser interacts with a target
material to generate broadband terahertz radiation, either through photoconduction
in a biased semiconductor (e.g., low-temperature-grown GaAs) or through optical
rectification (a process described in detail in Reference 39) in a nonlinear medium.
When the pulsed terahertz radiation generated in this fashion is transmitted through
an absorbing analyte, the spectral and temporal characteristics of the terahertz pulse
are modified through linear absorption processes. The probe beam is utilized for time-
gated detection of the transmitted terahertz pulse, either through photoconductive
or electro-optic sampling. By scanning the pump/probe delay, one can capture the
temporal characteristics of the transmitted terahertz pulse, and the Fourier transfor-
mation of that pulse yields its frequency-resolved transmission spectrum from which
terahertz absorption features of the analyte are determined.

Cheville & Grishchkowsky (40, 41) measured species concentrations and tem-
perature in premixed propane-air flames with THz-TDS techniques based on a tra-
ditional optomechanical scanning delay line for variation of the pump/probe delay.
Brown et al. (42) adopted the ASOPS scheme described above for H2O-vapor mea-
surements with a no-moving-parts pump/probe delay. The potential for future ap-
plications of THz-TDS in combustion is promising. The terahertz spectral region
is rich in absorption features of interest for the quantification of key combustion
species (especially H2O) and temperature. Furthermore, hydrocarbon fuels and car-
bonaceous soot exhibit little or no absorption in this spectral region, suggesting that
THz-TDS should be an ideal technique for measurements in liquid-hydrocarbon-
fueled, highly sooting combustion environments such as those characteristic of most
practical devices.

4. TIME-GATED BALLISTIC IMAGING

As light propagates through a turbid medium, its direction, polarization, and phase
are altered owing to gradients in the index of refraction. Diffuse photons pass through
the sample volume with significant multiple scattering events and emerge with a shift
in location and direction. This is shown schematically in Figure 4a and leads to
the blurring of internal features within the medium. Snake photons are altered to a
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Figure 4
Conceptual picture of (a) ballistic, snake, and diffuse photons; (b) time trace of signal on
detector; and (c) optical layout for time-gated ballistic-photon imaging. Abbreviations: GP,
Glan polarizer; ICCD, intensified charge-coupled device camera; M, mirror; OKE, optical
Kerr effect; TFP, thin film polarizer; WP, half-wave plate.

lesser degree as they propagate with relatively few scattering events, whereas ballistic
photons pass through without deviation and maintain their direction of propagation,
polarization, and phase.

Interest in utilizing ballistic photons for imaging applications is driven by the
possibility that one could use visible and infrared light sources to image turbid media
without the need for ionizing radiation or synchrotron sources. The general approach
is to separate ballistic or snake photons from diffuse photons using differences in
direction, polarization, coherence, or temporal properties of the light passing through
the medium. It is possible, for example, to employ a spatial filter to reduce photons
that have lost collimation or confocal properties after exiting the sample volume (43,
44). Polarization gating involves the use of an analyzer rather than a spatial filter (45,
46), whereas coherence gating can be accomplished using nonlinear mixing processes
(e.g., second-harmonic generation or holography) to discriminate against scattered
photons (47–50).
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In many cases, spatial filtering and polarization gating may not provide sufficient
discrimination against diffuse photons, whereas coherence gating may be too restric-
tive in that it can eliminate all but the ballistic photons. For unsteady multiphase flows,
it is often necessary to use both snake and ballistic photons to have sufficient signal
levels for instantaneous two-dimensional imaging of transient mixing processes. One
approach, enabled by the availability of ultrafast lasers, is to distinguish photons based
on passage time through the turbid medium. A femtosecond laser beam that under-
goes significant scattering exits with longer pulse width (order picosecond) because
diffuse photons travel a longer path through the sample volume. This longer path is
shown schematically in Figure 4a along with a conceptual view in Figure 4b of short
time gating to discriminate against diffuse photons.

Early work on time-domain photon discrimination demonstrated that one could
use picosecond lasers to achieve gate widths on the order of 7–10 ps using an optical
Kerr-effect (OKE) time gate consisting of a CS2 cell placed between a pair of crossed
polarizers (51–53). Birefringence with a short relaxation time is induced in the CS2

upon excitation with an ultrafast laser pulse, allowing light to pass through the crossed
polarizers through adjustment of a translation stage to vary the time delay between the
imaging and gating beams. Investigators have used this approach for discriminating
against diffuse photons in a number of applications (54, 55). With the availability of
amplified femtosecond laser systems, it has become possible to achieve time gates as
short as 2 ps with high transmission efficiency (56–60).

Figure 4c shows an example of the optical setup for time-gated ballistic imaging.
The linearly polarized 1 mJ per pulse output of a 1 kHz repetition rate Ti:sapphire
amplifier with 80-fs pulse width is split 90% and 10% into gating and imaging beams,
respectively, using a wave plate–polarizer combination. The imaging path includes
a Glan polarizer, a half-wave plate, and a beam-expanding telescope. After passing
through a dense spray, the imaging beam is weakly focused through the OKE gate,
then spatially filtered, and relay imaged directly into an intensified charge-coupled
device camera. The gating beam passes through a half-wave plate and a mechanical
time-delay stage before arriving at the 1-cm-thick, 2.5-cm-diameter CS2 cell. The
induced birefringence across the imaging beam is kept fairly constant within the CS2

cell because the imaging beam is relatively small (<500-μm diameter) and passes
through the centroid of the relatively large gating beam (∼6-mm diameter). The
transmission efficiency of the OKE gate is ∼30% when activated by the 80-fs laser
pulse, which is sufficient for signal-to-leakage ratios of ∼20:1. This arrangement
allows instantaneous two-dimensional imaging of turbid media, in this case a liquid
spray. Laser sources with repetition rates as high as 10 kHz with 1 mJ per pulse are
now available and will enable ballistic imaging at unprecedented data rates.

This approach has been used for measurements of liquid breakup phenomena in
diesel sprays (58), liquid jets in gaseous crossflow (59), and coaxial rocket injectors.
Figure 5 shows an example of coaxial rocket injectors, comparing a rocket spray
shadowgram with and without time gating. Internal structures that were previously
not visible due to diffuse scattering are revealed with the use of ultrafast time gat-
ing. This has implications for the study of liquid jet breakup and gas-liquid mixing
processes in multiphase reacting flows.
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Figure 5
Sample images of rocket spray (a) without ultrafast time gate and (b) with ultrafast time gate.
Flow is from top to bottom.

Advances in ultrafast laser technology have led to significant growth in the imple-
mentation of time-gated ballistic-imaging systems for visualizing hidden structures
in optically dense media. A number of innovations such as two-color ballistic imaging
(59) and dual-pulse ballistic imaging for velocimetry (60) have also been demonstrated
recently. Future work could involve the use of three or more consecutive pulses to
acquire the acceleration of interfacial regions as well as velocity within dense media.
Finally, efforts are underway to use Monte Carlo simulations to predict the prop-
erties of ultrafast laser–light propagation through scattering media (61), including
implementation for cases with inhomogeneously distributed scatterers.

5. ULTRAFAST COHERENT ANTI-STOKES RAMAN
SCATTERING SPECTROSCOPY

CARS spectroscopy is widely used for temperature and major-species-concentration
measurements in reacting flows and plasmas (1–3). Because of the phase-matching
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Figure 6
Energy-level diagram for coherent anti-Stokes Raman scattering signal-generation process,
where a and b denote ground and excited levels of molecule, respectively, and ωv corresponds
to vibrational frequency of molecule. Here v′ and J ′ refer to excited-state vibrational and
rotational quantum number, respectively, and v′′ and J ′′ refer to ground-state vibrational and
rotational quantum number, respectively.

requirement and laser-like nature of the signal, CARS is ideally suited for reacting
flows with significant background emission because one can easily isolate the CARS
signal spectrally, spatially, and temporally from the flame emission. The technique
also provides spatially and temporally resolved information with high accuracy.

An energy-level diagram for the CARS signal-generation process is shown in
Figure 6. In CARS the wavelengths of the pump and Stokes beams are chosen
to excite either the vibrational or rotational transitions of the molecule. We can
also describe this excitation process as creating coherence in the medium with a
pump-Stokes pair after which the coherence evolves according to the interaction of
the molecules with the surrounding medium. When a probe beam interacts with
the excited molecules, it is scattered at an anti-Stokes-shifted frequency to yield
the CARS signal.

Until recently most of the CARS work in reacting flows was performed using
nanosecond lasers to determine gas temperature and the concentrations of major
species such as N2, O2, CO2, CO, H2, and H2O (1, 62–65). Electronic-resonance-
enhanced CARS using nanosecond lasers has also been demonstrated for deter-
mining the concentration of flame radicals such as OH, NO, and C2H2 (66–68).
Traditional nanosecond CARS uses a narrowband (∼0.001 cm−1) transform-limited
pump laser and a broadband (∼150 cm−1) Stokes laser to excite the entire rovi-
brational manifold of the molecule (Figure 7a). For example, a narrowband laser
at 532 nm and a broadband laser at ∼607 nm excite the rovibrational energy lev-
els of N2, which is typically targeted for temperature measurements because of its
abundance in air-fed reacting flows. The band head of the v′= 1 → v′′= 0 tran-
sition in the ground electronic state falls at ∼2330 cm−1. As shown in Figure 7a,
only one pump-Stokes pair contributes to the excitation of the coherence for a par-
ticular transition. However, nanosecond CARS has several disadvantages that chal-
lenge its application in high-pressure, turbulent reacting flows: (a) interference of the
nonresonant background signal with the resonant signal, which affects the accuracy
and sensitivity of the measurements, especially for hydrocarbon-fueled combustion
(1, 69); (b) the low repetition rates of the lasers used, which complicate efforts to
study the temporal characteristics of turbulent flames and explore combustion insta-
bilities; and (c) the need to understand the collisional environment and associated
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540

532 nm

580

Wavelength (nm) Pump wavelength (nm) Stokes wavelength (nm)

620 650 670 690 780 790 800 810 820

 ωv ~ 2330 cm-1

 ωv ~ 2130 cm-1

 ωv ~ 2525 cm-1

 ωv ~ 2330 cm-1

 ωv ~ 2330 cm-1

 ωv ~ 2330 cm-1

a Nanosecond laser–based
Raman excitation

b Femtosecond laser–based
Raman excitation

Figure 7
Raman excitation scheme for gas-phase N2 using (a) nanosecond laser–based multiplex
coherent anti-Stokes Raman scattering and (b) femtosecond pump and Stokes lasers.

dephasing and relaxation processes for quantitative interpretation of the CARS
signal.

The use of ultrafast lasers to address these issues in reacting flows has been the sub-
ject of continuing research activities in the Air Force Research Laboratory’s Combus-
tion and Laser Diagnostics Research Complex at Wright-Patterson Air Force Base.
In picosecond or femtosecond CARS, nonresonant background signals are observed
only when all three laser beams are temporally and spatially coincident. These non-
resonant interferences can be suppressed by delaying the probe beam with respect to
the Raman-excitation beams. Roy et al. (69) performed picosecond multiplex CARS
experiments with the probe beam delayed by ∼150 ps with respect to the Raman-
excitation beams. In this arrangement, the nonresonant background signal is reduced
by more than three orders of magnitude, whereas the resonant signal is reduced by
only a factor of three to yield a tremendous improvement in signal-to-noise ratio.
However, in picosecond CARS, the quantitative interpretation of the signal still re-
quires some knowledge of the collisional physics, and the repetition rate of the lasers
used in these particular experiments is only of the order 10–20 Hz.

Femtosecond CARS spectroscopy has the potential to overcome the problems as-
sociated with nanosecond CARS for combustion applications, as evidenced by recent
studies of femtosecond CARS in noncombusting environments (70–75). When two
femtosecond laser pulses are used to create coherence in the medium (as in the case of
CARS), the ground and excited states are coupled efficiently because of the availabil-
ity of a large number of pump-Stokes pairs within the bandwidth of the laser pulses
contributing to the excitation of the same coherence (Figure 7b) (75). Figure 7 shows
pump-Stokes pairs for the excitation of N2 in the ground electronic state, as men-
tioned above. This specific feature of femtosecond laser–based Raman excitation,
along with the suppression of the nonresonant background using a delayed probe
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beam, holds the potential for making the femtosecond CARS technique suitable for
detecting minor species in reacting flows. Moreover, femtosecond CARS allows mea-
surements to be made at rates of 1 kHz or greater and time-resolved CARS signals to
be acquired over a time period that is short with respect to the collisional timescale,
thereby eliminating the need to understand collisional broadening, line narrowing,
and other dephasing and relaxation processes due to collisions.

Dantus et al. (76) eloquently describe the excitation of vibrational and rotational
coherences by femtosecond lasers and the subsequent decay of these coherences either
through frequency-spread dephasing or loss of alignment. Initially it was anticipated
that the large bandwidths characteristic of femtosecond lasers would be problem-
atic for molecular spectroscopy in reacting flows because of the associated lack of
selectivity (broadband excitation of many transitions of one or more molecules) and
relatively inefficient coupling of these spectrally broad pulses to individual transitions
as compared with coupling of narrowband nanosecond pulses more closely matched
to the line width of these transitions. However, the excitation process depicted in
Figure 7b and recent research activities in this field have shown that the bandwidth
of femtosecond lasers is actually an advantage rather than a hindrance.

In 1987 femtosecond CARS was first used to study molecular beat phenomena
in liquid-phase benzene, cyclohexane, and pyridine (77); subsequently, Hayden &
Chandler (78) demonstrated its application to the investigation of gas-phase molec-
ular dynamics. Lang et al. (71) focused their work with femtosecond CARS on deter-
mining the molecular parameters and gas-phase temperature from the time-resolved
oscillatory pattern of the Raman coherence following pump-Stokes excitation of H2.
They determined those parameters from the width and relative heights of the co-
herence recurrence peaks. The measurement of temperature from these peaks at
∼320 ps, as described by Lang et al. (70), requires a detailed understanding of the col-
lisional dephasing and relaxation physics of the probe molecule within its surrounding
environment. Researchers have also used femtosecond CARS to make measurements
in dense media to investigate RET processes (72), to determine the concentrations of
ortho- and para-deuterium (79), and to measure single-shot temperature by probing
H2 using a chirped probe pulse (80). The technique has also been used for microscopy
(81), the selective control of molecular structure (82), detection of bacterial spores
(83), and investigation of the ground- and excited-state dynamics of molecules (84).

The focus of our efforts is the application of time-resolved femtosecond CARS
for temperature measurements in high-temperature flames, based on the frequency-
spread dephasing rate after the initial impulsive excitation of the Raman coherence
in N2 by femtosecond pump and Stokes beams. After the initial excitation, all in-
phase Raman coherences excited by the nearly transform-limited laser pulses begin
to oscillate out of phase with respect to each other as a result of slight differences
in their frequencies. Because of the frequency differences between the neighbor-
ing transitions, the resulting coherence begins to dephase; the dephasing rate de-
pends on temperature only and is completely insensitive to collisions (73). Figure 8
shows time-resolved femtosecond CARS signals during the first few picoseconds
after the initial impulsive excitation as a function of temperature. The coherence
dephases at a faster rate with increasing temperature as a result of the contribution
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Figure 8
Temperature-dependent
time-resolved femtosecond
coherent anti-Stokes Raman
scattering signal of N2 (73).

from many energy levels; higher rotational and vibrational levels are populated with
increasing temperature according to the Boltzmann distribution. Roy and colleagues
(73–74) reported detailed theoretical and experimental results related to this concept
and discussed the application of this technique in reacting flows (75). They found
the estimated absolute accuracy and precision of the measurement technique to be
± 40 K and ± 50 K, respectively, over the temperature range 1500–2500 K (75).
Figure 9 illustrates the temporal evolution of time-resolved femtosecond CARS sig-
nals during the first few picoseconds after the initial excitation as a function of pres-
sure. It is evident from Figure 9 that the coherence dephasing rate during the first
few picoseconds is insensitive to collisions. However, collisions begin to influence
the dephasing rates when the pressure is increased beyond 20 bar (72). We have
designed current research activities in our laboratory to address these key issues:
(a) single-shot temperature measurements at rates of 1 kHz or greater using a
spectrally chirped probe pulse, (b) the influence of other molecules excited by the
broadband femtosecond laser pulses on measurements of temperature and species
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Figure 9
Pressure dependence of
time-resolved N2
femtosecond coherent
anti-Stokes Raman
scattering signal during first
few picoseconds after
impulsive excitation of the
coherence.
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concentrations, and (c) concentration measurements of minor species such as C2H2,
C6H6, and other flame molecules and radicals using shaped laser pulses.

6. RESONANT AND RAMAN-INDUCED POLARIZATION
SPECTROSCOPY AND WAVE MIXING

PS has emerged as a valuable spectroscopic tool for measuring the concentrations of
minor species such as OH, CH, and NH in reacting flows (1–3, 85–88) and plasmas
(89). PS is a nonlinear pump/probe technique in which the probe beam is linearly
polarized prior to interacting with the medium of interest. PS uses either a circularly
or a linearly polarized pump beam for selective pumping of the population from the
ground to the excited states; in the latter case, the pump-beam polarization is rotated
45◦ with respect to the probe-beam polarization. Because of the anisotropy induced by
the pump beam, the probe-beam polarization becomes slightly elliptical or slightly
rotated while passing through the medium. As a consequence, some of the probe
beam leaks through a polarization analyzer whose transmission axis is orthogonal to
the original probe-beam polarization; this leakage is the PS signal. To illustrate the
introduction of anisotropy by selective pumping, Figure 10 shows an energy-level
diagram of the P1(2) transition of OH. A linearly polarized pump beam couples the
�M = 0 transitions, and a right or left circularly polarized pump beam couples either
the �M = +1 or the �M = –1 transitions, respectively.

Two distinct advantages of using ultrafast lasers for PS are (a) the reduction in
collisional dependence and (b) the determination of the state-specific rotational,
orientation, and alignment relaxation rates from time-resolved measurements. Roy
and colleagues (86, 91) showed that when using an ultrafast laser (laser pulse width
τL < τC characteristic collision time), the collision-rate dependence of the PS sig-
nal is significantly decreased as compared with that in the long-pulse laser case
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Figure 10
Energy-level diagram for Zeeman state structure of P1(2) transition. Allowed �M = 0
transitions are indicated by dashed arrows; �M = ± 1 transitions are indicated by solid
arrows. J and M represent rotational and projection quantum numbers, respectively. Strengths
and phases of transitions are indicated by numerical value of x or z components of geometry-
dependent part of the dipole matrix element (90). Figure redrawn from Reference 91.
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(τL > τC) for a nonsaturating pump beam. For a saturating pump beam, the pi-
cosecond PS signal is nearly independent of collisions (91).

The polarization-dependent selective pumping shown in Figure 10 creates var-
ious types of anisotropies such as orientation and alignment in the medium with
relaxation rates due to elastic (MJ changing) and inelastic RET collisions that can sig-
nificantly affect the resulting PS signal and signals associated with other laser tech-
niques that exploit laser-induced anisotropy. Orientation, which describes the net
helicity or spin of the system, and alignment, which describes the spatial distribution
of angular momentum, are proportional to the dipole and quadrupole moments of
the angular momentum distributions, respectively (92). To illustrate the anisotropies
created by the pump laser, Figure 11 shows the population distribution in the excited
Zeeman states for the P1(8) transition of OH. Figure 11a shows the oriented distri-
bution of the excited-state population when pumped by a right circularly polarized
beam, whereas Figure 11b shows the aligned distribution when pumped by a linearly
polarized beam. The population distribution is shown for a time at which the 100-ps
(full width at half-maximum) pump laser reaches the peak intensity of 5 × 109 W m−2

and was calculated using the density-matrix numerical code described by Roy et al.
(91).

The use of picosecond lasers enables experimental investigation of the rates at
which these anisotropies are destroyed in collisional environments. Dreizler and col-
leagues (93, 94) used PS and RFWM to determine the population, orientation, and
alignment relaxation rates of OH in reacting flows. The RFWM technique, in which
the two pump photons originate from two different pump beams, is similar to PS,
in which both pump photons originate from the same pump beam. Unlike PS, the
RFWM technique allows measurements of the population, orientation, and align-
ment relaxation rates independently through the control of polarization settings for
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Figure 11
Population distribution in excited Zeeman states for P1(8) transition pumped by (a) right circu-
larly polarized beam and (b) linearly polarized beam. ρ0

gg is ground-state population at t = 0 s.
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each laser beam. In an experiment in which both pump and probe beams are resonant
with the same transitions, the measured relaxation rates have a contribution from both
the ground and the excited states as reported by Dreizler and colleagues (93, 94). To
measure the ground-state orientation and alignment relaxation rates of OH, Chen
and coworkers (95) and Costen & McKendrick (96) employed two-color PS in which
the pump and probe beams are coupled through an intermediate level in the ground
electronic state. Chen & Settersten (97) also demonstrated two-color RFWM for de-
termining the ground-state population, orientation, and alignment relaxation rates
by varying the polarization of two pump beams and the probe beam independently.
Recently, picosecond laser–based, two-color, two-photon PS was used for the detec-
tion of atomic hydrogen in an atmospheric-pressure H2-air flame; because of its high
reactivity and diffusivity, the hydrogen atom plays an important role in combustion
chemical kinetics (98).

Femtosecond laser–based Raman-induced PS and degenerate four-wave mixing
were used to study the ground-level RET in N2, O2, and CO2 (99, 100). The broad-
band femtosecond lasers create a rotational wave packet by simultaneously exciting
multiple rotational Raman transitions. The delayed probe beam then probes the mis-
alignment and realignment of this rotational coherence due to elastic and inelastic
collisions. These studies will have a significant impact in determining the RET rates
for species relevant to reacting flows. Raman-induced degenerate four-wave mixing
of H2, in which the rotational transitions of H2 were excited using a sub-20-fs laser
pulse, has also been used to determine temperature from the relative intensities of
the beat frequencies between the Stokes and anti-Stokes transitions (101).

7. CONCLUSION

Revolutionary ultrafast laser technologies are redefining the combustion-diagnostics
arena. Unprecedented new measurement capabilities are emerging as researchers
exploit the ultrashort pulses and high pulse-repetition rates delivered by these sys-
tems. This review highlights recent advances in ultrafast LIF, linear pump/probe
techniques, time-gated ballistic imaging, ultrafast CARS, and resonant and Raman-
induced PS and wave mixing. Continuing developments of ultrafast laser systems
promise to provide further reductions in cost, size, and complexity with increased
robustness and stability and improved user-friendliness. All these enhancements will
allow the transition of ultrafast laser–based combustion diagnostics from the labora-
tory to the field for applications that include test-cell and shop-floor measurements,
nondestructive evaluation/inspection, and onboard sensing and control.

SUMMARY POINTS

1. Detailed studies of combustion chemistry and physics are critical for the
continued advancement of numerous combustion-related applications, in-
cluding propulsion, power generation, industrial processing, waste inciner-
ation, and fire safety.
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2. Optical combustion diagnostics are ideal tools for noninvasive characteri-
zation of reacting and nonreacting flows.

3. Although continuous-wave and nanosecond-pulsed lasers are the current
sources of choice for most combustion diagnostics, emerging ultrafast
(picosecond- and femtosecond-pulsed) laser technologies are driving new
developments in combustion measurements.

4. Ultrashort pulses enable time-resolved measurements with unprecedented
temporal resolution and freedom from collisional effects that plague mea-
surements with nanosecond-pulsed lasers. Peak powers achievable with
these pulses allow nonlinear frequency conversion, expanding the spectral
coverage of these systems to new heights. Similarly, these peak powers enable
nonlinear signal generation in combusting systems with lasers of moderate
to low average power.

5. High pulse-repetition rates afforded by ultrafast oscillators and amplifiers
provide the data-acquisition bandwidth necessary to study the temporal evo-
lution of turbulent fluctuations and combustion instabilities. Time series and
PSDs can be constructed to characterize these flame phenomena.

6. Ultrafast combustion measurements achieved to date include LIF, linear
pump/probe measurements, time-gated ballistic imaging, CARS, PS, and
wave mixing. In many cases the ultrafast variants described in this review
enjoy numerous and significant advantages over their continuous-wave and
nanosecond-pulsed analogs.

7. Continuing and future developments of ultrafast lasers hold tremendous
promise for even greater spectral coverage, single-shot high-speed mea-
surements, and application to complex real-world systems for test-cell and
shop-floor measurements, nondestructive evaluation/inspection, and on-
board sensing and control.
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Single-laser-shot detection of nitric oxide in reacting flows using electronic
resonance enhanced coherent anti-Stokes Raman scattering

Ning Chai,1,a� Sameer V. Naik,1 Normand M. Laurendeau,1 Robert P. Lucht,1

Sukesh Roy,2 and James R. Gord3
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Single-laser-shot electronic resonance enhanced coherent anti-Stokes Raman scattering
�ERE-CARS� spectra of nitric oxide �NO� were generated using the 532 nm output of an
injection-seeded Nd:YAG �yttrium aluminum garnet� laser as the pump beam, a broadband dye laser
at approximately 591 nm as the Stokes beam, and a 236 nm narrowband ultraviolet probe beam.
Single-laser-shot ERE-CARS spectra of NO were acquired in an atmospheric-pressure hydrogen/air
counterflow diffusion flame. The single-shot detection limit in this flame was found to be
approximately 30 ppm, and the standard deviation of the measured NO concentration was found to
be approximately 20% of the mean. © 2008 American Institute of Physics.
�DOI: 10.1063/1.2973166�

The quantitative measurement of concentration of pollut-
ant NO in combustion environments is a challenging task.
Laser-induced fluorescence �LIF� has been studied exten-
sively for measurements of NO.1–4 Several difficulties with
LIF have been investigated including interferences from O2,
CO2 and other species,2,5,6 electronic quenching of the NO
fluorescence signal via binary collisions,7 and ultraviolet
�UV� absorption of both the excitation beam and the NO
fluorescence signal.

We have recently applied electronic resonance enhanced
coherent anti-Stokes Raman scattering �ERE-CARS� for de-
tection of NO in atmospheric and high-pressure environ-
ments.8–11 The ERE-CARS signal was found to be nearly
independent of electronic quenching for two important col-
liders, O2 and CO2.8,9 Detection of NO via ERE-CARS in a
highly sooting acetylene-air flame was reported for NO con-
centrations down to approximately 50 ppm.10 The excellent
spectral selectivity of ERE-CARS enables detection of NO
despite the presence of multiple interferences such as broad-
band fluorescence from soot. Finally, the NO ERE-CARS
signal was found to be insensitive to variations in collision
rates for a laminar H2 /air counterflow flame.11 These find-
ings make ERE-CARS a potentially powerful tool for mea-
surements of NO in practical combustion systems. However,
for our previous ERE-CARS measurements of NO, we used
a narrowband dye laser �DL� as the Stokes laser beam. Fre-
quency scanning of the Stokes beam across a specified
Raman-shift range was necessary to acquire a complete spec-
trum.

In this paper, we discuss single-shot measurements. The
narrowband DL employed for the Stokes beam was replaced
with a broadband DL �BBDL� and the ERE-CARS signal
was detected using a back-illuminated charge-coupled device
�CCD� camera system instead of a photomultiplier tube. The
single-shot ERE-CARS system was used for measurements
of NO in a counterflow, nonpremixed H2 /air flame at atmo-

spheric pressure. Such measurements are an important step
toward application of ERE-CARS for single-shot measure-
ments in practical combustors.

The energy level diagram for ERE-CARS of NO has
been discussed elsewhere.11 The 532 nm pump beam and the
broadband Stokes beam at 591 nm were used to excite
Q-branch Raman resonances in the �0,1� band of the ground
electronic state of NO. An UV probe beam at approximately
236 nm was scattered from the Q-branch Raman resonances
excited by the 532 nm pump and 591 nm Stokes beams to
generate the ERE-CARS signal. One or two Raman transi-
tions, among the multiple Q-branch transitions excited by the
pump and Stokes beams, were selectively enhanced by tun-
ing the probe beam into resonance with transitions
in the �0,1� vibrational band in the A 2�+−X 2� electronic
transition. The CARS signal beam was generated at a wave-
length of approximately 226 nm. The wide separation in
wavelength between the pump and probe beams distin-
guishes the current approach from previous ERE-CARS
experiments.12–16 The bandwidths �full width at half maxi-
mum �FWHM�� of the pump, Stokes, and probe beams were
approximately 0.003, 50, and 0.1 cm−1, respectively.

An injection-seeded Q-switched Nd:YAG �yttrium alu-
minum garnet� laser �Spectra-Physics model Quanta-Ray
290–10� with repetition rate of 10 Hz was used to generate
the pump, Stokes, and probe beams involved in the ERE-
CARS process. The energy of the second harmonic output at
532 nm from this laser was 800 mJ/pulse, and that of the
third harmonic output at 355 nm was 150 mJ/pulse. The 532
nm beam was directed onto a 50/50 beam splitter. Approxi-
mately 20% of the transmitted energy was directed into the
probe volume as the pump laser beam. The remaining 80%
of the transmitted energy was used to pump a narrowband
DL using LDS698 laser dye. The 704 nm output from the
narrowband DL was then sum-frequency mixed with the 355
nm third harmonic Nd:YAG output in a beta-barium-borate
nonlinear optical crystal to produce the UV probe beam at
236 nm.

a�Author to whom correspondence should be addressed. Electronic mail:
nchai@purdue.edu.
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The reflected beam from the 50/50 beam splitter was
used to pump a spectrally narrowed broadband Stokes DL.
Approximately 20% of the reflected energy was used to
pump a tunable spectrally narrowed BBDL oscillator. Two
prisms were used to disperse the output laser beam in the
horizontal plane within the BBDL oscillator cavity. The back
mirror of the cavity was a flat full reflector and the front
mirror was a wedged flat glass that served as the output
coupler. The center wavelength of the BBDL was tuned to
591 nm by changing the angle of the back mirror of the
oscillator cavity in the horizontal plane. The two dispersing
prisms served to narrow the bandwidth �FWHM� of the out-
put BBDL beam from 300 to 50 cm−1. The remaining 80%
of the energy was used to pump two amplifier stages. A
mixture of rhodamine 610 and 640 was used in both oscilla-
tor and amplifier stages.

The polarization of the pump and Stokes beams was set
at 60° with respect to the vertical axis, and the polarization
of the probe beam was set at 0° with respect to the vertical
axis. This polarization configuration permits complete sup-
pression of the accompanying nonresonant four-wave-
mixing signal if desired.17 All three beams were focused us-
ing a fused-silica lens with a focal length of 500 mm. The
estimated spatial resolution is approximately 1 mm along the
beam path. The maximum energy levels for the pump,
Stokes, and probe beams in the probe volume were 60, 50,
and 1.2 mJ/pulse, respectively. All three beams and the gen-
erated ERE-CARS signal beam were recollimated using an-
other fused-silica lens with a focal length of 500 mm.

The ERE-CARS signal beam was passed through an
analyzing polarizer and a filter. The filter had a transmittance
of 1% at 236 nm and 70% at 226 nm. A 1 m spectrometer
�Horiba Jobin Yvon model SPEX 1000M� with a customized
grating �3600 grooves/mm� blazed at the desired signal
wavelength was used to separate the signal beam. A combi-
nation of a UV camera lens �Nikon model Nikkor 105 mm
f/4.5 UV� and another positive planoconvex UV lens with a
focal length of 500 mm was used as a relay system to further
increase the spectral resolution of the detection system. The
spectral dispersion on the CCD chip was measured to be
approximately 0.14 cm−1 /pixel. An unintensified CCD cam-
era �Andor Technology model DU440-BU� was used to de-
tect the ERE-CARS signal.

The experimental procedures for single-shot ERE-CARS
were actually more straightforward than for our previous nar-
rowband ERE-CARS measurements of NO.8 For the scan-
ning ERE-CARS experiments, acquisition of a single spec-
trum required 15–20 min; for the BBDL ERE-CARS
experiments, spectra were acquired at a rate of 10 Hz. The
effect of scattered light from the UV probe beam was also
greatly reduced because the CARS signal was spectrally re-
solved, and the wavelength peak for scattered light was con-
siderably removed from the ERE-CARS signal pixels.

Figure 1 shows the NO ERE-CARS signal for six differ-
ent Raman transitions measured in a jet for 1000 ppm NO
diluted with N2 at 300 K with an exposure time of 10 s. As
the frequency of the probe beam was changed from Q1�4.5�
up to Q1�22.5� within the ��0,1� band of A-X electronic
system of NO, different Q-branch Raman transitions of
Q1�4.5� up to Q1�22.5� were selectively enhanced. Conse-
quently, the frequency of the peak of the ERE-CARS signal
also changed as the probe frequency was changed.

Figure 2 shows single-shot ERE-CARS signals at vari-
ous distances from the fuel nozzle in a H2 /air counterflow
diffusion flame with a global strain rate of 20 s−1 at 1 atm.
The energy levels for the pump, Stokes, and probe beams
were 16, 40, and 0.9 mJ/pulse, respectively. The predicted
NO concentration using OPPDIF

18 at a distance of 3.7 mm
from the fuel nozzle is 30 ppm. On this basis, a single-shot
detection limit of approximately 30 ppm was estimated. The
nonresonant four-wave-mixing signal was not suppressed
completely so as to normalize the resonant ERE CARS sig-
nal with respect to the nonresonant signal to improve shot-
to-shot signal reproducibility. This technique also provides
the potential for quantitative concentration measurements us-
ing the nonresonant background signal as a reference.19

Figure 3 shows the comparison between the measured
broadband ERE-CARS signals and the calculated NO con-
centration profile for the same H2 /air counterflow diffusion
flame. The temperature profile was calculated using the same
code. The temperature profile was measured in a separate
dual-pump CARS experiment.

The measured NO spectra were acquired with an expo-
sure time of 10 s. A sloping baseline was drawn across the
bottom of the resonant line, e.g., from 44 283 to
44 289 cm−1 for the Q1�19.5� line, as shown in Fig. 2�d�.
The ERE-CARS signal was determined by integrating over

FIG. 1. ERE-CARS signals for six different Raman transitions at 300 K:
Q1�4.5�, Q1�10.5�, Q1�13.5�, Q1�16.5�, Q1�19.5�, and Q1�22.5�. The UV
probe frequency was fixed at 42 322.89, 42 342.68, 42 361.46, 42 386.12,
42 416.63, and 42 452.95 cm−1, corresponding to Q1�4.5�, Q1�10.5�,
Q1�13.5�, Q1�16.5�, Q1�19.5�, and Q1�22.5� electronic transitions in the
��0,1� band within the A2�+−X2� electronic system of NO.

FIG. 2. Single-shot ERE-CARS signal of NO at various distances away
from fuel nozzle in the H2 /air counterflow diffusion flame at 1 atm. The
frequency of the probe beam was fixed at 42 416.63 cm−1, corresponding to
the Q1�19.5� transition in the ��0,1� band within the A 2�+−X 2� electronic
system of NO. The analyzing polarizer was intentionally tuned so as to leak
a portion of the nonresonant four-wave-mixing signal.

091115-2 Chai et al. Appl. Phys. Lett. 93, 091115 �2008�
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approximately 6 cm−1 range across the resonant line above
the fitted sloping baseline. This method may cause errors at
low NO concentrations because of the modulation of the
nonresonant signal to the resonant signal. We are currently
developing a computer code to fit the experimental spectra
and to account rigorously for the modulation of the ERE-
CARS signal with the nonresonant background. The
Boltzmann-fraction-corrected square root of the integrated
ERE-CARS signal is assumed to be proportional to the num-
ber density of NO. The ERE-CARS measurements and the
predicted profile of NO number density are in fair agreement.
The FWHM of the measured profiles with four different sets
of Raman and electronic transitions are in good agreement
with the FWHM of the calculated profile.

The good agreement observed between the experimental
and calculated profiles shown in Fig. 3 is an indication that
the ERE-CARS signal level is not affected by the variation in
collision rates, including electronic quenching through the
flame zone. This insensitivity to collision rates may be a
consequence of saturating both the Raman and electronic
transitions. We are exploring saturation effects in the ERE-
CARS process using time dependent density matrix
modeling.20

Because of fluctuations in the laser-pulse energy and
multimode characteristics of the Stokes and probe beams in-
volved in the single-shot ERE-CARS process, the peak mag-
nitude of the signal fluctuates from shot to shot. Figure 4
shows a histogram of the square root for the ratio of the
integrated ERE-CARS signal and nonresonant four-wave-
mixing signal for 1000 single-shot spectra. The standard de-
viation of this ratio was approximately 20% of the mean. The
predicted NO concentration and temperature at this position
are 210 ppm and 1750 K, respectively. Similar results were
obtained at other locations close to the peak NO position.
Single-shot ERE-CARS is thus a promising diagnostic tech-
nique for turbulent flames.
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FIG. 3. Comparison between measured broadband ERE-CARS signal using
four different Raman transitions and the calculated �OPPDIF� NO concentra-
tion profile for the same H2 /air counterflow diffusion flame. Also shown is
the comparison between calculated temperature and measured temperature
profile in a separate dual-pump CARS experiment.

FIG. 4. Histogram of square root for ratio of integrated ERE-CARS signal
and nonresonant four-wave-mixing signal for 1000 single-shot spectra ac-
quired at a distance of 10.7 mm from the fuel nozzle for the same flame as
described in Fig. 2. The ERE-CARS signal was integrated approximately
4 cm−1 over the resonant line above the sloping baseline �SCARS�; the non-
resonant four-wave-mixing signal was integrated over approximately
4 cm−1 located 8 cm−1 away from the resonant peak �Snres�. The energy
levels for the pump, Stokes, and probe beams were 64, 43, and 1.0 mJ/pulse,
respectively. The frequency of the probe beam was fixed at 42 416.63 cm−1,
corresponding to the Q1�19.5� transition in the ��0,1� band within the
A2�+−X2� electronic system of NO.
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The role of collisional decay on the evolution of molecular coherence and excited-
state population in an electronic-resonance-enhanced coherent anti-Stokes
Raman scattering (ERE-CARS) configuration is studied. A four-level model
scheme is proposed and a density-matrix equation is derived to determine the
system evolution. It is shown that even for significantly large collisional decays,
a suitable (rather strong) probe-laser intensity prevents significant depletion of
the excited-state population and enhances the ground-state coherence. A physical
understanding is developed for the reported insensitivity [Roy et al. Appl. Phys.
Lett. 2006, 89, 104105] of the ERE-CARS signal to the rate of collisional decay at
the excited electronic level.

Keywords: coherent anti-Stokes Raman scattering; collision; electronic
quenching; molecular coherence; molecular dynamics

1. Introduction

Spectroscopic measurement of a target species in a high-pressure environment is strongly
affected by collisions of that species with other molecules in the medium. One of the major
effects of such collisions is electronic quenching – the de-population of the excited
electronic state to molecular states other than the state of interest, e.g. to a vibrational or
rotational state in the ground electronic state [1]. Collisional quenching is a major concern
for state-of-the-art spectroscopic measurement techniques [2]. Until the mid-1990s only
two methods were considered to perform well in high-pressure (but not necessarily high-
quenching) environments [3]: (i) all-resonant coherent anti-Stokes Raman scattering
(CARS), where a pump and a Stokes field drive a coherence in vibrational levels in the
ground electronic level of the target molecule and a third field (all of them being resonant
to the excited coupling transition) scatters off the coherence to generate the CARS signal
[4], and (ii) laser-induced fluorescence (LIF), where a laser resonantly populates the excited
electronic state followed by the fluorescence, which is detected through a filter or
monochromator to derive the spectroscopic information [5]. While the LIF signal is
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proportional to the population in the excited state, the CARS signal is dependent on the
square of the ground-state coherence. Since both the excited-state population and the
ground-state coherence are sensitive to electronic quenching, all-resonant CARS and LIF
both are also sensitive to quenching [6]. Particularly in the LIF method, a rapid decay of
the excited-state population due to collisional quenching causes a corresponding drop in
signal [7,8]. Early spectroscopic measurement of OH showed that the detection sensitivity
of all-resonant CARS in a high-pressure environment is roughly equivalent to that of LIF
[6,9]. Recently a variant of all-resonant CARS named as as electronic-resonance-enhanced
CARS (ERE-CARS) was proposed [10]. In this technique both the pump and Stokes fields
are far off-resonance from the excited state but are on two-photon resonance with the two
ground states; the third (probe) field is resonant to the excited electronic transition. From
the ERE-CARS measurement of nitric oxide (NO), a quantitative assessment of minor
species concentration was demonstrated [10]. ERE-CARS measurements have also been
performed in a high-pressure NO cell [11]. In high pressure combustor environments,
the traditional LIF technique becomes less accurate and more complicated [12], primarily
due to electronic quenching and background interference [13]. Resonant CARS and
ERE-CARS have been used to detect NO and several other combustion radicals
[6,9,10,14,15]. A detailed theoretical study has been performed for ERE-CARS spectro-
scopy of NO [16]. The ERE-CARS technique using fs-pulses has been employed for rapid
detection of bacterial spores in the atmosphere [17].

In recent work [18] by some of the authors of this paper, ERE-CARS detection of NO
was performed in NO/O2/N2 and NO/CO2/N2 jet flows at room temperature. With the
NO concentration fixed, the electronic quenching rate was varied by a factor of 800
(maximum). It was observed that the CARS signal, unlike the LIF signal, was rather
insensitive to the strong quenching. It is intriguing that although both the ERE-CARS and
the LIF signals originate from the radiation emitted via the decay of the excited state, LIF
is extremely sensitive to the electronic quenching, whereas the ERE-CARS signal is not.
The only difference is that the emission in the former case is coherent and that in the latter
case is incoherent.

In the present paper, we theoretically investigate the relative insensitivity of the ERE-
CARS signal to strong electronic quenching, as opposed to the order-of-magnitude
reduction in the LIF signal. A generic four-level model (see Figure 1) is proposed.
The primary goal of such a simplified model is to develop a physical understanding of and
enable a comparison between the quenching effects on the ERE-CARS and LIF systems.
The system dynamics is described by deriving equations for the density-matrix elements
that are solved numerically to study the time evolution of the relevant population and
coherence. We show that by suitably choosing the intensity of the probe laser in the ERE-
CARS configuration, even stronger ground state coherence is obtained with enhanced
collisional quenching. The effect of collisional quenching on the excited-state population
in the ERE-CARS and LIF configurations is compared to emphasize the significance of
ERE-CARS as a robust spectroscopic tool in a high-quenching environment. For
numerical purpose we have used parameters corresponding to the experiment [18] on ERE-
CARS of NO in a jet flow with CO2/O2/N2 as quenchers. However, the conclusions drawn
here are valid for any generalized ERE-CARS system.

The organization of the paper is as follows. In Section 2, we discuss our proposed
model scheme and derive equations of dynamics, both for the ERE-CARS and
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LIF systems. In Section 3, we present numerical results to show the evolution of the

population and coherence and discuss how quenching could affect the spectroscopic

signal. In Section 4, we summarize the results.

2. The model and its dynamics

We propose the four-level model (see Figure 1) that depicts the energy states of the NO

molecule for studying the ERE-CARS and LIF processes. The excited-state jai

corresponds to a particular rotational level J in the v¼ 0 vibrational level in the A2�þ

electronic state of NO, and the states jbi and jci represent particular J levels in the v¼ 0, 1

levels of the ground electronic state X2�. We introduce a pseudo energy level j�i that
collectively takes into account all molecular processes that are unaccounted for in

a simplified three-level � scheme, e.g. (a) electronic quenching (with a quenching rate 2�q)
from the excited state jai to unwanted vibrational and rotational states in the ground

electronic states and (b) radiative or non-radiative transitions to and from jbi and jci due

to the mixing of the ground-state population with rates 2G0i and 2Gi, respectively.

The coherence dephasing rate is given by �bc.
The applied fields E1 (pump field) and E2 (Stokes field) are on two-photon resonance

with the jbi$ jci transition, and their detuning from state jai is �, which is considered to

be much larger than any linewidth parameters in the system. The probe field E3, which is

near resonant to the jai$ jbi transition with a detuning �, beats with the Raman

coherence �bc (generated by the pump and Stokes fields) to produce the ERE-CARS

signal E4. Thus, the total field involved in the interaction with the molecule is given as

Eðz, tÞ ¼
X4
i¼1

êijEiðzÞj exp½�ið�it� kizÞ� þ c:c:, ð1Þ

a

b

c

(a) (b)

a

b

c

A2Σ+

δ
E3

EL
E2

E1

E4
2γq 2γq

2γ

2Γb 2Γb

2Γc 2Γc 2Γc

2Γbγbc

δL

γbc
X2Π

Δ

α α
2Γc

2Γc

Figure 1. Model schemes for comparing effect of collisions on diagnostic signal via (a) CARS and
(b) LIF methods. Energy levels correspond to molecular states of NO. Electronic quenching is
depicted as incoherent decay 2�q to a pseudo state j�i that collectively represents all the molecular
states not of interest. Applied fields are denoted by Ei (i! 1, 2, 3), and the CARS signal in (a) is
represented by E4. Ground-state mixing rates are denoted by 2Gj and 2G0j, and coherence dephasing
is represented by �bc. Detuning of lasers from their respective transitions are given by � and �, as
shown in the figures. Electric field and its detuning in the LIF method are denoted by EL and �L,
respectively. (The color version of this figure is included in the online version of the journal.)
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where the three input fields at z¼ 0 are given by Ei(z¼ 0, t)¼ êijEi0
(t)jexp(�i�it)þ c.c.

(i¼ 1, 2, 3), and E4(z¼ 0)¼ 0. Here êi is the unit vector along the direction of the field Ei.

The laser frequency and the wave vector of the field Ei are given by �i and ki, respectively.

All of the fields are assumed to be broad nanosecond pulses (as in the experiment [18]), and

the field amplitudes are assumed to be time independent. To describe the molecular

dynamics, we derive a density-matrix equation for the above system, given by

@�

@t
¼ �

i

�h
H, �½ � þ decay and dephasing contributions, ð2Þ

where � represents the density matrix. The semi-classical Hamiltonian H, corresponding to

the molecule and the laser–molecule interaction, is given as

H � �h !acjaihaj þ !bcjbihbj þ !�cj�ih�jð Þ � �h
h
fO1expð�i�1tÞ

þ O4expð�i�4tÞgjaihcj þ fO2expð�i�2tÞ þ O3 expð�i�3tÞgjaihbj þH:c:
i
: ð3Þ

Here �h!jc is the energy separation of the state j ji ( j! a, b,�) from the ground state jci.

The Rabi coupling between the lasers and the molecule is given by Oi¼ fajRaj(dajEi/�h),
where the field Ei couples the states jai and j ji (for j! b, c) having the dipole-matrix

element daj. The Frank–Condon overlap factor and rotational overlap between the

ro-vibrational states jai and j ji are given by faj and Raj, respectively. Note that the anti-

resonant terms, such as Oi exp(�i�it)jbihaj (i! 1, 2, 3) etc., have already been eliminated

from the interaction part in the Hamiltonian. Using Equations (2) and (3), and inserting

the phenomenological decay coefficients, the dynamical equations for the density-matrix

elements of the ERE-CARS system are obtained as

@�aa
@t
¼ �ð4� þ 2�qÞ�aa þ iðO1�ca þ O4�caÞ � iðO�1�ac þ O�4�acÞ

þ iðO2�ba þ O3�baÞ � iðO�2�ab þ O�3�abÞ,
@�ab
@t
¼ �½ð2� þ �q þ GbÞ þ ið�þ DÞ��ab þ iO2ð�bb � �aaÞ þ iO1 ~�cb,

@�ab
@t
¼ �½ð2� þ �q þ GbÞ þ iD��ab þ iO3ð�bb � �aaÞ þ iO4 ~�cb,

@�ac
@t
¼ �½ð2� þ �q þ GcÞ þ ið�þ DÞ��ac þ iO1ð�cc � �aaÞ þ iO2 ~�bc,

@�ac
@t
¼ �½ð2� þ �q þ GcÞ þ iD��ac þ iO4ð�cc � �aaÞ þ iO3 ~�bc,

@�bb
@t
¼ �2Gb�bb þ 2��aa þ 2G0b��� � iðO2�ba þ O3�baÞ þ iðO�2�ab þ O�3�abÞ,

@ ~�bc
@t
¼ �ðGb þ Gc þ �bcÞ ~�bc þ iðO�2�ac þ O�3�acÞ � iðO1�ba þ O4�baÞ,

@�cc
@t
¼ �2Gc�cc þ 2��aa þ 2G0c��� � iðO1�ca þ O4�caÞ þ iðO�1�ac þ O�4�acÞ,

@���
@t
¼ �2ðG0b þ G0cÞ��� þ 2Gb�bb þ 2Gc�cc þ 2�q�aa: ð4Þ
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Here, the matrix element �ij represents the coherence between states jii and j ji (for i 6¼ j)

and the population of the state jii (for i¼ j). Note that �ij � �
�
ij. The following

approximations are used to derive the above Equations (4):

(1) To separate various polarizations that are oscillating at different frequencies, we

make the transformations

�ab! �ab expð�i�2tÞ þ �ab expð�i�3tÞ,

�ac ! �ac expð�i�1tÞ þ �ac expð�i�4tÞ,

and �bc ! ~�bc exp½�ið�1 � �2Þt�: ð5Þ

Here both �ij and �ij represent the coherence between states jii and j ji that are

oscillating at different frequencies.
(2) We use the rotating-wave approximation to eliminate the fast oscillatory terms.

Furthermore, we assume that the fields E1 and E2 are far off-resonance from the

excited electronic state jai such that ��!bc and also the detuning � is much larger

than any other decay or dephasing parameters. Hence, the large oscillation terms

exp(i�t) are eliminated compared to their strong resonant counterparts. We will

drop the tilde sign in ~�bc in the remainder of the paper for the sake of brevity.

Various decay and dephasing rates are involved in the above equations: (1) the

spontaneous decay rates from the state jai to the states jbi and jci are represented by 2�,
(2) the electronic quenching rate 2�q represents the decay from state jai to the pseudo state

j�i, (3) the incoherent non-radiative population transfers between the various ground

vibrational and rotational states from (to) the states jbi and jci are represented by 2Gb

(2G0c) and 2Gc (2G0c), and (4) the coherence dephasing rate is given by �bc. Note that we

have ignored the pure-elastic dephasing terms involving the optical transitions in the above

equations. Pure optical dephasing could play an important role in certain molecules where

dephasing rate becomes larger than RET. We will discuss such a situation elsewhere.
To obtain an approximate estimation of the CARS field O4, we use the Maxwell–Bloch

equation in the slowly varying envelope approximation [19]

@O4

@z
¼ i

3

4p
N�	2ac�ac, ð6Þ

that describes the spatial evolution of the CARS signal while propagating through the

medium. Here, N is the number density of the target molecule, and 	ac is the wavelength of

the transition jai$ jci. Note that we have ignored the time dependence of the field because

we consider all of our fields to be CW. Assuming that the probe field is strong and on

resonance with the jai$ jci transition and that the CARS field is negligibly small,

an approximate solution can be obtained for the CARS signal intensity as

ICARS ffi
3N�	2acz

4pð2� þ �q þ GcÞ

� �2
jE3j

2j�bcj
2: ð7Þ

Thus, the signal generation is strongly influenced by the ground-state coherence as the

CARS intensity is proportional to j�bcj
2. On the other hand, the LIF signal is only

proportional to the excited-state population �aa. The inverse dependence of ICARS on the
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square of the quenching rate 2�q is the cause of concern for the decline in detection
sensitivity of the ERE-CARS method that is observed in strong quenching environments
[3,6]. We will discuss the details of the effect of quenching on the ERE-CARS
configuration in the next section.

For completeness, we also present the equations for the density-matrix elements
corresponding to the LIF model configuration shown in Figure 1(b)

@�aa
@t
¼ �ð4� þ 2�qÞ�aa þ iOL�ca � iO�L�ac,

@�ac
@t
¼ �½ð2� þ 2�q þ GcÞ þ i�L��ac þ iOLð�cc � �aaÞ,

@�bb
@t
¼ �2Gb�bb þ 2��aa þ 2G0b���,

@�cc
@t
¼ �2Gc�cc þ 2��aa þ 2G0c��� � iOL�ca þ iO�L�ac,

@���
@t
¼ �2ðG0b þ G0cÞ��� þ 2Gb�bb þ 2Gc�cc þ 2�q�aa: ð8Þ

Note that since only one field E is present in the LIF configuration, we do not need to use
the transformation given earlier in Equation (5) to derive the above Equations (8). Here
OL¼ fac(dacEL/�h) is the Rabi frequency of the pumping field E coupled to the transition
jci$ jai.

3. Effect of quenching on the evolution of population and coherence

In this section, we present the numerical results for both the CARS and the LIF
configurations solving Equations (4) and (8), respectively. To emphasize the effect of the
quenching rate (2�q) on the ERE-CARS and LIF configurations, in Figure 2 we present
the time evolution of the excited-state population for both configurations. We have chosen
all of the parameters to be close to their experimental values in [18]. To enable a good

0

0.1

0.2

0.3

0 0.02 0.04 0.06 0.08 0.1

(ρ
aa
) C

A
R

S

(ρ
aa
) L

IF

Excited state population
in CARS configuration

(a)

0

0.01

0.02

0.03

0 0.02 0.04 0.06 0.08 0.1

(× 5)

(× 100)

Excited state population
in LIF configuration

(b)

Time (scaled with γ–1) Time (scaled with γ–1)

γq = 100γ

γq = 10γ

γq = 100γ

γq = 1000γ

γq = 10γ

γq = 1000γ

Figure 2. Evolution of excited-state population in (a) CARS configuration and (b) LIF
configuration. Population changes only a few percent in the CARS configuration when �q increases
by an order of magnitude; however, in the LIF configuration, for the same range of quenching,
population is depleted by several orders of magnitude. The x-axis represents real time scaled with
excited-state decay time ��1. (The color version of this figure is included in the online version of the
journal.)
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comparison, all of the parameters are scaled with the spontaneous decay rate � of the

excited state A2�þ of NO. The quenching rate �q changes significantly with the

composition of the gas mixture CO2/O2/N2 [20]. For our numerical calculation, we

consider three values of electronic quenching: �q¼ 10�, 100�, and 1000�. The lifetime of

the excited state is (2�)�1¼ 206 ns [21]. The ground-state population distribution from jbi

and jci to the state j�i is assumed to be G0j ¼ GRET � 103�; where the rotational-energy-

transfer (RET) rate for NO is 2GRET� 1010 s�1 [22]. Moreover, the population-transfer

rate from j�i to the participating ground states jbi and jci, represented by 2Gj, is slightly

slower than 2GRET. Certain difficulties exist [23] assigning values to these parameters of

our model from the known experimental data [22], which we hope to address in future

work. However, for simplicity we assume here Gj � G0j=10 � 100�. Note that due to the

presence of a closely lying rotational manifold near each of the levels jbi and jci under

consideration, the elastic coherence-dephasing rate �bc is almost negligible compared to the

inelastic dephasing rates (via Gj and G0j) and hence can be ignored [24].
In the CARS configuration, the Rabi frequencies of the pump and Stokes fields are

taken to be the same O1¼O2¼O¼ 1000�, and the intensity of the probe is considered to

be an order of magnitude less intense than that of jE1j
2 and jE2j

2. The detunings are

�¼ 5	 105� and �¼ 0. From Figure 2(a) the excited-state population in the ERE-CARS

configuration is depleted only by an order of magnitude when the quenching rate is

increased by two orders of magnitude. However, the excited-state population in the LIF

configuration, shown in Figure 2(b), is reduced by more than three orders of magnitude for

the same increase in �q. The LIF pumping field is considered to be on resonance with the

jai$ jci transition. The corresponding Rabi frequency is taken to be OL¼ 10�. Stronger
LIF pumping is avoided to prevent saturation of the transition. Thus, the excited

state population in ERE-CARS is clearly far less sensitive to collisional quenching than

that in LIF.
Furthermore, from Equation (7), the ERE-CARS signal is proportional to j�bcj

2 for

stronger O3. We examine the time evolution of �bc in Figure 3 for different values of �q.
For a lower quenching rate �q¼ 10�, the Rabi flopping due to the strong probe field

dominates during the initial period of �bc and later attains steady state. For even larger

�q� �, the initial Rabi flopping is reduced, and steady state is reached more rapidly. This

is due to the fact that the high population-redistribution rates (Gi and G0i are large

compared to �) along with stronger quenching help to overcome the strong Rabi flopping

caused by the probe field, which resonantly transfers population between states jbi and jai.

Furthermore, it may be observed that for a higher quenching rate, the steady-state value of

j�bcj is larger than that for the low quenching rates. This is a counter-intuitive result because

usually one would expect a weaker ground-state coherence with an increase in incoherent

processes in the system (i.e. for larger �q). We confirmed this result with our systematic

numerical checks. This result can be understood as the combined effect of the strong

coherent pumping, the electronic quenching from the excited state, and also the associated

strong ground-state population redistribution. However, when the quenching is increased

further, i.e. for �q41000�, a sharp decrease in the steady state of �bc occurs (not shown
here). In the latter case the quenching dominates the repumping field. From Equation (7) it

is clear that an increase in quenching rate would reduce the CARS signal. However, the

observed increase in �bc for larger �q could compensate for the loss of signal due to
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collisional quenching and might even cause an effective increase in the ERE-CARS signal.

Also any decrease in the CARS signal could be compensated by increasing the probe
intensity jE3j

2. A similar constructive role of collisional quenching has been discussed by

Lucht et al. [25] in a completely different configuration of two-level degenerate four-wave
mixing (DFWM), where the quenching favors generation of DFWM signal but collisional

dephasing does not.
To facilitate a discussion of the role of the repumping (probe) field, we plotted the

evolution of both �aa and �bc for different values of O3 with fixed values of �q¼ 100� and
O¼ 1000� in Figure 4. An increase in O3 clearly increases the excited-state population.

0
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0 0.02 0.04 0.06 0.08 0.1

Ground state coherence
in CARS configuration

gq = 100g

gq = 1000g

gq  = 10g

Time (scaled with γ–1)

⏐ρ
bc

⏐

Figure 3. Ground-state coherence in the CARS configuration. Most strikingly, magnitude of
coherence in long-time limit increases with excited-state quenching rate. The x-axis represents real
time scaled with excited-state decay time ��1. (The color version of this figure is included in the
online version of the journal.)
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Figure 4. Evolution of population and coherence for fixed value of quenching �q¼ 100� with
different probe field intensities. Role of probe field as effective repumping field is evident. The x-axis
represents real time scaled with excited-state decay time ��1. (The color version of this figure is
included in the online version of the journal.)
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However, the ground-state coherence does not always increase with an increase in O3, e.g.

for O3¼ 100(101/2)�, j�bcj is weaker than for O3¼ 100�. This can be understood as follows:
an increase in O3 coherently repumps jai, followed by the incoherent decays. Then a rapid

population redistribution occurs among the ground states, which are then pumped by E1

and E2, leading to an increase in j�bcj. However, if O3 is extremely strong, the repumping is
too rapid to excite the population to jai, even before a significant coherence j�bcj can be

established. Therefore, for each value of �q, there exists an optimal repumping field for
which j�bcj reaches a maximum. In the presence of two strong resonant fields, the effects of

collisional ground-state dephasing and population redistribution on the fluorescence in

a three-level atomic system has been discussed in [26].

4. Summary

In summary, we have shown that the excited-state population and the ground-state

coherence in an ERE-CARS configuration are not strongly affected by excited-state
electronic quenching. In the long-time limit, we observed a counter-intuitive effect – an

increase in the ground-state coherence can occur with an increase in collisional-quenching
rate. This is attributed to our ability to strongly repump the excited state in the CARS

configuration. We also show that for a given set of quenching and ground-state population

redistribution rates, there exists an optimal value of the repumping field that can generate
maximum coherence. On the other hand, the LIF configuration suffers from several-

orders-of-magnitude depletion of the excited-state population with an increase in
quenching rate. Our numerical results along with the approximate expression obtained

for the NO ERE-CARS signal provides a physical understanding of the observed

insensitivity of ERE-CARS of NO to collisions reported in [18].
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A low-repetition-rate (10-Hz), picosecond (ps) optical parametric generator (OPG) seeded at the idler
wavelength with a high-power diode laser is demonstrated. The output of the OPG at �566 nm is ampli-
fied in dye cells, resulting in signal enhancement by more than three orders of magnitude. The nearly
transform-limited beam at �566 nm has a pulsewidth of �170 ps, with an overall output of �2.3 mJ/
pulse. The laser is tuned either by tuning the nonlinear crystal or the seed-laser current. The applications
of such a simple, compact, high-performance, tunable ps laser system for linear and nonlinear spectros-
copies are outlined.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

Tunable picosecond (ps) lasers with moderate (<10-GHz) spec-
tral resolution are useful for time-resolved spectroscopy. For
example, these lasers enable spectral resolution of closely lying
vibrational levels [1], provide high temporal resolution for the
study of fast dynamics in high-temperature and -pressure condi-
tions [2,3], and improve the signal-to-noise ratio in the coherent
anti-Stoke Raman scattering (CARS) through suppression of the
nonresonant background [4]. Furthermore, the use of short pulse
lasers enables efficient nonlinear processes with low pulse energy
often below the material-damage threshold [5] and, making it pos-
sible to deliver the laser beams through fiber optics in harsh envi-
ronments [6]. Several sources for non-parametric generation of
tunable ps light are available, including external injection-seeded
Fabry–Perot laser diodes [7,8], semiconductor lasers [9], and dye
lasers [10]. Parametric light generators that employ nonlinear crys-
tals are distinct from non-parametrically tunable radiation sources
because of their high output energy and large tuning range [11,12].

The application of tunable ps lasers for high-resolution linear
and nonlinear spectroscopic techniques, such as laser-induced
fluorescence (LIF) [3], polarization spectroscopy (PS) [13], and elec-
tronic-resonance-enhanced coherent anti-Stokes Raman scattering
(ERE-CARS) spectroscopy [14] requires high output energy with a
nearly transform-limited bandwidth. It would also be advanta-
ll rights reserved.

: +1 937 656 4110.
geous for sources to be widely tunable so that broad spectral
ranges could be covered for spectroscopic applications. For exam-
ple, these ps laser-based spectroscopic techniques could be used
for detecting the temperature and concentration of OH, CH, NO
and other molecules in reaction flows.

Unlike parametric processes employing nanosecond (ns) lasers
[15,16], where parametric gain can be enhanced by multiple
round-trip interactions, in a low-repetition-rate ps optical paramet-
ric generator (OPG), parametric gain is limited to a single-pass inter-
action because of the short interaction time of the laser pulse with
the nonlinear medium. Furthermore, in this OPG, line-narrowing
also must be accomplished during the single-pass interaction time.
Tunable, ps optical parametric amplifiers (OPA) that have been re-
ported to date are generally characterized by low-output-pulse en-
ergy (�100 lJ) and broad spectral width (>300 GHz) [17,18]. Several
high-output-pulse energy (�1 mJ/pulse) ps OPA systems are com-
mercially available, but the spectral width is typically >120 GHz
[19]. The state-of-the-art tunable ps laser system is based on a
Nd:YAG-pumped distributed-feedback dye laser (DFDL), which pro-
vides nearly transform-limited pulses (�5 GHz) of 100-ps duration
at a repetition-rate of 20 Hz [3,10]. However, DFDL-based tunable
ps laser systems require very sophisticated alignment and mainte-
nance and are extremely sensitive to mechanical disturbances.

In this letter, we describe the development of a robust Nd:YAG-
pumped tunable ps laser system using an OPG assisted by a high-
power injection-seeded laser, that provides nearly transform-lim-
ited pulses (time-bandwidth product <1.4) of �170 ps duration
at a repetition-rate of 10 Hz. The pulsewidth of the tunable laser
418
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is limited by the pulsewidth of the pump laser. We have demon-
strated that the OPG signal pulses can be significantly amplified
in the pulsed dye amplifiers (PDA). Coarse tuning of the laser sys-
tem is achieved by tuning the temperature or the piezo of the seed-
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laser, whereas fine tuning of the order �50 GHz is achieved by tun-
ing the injection current of the seed-laser. The proposed OPG–PDA
system is extremely robust and requires no day-to-day alignment
as long as the pump laser is stable.
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2. Experimental setup and results

The system consists of two stages: (1) OPG, where the tunable,
nearly transform-limited ps pulse is produced and (2) PDA, where
the OPG signal pulse is amplified. A schematic diagram of the ps
OPG system is shown in Fig. 1. A Nd:YAG laser (EKSPLA SL300) at
355 nm is used to pump the OPG and PDA systems with a pulse en-
ergy of �90 mJ. The repetition-rate and the pulsewidth of the
pump laser at 355 nm are 10 Hz and �150 ps, respectively. The
Nd:YAG output is nearly transform-limited (single-longitudinal-
mode oscillator) and has excellent top-hat beam quality. In the
current setup, generations of OPG signal radiation with�1 lJ/pulse
from an injection-seeded b-BBO crystal was demonstrated using a
17-mJ pump and a 630-mW diode laser as the CW seed source at
an idler wavelength of�950 nm. The purpose of the injection seed-
ing at the idler wavelength for OPG is to avoid spectrum interfer-
ence in the subsequent amplification processes [16,20]. The
spectral component at the idler frequency is blocked ahead of
the PDA stage by a dichroic mirror. The observed OPG signal is
well-shaped and does not contain the component of the seed-laser.
To match the seed-laser beam size, the pump beam is down-colli-
mated to 2-mm diameter in the BBO crystal. The BBO crystal is cut
at an angle of 30� to the optical axis. The crystal length is 10 mm,
and the faces are 8 mm square in cross section (normal to the
beam-propagation direction) with MgF2 protective coatings. To
minimize thermal fluctuations, the BBO crystal is installed in a
temperature-controlled crystal holder. The maximum energy out
of the injection-seeded OPG signal at �566 nm is only a few lJ.

For amplification, the OPG signal is injection-seeded into two
dye cells that are side- and end-pumped by a portion of the 355-
nm laser beams. The temporal overlap between the OPG signal
photons and the �150-ps pump beam in the first dye cell is
achieved using a delay stage. The second amplifier cell is end-
pumped to improve the spatial profile of the beam. To reduce
amplification of the amplified spontaneous emission (ASE) in the
second dye cell, a polarizer and an iris are placed after the first
dye cell to filter most of the ASE generated from the first dye cell.
In the current setup, Rhodamine 590 dye is used to amplify the
OPG beam at �566 nm. The OPG signal is amplified by more than
three orders of magnitude through the dye cells.

The pulse duration of the amplified-OPG pulses was measured
using a multi-shot scanning autocorrelator (EKSPLA AC532/1064).
The average autocorrelation-pulse profile of the amplified-OPG sig-
nal is shown in Fig. 2. For a Gaussian profile an autocorrelation
width of �240 ps corresponds to a temporal pulse width of
�168 ps. The spectral profile of the OPG signal, shown in Fig. 3a,
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Fig. 3. (a) Spectrum of light emitted from unseeded BBO crystal and seeded BBO crystal.
GHz FSR, 330 finesse).
was measured with an ocean optics spectrometer (Model
USB4000). The FWHM of the unseeded- and seeded-OPG signals
was observed to be �5 nm and �0.02 nm, respectively, with a res-
olution �0.02 nm. The limited spectral resolution of the spectrom-
5

b

(b) Image of transmission pattern of amplified-OPG signal through solid etalon (30-
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eter prevented full resolution of the linewidth of the seeded-OPG
signal. To determine the bandwidth of the OPG signal accurately,
a solid etalon with FSR of 33 GHz and finesse of 330 was used.
The interference fringes recorded with a commercial CCD camera
are shown in Fig. 3b. By analyzing the spacing between the inter-
ference fringes from the etalon transmission [21], the linewidth
of the amplified-OPG signal was found to be 8.32 ± 0.648 GHz.
The linewidth is approximately a factor of two broader than the
linewidth of the pump beam, which was measured to be
4.37 ± 0.8 GHz. The output energy of the �1 lJ/pulse OPG signal
was amplified to �2.3 mJ/pulse using two stages of dye amplifica-
tions. The pre-amplifier was side-pumped with �22 mJ/pulse en-
ergy, and the final amplifier was end-pumped with �33 mJ/pulse
energy. The intensity of the OPG signal from the seeded BBO crystal
as a function of the seed-laser power is shown in Fig. 4a. Typically
10-mW seed power is required for an ordinary ns laser-based OPO
or OPA system [15,16]. However, we discovered that such low seed
power is not sufficient to assist the parametric process during the
single trip in the nonlinear crystal. It is shown in Fig. 4a that with a
rather intense seed-laser the OPG signal increases by more than
two orders of magnitude when the seed-laser power is increased
from 10 mW to 630 mW. The results show that effective paramet-
ric gain for the ps single-pass OPG can be achieved only with a sub-
stantial flux of seed photons. The OPG signal shows a linear
dependence on seed-laser power; however, for seed-laser powers
greater than 550 mW, the signal begins to saturate. The saturation
could not be resolved properly because of limited seed-laser
power. The dependence of the OPG signal intensity on the pump-
pulse energy with a 630-mW seed beam at the idler wavelength
is shown in Fig. 4b. From an exponential fit it is observed that
the signal beam intensity is proportional to the pump-pulse energy
raised to a power of�4.67. For the unseeded OPG the pump-energy
threshold is �10 mJ, whereas with a seed power of �630 mW, the
required threshold pump-energy is reduced to �100 lJ. The large
fluctuations shown in Fig. 4 are due to the instability of the pump
laser at high power.

3. Conclusions

To summarize, we have demonstrated the operation of a low-
repetition-rate ps OPG assisted by a high-power seed-laser at the
idler wavelength. The output of the OPG signal is amplified by
more than three orders of magnitude in pulsed dye amplifiers.
The resulting signal beam is nearly transform-limited and should
be very useful for performing linear and nonlinear time-resolved
spectroscopy where a broadly tunable laser source is required.
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Abstract 
   Global calculations involving five species, at four different fuel compositions, for ethane jet diffusion and inverse- 
diffusion flames in earth gravity and in microgravity conditions are made using an axisymmetric, time dependent 
computational fluid dynamics code. Computations were compared with the experimental data obtained from NASA 
Glenn Research Center. Enhancement in oxygen resulted in increased flame temperatures. There was no significant 
change in inverse-diffusion flame lengths (based on maximum temperature) with oxygen enhancement and gravity 
variation.  
 
Introduction 
   Jet diffusion and inverse-diffusion flames have been 
of great interest for past few decades. Both the 
configurations can arise on earth [1] and in space. 
Oxygen-enrichment and gravity-variation can have 
significant affect on the flame properties. For example, 
equilibrium calculations show that the adiabatic flame 
temperature for ethane increases from 2250 K in air to 
3082 K in oxygen (Table 1) i.e., an increase of about 
37% in the presence of oxygen compared to air.  Also, 
the normal jet diffusion non-buoyant flames are 
reported to be longer than buoyant flames [2]  
 
Objective(s) 
   The objectives of this study are to understand and 
predict flame behavior under: 
(a)   Microgravity (µ-g) and 1-g environments. 
(b)    Oxygen-enrichment.  
(c)   Normal and inverse diffusion flame 

configurations. 
   One-step global-chemistry version of the axi-
symmetric computational tool developed by Katta [3, 4] 
was used. Comparisons between steady-state 
computational results and experimental data [5] are 
presented.  Ethane fuel (1.0 mole fraction) was used to 
examine the effects of oxygen-enhancement (0.21, 0.3, 
0.5 and 1.0; mole fraction) in nitrogen. Normal gravity 
and zero gravity computations were completed for 
inverse-diffusion flames. Table 1 summarizes the 
eleven steady-state computations. Transient 
computations were also completed for CASE 1.  
 
 
  
 Computational modeling 

   The computational model is the one developed by 
Katta [3,4]. The present simulations involved a round 
5.5 mm burner, quiescent ambient gas at 0.98 bars and 
298 K under enhanced-oxygen conditions. Five species 
involved in the global chemistry calculations are: 
Ethane (C2H4), Oxygen (O2), Nitrogen (N2), H20 and 
Carbon-dioxide (CO2). 
 

 
                       Figure 1. Computational Domain 
 
 
 
 
 

 
 *Corresponding author: Tel +1-765-743-3409, Email: bhatiap@purdue.edu (Pramod Bhatia) 
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   Figure 1 presents the geometry of the axisymmetric 
computational domain. The computational domain 
extending 100 mm X 25 mm in the axial (z) and radial 
(r) directions, respectively, is represented by a 
staggered, uniform 401 X 141 grid system.  The co-
flow velocity is set at 1/10th of the jet velocity. Tables 1 
summarize the boundary conditions.  The aero-thermo-
physical properties (viscosity, specific heat, thermal 
conductivity, mass diffusivity, and heat of formation) 
for the species were assumed to vary with temperature 
[4].  The global reaction rates were optimized in the 
past for normal diffusion flames for combustion with 
air.  Radiation heat losses were neglected as a first step. 
 
Results and discussion  
   Table 1 gives the summary of the eleven computed 
cases. Figure 2 shows the axial velocity profiles at the 
centerline plotted as a function of distance from the 
burner exit.  Upstream of the flame tip, the axial 
velocity increases for all cases because of the 
volumetric expansion caused by the combustion heat 
release.  Beyond the flame tip the axial velocities 
increase with distance for the 1-g cases (Figures 2 & 
5.1-8), whereas it decreases for the 0-g (Figure 2 & 5.9-
11) cases as expected.  These effects are expected 
because of the high product temperatures leading to 
lower density and resultant buoyant accelerations in the 
1-g cases, in contrast to the deceleration caused by 
shear forces for the 0-g cases.  These effects decrease 
with downstream distance and the axial velocities start 
approaching uniform profiles.  
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   No significant differences in maximum flame 
temperatures and maximum temperature based flame 
lengths were observed between 1-g and 0-g inverse-
diffusion flames, with identical oxygen mole fractions.   
      The temperature (Figure 3) and fuel mass fraction 
(Figure 4) along the axial direction (at r=0) show 
similar values for the 1-g and 0-g inverse-diffusion 
flames. As expected, the flame temperatures increase 
with an increase in the inlet oxygen mole fraction.  The 
centerline C2H6 mass fraction values increase in a 
similar manner for all inverse diffusion flames and 
decrease monotonically for all normal diffusion flames 
(Figure 4).  
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Figure 2. Axial-Velocity Vs. z( r=0)  

Figure 3. Temperature Vs. z (at r=0)  
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   Figures 5.1 to 5.11 show flame photographs from Ref. 
[5] and temperature contours and velocity vectors from 
the present computations.  The comparisons can only be 
qualitative because of the differences in the quantities 
being displayed as well as the differences between the 
boundary conditions in the experiments and the 
computations.    Final converged unsteady 
computations conducted for CASE 1 show no 
significant differences with the results obtained from its 
steady computations. 
   Figures 5.1 to 5.11 show remarkable qualitative 
similarities between the shapes and locations of color 
changes observed in the flame photographs and contour 
changes observed in the calculated temperature contour 
plots.  These trends are encouraging but more work is 
needed as discussed in the following. 
   A comparison of the adiabatic equilibrium 
temperatures for the different cases presented in Table 1 
with the maximum temperatures computed by the 
present global chemistry model and approximate 
thermo-physical property assumptions reveals 
significant differences with increases in oxygen 
concentrations.  The calculated maximum temperatures 
are much higher than the adiabatic equilibrium 
temperatures.  This is caused by the current assumption 
of specific heats and the limitations of global kinetic 
steps which appear to prevent high temperature 
dissociation which may be prevalent in oxygen 
enriched flames.  Experimental measurements of 
temperature distributions and improved computations 

with detailed chemistry and radiation models are 
necessary to resolve these issues. 
    
 
Conclusion 
   Computations were performed for ethane fueled 
laminar gas-jet diffusion flames, emphasizing the 
effects of oxygen enhancement, gravity, and inverse 
burning on velocity and temperature profiles. The mole 
fraction of oxygen in the oxidizer was varied from 0.21-
1. Qualitative comparisons were performed with the 
experimental results [5]. The major findings were: 
1. As expected, oxygen-enhanced conditions 

caused increase in flame temperatures and gas 
velocities. 

2.  For inverse-diffusion flames, gravity has 
relatively small influences on the flame 
temperature and fuel mass fraction 
distributions. 

3. The axial velocities increase significantly 
before the flame tip for the normal and zero 
gravity flames as a result of expansion caused 
by heat release.  Beyond the flame tip the 
velocities increase for the 1-g flames whereas 
they decrease for 0-g flames. 

4.  In case of inverse diffusion flames, the 
gravity-variation and oxygen-enhancement 
had no significant effect on the flame length 
(based on maximum temperature). 

5. Comparisons of maximum temperatures based 
on present thermo-physical properties and 
global kinetic rates with adiabatic equilibrium 
temperatures show that the computations may 
be overestimating the non-equilibrium effects 
by underestimating the rates of dissociation 
reactions. Temperature measurements and 
detailed chemistry and thermo-physical 
property calculations are necessary to address 
these issues. 
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Table 1 . Summary of computed cases  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 GRAVITY DIFFUSION INLET O2 
MOLE 
FRACTION 

JET 
VELOCITY 
(mm/s) 

FLAME 
LENGTH 
(mm) 
BASED 
ON Tmax 

Tmax 
(K) 

T (K) 
ADIABATIC  

CASE 1 1-g Normal 0.21 24 24 2300 2250 

CASE 2 1-g Normal 0.3 74 20 2900 2553 

CASE 3 1-g Normal 0.5 124 17.7 3870 2839 

CASE 4 1-g Inverse 0.21 866 16 2190 2250 

CASE 5 1-g Inverse 0.3 866 15.2 2690 2553 

CASE 6 1-g Inverse 0.5 866 15.2 3510 2839 

CASE 7 1-g Inverse 1.0 866 15.8 4640 3082 

CASE 8 0-g Inverse 0.21 866 15.3 2180 2250 

CASE 9 0-g Inverse 0.3 866 15.8 2680 2553 

CASE10 0-g Inverse 0.5 866 15.8 3510 2839 

CASE11 0-g Inverse 1.0 866 15.3 4630 3082 

 

425



 5-6

Figure 5.1 – 11 Comparisons between Computational and Experimental Results.   

(Left: Experimental Results [5]; Right: Computational Results: Temperature and velocity profiles) 

 

Radial Location (mm)

A
xi

al
Lo

ca
tio

n
(m

m
)

0 20 40
0

10

20

30

40

50
TEMPERATURE(K)

2200
2100
2000
1900
1800
1700
1600
1500
1400
1300
1200
1100
1000
900
800
700
600
500
400

 
Figure 5.1 : Case 1  
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Figure 5.2 : Case 2  
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Figure 5.3 : Case 3  
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Figure 5.4 : Case 4  

 

Radial Location (mm)

A
xi

a
lL

o
ca

tio
n

(m
m

)

0 10 20 30 40 5
0

10

20

30

40 TEMPERATURE(K)

2600
2400
2200
2000
1800
1600
1400
1200
1000
800
600
400

 
Figure 5.5 : Case 5  
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Figure 5.6 : Case 6  
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Figure 5.7 : Case 7  
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Figure 5.8 : Case 8  
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Figure 5.9: Case 9  
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Figure 5.10 : Case 10 
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Figure 5.11 : Case 11 
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Abstract 
Validity of the flamelet theory is examined by studying vortex/flame interactions in a hydrogen/air opposing-jet 
diffusion flame. The dynamic changes to the flame structure during the interaction process are investigated. Vortices 
are injected toward the flame surface from the air side. A centimeter-size vortex is made to interact with a 7.0-mm-
thick flame, and a micron-size vortex is made to interact with a 2.4-mm-thick flame. High vortex propagation velocities 
are used for creating rapid flame extinction in both cases. Irrespective of the vortex propagation velocity, the larger 
vortex tends to create a wrinkled flame representative of a strained laminar flamelet, while the smaller vortex tends to 
replace the local fluid in the flame zone with the constituent fluid and create a distributed reaction zone. As the micron-
size vortex is larger than the Kolmogorov length scale, a significant part of the fluid-chemistry interactions in turbulent 
diffusion flames may, therefore, be represented by distributed reaction zones rather than laminar flamelets. 
 
Introduction 
 
According to flamelet theory [1], the local instantaneous 
composition and temperature of the mixture in a 
nonpremixed system can be modeled as being the same 
as those in a stretched laminar diffusion flame. The 
mixture fraction and scalar dissipation rate are then used 
in linking the turbulent flame structure to that of the 
laminar flames. At a critical value of scalar dissipation 
rate, the laminar diffusion flame extinguishes due to 
large mixture fraction gradients. The reaction zone in 
physical space becomes so narrow that diffusive heat 
loss will lead to quenching. This scalar-dissipation-rate 
analogy has been used in flamelet theories in modeling 
extinction and ignition phenomena in turbulent flames. 
The unsteady effects in the reaction zone are usually 
considered by incorporating the unsteady diffusion of 
reactants and heat conduction [2]. Flamelet theories have 
been successful applied to the modeling of various 
nonpremixed flame systems [3]. 
     A necessary condition for flamelet concepts to apply 
is that the reaction zone must be thinner than the smallest 
scale of the turbulence, which is the Kolmogorov length 
scale. Performing asymptotic expansion for high 
Damkohler numbers for hydrogen flames, Bilger [4] 
derived an expression for reaction rate and argued that 
flamelets are not asymptotically thin due to the influence 
of reverse reactions; that is, the reaction zones are 
equilibrium broadened. Even though, the regular 
asymptotic analysis and the non-reacting experimental 

data used by Bilger [4] are not ideal for judging the 
validity of the flamelet theories, they certainly raise 
important issues about the applicability of the flamelet 
theories to the turbulent-combustion process. It has been 
widely recognized that highly-resolved measurements 
and numerical simulations are needed for addressing the 
existence of laminar flamelets in turbulent-flow 
environments [5]. 
     A numerical investigation is performed in the present 
study to aid the understanding of the extinction process 
associated with laminar flamelets and, thereby, verify the 
applicability of the laminar flamelet theory. Vortex/flame 
interactions, which are often considered to be the 
building blocks of statistical theories of turbulence, are 
utilized for establishing highly strained flamelets. These 
interactions were studied in the past for understanding 
the effects of curvature on unsteady flames [6]. In 
particular, experiments designed by Roberts et al. [7] and 
by Rolon et al. [8] have generated considerable interest, 
especially because of their unique ability to inject a well-
characterized vortex toward the flame surface. In 
numerous investigations performed using the Rolon 
burner, the size and strength of the vortex have been 
varied in attempts to understand global features such as 
scale [9,10] and origin [11] effects and localized features 
such as annular-quenching [12] and nonadiabatic-
equilibrium-temperature [13,14] phenomena. 
     Several mathematical models have also been 
developed for the study of the interaction between a 
planar flame and an induced vortex. In a majority of 
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these models, it was assumed that an artificially created 
vortex pair (generated by specifying the vorticity field) 
interacts with a flat flame formed in a parallel flow. 
Although such an assumption has advantages in 
exploring interesting aspects of vortex/flame 
interactions, investigations employing these synthesized 
vortices do not represent actual interactions in opposing-
jet flames and hence, cannot facilitate direct comparisons 
between predictions and measurements. To overcome 
these difficulties, two- and three-dimensional 
computational-fluid-dynamics models that incorporate 
detailed chemical kinetics (CFDC) have been developed 
[15,16]. Complete simulation of the opposing-jet flame 
using multi-dimensional models not only eliminated 
concerns regarding the simplified analyses but also 
provided a valuable tool for studying vortex/flame 
interactions. In the present investigation, a well-tested 
CFDC model [17] was used for understanding the flame 
structure near extinction and for testing the validity of 
flamelet theories. 
 
Numerical Model 
Time-dependent, axisymmetric Navier-Stokes equations 
written in the cylindrical-coordinate (z-r) system are 
solved along with species- and energy-conservation 
equations [16]. A detailed-chemical-kinetics model is 
used to describe the hydrogen-air combustion process. 
This model consists of thirteen species--namely, H2, O2, 
H, O, OH, H2O, HO2, H2O2, N, NO, NO2, N2O, and N2. 
A detailed-chemical-kinetics model having 74 reactions 
among the constituent species is used; the rate constants 
for this H2-O2-N2 reaction system were obtained from 
Ref. [18]. 
     Temperature- and species-dependent property 
calculations are incorporated. The governing equations 
are integrated on a nonuniform staggered-grid system. 
An orthogonal grid having rapidly expanding cell sizes 
in both the axial and radial directions is employed. The 
finite-difference forms of the momentum equations are 
obtained using an implicit QUICKEST scheme [16], and 
those of the species and energy equations are obtained 
using a hybrid scheme of upwind and central 
differencing. At every time step the pressure field is 
calculated by solving the pressure Poisson equations 
simultaneously and utilizing the LU (Lower and Upper 
diagonal) matrix-decomposition technique. This model, 
called UNICORN (UNsteady Ignition and COmbustion 
with ReactioNs), has been extensively validated [17] by 
simulating various steady and unsteady counterflow [12] 
and coflow [16,19] jet diffusion flames and by 
comparing the results with experimental data. 
 
Burner Details: 
The opposing-jet-flame burner used for these studies was 
designed by Rolon [8]. The burner assembly consists of 
25-mm-diameter nozzles (do), 40-mm-diameter outer 

nozzles (Do), and syringe tubes of 0.2-mm to 5-mm 
diameter (di). A flat flame is formed between the fuel and 
air jets having velocities of 0.69 and 0.5 m/s, 
respectively. An annular nitrogen flow of 0.1 m/s is used 
from both the fuel and air side nozzles. The hydrogen-to-
nitrogen ratio employed for the fuel jet is 0.38. Only the 
region between the lower and upper nozzle exits was 
modeled in the present study. The fuel (do), air (do), 
nitrogen (Do), and injection (di) jet diameters used in the 
simulations were identical to those used in the 
experiment. A comparison between experimental and 
numerical data for these conditions is available in the 
literature [14]. 
 
Results and Discussion 
Calculations for the steady-state axisymmetric flame 
were made using a non-uniform 401 x 301 mesh system 
distributed over a physical domain of 40 x 40 mm, which 
yielded a mesh spacing of 0.1 mm in both the axial (z) 
and the radial (r) directions in the region of interest. A 
flat profile for the velocity is used at the exit of the each 
nozzle. The air-side strain rate along the stagnation line 
calculated from the rate of change in the axial velocity 
(u) with respect to the distance (z) is 48 s-1. The peak 
temperature of 1560 K of this weakly strained flame is 
only slightly lower than the corresponding adiabatic-
equilibrium flame temperature of 1598 K. The flame 
thickness based on temperature is 7.0 mm. 
     A centimeter-size vortex is generated on the air side 
by injecting air from the 5.0-mm diameter central 
injection tube. The interaction between the vortex and 
the flame is shown in Figs. 1(a)-(c) at three different 
phases. In order to have a rapid interaction, the fluid was 
introduced from the injection tube at a velocity of 160 
m/s. When the vortex was far away from the flame [Fig. 
1(a)] the structure of the latter was unaltered. The vortex 
has grown to 1.2 cm in diameter by the time it starts 
penetrating through the flame [Fig. 1(b)], and the flame 
thickness has reduced to ~ 2.0 mm. The flame is 
wrinkled (dimpled) before being extinguished at the 
center. In fact, flame wrinkling and thickness did not 
change much with vortices injected at a wide range of 
velocities. Finally, the flame is extinguished at the center 
and the vortex penetrates through the hole as shown in 
Fig. 1(c). This interaction process follows flamelet 
theory as the vortex increased the oxidizer fluxes into the 
flame zone and eventually extinguishes the flame when 
cooling becomes dominant. 
     The large-vortex/flame interaction suggests that flame 
thickness decreases to ~ 2 mm before the flame is 
extinguished. That means, in order to verify the validity 
of the flamelet theory, a sub-millimeter vortex must be 
injected toward the flame surface. To preserve the grid 
resolution for simulations of micron-size-vortex/flame 
interactions, a stationary opposing-jet flame is 
established between nozzles that are separated by 4 mm. 
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A grid system having 800 x 336 nodes and a spacing of 4 
µm in the z and r directions is utilized. The generated 
steady-state flame has a thickness of ~ 2.4 mm based on 
the temperature profile. The vortex on the air side is 
generated by injecting fluid through an 80-µm diameter 
nozzle at a velocity of 75 m/s. The interaction between 
the micron-size vortex and the flame at three instants is 
shown in Figs. 1(d)-(f). 
     As expected, the vortex did not perturb the flame 
when it was far away as shown in Fig. 1(d). Interestingly, 
unlike the large-vortex/flame-interaction case, the 
micron-size vortex penetrated through the flame without 
wrinkling or dimpling the reaction zone [Fig. 1(e)]. The 
vortex grew to ~ 0.3 mm in diameter when it was 
penetrating through the flame. On the other hand, when 
the vortex was emerging from the flame zone, it carried 
hot products with it as seen in Fig. 1(f). This interaction 
process did not follow the typical flamelet theory. The 
flame is not stretched by the vortex at any instant. 
     To highlight the differences between the two 
vortex/flame interactions, evolutions of temperature, 
reactant concentrations, and OH concentration along the 
centerline are plotted in Figs. 2 and 3 for the large- and 
micron-size cases, respectively. Figure 2(a) shows the 
flame-thinning process associated with the large-
vortex/flame interaction. On the other hand, the knife-
edge pattern in temperature distribution in Fig. 3(a) 
suggests that the hot gasses are replaced by the micron-
size vortex. As described in our previous paper [14], the 
small-size vortices quickly become reactant deficient, 
entrain combustion products and carry high-temperature 
gases with them [green colored fluid between 0.1 and 0.2 
ms in Fig. 3(a)]. Similarly, the diffusion process is 
evident in the reactant-evolution plots [Figs. 2(a) and 
2(b)] shown for the large-vortex case, while 
discontinuous-type reactant propagation is seen in Figs. 
3(b) and 3(c) for the micron-size case. 
     The flame structures at different instants are shown in 
Figs. 4 and 5 for the large- and micron-size vortex/flame 
interaction cases, respectively. The small kinks in the 
velocity profiles of the large-vortex case result from the 
combustion process due to volumetric expansion. The 
temperature profiles at different instants in Fig. 4(b) 
represent those of a stretched flame. Thickness and peak 
temperature decreased as the flame was stretched and 
translated (and wrinkled). On the other hand, during 
most of the micron-size-vortex/flame-interaction process, 
the flame temperature upstream of the vortex head was 
not perturbed [Fig. 5(b)]. When the vortex came out of 
the flame zone, it carried hot products with it. These 
temperature profiles suggest that the flame is not being 
stretched by the vortex. 
     The heat-release-rate profiles shown in Fig. 4(c) 
represent that of a stretched laminar flame. The peak heat 
release rate increased as the flame was stretched by the 
large-size vortex. Interestingly, the heat release rate near 

the head of the micron-size vortex increased significantly 
[at 64 and 80 µs in Fig. 5(c)] even though it was not 
perturbed in the upstream locations. The peak values are 
clipped in Fig. 5(c) for clarity. At 64 µs the heat release 
rate increased to 3130 J/cm3/s, while at 80 µs it increased 
to 11,600 J/cm3/s. In comparison, the peak heat release 
rate only increased to 290 J/cm3/s in the case of a large-
vortex/flame interaction. The super-high reactivity (40 
times greater) in the micron-size vortex/flame interaction 
results from the mixing of products and air--not from 
flame stretch. 
     The micron-size vortex used in this study reached 0.3 
mm in diameter when it was passing through the flame 
zone. This is much larger than the Kolmogorov length 
scale of 0.03 mm obtained based on the turbulence 
Reynolds number and length-scales of 500 and 3 mm, 
respectively. This implies that a significant portion of the 
length scales in a turbulent reacting flow promote mixing 
in the reaction zone rather than wrinkling the reaction 
layer. In other words, a significant part of the turbulence-
chemistry interaction might not follow laminar flamelet 
theory. 
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Fig. 1. Interaction of diffusion flame (a), (b), and (c) with large-size vortex and (d), (e), and (f) with micron-size vortex. 
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Fig. 2. Evolution of flame structure along centerline 
during interaction with cm-size vortex. (a) Temperature, 
(b) fuel concentration, (c) oxygen concentration, (d) OH 
concentration. 
 

 
Fig. 3. Evolution of flame structure along centerline 
during interaction with micron-size vortex. (a) 
Temperature, (b) fuel concentration, (c) oxygen 
concentration, and (d) OH concentration.  
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Fig. 4. (a) Velocity, (b) temperature, and (c) heat 
release rate at various instants during large-size-
vortex/flame interaction. Numbers represent interaction 
time in µs. 
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release rate at various instants during micron-size-
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ABSTRACT 

Residence time and thermo-chemical environment 
are important factors in determining soot-formation 
characteristics of jet engine combustors. For 
understanding the chemical and physical structure of the 
soot formed in these combustors knowledge on flow 
dynamics and formation of polycyclic aromatics-
hydrocarbons (PAHs) is required. A time-dependent, 
detailed-chemistry computational-fluid-dynamic (CFD) 
model is developed for the simulation of the reacting 
flows in a trapped-vortex combustor. The axisymmetric 
trapped-vortex combustor of Hsu et al. was modeled by 
replacing injection holes with injection slots. Ethylene-
air mixtures were used as fuel. Several calculations were 
made by varying the equivalence ratio and velocity of the 
main flow. Unsteady simulations revealed that the shear-
layer vortices established outside the cavity flow enhance 
mixing of benzene in the wake region of the afterbody. 
However, in all the cases considered here, majority of the 
PAH species are produced in the cavity region. While 
fuel-rich condition resulted lower amounts of PAHs in 
the cavity region, soot is produced more in this region. 

 
INTRODUCTION 

Unsteady flow in and around cavity-type geometries 
occurs in a variety of applications such as slotted wind 
tunnels, slotted flumes, bellows-type configurations, and 
aircraft-engine and airframe components. In particular, 
the unsteady flow in aircraft combustors restricts fuel-
lean operation and degrades flame-stability 
characteristics. Hsu et al. [1] have proposed a simple, 
compact, and efficient method of using cavities to 
stabilize combustion. Since this concept uses a vortex 
that is trapped in a cavity [2] to stabilize the flame, it is 
referred as the Trapped-Vortex (TV) concept. 

Experimental investigations of Hsu et al. [1] 
indicated that a trapped-vortex combustor operates most 
efficiently when fuel and air are injected directly into the 

cavity. However, direct injection of mass (air and/or 
fuel) into the cavity could alter the geometrical criterion 
derived for locking vortices inside passive cavities (i.e., 
without injection). Because of this direct injection cavity 
flow in a trapped-vortex combustor experiences higher 
residence times and fuel-rich environment and may lead 
to increased production of pollutants and soot. 

Considerable progress has been made in recent years 
in understanding the chemical and physical aspects of 
soot formation in hydrocarbon flames. After the first 
aromatic rings (such as benzene and small PAHs) are 
formed in the gas phase, acetylene and other molecules 
react with these small PAHs to form larger PAHs [3]. 
The first soot particles are thought to be formed when 
two or more PAHs react to form a three dimensional 
particle. This process is known as particle inception [4]. 
The soot particles formed interact with the gas-phase 
molecules by the addition of acetylene to their surfaces 
(surface growth) and by the reaction with molecular 
oxygen and/or hydroxyl radical (oxidation). Another 
process thought to increase soot mass is the collision of 
PAHs with a soot particle.  

Several experimental and numerical investigations 
of soot formation have been performed using coflow and 
counterflow diffusion flames [5-8].  A few have focused 
on the importance of soot particle pathways (i.e., 
residence time, temperature, and chemistry) [9,10].  
Santoro et al. [9] used soot volume fraction, temperature, 
and velocity measurements from an ethylene-air jet 
diffusion flame to examine the soot growth process along 
individual particle paths. Based on experimental data, 
they argued that the soot formation rate increases in the 
annular region of the flame due to an increase in 
residence time. Lin and Faeth [10] found that the 
direction of soot particle movement with respect to the 
flame sheet is important. They argued that if soot 
particles forming on the fuel rich side of the flame 
remained entrained in the fuel-rich region for a long time 
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before crossing the flame surface, then surface growth 
could be enhanced. In contrast, Lin and Faeth [10] 
argued that the amount of soot generated could be 
reduced if the soot particle is made to cross the flame 
surface quickly. Recent calculations of Katta et al. [11] 
have suggested that presence of large-scale structures in 
dynamic flames could influence the way PAH species 
are formed and hence, could impact the amount of soot 
produced. The purpose of this paper is to develop a time-
dependent numerical model with detailed chemistry to 
examine the influence of large-scale structures on soot 
formation in combustors. 

Various attempts have been made in the past to 
develop models for soot predictions. Some of these 
models are detailed, and have been calibrated against 
experimental data obtained in laminar, premixed or 
diffusion flames of simple configurations. For example, 
Frenklach and coworkers [12] proposed a detailed kinetic 
model of soot formation and validated [12,13] using 
measurements of laminar, premixed flames while Mauss, 
Bockhorn and their coworkers [14,15] established a 
different detailed soot model that was tested in laminar, 
counter-flow diffusion flames. The detailed kinetic soot 
model consists of 1) gas-phase chemistry and 2) kinetics 
describing the particle growth and destruction processes. 
The gas-phase chemistry describes the formation of 
PAHs [16,17]. The particle growth and destruction 
involve inception/ nucleation of particles resulting from 
coagulation of PAHs and are modeled via a set of surface 
reactions [12-15], and particle coagulation is modeled 
based on the method of moments [12-15] or the discrete-
sectional method [18,19]. 

The complexity and the uncertainties associated with 
the detailed kinetic soot models made their application 
limited to simple laminar flames. On the other hand, for 
the simulation of turbulent combustor flows, a variety of 
simplified soot models that can be easily implemented 
into design codes have been proposed [20]. The most 
widely used models are based on the assumption that 
soot consists of particles with monodisperse size 
distribution. Then the soot formation, coupled directly to 
the fuel concentration, is modeled by one or two 
equations: one for the particle volume fraction and the 
other for the particle number density. 

Leung et al. [21] argued that the intermediate 
species contributing to the soot particle formation should 
be connected to at least the pyrolysis kinetics of the fuel. 
For simplicity, they assumed acetylene to be the 
intermediate species and proposed a simplified soot 
model combined with the gas-phase kinetics of fuel 
pyrolysis for counterflow, ethylene and propane flames 
[21] as well as coflow, methane flames [22]. The results 
showed that with this approach good agreement with 
measured data for soot volume fraction, particle growth 
and number density could be obtained. In the present 
work, a model similar to that of Leung et al. [21] is used 
for the predictions of soot formation in combustors. 

In the present work, numerical simulations for the 
reacting flows in a trapped-vortex combustor for 
different equivalence ratios were made using a well-

tested CFD code UNICORN. A detailed chemical 
kinetics model for PAH formation and a two-step model 
for soot formation was incorporated. Numerical results 
obtained for unsteady flames with different equivalence 
ratios are compared. 

 
COMBUSTOR DISCRIPTION 

The geometry chosen for the present study is similar 
to that of the trapped-vortex combustor designed by Hsu 
et al. [1]. Figure 1, obtained using a normal photographic 
camera with long exposure time, shows the flame and the 
combustor geometry for operation under a primary 
equivalence ratio (defined as fuel-to-air ratio injected 
into the cavity relative to the ratio required for 
stoichiometric combustion) of 4.4. The combustor 
consists of a 70-mm-diameter flat cylindrical forebody 
enclosed in an annular cylindrical tube having an 80-mm 
inner diameter. An afterbody disc having diameter and 
thickness of 50.8 and 20 mm, respectively, is attached to 
the forebody using a 9-mm-diameter centerbody. The 
size of the cavity formed between the forebody and the 
afterbody is varied by moving the latter toward or away 
from the former. Airflow over this body develops 
vortices inside the cavity and behind the afterbody; 
normally these vortices shed, and the flow becomes 
dynamic in nature. The velocity of the air in the annular 
gap between the forebody and the surrounding tube is 
varied between 10 and 40 m/s. Primary air and fuel are 
injected into the cavity from the afterbody. Fuel and air 
are carried to the afterbody through a central tube that 
connects the afterbody to the forebody. A grid system 
having 301X121 grid points with varying space is used 
to represent the axisymettric trapped-vortex combustor in 
Fig. 1. Variations in the grid spacing in the axial (z) and 
radial (r) directions were allowed in such a way that the 
grid points are clustered in the cavity and near the walls. 

In the experiments of Hsu et al. [1] fuel and air were 
introduced into the cavity from concentric holes on the 
afterbody. However, in the present axisymmetric 
simulations, these injection holes are grouped into three 
annular ring jets with the fuel jet sandwiched between 
the air jets. Based on the hole size and mean distance 
from the centerline, the reconstructed annular jets of 1.5-
mm thickness are located in the afterbody. The centers of 
these three annular jets (A, B, and C in Fig. 1) are 
located 11, 14, and 19 mm from the axis of symmetry, 
respectively. While Jets A and C represent that of air, Jet 
B represents that of fuel. Exit velocities for air jets A and 
C are 2.0 m/s, and that for the fuel jet is either 0.625 m/s 
for case 1 or 1.625 m/s for case 2. These injections of 
fuel and primary air along with a 20-m/s main air flow 
resulted in global (or overall) equivalence ratios of 0.05 
and 0.13 for case 1 and case 2, respectively. The 
corresponding primary equivalence ratios in the cavity 
are 2.11 and 5.5, respectively. 

 
MATHEMATICAL MODEL 

A time-dependent, axisymmetric mathematical 
model known as UNICORN (Unsteady Ignition and 
Combustion using ReactioNs) [23,24] is used to simulate 
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the potentially unsteady combusting flows considered in 
this study. It solves for u- and v-momentum equations, 
continuity, and enthalpy- and species-conservation 
equations on a staggered-grid system. The body-force 
term due to the gravitational field is included in the 
axial-momentum equation for simulating vertically 
mounted flames. A clustered mesh system is employed to 
trace the large gradients in flow variables near the flame 
surface. A detailed chemical-kinetics model of Wang and 
Frenklach [25] is incorporated into UNICORN for the 
investigation of PAH formation in C2H4 flames. It 
consists of 99 species and 1066 elementary-reaction 
steps. Thermo-physical properties such as enthalpy, 
viscosity, thermal conductivity, and binary molecular 
diffusion of all the species are calculated from the 
polynomial curve fits developed for the temperature 
range 300 - 5000 K. Mixture viscosity and thermal 
conductivity are then estimated using the Wilke and Kee 
expressions, respectively. Molecular diffusion is 
assumed to be of the binary-diffusion type, and the 
diffusion velocity of a species is calculated using Fick's 
law and the effective-diffusion coefficient of that species 
in the mixture. Turbulence is modeled using k-ε 
approach. A simple radiation model based on the 
optically thin-media assumption is incorporated into the 
energy equation. Only radiation from CH4, CO, CO2, 
H2O, and soot is considered in the present study [26]. 

The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme [27], and those of the species and energy 
equations are obtained using a hybrid scheme of upwind 
and central differencing. At every time step, the pressure 
field is accurately calculated by solving all the pressure 
Poisson equations simultaneously and using the LU 
(Lower and Upper diagonal) matrix-decomposition 
technique. The boundary conditions are treated in the 
same way as that reported in earlier papers [28]. 

Soot Model 

Computational soot models based on the 
fundamental physics of soot formation and oxidation are 
not yet available. The research groups around Moss and 
Lindstedt have made some progress in modeling soot 
formation using semiempirical models based on the 
mechanisms of particle inception, agglomeration, surface 
growth, and oxidation. The two groups utilized two 
equation models with transport equations for particle 
number density, Ns, and soot mass fraction, Ys. These 
equations can be written for unsteady flow as 

 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the 
molecular diffusion coefficient, and ω is the production 
term from chemical reactions. The two source terms in 
Eqs. 1 and 2 are obtained using Lindstedt’s model [29], 

which is based on the simplifying assumption that 
nucleation and growth are first-order functions of 
acetylene concentrations. The underlying chemical 
reactions for nucleation and growth are similar and given 
as 

 
C2H2 ==> 2Cs + H2  (3) 

 
with the reaction rates 

 
r1 = k1(T) [C2H2]   

 
and 

 
r2 = k2(T) f(As) [C2H2] 

 
for nucleation and growth, respectively, where f(As) 
denotes a functional dependence on soot surface area per 
unit volume. Brookes and Moss [30] analyzed the 
functional dependence of the soot growth rate on As and 
found that under simplified conditions with no soot 
oxidation and radiation the appropriate functional 
dependence is linear and therefore f(As) is set equal to 
As. 

The reaction steps for O2 and OH oxidation can be 
written as 

 
Cs + 1/2 O2 ==> CO, (4) 

 
Cs + OH ==> CO + H. (5) 

 
The reaction rates for equations (4) and (5) are approxi-
mated by r3 = k3(T) As [O2] and r4 = k4(T) As [OH]. 

The expression for O2 oxidation is essentially the 
one derived by Lee et al. [31]. Reaction rate constants for 
OH attack on soot particles are taken from Bradley et al. 
[32] and a collision efficiency of 0.04 [33] is assumed. 

Using the above expressions, the source terms for 
soot mass fraction and particle density can be obtained 
from 

 
ωs = 2k1(T) [C2H2] Ms + 2k2(T) As [C2H2] Ms  

- k3(T) As [O2] Ms – k4(T) As [OH] Ms  (6) 
 

and 
 

ωNs = 2k1(T) [C2H2] Na/nc,min  

- 2Ca (dp)1/2 (6σBT/ρs)1/2 (ρNs)2  (7) 
 

The last term on the right of Eq. 7 accounts for the 
decrease in particle number density by particle 
agglomeration. Here σB = 1.38 x 10-23 J/K is the 
Boltzmann constant, Mi is the molecular weight of 
species i, NA = 6.0232 x 1026 is the Avogadro number, Ca 
= 9 is the agglomeration constant, and nC,min = 60 is the 
minimum particle number required for particle 
nucleation. The density of the soot particles (ρs) is 
assumed to be 1800 kg/m3. The particle surface area is 
defined by 
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As = π (dp)2 ρNs  (8) 

 
with the particle diameter, dp, given as 

 
dp  =  (6 Ys/π ρs Ns). (9) 

  

Finally, soot volume fraction (fv) is calculated from soot 
mass fraction using the relationship fv = ρ Ys/ρs. 

 
RESULTS AND DISCUSSION 

 
Model Validation Studies: 

The CFD model UNICORN has been extensively 
validated in the past by simulating various steady and 
unsteady counterflow [23,34] and coflow [23,35] jet 
diffusion flames and by comparing the results with 
experimental data. This gives confidence that UNICORN 
can simulate the structure of dynamic flames accurately. 
However, the integration of C2H4 and PAH chemistry 
into UNICORN needs to be validated to establish the 
accuracy of the present predictions. Validation is 
achieved by simulating the burner-stabilized flame 
extensively investigated by Harris et al. [36] and Wang 
and Frenklach. [25]  

The flame chosen is a premixed C2H4/O2/Ar flame 
with an equivalence ratio of 2.76. The velocity of the 
cold reactants is 7.8 cm/s. The Ar:O2 mole ratio is 79:21. 
Two-dimensional calculations for this burner-stabilized 
flame are made by enforcing periodic boundary 
conditions at the two boundaries in the axial (z) direction 
and by using the measured temperature profile as input. 
These two-dimensional calculations eventually resulted 
in a one-dimensional flame with all the variations in the 
radial direction diminished.  

Variations in concentrations of several species with 
respect to flame height are compared with experimental 
data in Fig. 2. The temperature profile used in these 
calculations has a peak value of 1657 K [Fig. 2(a)]. The 
calculations predict the proper trends in major species 
concentrations, such as the decrease in O2 and C2H4 
concentrations and the increase in CO and CO2 
concentrations. However, the computed concentrations 
for H2 are somewhat lower than the measurements. This 
discrepancy was also observed by Wang and Frenklach 
[25] while modeling this flame using CHEMKIN and 
was attributed to the higher concentrations of OH 
obtained with the present chemical mechanism.  

The experimental and measured mole fractions of 
CH4, C2H2, C4H4, and C4H6 at different heights are 
compared in Fig. 2(b). The key intermediate species are 
generally predicted well by the model. The computed 
peak concentrations of these species are within a factor 
of two of the measured values, which is probably within 
the experimental uncertainty. Similarly, the predicted 
concentration profiles of one-ring aromatics compare 
well with the measured ones shown in Fig. 2(c). The 
steady rise of aromatics is typical of C2H4 burner-

stabilized flames and is well reproduced by the 
Wang/Frenklach mechanism. Based on the comparisons 
shown in Fig. 2 it is assumed that the modified 
UNICORN model can reasonably simulate an C2H4 
flame. 

 

Trapped-Vortex Combustor Flows: 

Calculations for the axisymmetric trapped-vortex 
combustor described earlier (Fig. 1) were made for two 
equivalence-ratio cases. No swirl to the main or primary 
flows was used. The computed instantaneous flow field 
for cavity equivalence ratio of 2.11 (case 1) is shown in 
Fig. 3(a) by plotting velocity vectors and iso-temperature 
contours in the left and right halves, respectively. 
Computed flow in the cavity, which resulted from the net 
effect of recirculation created by the main flow and the 
penetrating flow of the injection jets, is nearly in steady 
state. The structure of a trapped vortex is not apparent in 
the velocity field as the injection jets modified the 
stationary (trapped) vortex established in the cavity by 
the main flow and the size of the cavity. Temperature 
field also indicates that the flow of combustion products 
from the cavity over the disk is associated with only 
weak unsteady shedding. This was confirmed by making 
animation of the time-dependent solution. The shedding 
frequency is 1165 Hz. The weak vortex shedding from 
the cavity suggests that the global vortex structure in the 
cavity represents a locked vortex. Note that the design 
strategy used by Hsu et al. [1] for determining the cavity 
size was based on the conditions for obtaining locked 
vortices in cold flows without primary injection. For this 
cavity size, cold-flow calculations also showed locked 
vortices within the cavity and behind the afterbody. 
Absence of strong vortex shedding from the cavity, noted 
from the reacting flow calculations made with primary 
injection (Fig. 3), suggests that the locked-vortex 
criterion obtained using cold annular flow yields locked 
vortices (overall) in the reacting flow case also. 
Additional calculations must be performed with different 
cavity sizes before a general conclusion can be reached 
regarding locked vortices in cold and reacting flows. The 
near confinement of OH field to cavity region [Fig. 3(b)] 
suggests that most of the combustion is taking place 
within the cavity and products are only mixing with the 
main airflow in the downstream locations. Similarly, 
most of the PAH species present only in the cavity 
region. However, benzene [Fig. 3(c)] and phenyl radical 
seem to accumulate in the region downstream of the 
afterbody and the amount of accumulation is influenced 
by the vortex shedding (or large-scale mixing) in the 
shear layer.  

The instantaneous soot volume fraction and the 
number density are shown on the left and right halves of 
Fig. 3(d), respectively. Significant amount of soot is 
formed in the cavity region and some of it is destroyed 
through oxidation in the downstream locations. Soot 
particles are also growing in size in the relatively low 
velocity region downstream of the afterbody. 
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Calculations made for the fuel-rich condition (case 
2) with an equivalence ratio of 5.5 are shown in Fig. 4. 
Here, the air injection into the cavity and that of primary 
were not changed when compared to those used in case 
1. Instead, fuel injection rate was increased to achieve 
the fuel-rich condition. Overall, the flame became longer 
with burning taking place up to ~ 80 mm downstream of 
the afterbody. As expected, with the higher heat release 
in this fuel-rich case, the shedding frequency for the 
shear-layer vortices has decreased to 820 Hz.  

Reduced amounts of PAHs have formed in the 
cavity region for this condition and the excess fuel is 
generating additional PAHs in the downstream locations. 
However, as seen in Fig. 4(d), the soot produced in the 
cavity region is more than that obtained in case 1 [Fig. 
3(d)].  This is in support with the experiments which 
indicated that the fuel-rich conditions yield higher soot in 
the cavity. 

    

CONCLUSIONS 
A time-dependent, axisymmetric, detailed-chemistry 

CFD model was developed for the simulation of 
combusting flows inside a trapped-vortex combustor. 
PAH formation was simulated using the 99-species, 
1066-reactions mechanism of Wang and Frenklach. Soot 
formation is modeled using a two-variable approach and 
turbulence is modeled using k and ε equations. The CFD 
model (UNICORN) was validated by simulating a 
burner-stabilized premixed flame and comparing the 
results with measurements. The axisymmetric trapped-
vortex combustor of Hsu et al. was modeled by replacing 
injection holes with injection slots. Several calculations 
were made by varying the equivalence ratio (by changing 
the fuel flow) and velocity of the main flow. Unsteady 
simulations captured the shear-layer vortices established 
between the higher primary air-jet velocity and the cavity 
flow. In all the cases considered here, majority of the 
PAH species are produced in the cavity region. However, 
benzene and biphenyl  seem to accumulate in the wake 
region of the forebody. Fuel-rich condition resulted 
lower amounts of PAHs in the cavity region. On the 
other hand, significant amount of soot is produced in this 
region. 
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Fig. 1. Direct photograph of the trapped-vortex 
combustor. 
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Fig. 2. Comparison between measured and computed 
species distributions for the burner-stabilized premixed 
flame. Calculations for this one-dimensional flame were 
made using UNICORN and by imposing temperature 
profile shown in (a). 
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Our objective is to characterize gravity effects on the structure of laminar methane–air partially
premixed flames through detailed simulations. We examine the heat loss due to radiation from
similar flames that are established at various gravitational accelerations and coflow velocities.
Radiation is modeled using the optically thin assumption that provides a limiting value for the
radiation heat transfer. We have validated the simulations with measurements in a representative 1-g
flame. The predictions are in good agreement with the measured reaction zone topologies and
temperature distributions. The simulations show that when the gravitational acceleration for a
representative 1-g partially premixed double flame is instantaneously decreased to zero, it is
possible to establish a nearly steady 0-g flame in roughly 2.2 s. The overall effect of radiation on
the structure of the 1-g flame is relatively insignificant in contrast to the corresponding 0-g flame.
Due to radiation effects, the heights of both the inner premixed and outer nonpremixed reaction
zones in the 0-g double flame increase, and the heat release rate intensity near the premixed reaction
zone tip decreases. When radiation effects are not included in the simulations, the peak temperatures
are nearly the same for the 1-g and 0-g flames. However, with radiation the difference in these
temperatures is significant. The decrease in the peak temperature due to radiation for the 0-g flame
is nearly five times larger than for the 1-g flame. The value of the radiation fraction for 0-g flames
without coflow can be as large as 50%, although it drops significantly in the presence of a coflow.
While the flowfields upstream of the inner premixed reaction zone are nearly identical for 1-g and
0-g double flames, they are markedly different in the regions between the two reaction zones as well
as downstream of the outer nonpremixed reaction zone. The maximum flame temperatures and local
heat-release rates increase as the gravitational acceleration increases, while the radiation fractions
and inner flame heights decrease. The flickering frequency also increases from 14.7 Hz at 1-g to
41.4 Hz at 10-g and follows the correlation St}Fr20.57 that is in accord with a previous compilation
of normal gravity data. The radiation Damko¨hler number is inversely proportional to the Froude
number. The radiation fraction decreases with increasing coflow, and the differences between the
maximum flame temperatures and heat-release rates for 1-g and 0-g flames become less
pronounced. Results for triple flames are in accord with those for double flames. ©2004 American
Institute of Physics.@DOI: 10.1063/1.1764835#
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I. INTRODUCTION

Partially premixed flames~PPFs!are hybrid flames con
taining multiple reaction zones. They can exploit the adv
tages of both nonpremixed and premixed flames regard
safety, lower pollutant emission levels, and flame stability1,2

A detailed understanding of the structure of PPFs is imp
tant from both practical and scientific considerations. U
wanted fires can originate in a partially premixed mode wh
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g
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a pyrolyzed or evaporated fuel forms an initial mixture wi
the ambient air.3 Partially premixed flames occur in man
applications including gas-fired domestic burners, indust
furnaces, and Bunsen burners. Partial premixing also oc
under other circumstances, such as in turbulent combus
due to local extinction and reignition processes,4 in lifted
flames,5,6 and in practical spray systems due to the prese
of locally fuel vapor-rich regions.7,8 Partially premixed com-
bustion may also be encountered in future space applicat
or spaceship fires,9,10 and thus it is meaningful to investigat
gravitational effects on PPFs from this perspective.

The effects of gravity on premixed and nonpremix
flames have been extensively investigated over the last
cade. Law and Faeth,10 Kono et al.,11 and Ronney12 have
provided detailed reviews of experimental and computatio

:
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:

3 © 2004 American Institute of Physics
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studies dealing with such 1-g and microgravity (m-g)
flames under different configurations. However, the cor
sponding literature regarding PPFs under 1-g andm-g con-
ditions is sparse. It is known that PPFs contain multiple
action zones and their structure is determined by
transport and thermochemical interactions between thes
action zones.1,2,13–15We have previously presented compu
tional results of gravity effects on these interactions. F
double flames, i.e., PPFs containing an inner rich premi
and an outer nonpremixed reaction zone, we observed
the absence of gravity increases the spatial separation
tween the reaction zones, since diffusive transport is
hanced relative to advection as buoyant entrainment of
oxidizer is eliminated.13 These effects increase the effecti
flame volume in am-g flame compared to its 1-g counter-
part. In addition, the spatial characteristics of the inner p
mixed region were found to be mostly unaffected by t
gravitational acceleration, while the outer nonpremix
zones exhibited significant differences. Another investigat
indicated that the overall structure of a triple flame is det
mined by interactions between its three reaction zon
which can be influenced by changes in the mean veloc
equivalence ratio, and gravitational acceleration.14 While the
inner rich premixed reaction zone is weakly influenced
gravity, the central nonpremixed and outer lean premix
reaction zones exhibit significant differences at 0-g and 1-g.

Since the high temperature regions are much broade
PPFs at 0-g, thermal radiation effects can become significa
as the role of gravity is diminished. The radiative cooli
time t rad for a gaseous volume of combustion products tha
initially at its adiabatic flame temperatureTf is t rad5@g/(g
21)#P/@4sKp(Tf

42T0
4)#,12 whereg is the heat capacity ra

tio, P the pressure,s the Stefan–Boltzmann constant,Kp the
Planck mean absorption coefficient, andT0 the ambient tem-
perature. AssumingP51 atm, Kp556 cm21, g51.35, T0

5298 K, and partially premixed flame temperatures to v
from 1650 to 2200 K~in the inner premixed and outer non
premixed reaction zones!, the correspondingt rad values lie in
the range 0.3–0.09 s. The diffusive transport time scale
be represented astd5d2/a and the corresponding buoya
transport time scale astb'L/Vb , whered is the transport
zone thickness,a the thermal diffusivity, andL the represen-
tative length.Vb'@gL(Dr/r)#1/2 is the buoyancy-induced
velocity (g is the gravity acceleration constant andr the
density!. In general,Dr/r'1, so thattb'(L/g)1/2.12 Repre-
sentative values fora andg are taken to be 1.5 cm2 s21 and
980 cm s22, respectively. For 1<L<10 cm, tb varies from
0.03 to 0.1 s. Fortd to lie within these bounds,d
52 – 4 mm. This thickness depends on the level of par
premixing and the velocities of the reactant streams. Th
fore, if the transport zone thickness exceeds 4 mm~as is the
norm in the flames that we have investigated14!, tb,td , i.e.,
gravitational effects overwhelm transport effects. Radiat
effects are of less significance in normal gravity, sincetb

,t rad. However, tb→` as g→0, implying that radiation
effects may be significant under microgravity condition
Moreover, since the role of molecular transport becom
more important as the gravitational acceleration is reduce
is also possible thatt rad'td .
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A careful investigation of the interactions between tran
port, buoyancy, and thermal radiation should increase
understanding of PPFs. It is important to quantify these
fects under different flow conditions. The objective of th
investigation is to examine gravity effects on the structure
laminar methane–air PPFs. We will focus on quantifying t
heat loss due to radiation by comparing the results for flam
established at various gravitational accelerations and
competing influence of coflow-induced advection.

II. NUMERICAL METHOD

A. Governing equations

The computational model is based on the algorithm
veloped by Kattaet al.16 and the simulation method is de
scribed in detail elsewhere.1,13–15 The numerical model
solves time-dependent governing equations for an axis
metric reacting flow. Using cylindrical coordinates, the
equations can be written in the form

]~rF!

]t
1

]~rvF!

]r
1

]~ruF!

]z

5
]

]r S GF
]F

]r D1
]

]z S GF
]F

]z D2
rvF

r
1

GF

r

]F

]r
1SF.

~1!

Here t is the time, andu andv represents the axial (z) and
radial (r ) velocity components, respectively. The gene
form of the equation represents conservation of mass,
mentum, species, or energy conservation equation, dep
ing on the variable used forF. The transport coefficientGF

and source termsSF appearing in the above equation a
provided in Table 1 of Ref. 1. Introducing the overall spec
conservation equation and the perfect gas state equa
completes the set of equations. In addition, a sink term ba
on an optically thin gas assumption is included in the ene
equation to account for thermal radiation in the flame. This
described in the following section. The methane–air chem
try is modeled using a detailed mechanism that considers
species and 81 elementary reactions.17 The mechanism has
been validated for the computation of premixed flame spe
and the structure of nonpremixed and PPFs.18,19

Figure 1 presents the geometry of the axisymme
coannular burner and computational domain. The comp
tional domain of 100350 mm2 in the axial (z) and radial (r )
directions, respectively, is represented by a staggered,
uniform (4013151)-grid system. The inner burner wall o
0.8 mm thickness is simulated by an insert body maintain
at an isothermal temperature. The outflow boundaries in b
directions are located sufficiently far from the respective
flow and symmetric boundaries so that the propagation
boundary-induced disturbances is minimized. At the inflo
boundary, the fully developed pipe flow in the inner tube a
flat-velocity profiles outside the inner tube~when outer flow
velocity Vout is not zero!were used. The temperature an
species mass fraction profiles are assumed to be uniform
the inflow boundary.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp
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B. Thermal radiation model

An optically thin radiation model has been frequen
used in combustion simulations, including investigations
the flammability limit for premixed flames,20–22 NOx

formation,23,24 flame structure,25 and extinction18 of PPFs.
According to the optically thin approximation, the sink ter
due to the radiation heat lossqrad is26

qrad524sKp~T42T0
4!, ~2!

whereT is the local flame temperature.Kp accounts for the
absorption and emission from the participating gaseous
cies CO2, H2O, CO, and CH4, and is expressed as

Kp5P(
k

XkKp,k , ~3!

whereKp,k denotes the mean absorption coefficient of s
ciesk. Its value is obtained by using a polynomial appro
mation to the experimental data provided in Ref. 27.

The radiation fractionx rad is taken as the ratio of tota
radiation heat lossQrad to total heat releasedQ ~heat of com-
bustion!, i.e.,

x rad5Qrad/Q. ~4!

The heat of combustion is calculated by integrating the lo
heat-release rate in the volume encompassed by the co
tational domain, i.e.,

Q5E
V
qdV' (

i , j 51

NI,NJ

qi , jDVi , j , ~5!

whereV is the volume of the computational domain,DVi , j

5p(r i 11,j
2 2r i , j

2 )(zi , j 112zi , j ), NI and NJ are the numbers o
grid points in the axial and radial directions, respective
andqi , j is the local heat-release rate expressed as

q5qi , j5 (
k51

K

Hkvk , ~6!

whereHk andvk is enthalpy and net production rate ofkth
species, respectively. The total radiation heat loss can be
tained by integrating the local radiation heat loss over
volume, i.e.,

FIG. 1. A schematic diagram of the axisymmetric burner~a! and computa-
tional domain~b!. The dimensions are in unit of millimeter.
Downloaded 28 Jun 2005 to 198.30.120.22. Redistribution subject to AIP
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III. RESULTS AND DISCUSSION

A. Validation of numerical model

The numerical model has been previously validated
both burner-stabilized and lifted methane–air PPFs.2,28 Addi-
tional validation of the model is provided herein by compa
ing the predicted and measured flame topologies and t
perature distributions for a 1-g partially premixed methane–
air double flame. Figure 2 presents a comparison of
predicted heat-release rate contours with the experimen
obtainedC2* -chemiluminescence intensities for this flam
The flow conditions aref in52.0, Vin50.6 m s21, fout50,
and Vout50.5 m s21, where f in and fout are the mixture
equivalence ratios of the inner and outer tubes, whileVin

and Vout the mean flow velocities as of the inner an
outer tubes, respectively. The optically thin radiati
model was included in this simulation. We have fou
the C2* -chemiluminescence to be a good marker of t
heat-release and reaction zones.28 In Fig. 2, the
C2* -chemiluminescence image for the flame is normalized
multiplying each pixel intensity by a constant value, which
the ratio of the maximum heat-release rate to the maxim
pixel intensity. The measurement and prediction are in go
agreement with respect to the topologies of both the in
rich premixed and outer nonpremixed reaction zones. B
the simulated heat-release rates and the chemiluminesc
image indicate that the reaction intensities peak at the fla
base, where the inner and outer reactions are merged.
high reactivity region has been termed as the ‘‘reaction k
nel’’ by Takahashiet al.29 Its presence is due to the combine
effects of flame curvature and premixing that primarily occ
in the vicinity of the burner rim. The reaction intensity d
creases along the side of the inner premixed zone, and
heat-release rate also progressively decreases downst
along the outer nonpremixed reaction zone. The nonp

FIG. 2. Comparison between measuredC2* -chemiluminescence intensity
~left! and predicted heat-release rates~right! for a methane–air double flame
of f in52.0 andfout50, with Vin50.6 m s21 andVout50.5 m s21.
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mixed reaction zone exhibits a weak tip, as shown in Fig
for both the chemiluminescence image and the simulatio

Figure 3 presents a comparison between the meas
and predicted temperature distributions for the flame con
ered in Fig. 2. The measurements are made using rain
Schlieren deflectometry.30 The measured temperatures sho
evidence of a small amount of heat transfer to the burner
which is not shown by the predictions due to the impos
boundary conditions. Regardless of this upstream disc
ancy, there is generally good agreement between the m
sured and predicted temperatures at downstream locat
Both the measurement and the prediction indicate that
premixed reaction zone is relatively thin, and the region w
the highest temperatures lies between the inner premixed
outer nonpremixed reaction zones. The measured maxim
temperature is slightly higher~2159 K vs 2021 K!than the
corresponding predicted value. This is attributed to the
certainties in both the measurements and predictions~e.g.,
related to the chemical mechanism and the thermodyna
and transport properties!. The maximum measurement err
lies near the centerline on the rich side of the inner premi
flame because of a constant refractivity assumption.31

B. Simulations of 0- g PPFs

Since the numerical solution employs a time-depend
algorithm, two different approaches can be employed to
tain a stable PPF at 0-g. One is to ignite the mixture at th
beginning of a 0-g simulation and allow it to attain a stead
state structure. The other approach is to first simulat
steady flame at 1-g, and then change the gravitational acc
eration to zero and continue the time marching until a ste
0-g flame is obtained. The experimental analogs of b
methods have been used in drop-tower experiments and
differences have been discussed by Bahadoriet al.32 They
observed that laminar jet nonpremixed flames did not re
steady state as the temperature fields were still evolvin
the end of the drop period. Urbanet al.33 and Lin et al.34

conducted long-duration tests in the space shuttle and
served that nonpremixed soot-containing hydrocarbon fla
were almost twice as long asm-g flames observed in

FIG. 3. Comparison between predicted~left! and measured~right! tempera-
ture distributions for the flame corresponding to Fig. 2.
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ground-based drop-tower facilities. Similar trends may
expected for PPFs and it is worthwhile to examine the
transient aspects in order to understand the influence
changing gravitational acceleration.

Figure 4 presents the temporal evolution for a 0-g PPF
simulated using the second approach, i.e., when a stableg
flame is subjected to a sudden 0-g condition at t50. The
evolution is shown in terms of a selected value of he
release rate contour (100 kJ m23 s21) and an isotherm con
tour ~600 K! plotted at different times. The flow condition
aref in52.5, Vin50.3 m s21, fout50, andVout50. The ini-
tial 1-g flame att50 is represented by broken lines. It b
comes rounder and broader during its evolution to a ste
0-g flame. The inner premixed reaction zone reaches ste
state rapidly, but the outer nonpremixed flame evolves ov
longer duration. In addition, the heat-release rate reac
steady state much faster than the temperature. For exam
the specified heat-release rate contour at 0.4 s is near th
1.8 s and 2.2 s, but the temperature contour att50.4 s ap-
pears to be still developing. Sincetd't rad, the isotherm is
influenced both by diffusion and radiation. Nonetheless,
isotherms at 1.8 s and 2.2 s are nearly identical, sugges
that a nearly steady state is established at 2.2 s. There
the ‘‘steady’’ 0-g flames discussed in the following section
are those corresponding tot52.2 s.

C. Effect of radiation on 1- g and 0- g flames

Figure 5 presents the flame structures in terms of
heat-release rate and temperature contours for 1-g and 0-g
flames simulated with and without the radiation model. T
flow conditions are the same as for the flame in Fig. 4.
flames exhibit a double-flame structure. For the 1-g flames
@cf. Figs. 5~a!and 5~b!#, the heat-release rate contours in
cate that the heights of both the inner premixed and ou

FIG. 4. Temporal evolution of the selected heat-release rate~left! and tem-
perature contours~right! for a 0-g PPF at the conditions off in52.5, Vin

50.3 m s21, fout50, andVout50. The heat-release rate contour has a va
of 100 kJ m23 s21, while the temperature contour has a value of 600 K.
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2967Phys. Fluids, Vol. 16, No. 8, August 2004 Gravity, radiation, and coflow effects
nonpremixed zones slightly increase when radiation is
counted for, implying a small increase in the chemical tim
Radiation also decreases the temperature in the h
temperature regions, as indicated by the intersection of
1400 K and 1800 K isotherms with the centerline. Howev
the overall effect of radiation on the structure of the 1g
flame is of less significance than on the 0-g flame. As indi-
cated by the heat-release rate contours@cf. Figs. 5~c!and
5~d!#, when radiation is addressed, the heights of both
inner premixed and outer nonpremixed reaction zones
crease by about 2 mm (.10%). In addition, the heat-releas
rate intensity near the flame tip decreases, and the re

FIG. 5. Double-flame structure in terms of the heat-release rate and
perature contours for flames of~a! 1-g without radiation,~b! 1-g with
radiation,~c! 0-g without radiation, and~d! 0-g with radiation. The dashed
line represents the stoichiometric mixture fraction line. The flow conditio
are the same as those in Fig. 4.
Downloaded 28 Jun 2005 to 198.30.120.22. Redistribution subject to AIP
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occupied by the 1800 K isotherm shrinks from that witho
radiation. The decreases in the flame temperature and
global reaction rate due to radiation produce a relativ
longer and thicker flame at 0-g. Radiation also decreases th
thermal and mass diffusivities through reduced temperatu

Figures 5~c!and 5~d!show the existence of a weak hea
release peak between the inner rich premixed and outer
premixed reaction zones. The stoichiometric mixture fract
contourjst ~defined according to Bilger35! is identified by a
dashed line in these figures in order to clarify the location
the nonpremixed reaction zone. Thisjst contour passes
through the region that lies between the maxima in the in
premixed and outer nonpremixed heat-release zones. C
paring our results with Fig. 4~f!in Ref. 25, similar weak
reaction zones occur in both investigations, although
burner configuration and flow conditions are different.

Figure 6 presents temperature profiles along the cen
line and along a radial segment atz56 mm for both the 1-g
and 0-g flames discussed in Fig. 5. The temperature profi
reach peak values downstream of the inner premixed reac
zone and thereafter exhibit a gradual decrease. The shi
the maximum temperature locations for the 0-g flame is in-

m-

s

FIG. 6. Temperature profiles along the centerline~a! and along a radial cut
at z56 mm ~b! for both the 1-g and 0-g flames discussed in Fig. 5.
 license or copyright, see http://pof.aip.org/pof/copyright.jsp

446



ia
th

m

us

-

e

h
d
a
0

-

fo
th

re-
-
ad-

cat-
fi-

a

ag-

ne.

as

he
the

s.

2968 Phys. Fluids, Vol. 16, No. 8, August 2004 Qin et al.
dicative of the increase in the flame height. Without rad
tion, the peak temperatures are essentially identical for
1-g and 0-g flames~2028 K vs 2020 K!. However, when
radiation is included, the difference between these two te
peratures is significant@1973 K (1-g) vs 1760 K (0-g),
respectively#. The decrease in the peak temperature ca
by considering radiation heat loss is 260 K for the 0-g flame
compared to 55 K for the 1-g flame. Clearly, radiation ef-
fects on PPFs are significantly enhanced in 0-g condition.
This is also due to the larger reaction volume for the 0g
PPF in comparison to the 1-g flame@cf. Figs. 6~a!and 6~b!#.

Figure 7 presents heat-release rate profiles for th
flames. Their peaks along the centerline@cf. Fig. 7~a!#occur
at the inner premixed flame tip, while the two peaks in t
radial profiles@cf. Fig. 7~b!#occur in the inner premixed an
outer nonpremixed reaction zones, respectively. In the
sence of radiation the peak heat-release rates for theg
flames are only one-half of those for the 1-g flames. This
difference can be attributed to two factors: first, the 0g
flame is spatially broader and longer than the 1-g flame;
second, the reactivity at the premixed flame tip is weaker
the 0-g flame due to a decrease in oxidizer advection in

FIG. 7. Heat-release rate profiles along the centerline~a! and along a radial
cut atz56 mm ~b! for both the 1-g and 0-g flames discussed in Fig. 5.
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absence of buoyancy. This figure also corroborates the
sults discussed in the context of Figs. 5 and 6. For the 0g
flames, the peak heat-release rates when radiation is
dressed are less than half of those without radiation, indi
ing that the reactivity at the premixed flame tip is signi
cantly weakened by radiation. Another observation from
comparison of radial heat-release rate profiles in Fig. 7~b! is
that radiation does not have a significant effect on the m
nitude of the radial heat-release rates in 1-g and 0-g PPFs;
instead, it shifts the peaks further away from the centerli

D. Validity of the optically thin gas assumption

In order to assess the validity of the optically thin g
assumption, the optical thickness in the axial direction (kz)
is calculated by26

kz~r !5E
0

Z

Kpdz, ~8!

and in the radial direction (k r) by

k r~z!5E
0

R

Kpdr, ~9!

whereR andZ are the computational domain lengths in t
radial and axial directions, respectively. Figure 8 presents
variation ofkz andk r for the flames corresponding to Fig

FIG. 8. Variation of optical thicknesskz ~a! and k r ~b! for the flames
corresponding to Figs. 5~b! and 5~d!, respectively.
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TABLE I. Properties of double flames under different gravity levels and coflow. For all the cases,f in52.5,
Vin50.3 m s21, andfout50.

Vout

(m s21)
Gravity

(g)
Tmax

~K!
qmax

(W cm23)
Q

~W!
Qrad

~W!
x rad

~%! kz,max

H
~mm!

0 1 1974 632 32.78 3.03 9.2 0.132 10.7
0 0 1760 268 32.02 16.17 50.5 0.162 14.4
0.3 1 1989 1008 32.90 2.69 8.2 0.130 8.2
0.3 0 1954 890 32.78 7.51 22.9 0.149 8.6
0.6 0 1990 1264 32.66 4.02 12.3 0.135 9.7
1.0 0 2008 1454 33.31 2.36 7.1 0.128 7.3
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5~b! and 5~d!. The value ofkz is much larger than that ofk r ,
since the Planck mean coefficients are functions of the lo
species concentrations and temperatures, and becaus
flames are optically thicker in the axial direction than in t
radial direction. The fact thatkz is larger thank r is also due
to the high concentration of CH4, H2O, CO, and CO2 along
the axial segment that is considered. The optical thicknes
significantly larger for the 0-g flame than for the 1-g flame.
The peak values ofkz occur near the centerline and are 0.1
and 0.162 for the 1-g and 0-g flames, respectively. Although
these values are not insignificant, they are nevertheless m
smaller than unity and thus justify the optically thin gas a
sumption.

The global effect of radiation on 1-g and 0-g PPFs is
summarized in Table I, which presents the simulated val
of the maximum flame temperatureTmax, maximum heat-
release rateqmax, heat of combustionQ, total radiation heat
loss Qrad, radiation fractionx rad, maximum axial optical
thicknesskz,max, and inner flame heightH ~which is defined
by the location of peak heat-release rate along the center!
for six flames. The simulated radiation fraction values
1-g flames are in good agreement with those reported
literature for laminar methane-air nonpremixed flames.36 It is
logical that corresponding values for PPFs should be of
same order. A comparison ofx rad for 1-g and 0-g flames
again demonstrates that the effect of radiation on PPF
significantly enhanced in the absence of gravity for wh
the x rad value can be as high as 50.5%, although it drops
22.9% in the presence of a coflow at 0.3 m s21. The optically
thin gas model is known to overpredict the radiation h
loss in flames. Nevertheless, it provides a limiting value
the radiation loss, and can be used to compare the effec
radiation in 1-g and 0-g flames.

E. Effect of gravity on double-flame structure

Our previous investigations13,14 have examined the
gravitational effects on partially premixed flames witho
considering thermal radiation. Since the preceding res
clearly demonstrate that the effect of thermal radiation
flames is significantly enhanced under 0-g conditions, differ-
ences between the 1-g and 0-g flames would be greatly
enhanced when radiation is addressed. Figure 9 present
locity vectors, and temperature and heat-release rate con
for the 1-g and 0-g flames discussed in Fig. 5. The base
the 0-g flame moves further away from the centerline a
stabilizes below the burner rim. The height of the inner p
n 2005 to 198.30.120.22. Redistribution subject to AIP
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mixed reaction zone is significantly longer than for the 1g
flame ~14.4 vs 10.7 mm!. The flame base displacement
curs due to the entrainment of air. In 1-g, entrainment pro-
duces a flow that pushes the flame closer to the cente
and also pulls the flame base radially inward toward
burner wall. In 0-g, the flame base remains away from th
centerline due to the absence of the buoyant flow. The m
mum flame temperature and heat-release rate are sig
cantly lower in the absence of gravity~cf. Table I! and the
flame occupies more volume. For example, when we ass
the flame is described by the volume occupied by tempe
tures T>1000 K then the volume of the 0-g flame is 3.9
times larger than that of the 1-g flame ~i.e., 9.298 vs
2.381 cm3).

For the 1-g flame, the Froude number (Fr5Vin
2 /GD,

hereG is gravity level of unityg and D is the inner tube
diameter!has a value of 2, implying that the gravitation
and inertial effects are of similar magnitude. The veloc
vector plots in Fig. 9 indicate that while flow fields upstrea
of the inner premixed reaction zone are nearly identical
the 1-g and 0-g flames they are markedly different in re
gions between the two reaction zones as well as downstr
of the outer nonpremixed reaction zone. For the 1-g flame,
buoyancy accelerates the products~CO and H2 from the in-

FIG. 9. Velocity vector fields, temperature, and heat-release rate cont
for the 1-g and 0-g flames discussed in the context of Figs. 5~b!and 5~d!,
respectively.
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TABLE II. Properties of double flames under different gravity levels. For all the cases,f in52.5, Vin

50.3 m s21, fout50, andVout50.

Gravity
(g)

Tmax

~K!
qmax

(W cm23)
Qrad

~W!
x rad

~%!
H

~mm!
f

~Hz! Fr

0 1760 268 16.17 50.56 14.4
0.1 1898 349 6.85 21.4 10.6 20.4
1 1974 632 3.03 9.21 9.1 12.8 2.0
2 1991 834 2.25 6.85 8.2 18.9 1.0
3 1997 952 2.02 6.08 7.8 23.7 0.68
5 2013 1181 1.51 4.55 7.1 33.3 0.4

10 2054 1964 1.14 3.21 6.3 41.4 0.2
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ner premixed zone, and CO2 and H2O from the outer non-
premixed zone!downstream of the two respective reacti
zones. In addition, the buoyant entrainment bends the ve
ity vectors toward the centerline. This causes the outer re
tion zone to move closer to the inner reaction zone, mak
the 1-g flame more compact than the 0-g flame.

Table II lists the properties of the double flame describ
in Fig. 4 at different levels of gravitational acceleration, i.
0-g, 0.1-g, 1-g, 2-g, 3-g, 5-g, and 10-g. At and above
1-g, the flame is unsteady; therefore, average values
Tmax, qmax, Qrad, x rad, and H are provided in italics. The
maximum flame temperatures and local heat-release rate
crease as the gravitational acceleration increases, while
radiation fractions and inner flame heights (H) decrease. The
flickering frequencyf also increases from 14.7 Hz at 1-g to
41.4 Hz at 10-g. Figure 10 presents the relationship betwe
the inverse Froude number and the Strouhal number
5 f D/Vin) of the flickering flames under various gravit
tional accelerations. The results of premixed flames of Du
et al.37 and nonpremixed flames of Araiet al.38 are also plot-
ted for comparison. The solid line represents the correla
St}Fr20.57 provided by Haminset al.39 through a large com-
pilation of normal gravity data from a variety of flames. O
results are in good agreement with those of Duroxet al.37

and closely follow the correlation of Haminset al.39 The
nonpremixed flame results of Araiet al.38 also fall along the
slope. This implies that flickering at enhanced gravity is

FIG. 10. Relationship between the inverse Froude number and the Stro
number of flickering flames under various gravity levels.
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fluenced by the same physical factors as under normal g
ity conditions,39 and the instability mechanism responsib
for the buoyancy-induced flame flickering is independent
the boundary conditions and flame configurations.

Besides the radiation fraction, the radiation intensity c
also be expressed by the radiation~fourth! Damköhler num-
ber, which compares the heat generated by chemical reac
to the heat lost by radiation, i.e., Darad5Q/Qrad

;t rad/tchem. As Darad→1, the radiation heat loss become
significant. The chemical reaction time scaletchem is related
to the flow time of the gas through the radiating volume.
can be shown thatt rad;(XfQ/cpT21)215 f (Xf ,T), where
cp is the specific heat capacity andXf the fuel mole fraction.
Therefore, Darad;V(g) f (Xf ,T), whereV(g) is the effective
velocity as a function of gravity andT is a function ofXf .
The radiative heat loss increases with a decrease inV(g) or
increase ofT. The Froude number is also a significant no
dimensional parameter for the radiation importance rela
by the Damko¨hler number. It can be shown that Darad;(1
1Fr21) f (Xf ,T). This indicates that the Damko¨hler number
is inversely proportional to the Froude number. As Fr
creases, which occurs during the transition from 1-g to m-g,
Darad decreases, which means the relative significance of
diation increases.

F. Effect of coflow and inner jet velocities
on double-flame structures

In order to examine the effect of coflow on the structur
of 1-g and 0-g PPFs, we have simulated flames with coflo
velocitiesVout50.3, 0.6, and 1.0 m s21. There is little differ-
ence between these flames, and all flames become sh
and more compact. Figure 11 presents velocity vectors al
with temperature and heat-release rate contours for the fl
with Vout50.3 m s21. The coflow velocity is assumed t
have a top hat velocity profile that ends at the outer bur
wall. The outer ambient flow is considered to be quasiqui
cent air with an axial velocity 0.001 m s21 at the inflow
boundary. Other conditions pertaining to this flame aref in

52.5, Vin50.3 m s21, and fout50. Although, the presence
of a coflow makes both the 1-g and 0-g flames shorter and
more compact, its influence is more pronounced on theg
flame. The flame base is pushed closer to the centerline
the presence of the coflow and the difference in the structu
of 1-g and 0-g flames is less significant as the coflow v
locity is increased. Table I presents some global propertie

hal
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these flames. Both the maximum flame temperature and h
release rate become larger in the presence of a coflow, s
it increases the advective oxidizer flux, thus enhancing
global reaction rate. Takahashi and Katta have reporte
similar ‘‘blowing effect’’ for laminar methane jet nonpre
mixed flames.40 The radiation fraction also decreases w
increasing coflow, and the differences between the maxim
flame temperatures and heat-release rates for the 1-g and
0-g flames become less pronounced.

Figure 12 illustrates the effect of varying inner jet v
locities on the 1-g and 0-g PPFs. The heat-release rate co
tours, velocity vectors, and isotherms are presented for t
cases:~a! Vin50.1 m s21, ~b! 0.4 m s21, and ~c! 0.8 m s21.
Other conditions aref in52.5,fout50, andVout50. The val-
ues of the Froude number of the 1-g flames for these three
cases are 0.23, 3.63, and 14.51, respectively. For all ca
the heights of the inner and outer reaction zones increas
the jet velocity is increased. The dependence of the in
flame height on the reactant velocity is attributed to the c
stant residence time, which is determined by the reac
time that essentially depends only on the equivalence ra
The increase in the height of the outer flame is attributed
the strong synergistic interaction between the two flames
to the enhanced advection fluxes of CO and H2 from the
inner reaction zone. The difference between the 1-g and 0-g
flame heights is more significant at higher jet velocities.
0-g, the weaker air entrainment and the enhancemen
radiation heat loss due to the absence of buoyant acceler
cause the flame heights to increase further for larger in
flow rates.

The volume of the high temperature region increa
with a higher jet velocity. The volumes occupied by tempe
tures greater than 1000 K (V1000) for the three jet velocities
are calculated and listed in Table III, along with fraction
heat lost due to thermal radiation. As the jet velocity
creases eightfold from 0.1 to 0.8 m s21, the value ofV1000

FIG. 11. Effect of coflow on the structure of 1-g and 0-g double flames in
terms of velocity vector fields, temperature, and heat-release rate con
for the condition of f in52.5, Vin50.3 m s21, fout50, and Vout

50.3 m s21.
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increases roughly 24 times from 0.4 to 9.54 cm3 at 1-g, but
the influence on the radiative heat flux fraction is small
since it increases from 5.38% to 12.8%. The 0-g flames also
experience a similar effect. At 0-g, for all three jet veloci-
ties, the values ofV1000 are about 3.4 times larger than the
1-g counterparts, while the radiation fractions are appro

urs

FIG. 12. Effect of inner jet velocities on the 1-g and 0-g PPFs. The heat-
release rate contours, velocity vectors, and isotherms are presented for
cases:~a! Vin50.1 m s21, ~b! 0.4 m s21, and ~c! 0.8 m s21. Other condi-
tions aref in52.5, fout50, andVout50.
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TABLE III. Radiation fraction and thermal field volume for the flames shown in Fig. 12.

Vin (m s21)

1-g 0-g

x rad ~%! V1000 (cm3) x rad ~%! V1000 (cm3)

0.1 5.38 0.40 32.19 1.38
0.4 10.27 3.75 53.13 13.69
0.8 12.80 9.54 51.87 32.21
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mately five times larger. These results exhibit no expl
correlation betweenV1000 andx rad.

G. Gravity effect on burner-stabilized triple flames

Figure 13 compares a burner-stabilized 1-g triple flame
with its 0-g counterpart at the conditionsf in52.5, Vin

50.6 m s21, fout50.35, andVout50.5 m s21. These axi-
symmetric triple flames are more compact and shorter w
less space between the three reaction zones as compar
the planar triple flames described in Refs. 2 and 14. T
effect of gravity on the flame shape of the axisymmet
triple flame is not significant due to the presence of
coflow as explained in the preceding section. However, gr
ity strongly influences flame instability, especially in out
lean premixed and central nonpremixed flames. The
therms and velocity vectors in Fig. 13 show that the ou
lean premixed reaction zone at 1-g is influenced by the evo
lution of a vortex. The vortex moves downstream and int
acts with the lean premixed flame, thereby interfering w
the inner nonpremixed reaction zone. The 0-g triple flame is
stable and no oscillations are observed in the heat-rel

FIG. 13. Effect of gravity on the structures of burner-attached triple flam
in terms of velocity vectors fields, temperature, and heat-release rate
tours. The dashed line represents the stoichiometric mixture fraction
The flow conditions aref in52.5, Vin50.6 m s21, fout50.35, andVout

50.5 m s21.
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rate contours. The velocity vectors also show no vort
induced air entrainment and downstream acceleration in
0-g flame.

Table IV presents the properties of similar triple flam
~to that described in Fig. 13!under different gravitationa
accelerations. Average values ofTmax, qmax, Qrad, x rad, and
H are provided in italics. Similar to the double flames, as
gravitational acceleration increases, the maximum fla
temperature and local heat-release rate increase, and th
diation fraction and inner flame height decrease. The flick
ing frequency of the triple flames is larger than that of t
double flames under the same gravitational acceleration.
relationship between the inverse Froude number and
Strouhal number for these flames is also shown in Fig.
The data lie above the correlation of Haminset al.39 but still
follow the power law relationship showing that the flickerin
mechanisms for both triple and double flames are simila

IV. CONCLUSIONS

The effects of gravity, radiation heat loss, and coflow
burner-stabilized methane–air partially premixed double a
triple flames are numerically investigated in the range fr
0-g to 10-g. The model employs a detailed description
methane–air chemistry, thermodynamic, and transport p
erties, with the effect of thermal radiation modeled by t
optically thin assumption.

~1! Gravity has a significant effect on the outer nonp
mixed reaction zone in the case of double flames, and
both the outer nonpremixed and lean premixed zones in
case of triple flames. The flames are steady due to the
sence of buoyancy at zero and 0.1-g; while at 1-g and larger
gravitational accelerations~up to 10-g) both double and
triple flames are unsteady. The flickering frequency increa
with increasing gravitational acceleration. The correlati
between the Strouhal number and the Froude number

s
n-

e.

TABLE IV. Properties of triple flames at different conditions. For all th
cases,f in52.5, Vin50.6 m s21, fout50.35, andVout50.5 m s21.

Gravity
(g)

Tmax

~K!
qmax

(W cm23)
Qrad

~W!
x rad

~%!
H

~mm!
f

~Hz!

0 1980 1047 31.02 30.13 16.8
0.1 1982 1059 23.53 22.76 16.7
1 2002 1135 13.12 12.59 16.5 15.2
2 2020 1246 9.43 9.44 16.0 20.4
3 2027 1298 9.19 8.71 15.8 24.3
5 2042 1402 7.01 7.29 15.6 32.1

10 2052 1628 4.79 4.45 15.3 51.7
 license or copyright, see http://pof.aip.org/pof/copyright.jsp

451



S

s
v

as
re
dd
on
e
io

llu
io

o
n
v

d
di
c

nc
f
b

r.
. X

s-
xe

le

r-

u-

u
,’’

a

nv

fo
en

ta-

ion

of

vity

y
air

n

al

is
r jet

ion
d B.

ure

-
s,’’

lity
st.

ed

n
me

nce
re-

les
/air

e,
lly

nal
xed

K.
of
oc.

s of

in
ow

in-

n
J.

C.
of

n,
ffu-

c.

ion

2973Phys. Fluids, Vol. 16, No. 8, August 2004 Gravity, radiation, and coflow effects
both the double and triple flames follow the relation
}Fr20.57, which is in good agreement with a previous com
pilation of normal gravity data from a variety of flames.

~2! The radiation effect is significantly smaller for PPF
at 1-g or higher gravitational accelerations than in hypogra
ity. The value of radiation fractionx rad decreases from;0.1
to ;0.04 in the range from 1-gto 10-g. However, thermal
radiation effects become significant for 0-g flames for which
x rad can be as large as 0.5, since the flame volume incre
as buoyancy is lowered. This causes the flame temperatu
decrease and results in weaker chemical reactivity. In a
tion, the heights of both the inner premixed and outer n
premixed reaction zones in the 0-g PPFs become higher du
to the reduced chemical activity caused by thermal radiat

~3! The radiation ~fourth! Damköhler number, which
compares heat generated to the heat lost by radiation, i
trates the significance of radiation through the relat
Darad;(11Fr21) f (Xf ,T). Its value decreases~i.e., relative
significance of radiation increases! as Fr increases~e.g., dur-
ing the transition from 1-g to 0-g).

~4! The effect of the coflow is to counteract the effect
gravity on PPFs, since it enhances the oxidizer advectio
the nonpremixed reaction zone and, thus, increases the o
all reaction rate. We show that Darad;V(g) f (Xf ,T), which
implies that the radiative heat loss decreases~or the Darad

increases!with an increase in the mean flow velocity.
~5! The simulations of 1-g to 0-g PPFs indicate that the

radiation-chemistry interactions are significantly enhance
the absence of gravity, implying that the microgravity con
tions are well suited for a fundamental investigation of su
interactions.
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EFFECT OF DILUENTS ON LIFTED PARTIALLY PREMIXED FLAMES IN NORMAL AND 
MICROGRAVITY: A NUMERICAL INVESTIGATION 

Alejandro M. Briones, Suresh K. Aggarwal*, and Viswanath R. Katta† 
University of Illinois at Chicago 

Department of Mechanical and Industrial Engineering, Chicago, IL 60607 
ABSTRACT 
 

The effect of fuel stream dilution on the liftoff characteristics of partially premixed flames (PPFs) under 1- and 0-g 
conditions is investigated. Lifted methane-air PPFs are established in axisymmetric coflowing jets using different diluents 
and dilution levels. A time-accurate, implicit algorithm that uses a detailed description of the chemistry and includes 
radiation effects is used for the simulations. The predictions are validated through a comparison of the flame reaction zone 
topologies and liftoff heights. The effects of diluents and gravity on the flame liftoff height, topology, and base structure are 
characterized. The predominantly inert agents CO2 and N2 are considered because of their flame suppressant characteristics. 
Results indicate that under identical conditions a lifted 0-g PPF is stabilized closer to the burner compared to the 1-g flame, 
and the CO2 dilution is more effective in detaching the flame from the burner in comparison with the N2 dilution. 
Additionally, the 1-g lifted flames exhibit well-organized oscillations due to buoyancy-induced instability, while the 
corresponding 0-g flames exhibit steady state behavior.  
 
INTRODUCTION 

Partially premixed flames (PPFs) are established when a fuel rich gas stream flows adjacent to a fuel lean stream.  
The associated concentration gradients support flames with multiple reaction zones. In general, a rich premixed flame is 
established in the fuel rich zone and a nonpremixed flame outside of this region. Often a lean premixed flame is also 
established in the fuel lean region. Then, the nonpremixed flame is located between the rich and lean premixed flames. PPFs 
can be described as hybrid flames with the characteristics of both nonpremixed and premixed flames. Consequently, by using 
partial premixing, one can exploit the advantages of both nonpremixed and premixed flames regarding safety, emissions 
control, and flame stability. 

Unwanted fires can originate in a partially premixed mode when a pyrolyzed or evaporated fuel forms an initial fuel 
rich mixture with the ambient air. Flames in such incipient fires are diluted and partially premixed with oxidation products 
such as CO2 as well as with partial oxidation products such as CO and H2. Flame liftoff is important since in many cases fires 
do not necessarily “sit” on surfaces. i.e., they can consist of lifted flames for various reasons such as dilution, oxidizer 
starvation, high velocity pyrolyzed jets, etc. Partially premixed combustion is also important in space applications, 
particularly due to fire safety considerations [1,2]. Fire in a spacecraft or in an extraterrestrial base can lead to mission 
termination and/or loss of life. The advent of longer duration missions to the space increases the likelihood of mishaps that 
result from fire. Therefore, development of efficient fire suppressants and procedures for use in spacecraft environments 
represents a critical task. For these reasons studying partially premixed flames under normal and partial gravity conditions is 
important.  

The extinguishment of a flame could be achieved by decreasing the flame temperature to a point that no free radicals 
are formed (thermal effect), and decreasing the concentration of free radicals and thus interrupting the flame chemistry of 
chain reactions (chemical effect). Therefore, fire suppressants could be of those affecting the flames thermally and/or 
chemically. Fire suppressants such as halogenated compounds extinguish fire mainly by chemical means and therefore the 
ability of the compound to remove free radicals is important. Halon 1301 is currently used worldwide for fire protection in 
earth or in spacecraft. However, it is regulated by international agreements (Montreal Protocol [3]) because of concerns with 
their destructive effect on the stratospheric ozone layer. The regulations have intensified the research for new fire 
suppressants, but the search for a new fire-extinguishing agent with all the desirable properties of Halon 1301 has not been 
successful. Vahdat et al. [4] have experimentally and theoretically investigated extinction using binary fire suppressants. 
These compounds were of organic compound/nitrogen nature. Although these mixtures seemed to be very promising, 
halogenated compounds such as CF3Br (Halon 1301) were still found to be more efficient fire suppressants. By contrast, inert 
gases extinguish fire primarily through thermal effect; thus, heat capacity plays an important role in lowering the flame 
temperature. Numerous investigations have shown that when an inert gas such as N2 or CO2 is diluted with fuel, they promote 
lifting of the flame, while further increase in dilution leads to extinction through blowout [5,6]. Katta et al. [6] have 
extensively studied the extinguishment characteristics of CO2 as a fire-suppressing agent using a coflowing nonpremixed 
configuration. They showed that flames under microgravity conditions required more dilution compared to flames under 
normal gravity. 

Most of the early work on flame suppression was carried out in premixed flames [7], as the burning velocity 
provides a convenient parameter for characterizing suppressant effectiveness. More recently, both coflow and counterflow 
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configurations have been employed for studying the structure and the extinction mechanism of nonpremixed flames [6,8, 9]. 
Previous investigations [10,11,12] have focused on the suppression of low strain rate nonpremixed flames in a counterflow 
configuration for laminar flames using different diluents and showed that CF3Br was the most efficient inhibitor compared 
with other diluents such as N2 and CO2. To study fire suppressants, it is needed to determine the extinguishing concentrations 
of a flame for several chemical compounds and/or inert gas. Experimentally, this process is expensive and time consuming. 
However, a method to computationally estimate the effectiveness of a given inhibitor would compare flame liftoff height for 
flames at the same conditions, but using different diluents. Therefore, a flame liftoff height is important to assess the 
effectiveness of diluents in inhibiting the flame.  The objective of this paper is to numerically investigate the effect of 
different diluents on the liftoff and blowout characteristics of PPFs under 1- and 0-g conditions. Lifted methane-air PPFs are 
established in axisymmetric coflowing jets that are also diluted with inert gases at various levels of partial premixing. 
Dilution is applied either in the fuel jet flow or in the air coflow stream. A coflow configuration with equal jet and coflow 
velocities is employed in order to minimize the effects of the jet shear layer on the flame liftoff behavior. The flames are 
simulated using a time-accurate, implicit algorithm that uses detailed descriptions of chemistry and transport. The effects of 
diluents, dilution, and gravity on the flame liftoff height, topology, base structure, and oscillation frequency are analyzed. 

 
NUMERICAL METHOD 

The computational model is based on the algorithm developed by Katta et al. [13] and the simulation method is 
described in detail elsewhere [14,15]. The numerical model solves the time–dependent governing equations for unsteady 
reacting flows in a two-dimensional planar or axisymmetric configuration. In axisymmetric coordinates, these equations are: 
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Here t  denotes the time, u  and v  represent the axial (z) and radial (r) velocity components, respectively. The general form 
of the equation represents conservation of mass, momentum, species, or energy conservation equation, depending on the 
variable used? for Φ . The diffusive transport coefficient ΦΓ  and source terms ΦS  appearing in the above equation is 
provided in Table 1 of Ref. 14. Introducing the overall species conservation equation and the state equation completes the set 
of equations. In addition, a sink term based on an optically thin gas assumption is included in the energy equation to account 
for thermal radiation from the flame [20]. The sink term due to the radiation heat loss is expressed as ( )444 oprad TTKq −−= σ  

[16] where T  denotes the local flame temperature. The term pK  accounts for the absorption and emission from the 

participating gaseous species (CO2, H2O, CO and CH4) and is expressed as ∑=
k

ipip KXPK ,  where ipK ,  denotes the mean 

absorption coefficient of the k th species. Its value is obtained by using a polynomial approximation to the experimental data 
provided in Ref.17. The methane–air chemistry is modeled using a detailed mechanism that considers 24 species and 81 
elementary reactions [18]. The mechanism has been validated for the computation of premixed flame speeds and the detailed 
structure of both nonpremixed and partially premixed flames [14,15,19,20,21].  

The computational domain of 150×100 mm2 in the axial (z) and radial (r) directions, respectively, is represented by 
a staggered, non-uniform (301×101) grid system. The reported results are grid independent. An isothermal insert simulates 
the inner 2×1 mm burner wall. The boundary conditions used here can be found elsewhere [5, 14, 15]: 
 
RESULTS AND DISCUSSION 
Validation of Numerical Model 

The numerical model has been previously validated for both burner-stabilized and lifted methane-air PPFs [5, 15,22, 
29]. Additional validation is provided by comparing the predicted heat release rates and measured reaction zone intensities 
for 1- and 0-g 25% N2-diluted and 10% CO2-diluted lifted partially premixed flames, as shown in Fig. 1. The experimentally 
obtained images of the 1- and 0-g lifted flames presented in Fig. 1 have been converted into reaction rate intensities. The 
reaction rates are very large near the flame base. The peak values of the predicted heat release rate and the measured intensity 
are similar at the flame base, where the inner and outer reaction regions are merged. Care is taken in comparing the 1-g 
flames at the same time, since they are subject to buoyancy-induced oscillations. The measured and predicted reaction zone 
topographies are in relatively good agreement as are the flame liftoff heights. However, there is more discrepancy between 
the predicted and experimental flame length. Both the simulations and measurements show that in the absence of gravity both 
the liftoff and flame heights decrease.  
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Modified Flame Index 
Previous investigations have distinguished the various reaction zones in PPFs based on their spatial locations 

[14,23]. In lifted flames, however, the premixing ahead of the flame front can be relatively small depending upon the liftoff 
height. Consequently, it can be difficult to distinguish the reaction zones visually. In order to spatially resolve the various 
reaction zones in the lifted PPFs more clearly, we have developed a method based on a modified flame index. Takeno and co-
workers [24] have suggested the use of such an index based on the scalar product of the gradients of fuel and oxidizer mass 
fractions, which distinguishes between the premixed and nonpremixed reaction zones. Their flame index is defined as [24] 

OFFO YYG ∇⋅∇= . Here FY  denotes the fuel mass fraction and OY  the oxidizer mass fraction. Domingo et al. [25] 

normalized this flame index as ( )FOFOp GG+= 121ξ , such that 1? p =  and 0 represent the premixed and nonpremixed 
reaction zones, respectively. In our investigation, we modified the Domingo et al. [25] flame index based on the local mixture 
fraction such that it can also distinguish between the rich and lean premixed reaction zones.  

It is well known that the stoichiometric mixture fraction Sf  lies within the nonpremixed reaction zone [26]. 
Therefore, the rich and lean premixed zones are located in the inner and outer regions in which the local mixture fraction f  
is larger and smaller than Sf , respectively. Accordingly, we can define a modified flame index 

( )( ) ( )FOFOSSM GGffff +⋅−−= 121ξ . Here the mixture fraction is defined following Bilger [27]. With this definition 

Mξ = 1 represents the rich premixed zone, -1, the lean premixed zone, and ±0.5 or 0 (depending upon the fuel under 
consideration) for the nonpremixed zone. If the fuel is completely consumed in the premixed zones, which is normally the 
case for PPFs burning hydrocarbon fuels  [14, 15, 21], Mξ = ±0.5, with +0.5 and –0.5 values corresponding to the 
nonpremixed regions adjacent to the rich premixed and lean premixed zones, respectively. The value of Mξ = 0 for PPFs 
burning hydrogen, since the fuel is partially consumed in the premixed reaction zone with the remaining fuel being consumed 
in the nonpremixed zone [28]. Identification of the various reaction zones is more relevant in regions of high reactivity, i.e., 
where the heat release rates are significant. Therefore, we have computed the flame index in regions where the heat release 
rate is at least 1% of the maximum heat release rate.  
  The use of the mo dified flame index to identify different reaction zones in a PPF has been employed before [5,29].  
We have computed the detailed flame structure for N2-diluted at 1- and 0-g PPFs established at φ=2.50, Vin=Vout=50 cm/s. 
Table 1 presents the liftoff height and flame base structures for different levels of dilution. The flame base structure 
transitions from a triple to a double flame structure as the flame liftoff height decreases [5]. In addition, the flame liftoff 
height increases as the amount of dilution is increased. Importantly, it is required more dilution of N2 to liftoff the flame at 0-
g than at 1-g. While the 0-g flame remains attached with of 14% N2 dilution, the 1-g flame is already detached from the 
burner and lifted 6.1mm at the same dilution and diluent conditions. 
 
 
 

                                   
Figure 1: Comparison of post-processed experimentally obtained images (i.e, converted into reaction rate 
contours) (on the left) and predicted heat release rate contours (on the right) for (a) 25% N2-diluted and 
(b) 10% CO2-diluted, lifted 1-g and µ-g PPFs established at φ=2.25, Vin=Vout=50 cm/s.  
 

(a) (b) 
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Figure 2: Temperature and normalized CO2 mass fraction contours for 1- and 0-g 
lifted PPFs established at φ=2.50, Vin=Vout=50 cm/s, and 25% N2- (on the left) and 
15% CO2-dilution (on the right).  

 

            Table 1 Diluted 1- and 0 -g N2-diluted PPFs established at φ=2.50, Vin=Vout=50 cm/s. 

Gravity 
condition 

Dilution 
%(by vol.) 

Liftoff 
height (mm) 

Flame base structure 

1-g 25.00 12.5 Triple structure 
1-g 14.00 6.10 Double structure 
1-g 7.5 0.00 Double structure 
0-g 25.00 7.10 Double structure 
0-g 14.00 0.00 Double structure 
0-g 7.5 0.00 Double structure 

 
Furthermore, we have computed the detailed flame structure for N2- and CO2-diluted flames established at 1- and 0-

g PPFs established at φ=2.50, Vin=Vout=50 cm/s. Table 2 presents the liftoff heights, flame lengths, and flame base structures 
for the cases under investigation.  CO2 is more effective to lift the flame with a lower dilution level, it produces a larger liftoff 
height compared to the flame diluted with N2, which implies that CO2 may be a better fire suppressant agent compared to N2.  

           Table 2 Diluted 1- and 0 -g PPFs established at φ=2.50, Vin=Vout=50 cm/s. 

Gravity 
condition 

Diluent Dilution 
%(by vol.) 

Liftoff 
height (mm) 

Flame 
length (mm) 

Flame base structure 

1-g N2 25 12.5 68 Triple structure 
0-g N2 25 7.10 86 Double structure 
1-g CO2 15 29 81 Triple structure 
0-g CO2 15 5.00 110 Double structure 

 
 
Effect of diluents on the structure of PPFs  

Figure 2 presents the flame structure in terms of the iso-temperature and CO2 mass fraction contours for 1-g and 0-g 
N2- and CO2-diluted flames.  Note that for both the N2- and CO2-diluted flames, CO2 mass fraction has been normalized using 
its dilution value in the fuel stream ( 2288.0

2
=COY ). The 0-g PPFs are broader, longer, and have larger volume than the 

corresponding 1-g flames. Therefore, the radiative heat loss from 0-g flames is significantly greater than that from 1-g 
flames; therefore, lowering the temperature. For example, both the N2- and CO2-diluted flames under normal gravity shows 
that they reached a maximum temperature above 1800 K (i.e., 1809 K for N2-diluted and 1813 K for CO2-diluted PPF), while 
under microgravity peak temperatures fall below 1800 K (i.e., 1786 K for N2-diluted and 1776 K for CO2-diluted PPF). As 
mentioned before, the liftoff height decreases under 0-g conditions compared with corresponding 1-g flames.  

As indicated in Fig. 2, 
for CO2-diluted flames under 
both 1- and 0-g conditions, the 
CO2 mass fraction first 
decreases from the burner exit 
to the flame front, and then 
increased inside the flame due 
to the production of CO2 
mostly in the nonpremixed 
zone. This CO2 production 
peaks near the flame tip.  The 
production of CO2 in the N2-
diluted PPFs under both 1- and 
0-g conditions is relatively 
constant along the 
nonpremixed zone in 
comparison with the CO2-
diluted PPFs. As expected, 
both the diluents, N2 and CO2, 
show no chemical effect on the 
flame. 
Figures 3 and 4 present the 
temperature and axial velocity 
profiles along the 
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stoichiometric mixture fraction line as a function of axial distance from the burner for the flames discussed in the context of 
Fig. 2. These profiles indicate notable similarity in the base structures of 1-g N2- and CO2-diluted, and 0-g N2- and CO2-
diluted flames, respectively. Although the temperature profiles between 1- and 0-g flames are very similar, there are 
differences between the 1- and 0-g axial velocity profiles. At  1-g, the local flow velocity increases due to buoyant 
acceleration displaying a parabolic profile and the flame is stabilized at a higher axial location to balance the flame 
propagation speed with the local flow velocity. These parabolic axial velocity profiles along the stoichiometric mixture 
fraction indicate that normal gravity PPFs exhibit well-organized oscillations.  In addition, the entrainment caused by buoyant 
acceleration leads to larger mixing, which decreases the mixture fraction gradient [5]. This in turn modifies the flame 
propagation speed and thereby the liftoff height. On the other hand, the higher liftoff height of 1-g flames induces greater 
mixing of fuel into the oxidizer stream.  Both of these effects, i.e., higher liftoff height and the buoyant entrainment, lead to 
enhanced mixing in the case of 1-g flames.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
CONCLUSIONS 

We have presented a computational investigation on the liftoff characteristics of diluted partially premixed flames 
(PPFs) under 1- and 0-g conditions. Lifted methane-air PPFs have been established in axisymmetric coflowing jets using 
nitrogen and carbon dioxide dilution. A time-accurate, implicit algorithm that uses a detailed description of methane-air 
chemistry and includes radiation effects is used for simulations. Predictions are validated through a comparison of the flame 
reaction zone topologies, liftoff heights, and flame lengths. The effects of diluents are discussed.  

1. The CO2-diluted PPF is more effective in detaching the flame since less dilution is required to obtain the same liftoff 
height compared with N2-dilution. This implies that CO2 may be a better fire suppressant agent compared with N2. 

2. For PPFs diluted with N2 or CO2 (in the fuel jet) it is observed that 1-g flames are lifted higher than their 
corresponding 0-g flames. This occurs because the buoyant acceleration and entrainment accelerate the gases and 
consequently the lifted flame is stabilized farther away from the burner. The stabilization location is determined by 
the balance between the local flow velocity and flame speed. 

3. The 0-g PPFs are broader, longer, and have larger volume than the corresponding 1-g flames. As a consequence, the 
radiative heat loss from 0-g flames is significantly greater than that from 1-g flames. This lowers the flame 
temperature, the flame speed decreases, buoyant acceleration is inhibited, and the liftoff height of 0-g flames 
decreases.  

4. The 1-g lifted flames exhibit well-organized oscillations due to a buoyancy-induced instability while the 
corresponding µ−g flames exhibit steady state behavior. 
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from the burner for 25% N2-diluted PPFs 
under 1- and 0 -g established at 
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     Lean combustion has potential advantages in limiting 
NOx and particulate emissions and in improving fuel-
consumption efficiency. The major difficulty in achieving 
and sustaining lean combustion in aircraft engines is 
associated with the flame-stability problem. A numerical 
study is performed in this paper on a counterflow-premixed-
flame system for understanding the stability of the ultra lean 
methane/air mixture. A time-dependent, axisymmetric 
mathematical model known as UNICORN (UNsteady 
Ignition and COmbustion using ReactioNs) is used for the 
two-dimensional simulation of premixed flames associated 
with this opposing-jet burner. Sub-limit lean methane/air 
flames are supported in this burner by the products generated 
by a lean hydrogen/air premixed flame. A detailed chemical-
kinetics model GRI-V1.2 (developed by the Gas Research 
Institute) is used for simulating the double-flame structure 
formed between the methane/air and hydrogen/air mixtures. 
Extinction of methane flame is obtained by increasing the 
applied stretch rate on both the flames. Numerical results are 
compared with the experimental data. Role of the radicals 
diffusing from the stable hydrogen flame in stabilizing the 
unstable lean methane flame is discussed.  
 
INTRODUCTION: 
 
     Lean combustion is currently under investigation due to 
its potential advantages in limiting thermal NOx emissions 
and in reducing fuel consumption. It has been used in gas 
turbines and direct injection spark ignition (DISI) engines. 
But a critical problem is that lean combustion tends to 
produce unburned hydrocarbon pollutants. For example, in 
DISI engines, ultra-lean combustion is achieved by charge 
stratification. The fuel/air mixture is inhomogeneous, 
leading to the simultaneous formation of lean, rich and 
stoichiometric regions. For the inhomogeneous reactants, 
Haworth et al. [1] simulated turbulent inhomogeneous 
combustion in DISI engines and found that hydrocarbon-rich 
fragments and oxidizer penetrate behind the primary heat-
release zone to form a secondary reaction zone. Flames 
occurring in an inhomogeneously mixed fuel and air region 
are examples of partially premixed combustion. Some of this 
partially premixed mixture is so lean that it doesn’t burn. But 
this ultra lean mixture may still react if hot products  interact  
 

with it. That is, under certain conditions, the lean mixture 
region can burn and thus reduce the potential pollutants. The 
interaction of lean mixture with hot products needed to 
maintain the lean region burning is the focus of this work. 
Partially premixed flames have been studied widely. In 
particular, the downstream interaction between two 
premixed streams was investigated by Sohrab et al. [2]. Most 
practical flames are stretched. The stretch effect combined 
with other aspects such as the effect of Lewis number or 
curvature will modify flame structure significantly [3, 4]. 
Considering the various conditions that exist simultaneously 
in inhomogeneous fuel/air reaction, a set of CH4/air flames 
with a wide range of equivalence ratios and stretch rates 
impinging upon downstream hot products are studied 
experimentally and numerically. The opposed jet burner 
generates counterflow flames that are widely used to study 
chemical kinetics and species transport under aerodynamic 
stretch. Using the opposed jet flames, partially premixed 
CH4/air versus air flame structures were investigated [5, 6]. 
Lean partially premixed CH4 and C3H8 flame structures 
versus hot products have also been investigated [7, 8]. In 
general, premixed flames [9, 10] are much less sensitive to 
stretch than diffusion flames [11]. In the present work, 
stretch effects on the flame structure of lean CH4/air 
mixtures are studied using a two-dimensional, detailed 
transport, complex chemistry numerical model. 
 
NUMERICAL MODEL: 
 
     A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [12,13] is used to simulate the potentially 
unsteady jet diffusion flames considered in this study. It 
solves for u- and v-momentum equations, continuity, and 
enthalpy- and species-conservation equations on a 
staggered-grid system. A clustered mesh system is employed 
to trace the large gradients in flow variables near the flame 
surface. A detailed chemical-kinetics model (GRI Version 
1.2) of Gas Research Institute [14] is incorporated into 
UNICORN for the investigation of methane flames. It 
consists of 32 species and 346 elementary-reaction steps. 
Thermo-physical properties such as enthalpy, viscosity, 
thermal conductivity, and binary molecular diffusion of all 
the species are calculated from the polynomial curve fits 
developed for the temperature range 300 - 5000 K. Mixture _____________________________________________________ 
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viscosity and thermal conductivity are then estimated using 
the Wilke and Kee expressions, respectively. Molecular 
diffusion is assumed to be of the binary-diffusion type, and 
the diffusion velocity of a species is calculated using Fick's 
law and the effective-diffusion coefficient of that species in 
the mixture. A simple radiation model based on the optically 
thin-media assumption [15] is incorporated into the energy 
equation. Only radiation from CH4, CO, CO2, and H2O is 
considered in the present study. Due to lack of any soot 
modeling in the present study radiation from soot is not 
considered. This simplification could result in only slightly 
higher flame temperatures in the lean flames considered in 
the present study.    
     The finite-difference forms of the momentum equations 
are obtained using an implicit QUICKEST scheme [16], and 
those of the species and energy equations are obtained using 
a hybrid scheme of upwind and central differencing. At 
every time step, the pressure field is accurately calculated by 
solving all the pressure Poisson equations simultaneously 
and using the LU (Lower and Upper diagonal) matrix-
decomposition technique. The boundary conditions are 
treated in the same way as that reported in earlier papers 
[17]. 
 
EXPERIMENT: 
 
     The opposed jet burner used in this study was designed 
by Seshadri et al. [18] and has been used extensively for 
hydrogen- and hydrocarbonfueled diffusion flames and for 
hydrocarbon-fueled premixed flames. With the honeycomb 
inserts, rather than wire screens, it has also been used for the 
studies of lean H2/air premixed flames [19]. The burner 
system consists of 25-mm diameter inner nozzles that are 
separated by 12.6 mm. Methane and air mixture was issued 
from one nozzle while hydrogen and air mixture was issued 
from the other. Measurements of major species and 
temperature were made along the centerline using a 
nonintrusive, Raman diagnostic system [19]. Experiments 
were performed for various equivalence ratios and stretch 
rates. Details of eight flames that were classified into three 
groups are described in Ref. [19]. All these flames used fuel 
jets of 300K-inlet temperature. Group A includes three 
flames with the same CH4/air mixtures (with an equivalence 
ratio 0.68) and lean H2/air mixtures (with an equivalence 
ratio 0.28) but subjected to different stretch rates.  
 
RESULTS AND DISCUSSION: 
 
     Two-dimensional calculations for the opposing jet lean-
premixed flames are made using UNICORN code. A grid 
system having 421X101 node points is used for describing 
the physical space between the burner nozzles. Flat velocity 
profiles are used at the nozzle exits. Results obtained along 
the stagnation line for the three flames in Group A are 
compared with the measurements in Figs. 1-3, respectively. 
The global stretch rates (defined as twice the velocity 
difference divided by nozzle separation) applied on these 
flames are 90 s-1, 136 s-1, and 204 s-1. As seen from Figs. 1-
3, calculations have yielded double-flame structure for all 
the three applied stretch rates. Methane/air mixture produced 

a flame on the left side with temperature greater than 1600 K 
and hydrogen/air mixture produced a flame on the right side 
with a temperature of about 1300 K. As the applied stretch 
rate on these flames increased the peak temperatures and the 
separation between the two flame locations decreased.  
     Calculations compared well with the measurements for 
the 90 s-1 and 136 s-1 global stretch rate cases (Figs. 1 and 2). 
The double-flame structure was well reproduced. However, 
significant differences exist between the predictions and 
measurements for the 204-s-1 case (Fig. 3). The temperature 
and concentrations of CO and CO2 predicted by the model 
for this case are significantly higher than the measured 
values. In fact, calculations resulted in a double-flame 
structure at this stretch rate (204 s-1) while measurements 
indicate a single-flame structure. Calculations were repeated 
with different grid sizes to make sure that the noted 
differences in flame structure are not associated with the grid 
resolution. Interestingly, calculations made by Cheng et al. 
[19] using OPDIFF code also resulted in a double-flame 
structure under this stretch rate.  
     The ability of the numerical model in predicting single-
flame structure is tested through simulating other flames in 
Groups B and C discussed in Ref. [19]. Results obtained for 
ΦCH4 = 0.54, ΦH2 = 0.28 flame at a global stretch rate of 90 s-

1 are compared with the measurements in Fig. 4. Note that 
methane flame is extinguished at this stretch rate and only 
the hydrogen flame is present. Calculations reproduced the 
single-flame structure well. 
     Calculations of the ΦCH4 = 0.68, ΦH2 = 0.28 flame in Fig. 
3 at 204 s-1 stretch rate yielding a double-flame structure 
while the measurements show the presence of only hydrogen 
flame. For understanding this discrepancy between the 
prediction and measurement additional calculations are 
performed for this flame. Typically, flames with finite rate 
chemistry are calculated from an initial solution that is either 
generated by a global-chemistry model or constructed from a 
known solution at different flow conditions. Some times 
finite-rate calculations are also performed from cold-flow 
solution and by using high-temperature ignition spot. In the 
present study, calculations for the flame at a given stretch 
rate are performed from a known solution at lower stretch 
rate. Considering the possibility of this approach leading to a 
double-flame structure in Fig. 3, calculations for this flame 
are repeated by using an initial flame at higher stretch rate 
and that has only hydrogen flame (as in Fig. 4). 
Interestingly, a second solution for the flame in Fig. 3 is 
obtained. The computed results are shown in Fig. 5 along 
with the measured values. This computed single-flame 
structure matched well with the flame obtained in the 
experiments. 
     The numerical experiments performed for the ΦCH4 = 
0.68, ΦH2 = 0.28, kglobal = 204 s-1 flame suggests that under 
certain conditions flames can have two stable states. For 
understanding this dual-state characteristics of the lean 
premixed methane flames, calculations for the ΦCH4 = 0.68, 
ΦH2 = 0.28 flame are performed from a low-stretch-rate 
condition and gradually increasing the stretch rate. The peak 
temperature and CO2 concentrations are shown in Fig. 6 for 
various stretch rates. As expected, temperature decreased 
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from 1750 K with stretch rate. At about 260 s-1 global stretch 
rate the flame temperature drastically decreased to 1350 K 
and any further increase in stretch rate increased the 
temperature slightly. Actually, at 260 s-1 global stretch rate 
the methane flame started extinguishing and at higher stretch 
rates only hydrogen flame survived yielding single-flame 
structure.  
     Calculations performed by decreasing the stretch rate 
followed the same path till the stretch rate reached a value of 
300 s-1. Further reduction in stretch rate did not yield the 
double-flame structure that was obtained with decreasing-
stretch-rate approach. In fact, methane flame could not be 
established even for stretch rates as low as 60 s-1. This 
behavior is also found in a slightly richer flame ( ΦCH4 = 
0.81, ΦH2 = 0.28). The variations in peak temperature and 
CO2 concentrations with increasing stretch rate for this 
flame are shown in Fig. 7. Note that the flame response to 
decreasing stretch rate is similar to that shown in Fig. 6; 
however, it is not plotted in Fig. 7 due to incomplete 
calculations.    
    Two-dimensional structures of the ΦCH4 = 0.68, ΦH2 = 
0.28, kglobal = 204 s-1 flame in different states are shown in 
Fig. 8. The double-flame structure is shown on the left half 
and the single-flame structure is shown on the right half. 
Methane/air mixture is flowing from the bottom and 
hydrogen/air mixture is flowing from top. As seen from 
velocity field (Fig. 8a) the stagnation point (zero velocity 
location) is shifted toward hydrogen jet when the methane 
flame is established in State A. The volumetric expansion 
associated with methane flame caused such a shift in 
stagnation point. The temperature (Fig. 8b) and OH 
concentration (Fig. 8c) fields further suggest that the 
hydrogen flame established on the hydrogen-fuel side of the 
stagnation point is also shifted with the establishment of 
methane flame.                  
     The structure of ΦCH4 = 0.68, ΦH2 = 0.28 flame in State A 
along stagnation line is shown in Fig. 9. Temperature and 
heat release rate along the stagnation line are shown in Fig. 
9a and the rates of destruction of reactants are shown in Fig. 
9b. The concentrations and rates of production of CH3 and 
OH radicals are shown in Fig. 9c. Even though the hot 
products generated along the methane and hydrogen flames 
are getting mixed and resulting a monotonically decreasing 
temperature from former to latter, the two flames are 
chemically well separated. Heat release and reactant 
consumption associated with each flame are occurring 
locally and independently. However, abundant species such 
as OH radicals generated at one flame are transported to the 
other flame; which might be having some secondary effects 
on local chemical kinetics.     
     Even though methane flame is extinguished in the State-
B solution, part of the methane/air mixture is consumed near 
the hydrogen flame. The structure of ΦCH4 = 0.68, ΦH2 = 
0.28 flame in State B along stagnation line is shown in Fig. 
10. Heat-release-rate profile (Fig. 10a) in the shoulder region 
of the hydrogen flame is modified due to the burning of 
methane/air mixture. However, such burning is not 
triggering chain-branching reactions of methane-oxygen 
system and consequently methane flame is not established. 

The rates of destruction of reactants in State-B solution are 
shown in Fig. 10b while the concentrations and rates of 
production of CH3 and OH radicals are shown in Fig. 10c. A 
very weak, but distinct, methane combustion is taking place 
in the shoulder region of the hydrogen flame. For example, 
the peak production rate of CH3 radical in State-B solution 
(~2.5 mole/cm3/s) is only half of that established in the 
State-A solution. 
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Fig. 1. Computed (lines) and measured (symbols) 
temperature and species distributions along stagnation line 
for ΦCH4 = 0.68, ΦH2 = 0.28, kglobal = 80 s-1 flame. 
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Fig. 2. Computed (lines) and measured (symbols) 
temperature and species distributions along stagnation line 
for ΦCH4 = 0.68, ΦH2 = 0.28, kglobal = 136 s-1 flame. 
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Fig. 3. Computed (lines) and measured (symbols) 
temperature and species distributions along stagnation line 
for ΦCH4 = 0.68, ΦH2 = 0.28, kglobal = 204 s-1 flame. 
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Fig. 4. Computed (lines) and measured (symbols) 
temperature and species distributions along stagnation line 
for ΦCH4 = 0.54, ΦH2 = 0.28, kglobal = 90 s-1 flame. 
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Fig. 5. Computed (lines) second state of the ΦCH4 = 0.68, 
ΦH2 = 0.28, kglobal = 204 s-1 flame. Symbols show 
measurements.  
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Fig. 6. Variation of peak temperature (solid circles) and CO2 
(open circles) concentration with increasing (solid lines) and 
decreasing (broken lines) stretch rates for flame in Fig. 1. 
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Fig. 7. Variation of peak temperature (solid circles) and CO2 
(open circles) concentration with increasing stretch rates for 
ΦCH4 = 0.81, ΦH2 = 0.28 flame. 
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Fig. 8. Two states of ΦCH4 = 0.68, ΦH2 = 0.28 flame shown 
between z  = 2 and 10 mm and between r = 0 and 4 mm. (a) 
Velocity field, (b) temperature and (c) OH concentration 
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Fig. 9. Structure of ΦCH4 = 0.68, ΦH2 = 0.28 flame in State A 
along stagnation line. (a) Temperature and heat release rate, 
(b) rates of production of reactants, and (c) concentrations 
and rates of production of CH3 and OH radicals. 
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Fig. 10. Structure of ΦCH4 = 0.68, ΦH2 = 0.28 flame in State 
B along stagnation line. (a) Temperature and heat release 
rate, (b) rates of production of reactants, and (c) 
concentrations and rates of production of CH3 and OH 
radicals. 
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      Residence time and thermo-chemical environment are 
important factors in the soot-formation processes of jet 
diffusion flames. For understanding the chemical and 
physical structure of the soot formed in jet flames 
knowledge on flow dynamics of diffusion flames is required. 
A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) is used for the simulation of Heptane/Air 
unsteady jet diffusion flames. A detailed chemical-kinetics 
model is incorporated into UNICORN for the investigation 
of PAH formation in heptane flames. It consists of up to 197 
species and 2800 elementary-reaction steps. A simple soot 
model based on two conservation equations and acetylene 
concentration is used for estimating soot production in these 
flames. The effect of nitromethane on the PAH species and 
soot formed in these flames is investigated by incorporating 
nitromethane chemistry. Small amounts of nitromethane are 
added to fuel jet.  
 
INTRODUCTION: 
 
     Considerable progress has been made in recent years in 
understanding the chemical and physical aspects of soot 
formation in hydrocarbon flames. After the first aromatic 
rings (such as benzene and small PAHs) are formed in the 
gas phase, acetylene and other molecules react with these 
small PAHs to form larger PAHs [1]. The first soot particles 
are thought to be formed when two or more PAHs react to 
form a three dimensional particle. This process is known as 
particle inception [2]. The soot particles formed interact with 
the gas-phase molecules by the addition of acetylene to their 
surfaces (surface growth) and by the reaction with molecular 
oxygen and/or hydroxyl radical (oxidation). Another process 
thought to increase soot mass is the collision of PAHs with a 
soot particle.  
     Several experimental and numerical investigations of soot 
formation have been performed using coflow and 
counterflow diffusion flames [3-6].  A few have focused on 
the importance of soot particle pathways (i.e., residence 
time, temperature, and chemistry) [7,8].  Santoro et al. [7] 
used soot volume fraction, temperature, and velocity 
measurements from an ethylene-air jet diffusion flame to 
examine the soot  growth  process  along  individual  particle  
 

paths. Based on experimental data, they argued that the soot 
formation rate increases in the annular region of the flame 
due to an increase in residence time. Lin and Faeth [8] found 
that the direction of soot particle movement with respect to 
the flame sheet is important. They argued that if soot 
particles forming on the fuel rich side of the flame remained 
entrained in the fuel-rich region for a long time before 
crossing the flame surface, then surface growth could be 
enhanced. In contrast, Lin and Faeth [8] argued that the 
amount of soot generated could be reduced if the soot 
particle is made to cross the flame surface quickly. Recent 
calculations of Katta et al. [9] have suggested that presence 
of large-scale structures in dynamic flames could influence 
the way PAH species are formed and hence, could impact 
the amount of soot produced. The purpose of this paper is to 
investigate the influence of additives on soot formation in jet 
diffusion flames. 
     Various attempts have been made in the past to develop 
models for soot predictions. Some of these models are 
detailed, and have been calibrated against experimental data 
obtained in laminar, premixed or diffusion flames of simple 
configurations. For example, Frenklach and coworkers [10] 
proposed a detailed kinetic model of soot formation and 
validated [10,11] using measurements of laminar, premixed 
flames while Mauss, Bockhorn and their coworkers [12,13] 
established a different detailed soot model that was tested in 
laminar, counter-flow diffusion flames. The detailed kinetic 
soot model consists of 1) gas-phase chemistry and 2) 
kinetics describing the particle growth and destruction 
processes. The gas-phase chemistry describes the formation 
of PAHs [14,15]. The particle growth and destruction 
involve inception/ nucleation of particles resulting from 
coagulation of PAHs and are modeled via a set of surface 
reactions [10-13], and particle coagulation is modeled based 
on the method of moments [10-13] or the discrete-sectional 
method [16,17]. 
     The most widely used soot models are based on the 
assumption that soot consists of particles with monodisperse 
size distribution. Then the soot formation, coupled directly 
to the fuel concentration, is modeled by one or two 
equations: one for the particle volume fraction and the other 
for the particle number density. Leung et al. [18] argued that 
the intermediate species contributing to the soot particle 
formation should be connected to at least the pyrolysis 
kinetics of the fuel. For simplicity, they assumed acetylene _____________________________________________________ 
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to be the intermediate species and proposed a simplified soot 
model combined with the gas-phase kinetics of fuel 
pyrolysis for counterflow, ethylene and propane flames [18] 
as well as coflow, methane flames [19]. The results showed 
that with this approach good agreement with measured data 
for soot volume fraction, particle growth and number density 
could be obtained. In the present work, a model similar to 
that of Leung et al. [18] is used for the predictions of soot 
formation in jet diffusion flames. 
 
NUMERICAL MODEL:  
 
A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [20,21] is used to simulate the potentially 
unsteady combusting flows considered in this study. It 
solves for u- and v-momentum equations, continuity, and 
enthalpy- and species-conservation equations on a 
staggered-grid system. The body-force term due to the 
gravitational field is included in the axial-momentum 
equation for simulating vertically mounted flames. A 
clustered mesh system is employed to trace the large 
gradients in flow variables near the flame surface. A detailed 
chemical-kinetics model developed by NIST [22] is 
incorporated into UNICORN for the investigation of PAH 
formation in heptane flames. It consists of 197 species and 
2800 elementary-reaction steps. Thermo-physical properties 
such as enthalpy, viscosity, thermal conductivity, and binary 
molecular diffusion of all the species are calculated from the 
polynomial curve fits developed for the temperature range 
300 - 5000 K. Mixture viscosity and thermal conductivity 
are then estimated using the Wilke and Kee expressions, 
respectively. Molecular diffusion is assumed to be of the 
binary-diffusion type, and the diffusion velocity of a species 
is calculated using Fick's law and the effective-diffusion 
coefficient of that species in the mixture. A simple radiation 
model based on the optically thin-media assumption is 
incorporated into the energy equation. Only radiation from 
CH4, CO, CO2, H2O, and soot is considered in the present 
study. 
     The finite-difference forms of the momentum equations 
are obtained using an implicit QUICKEST scheme [23], and 
those of the species and energy equations are obtained using 
a hybrid scheme of upwind and central differencing. At 
every time step, the pressure field is accurately calculated by 
solving all the pressure Poisson equations simultaneously 
and using the LU (Lower and Upper diagonal) matrix-
decomposition technique. The boundary conditions are 
treated in the same way as that reported in earlier papers 
[24]. 
 
Soot Model 
     This study utilized a two-equation model for soot with 
transport equations for particle number density, Ns, and soot 
mass fraction, Ys. These equations can be written for 
unsteady flow as 
 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the 
molecular diffusion coefficient, and ω is the production term 
from chemical reactions. The two source terms in Eqs. 1  
and 2 are obtained using Lindstedt’s model [25], which is 
based on the simplifying assumption that nucleation and 
growth are first-order functions of acetylene concentrations. 
The underlying chemical reactions for nucleation and growth 
are similar and given as 
 
C2H2 ==> 2Cs + H2  (3) 
 
with the reaction rates 
 
r1 = k1(T) [C2H2]  and r2 = k2(T) f(As) [C2H2] 
 
for nucleation and growth, respectively, where f(As) denotes 
a functional dependence on soot surface area per unit 
volume. Brookes and Moss [26] analyzed the functional 
dependence of the soot growth rate on As and found that 
under simplified conditions with no soot oxidation and 
radiation the appropriate functional dependence is linear and 
therefore f(As) is set equal to As. 
     The reaction steps for O2 and OH oxidation can be 
written as 
 
Cs + 1/2 O2 ==> CO, (4) 
 
Cs + OH ==> CO + H. (5) 
 
The reaction rates for equations (4) and (5) are approxi-
mated by r3 = k3(T) As [O2] and r4 = k4(T) As [OH]. 
     The expression for O2 oxidation is essentially the one 
derived by Lee et al. [27]. Reaction rate constants for OH 
attack on soot particles are taken from Bradley et al. [28] 
and a collision efficiency of 0.04 [29] is assumed. 
     Using the above expressions, the source terms for soot 
mass fraction and particle density can be obtained from 
 
ωs = 2k1(T) [C2H2] Ms + 2k2(T) As [C2H2] Ms  
        - k3(T) As [O2] Ms – k4(T) As [OH] Ms  (6) 
 
and 
 
ωNs = 2k1(T) [C2H2] Na/nc,min  
        - 2Ca (dp)1/2 (6σBT/ρs)1/2 (ρNs)2  (7) 
 
The last term on the right of Eq. 7 accounts for the decrease 
in particle number density by particle agglomeration. Here 
σB = 1.38 x 10-23 J/K is the Boltzmann constant, Mi is the 
molecular weight of species i, NA = 6.0232 x 1026 is the 
Avogadro number, Ca = 9 is the agglomeration constant, and 
nC,min = 60 is the minimum particle number required for 
particle nucleation. The density of the soot particles (ρs) is 
assumed to be 1800 kg/m3. The particle surface area is 
defined by 
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As = π (dp)2 �Ns  (8) 
 
with the particle diameter, dp, given as 
 
dp  =  (6 Ys/π ρs Ns). (9) 
  
Finally, soot volume fraction (fv) is calculated from soot 
mass fraction using the relationship fv = ρ Ys/ρs. 
 
RESULTS AND DISCUSSION 
 
     The CFD model UNICORN has been extensively 
validated in the past by simulating various steady and 
unsteady counterflow and coflow jet diffusion flames and by 
comparing the results with experimental data. This gives 
confidence that UNICORN can simulate the structure of 
dynamic flames accurately. However, the integration of 
heptane and PAH chemistry into UNICORN needs to be 
validated. This is achieved by simulating partially premixed 
opposing jet flames of Berta et al. [30]. Computed solutions 
obtained for a flame with global strain rate of 50 s-1 and fuel-
stream equivalence ratio of 4 are compared with the 
experimental data in Fig. 1. Predictions for temperature and 
various species including benzene seem to follow the 
measurements.  
     Calculations are performed for a jet diffusion flame with 
fuel jet and coflow air velocities of 0.05 m/s and 0.2 m/s, 
respectively. The fuel jet diameter is 1 cm. Pure fuel (100% 
heptane) and bended fuel (80% heptane + 20% toluene) are 
used as fuels. Effect of nitromethane on soot formation in 
these flames is studied by adding various amounts of 
nitromethane to the fuel jet. Two-dimensional calculations 
are performed using a grid system with 151 x 101 nodes on a 
physical domain of 150 x 50 mm.  
     Results obtained for 100% heptane flame are shown in 
Figs. 2-4. Distributions of soot mass fraction in these flames 
are shown in Fig. 2. Peak value corresponding to white color 
is ~ 3% of the total gas mass. Regions shaded with white 
represent flame locations where soot mass fraction has 
increased beyond 3% level. As seen from Fig. 2 soot is 
increasing with the addition of nitromethane. However, 
addition of nitromethane is also reducing the flame height 
and flame diameter. Consequently, increase in local soot 
concentration may not necessarily result into an increase in 
total soot generated in these flames. For investigating this 
possibility, flame structures in radial and axial directions are 
shown in Figs. 3 and 4. The axial velocity and temperature 
profiles obtained at a height of 60 mm (Fig. 3) indicate that 
the flame diameter decreases with the addition of 
nitromethane. Flame is also accelerating at the centerline due 
to volumetric expansion resulting from higher temperature. 
As seen from Fig. 4a heptane is more rapidly consumed in 
the presence of nitrometane.  Consistent with the increase in 
soot mass fraction, peak concentrations of benzene, 
acetylene and biphenyl are increasing with the addition of 
nitromethane.  
     In order to assess the overall effect of nitromethane in 
these jet flames, mass fractions of heptane, benzene, 

acetylene and biphenyl are integrated over the flame cross 
section at different flame heights and the results are shown 
in Figs. 4c and 4d. Interestingly, net mass fractions of 
benzene, acetylene and biphenyl are decreasing with the 
addition of nitromethane. This suggests that even though 
nitromehane increases the local concentrations of PAH 
species and soot in a jet flame, the over all production of 
these species is actually decreased.  
     Results obtained for 80% heptane+20% toluene fuel 
blend are shown in Figs. 5-7. Even though addition of 
nitromethane flame up to 18% yielded stable flames, 
addition of 20% nitrimethane destabilized the flame base 
and the flame became extinguished in time. The soot image 
shown in Fig. 5 for the 20% nitromethane case is an 
instantaneous solution obtained during the blowout process. 
Similar to the pure heptane flames, local soot mass fraction 
increased with the addition of nitromethane in the blend-fuel 
case also. Due to the reduction in the flame size, the net 
production of benzene, acetylene and biphenyl are decreased 
with the addition of nitromethane.       
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Fig. 1. Comparison of predicted (lines) and measured (symbols) flame structures of partially premixed opposing jet diffusion 
flame. Experimental data were made by Berta et al [30]. (a) Temperature, (b) molar concentrations of CO, CO2, H2O, H2 , (c) 
molar concentrations of CH4, C2H2, C2H4 , and (d) benzene concentration along the stagnation line.
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Fig. 2 Soot distribution in a jet diffusion flame with different 
levels of nitromethane added to heptane fuel jet. Each image 
represents 120 mm height. Excess soot is marked in white.  
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Fig. 3. Distributions of axial velocity and temperature at a 
height of 60 mm above the burner. 
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Fig. 4. Heptane decomposition and formation of benzene, acetylene and biphenyl for various concentrations of nitromethane. 
Lines with open circles, no symbols, crosses, and solid circles represent 0, 6, 14, and 20 % nitromethane, respectively. Figs. (a) 
and (b) represent flame structure at a height of 60 mm. Figs. (c) and (d) represent total mass fractions at different heights.  
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Fig. 5 Soot distribution in heptane+toluene flame with 
different levels of nitromethane added to fuel. Each image 
represents 120 mm height. Excess soot is marked in white. 
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Fig. 6. Distributions of axial velocity and temperature at a 
height of 60 mm above the base for heptane+toluene flame. 
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Fig. 7. Heptane decomposition and formation of benzene, acetylene and biphenyl in heptane+toluene flame. Lines with open 
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Abstract 
Global chemistry calculations (involving five species) and detailed chemistry calculations (involving 99 species including PAH and 
1066 reactions ) at four different oxidizer compositions (21, 30, 50 and 100 % O2 mole fraction in N2), for ethane inverse jet diffusion 
flames in earth gravity and in microgravity conditions were made using an axisymmetric, time dependent computational fluid dynamics 
code. Computations were compared with the experimental photographs of microgravity and 1-g flames. Enhancement in oxygen 
resulted in increased flame temperatures. Calculations reveal that oxygen enhancement causes an increase in PAH, CO and C2H2 
emission for earth gravity inverse diffusion flames, whereas they decrease for microgravity inverse diffusion flames. However their 
maximum PPM (by mass) in general increases with oxygen enhancement and gravity reduction. The flame width also increased with 
oxygen enhancement and gravity reduction. 
 
Nomenclature 
0g_IDFxx Inverse diffusion flame under microgravity 

with oxidizer composed, respectively, of xx 
and (100 - xx) mole % of O2 and N2.  

1g_IDFxx Inverse diffusion flame under normal 
gravity with oxidizer composed, 
respectively, of xx and (100 - xx) mole % of 
O2 and N2. 

                             

Net mass production rate 

of "xxx" species (calculated 

at the domain exit)
100

Jet mass inflow
X  

 

D  Burner’s inner diameter  

Fr  Froude Number 
2
0V

g.D
⎛ ⎞
=⎜ ⎟
⎝ ⎠

 

Lf, comp  Computed flame length.  
Lf, exp  Experimental flame length 
PPM  Parts per million (by mass)
Re  Reynolds number based on D and V0

Q&  Heat release rate, for complete combustion 
using low heating value of fuel. 

T (K)  Temperature in Kelvin 
Tad (K) Adiabatic flame temperature in Kelvin 
Tmax (K) Maximum computed flame Temperature in 

Kelvin 
V   Axial velocity  
V0   Jet velocity 
Vco  Co-flow velocity  
Wcomp  Computed flame width 
Wexp  Experimental flame width
z              Axial distance from the burner tip 
Z0                               z at r = 0 
 
 
 
 
 
 

Introduction 
Laminar jet diffusion flames are fundamental to 

combustion. Their study has contributed to myriad advances in 
combustion science, including the development of theoretical, 
computational, and diagnostic combustion tools. Laminar jet 
flames are pertinent to the turbulent flames of more practical 
interest. These flames were one of the first flame 
configurations to be observed in microgravity (Edelman et al. 
1972 [1] and references therein).  This work and subsequent 
studies by Bahadori and co-workers [2, 3] were mostly 
confined to measurements of luminous flame shapes.  These 
early efforts involved tests in the NASA 2.2- and 5.2-second 
drop facilities.  These studies considered only normal diffusion 
flames burning in air.  Bahadori et al. (1993) considered 
microgravity methane and propane gas jet flames burning in 
various pressure ambients of 15-50% O2 in N2 [3].  They noted 
that increased oxygen concentrations led to shorter flames and  
increased soot concentrations. 

% Production 
(xxx) 

Blevins et al. (2001) considered laminar ethylene 
inverse diffusion flames for soot structure and chemical 
analysis in 1-g [4]. Sunderland et al. (2003) studied pure 
oxygen ethylene diffusion flames in normal and inverse 
spherical configurations [5]. However, they used diluted fuel 
and their objective was to study flame structure and 
hydrodynamic effects under microgravity conditions. Van-
Hulle (2002) studied turbulent methane diffusion flames with 
two oxidizers: air and oxygen [6].   

Hence, both jet diffusion and inverse diffusion flames 
have been studied with great interest over the past few 
decades. Both configurations can arise on earth [7] and in 
space. Oxygen enrichment and gravity variation can have 
significant effect on flame properties. For example, the 2000 
species equilibrium calculations show that the adiabatic flame 
temperature for ethane increases from 2250 K in air to 3082 K 
in oxygen i.e., an increase of about 37% in the presence of 
oxygen compared to air.  Also, normal jet diffusion non-
buoyant flames are reported to be longer than buoyant flames 
[8]. 
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Objectives 
    In the present work the primary objectives are to 
understand and predict inverse diffusion flame behavior under: 
 
(a)   Microgravity (0-g) and earth-gravity (1-g) environments. 
(b)   Varying levels of oxygen in the oxidizer. 
 
  The calculations have been performed using global-
chemistry (5 species and 1 reaction) and detailed-chemistry (99 
species and 1066 reactions mechanism involving Polycyclic 
Aromatic Hydrocarbons (PAHs) [9]) using the axi-symmetric 
computational tool developed by Katta [10, 11, 12]. 
Comparisons between steady-state computational results and 
experimental flame photographs [13] (not presented here) were 
made.  Ethane fuel (1.0 mole fraction) was used to examine the 
effects of oxygen-enhancement (0.21, 0.3, 0.5 and 1.0 mole 
fraction) in nitrogen. Table 1 summarizes the test conditions 
for the performed computations.  
 
Computational Model 

A steady state version of time-dependent, 
axisymmetric computational fluid dynamics (CFD) model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactionNs) [10, 11] is used to simulate the steady jet 
inverse diffusion flames considered in this study. It solves for 
u- and v- momentum equations, continuity, and enthalpy- and 
species-conservation equations using cylindrical coordinates 
on a staggered-grid system. Introducing the overall species 
conservation equation and the perfect gas state equation 
completes the set of equations. In addition, the detailed 
chemistry calculations also include a sink term based on an 
optically-thin gas assumption (accounting for the absorption 
and emission from the gaseous species CO2, H2O, CO and 
CH4) in the energy equation to account for thermal radiation in 
the flame. The effect of radiation heat losses were, however, 
neglected for global chemistry computations. 

 The body-force term due to the gravitational field is 
included in the axial-momentum equation for simulating 
normal gravity flames. A clustered mesh system is employed 
for the computations to trace the large gradients in flow 
variables near the flame surface. Detailed chemical-kinetics 
model of Wang and Frenklach [9] incorporated into 
UNICORN [10, 11] is used for investigation of PAH formation 
in Ethane (C2H6) flames. It consists of 99 species and 1066 
elementary-reaction steps. Five species involved in the global 
chemistry calculations are: ethane (C2H6), oxygen (O2), 
nitrogen (N2), H2O and carbon dioxide (CO2). Thermo-
physical properties such as enthalpy, viscosity, thermal 
conductivity, and binary molecular diffusion of all the species 
are calculated from polynomial curve fits developed for the 
temperature range 300 – 5000 K. Mixture viscosity and 
thermal conductivity are then estimated using the Wilke and 
Kee expressions, respectively. Molecular diffusion is assumed 
to be binary diffusion, and the diffusion velocity of species is 
calculated using Fick’s law and the effective-diffusion 
coefficient of that species in the mixture. The finite-difference 
forms of the momentum equations are obtained using an 
implicit QUICKEST scheme [17], and those of the species and 
energy equations are obtained using a hybrid scheme of 
upwind and central differencing. The pressure field is 
accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the Lower and Upper 
diagonal matrix-decomposition technique. The boundary 

conditions are treated in the same way as that reported in 
earlier papers [18].  

The CFD model UNICORN has been extensively 
validated in the past by simulating various steady and unsteady 
counterflow [19, 11] and coflow [17, 19, 20] jet diffusion 
flames and by comparing the results with experimental data. 
This gives confidence that UNICORN can simulate flame 
structure and other parameters accurately. 
 
Computational Domain 

The present simulations involved a round 5.5 mm 
diameter burner, quiescent ambient gas at 0.98 bar and 298 K 
under enhanced-oxygen conditions. Figure 1 presents the 
geometry of the axisymmetric computational domain. The 
computational domain extending 100 mm x 50 mm in the axial 
(z) and radial (r) directions, respectively, is represented by a 
staggered, clustered 401 x 191 grid system. The co-flow 
velocity is set at 1/10th of the jet velocity. The effect of round 
5.5 mm diameter burner on flow dynamics is modeled by 
including an adiabatic rectangular body of thickness 0.45 mm 
and height 5 mm inside the computational domain.  
 

 
                       Figure 1. Computational Domain 
 
Results and discussion  
 Figures 2 and 3 show the axial velocity profiles at the 
centerline plotted as a function of distance from the burner 
exit.  Upstream of the flame tip, the axial velocity increases for 
all cases because of the volumetric expansion caused by the 
combustion heat release.  Beyond the flame tip the axial 
velocities increase with distance for the 1-g cases whereas they 
decrease for the 0-g cases, because of the high product 
temperatures leading to lower density and resultant buoyant 
accelerations in the normal gravity cases, in contrast to the 
deceleration caused by shear forces for the microgravity cases.  
These effects decrease with downstream distance and the axial 
velocities start approaching uniform profiles.  

The values of flame lengths and widths are presented 
in Table 2.The flame lengths and widths from the 
computations are calculated based on the following definitions: 
Flame length was defined as the distance between the burner 
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tip and the location of the peak temperature along the 
centerline. Flame width was defined as twice the maximum 
radial distance of the maximum temperature location from the 
centerline. The experimental flame lengths and widths were 
obtained from Ref. [13]. These flame lengths correspond to 
blue regions, except for case 3 (1g_IDF50) and case 7 
(0g_IDF50), which are luminous lengths. All experimental 
widths correspond to blue regions.  
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Figure 2. Centerline axial velocity plot for 1-g inverse 

diffusion flames (Detailed and Global Chemistry) 
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 Figure 3. Centerline axial velocity plot for 0-g inverse 
diffusion flames (Detailed and Global Chemistry) 

 

Global chemistry computations revealed that with 
identical oxygen mole fraction there are no significant 
differences in maximum flame temperatures and the maximum 
temperature-based-flame lengths increase very slightly for 0-g 
inverse diffusion flames in comparison to the 1-g inverse-
diffusion flames (Table 2).   Results from detailed chemistry 
computations also follow a similar trend except for cases 2 and 
3 (intermediate O2 concentrations), where the 1-g flame 
lengths are significantly lower than their 0-g counterparts.  The 
detailed chemistry predictions are closer to the experimental 
results in view of an expected logarithmic relationship between 
stoichiometry and flame length. Flame widths increase with 
gravity and oxygen enhancement. 
  For global chemistry computations the temperature 
(Figure 4 & 5) along the axial direction (at r=0) show similar 
values for both 1-g and 0-g inverse-diffusion flames. The 
flame temperatures increase with an increase in the inlet 
oxygen mole fraction. Also, because of many step reactions, 
the detailed chemistry computations predict a much wider high 
temperature zone when compared to the corresponding global 
chemistry results.  Detailed chemistry computations also reveal 
that because of larger velocities and resultant mixing for 1-g 
flames this zone is relatively thinner for them. Pure oxygen 1-g 
flames however show an opposite trend. This is because of 
their excessive large downstream velocity leading to thermal 
convection in the axial direction. Thickness of this zone 
however increases with oxygen enhancement.  
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Figure 4. Centerline temperature plot for 1-g inverse 

diffusion flames (Detailed and Global Chemistry) 
 

The flame temperature contours were compared with 
the experimental flame photographs from Ref. [13].  The 
comparisons were only qualitative because of the differences 
in the quantities being compared as well as the differences 
between the boundary conditions in the experiments and the 
computations.   These comparisons showed excellent 
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qualitative similarities between the shapes and locations of 
color changes observed in the flame photographs and contour 
changes observed in the calculated temperature contour plots.  
These trends are encouraging but because of space limitation 
they are not presented in this paper 
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   Figure 5. Centerline temperature plot for 0-g inverse 
diffusion flames (Detailed and Global Chemistry) 

 
Calculation of species production (as mass percent of 

jet inflow) and maximum PPM are, respectively, presented in 
figures 6 (a – e) and 7(a – e). These figures reveal that for 1-g 
flames, PAHs (soot precursors) and acetylene production 
increase with oxygen enhancement. These species are indicator 
of soot production so for 1-g inverse diffusion flames soot 
production will increase with oxygen enhancement. Further, 
for these flames the emission of harmful gases such as CO and 
PAH increase with oxygen enhancement. For 0-g inverse 
diffusion flames, there is no significant change in the emission 
of these species with oxygen concentration. Species maximum 
PPM plots (figure 7(a – f)) for 0-g flames show similar trends 
as that of 1-g flames. This indicates that these flames can be 
more sooting and harmful at high oxygen concentrations.     
Also, the observed appearance of maximum PAH outside the 
flame surface on the fuel side is supported by the Ref. [12]. 
 
Conclusions 
   Computations were performed for ethane fueled laminar gas-
jet diffusion flames, emphasizing the effects of oxygen 
enhancement and gravity under inverse burning. The mole 
fraction of oxygen in the oxidizer was varied from 0.21-1. 
Qualitative comparisons were performed with the experimental 
results [13]. The major findings were: 
1. Oxygen-enhanced conditions caused increase in 

flame temperatures and gas velocities. 

2. The axial velocities increase significantly before the 
flame tip for the 1-g and 0-g flames as a result of 
expansion caused by heat release.  Beyond the flame 
tip the velocities increase for the 1-g flames (due to 
buoyancy) whereas they decrease for 0-g flames (due 
to shear). 

3.  Flame widths increase with gravity and oxygen 
enhancement. 

4. Computational results indicate that both 1-g and 0-g 
inverse diffusion flames can be more sooting and can 
emit harmful gases at high oxygen concentrations. 
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Table 1. Test Conditions  
CASES GRAVITY DIFFUSION INLET O2 MOLE 

FRACTION 
V0  (mm/s) Fr 

 
 

Re Q& (W) 

CASE 1 [1g_IDF21] 
 

1-g Inverse 0.21 866 13.9 312 
 

72 
 

CASE 2 [1g_IDF30] 
 

1-g Inverse 0.3 866 13.9 310 
 

102 
 

CASE 3 [1g_IDF50] 
 

1-g Inverse 0.5 866 13.9 310 
 

171 
 

CASE 4 [1g_IDF100] 
 

1-g Inverse 1.0 866 13.9 311 
 

342 
 

CASE 5 [0g_IDF21] 
 

0-g Inverse 0.21 866 ∞ 312 
 

72 
 

CASE 6 [0g_IDF30] 
 

0-g Inverse 0.3 866 ∞ 310 
 

102 
 

CASE 7 [0g_IDF50] 
 

0-g Inverse 0.5 866 ∞ 310 
 

171 
 

CASE 8 [0g_IDF100] 
 

0-g Inverse 1.0 866 ∞ 311 
 

342 
 

 

 

 

   Table 2. Flame Lengths, widths and maximum temperatures 
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CASE 1 [1g_IDF21] 
 

16.5 16.3 14 5.0 5.2  --- 2170 2490 2382 2250 

CASE 2 [1g_IDF30] 
 

16.5 14.2 13 5.2 5.4 ---- 2650 2760 2977 2553 

CASE 3 [1g_IDF50] 
 

16.8 13.7 14 6.0 6.0 ---- 3440 2970 3981 2839 

CASE 4 [1g_IDF100] 
 

18.2 19 17 7.6 7.6 ---- 4520 3150 5491 3082 

CASE 5 [0g_IDF21] 
 

17.3 17 16 5.0 5.4 6 2170 2509 2382 2250 

CASE 6 [0g_IDF30] 
 

17.7 17.1 14 5.4 5.6 6 2640 2808 2977 2553 

CASE 7 [0g_IDF50] 
 

18 17.7 15 6.4 7.8 7.3 3450 2978 3981 2839 

CASE 8 [0g_IDF100] 
 

19 20.3 19 9 9.4 10 4480 3080 5491 3082 
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   Figure 6: Relevant species’ Production 
by mass as a percent of jet inflow vs. 
inflow oxygen mole fraction 
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ABSTRACT 
 
Residence time and thermo-chemical environment are 
important elements in the soot-formation processes in 
combustors, especially which use swirl for flame 
stabilization. For understanding the chemical and physical 
structure of the soot formed in these combustors knowledge 
on flow dynamics and formation of polycyclic aromatic 
hydrocarbons (PAHs) is required. A time-dependent, 
detailed-chemistry computational-fluid-dynamic (CFD) 
model is developed for the simulation of the reacting flows 
in a model swirl-stabilized combustor. While commercial 
JP-8 fuel was used in the experiments, a 6-component 
surrogate mixture was used in the calculations for 
mimicking the JP-8-fuel combustion. Detailed chemical 
kinetics were used for the simulation of combustion as well 
as formation of PAH species. Several calculations were 
made for different equivalence ratios obtained by varying 
the fuel jet velocity and by keeping the airflow unaltered. 
Turbulent-flow simulations revealed that two recirculation 
zones that are separated by the air jet establish in the swirl-
stabilized combustor. Stabilization of flames between the 
air jets and the recirculation zones depends on the 
equivalence ratio. For the highly fuel-lean cases (φ = 0.65) 
flame is stabilized between the air jet and the central 
recirculation zone and for the fuel-rich cases flame is 
stabilized between the air jets and the corner recirculation 
zone. However, both flames seem coexist for slightly fuel-
lean cases (φ = 0.85). Predicted OH concentration fields are 

compared with the OH images obtained using planar-laser-
induced-fluorescence (PLIF) technique. Probe 
measurements made in the exhaust products are also 
compared.     
 

INTRODUCTION 
 
Swirling jets are commonly used in gas-turbine engines to 
achieve compact, stable, and efficient combustion. The 
flowfield in the primary zone of a swirl combustor is 
characterized by recirculation zones with high shear 
stresses and turbulent intensities that result in vortex 
breakdown and motion of large-scale flow structures.1,2  
These unsteady fluid elements and recirculation zones can 
significantly increase the formation of pollutants such as 
carbon monoxide (CO), nitric oxide (NO), unburned 
hydrocarbons (UHC), and soot.3-5  However, the 
mechanisms that lead to enhanced pollutants formation in 
swirl-stabilized, liquid-fueled combustors are not fully 
understood. Previous experimental investigations have 
relied on exhaust-gas measurements and parametric studies 
to gain insight into the effects of various input conditions 
on soot loading.6-10 Much of the fundamental knowledge 
concerning soot formation is derived from theoretical 
investigations of laminar diffusion flames,11,12 with only a 
limited number of studies being focused on turbulence 
effects.13,14 The importance of considering unsteadiness and 
fluid-flame interactions was demonstrated by Shaddix et 
al.,14 who found that a forced unsteady methane/air 
diffusion flame produced a four-fold increase in soot 
volume fraction (as a result of increased particle size) as 
compared with a steady flame having the same mean fuel-
flow velocity. Recent calculations of Katta et al.15 have 
suggested that presence of large-scale structures in dynamic 
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flames could influence the way polycyclic-aromatic-
hydrocarbon (PAH) species are formed and; thereby, could 
impact the amount of soot produced. The goal of the current 
investigation is to simulate and understand soot formation 
in the highly dynamic environment of a modeled swirl-
stabilized, liquid-fueled combustor.  
     Soot is an undesirable combustion product and its 
formation represents one of the most complex chemical 
systems in flames. Considerable progress has been made in 
recent years in understanding the chemical and physical 
aspects of soot formation in hydrocarbon flames. Soot 
particles containing several thousands of carbon atoms are 
formed from simple fuel molecules within a few 
milliseconds. After the first aromatic rings (such as benzene 
and small PAHs) are formed in the gas phase, acetylene and 
other molecules react with these small PAHs to form larger 
PAHs16. The first soot particles are thought to be formed 
when two or more PAHs react to form a three dimensional 
particle. This process is known as particle inception17. The 
soot particles interact with the gas-phase molecules by the 
addition of acetylene to their surfaces (surface growth) and 
react with molecular oxygen and/or hydroxyl radical 
(oxidation). Another process thought to increase soot mass 
is the collision of PAHs with a soot particle. Accurate 
predictions for soot formation in swirl combustors should 
consider all these processes and the effects of flow 
unsteadiness and recirculation zones on these processes. 
     Various attempts have been made in the past to develop 
models for soot predictions17. Some of these models are 
detailed, and have been calibrated against experimental data 
obtained in laminar, premixed or diffusion flames of simple 
configurations. For example, Frenklach and coworkers18 
proposed a detailed kinetic model of soot formation and 
validated18,19 using measurements of laminar, premixed 
flames while Mauss, Bockhorn and their coworkers20,21 
established a different detailed soot model that was tested in 
laminar, counter-flow diffusion flames. The detailed kinetic 
soot model consists of 1) gas-phase chemistry and 2) 
kinetics describing the particle growth and destruction 
processes. The gas-phase chemistry describes the formation 
of PAHs22,23. The particle growth and destruction involve 
inception/ nucleation of particles resulting from coagulation 
of PAHs and are modeled via a set of surface reactions,18-21 
and particle coagulation is modeled based on the method of 
moments18-21 or the discrete-sectional method.24,25 
     The complexity and the uncertainties associated with the 
detailed kinetic soot models made their application limited 
to simple laminar flames. On the other hand, for the 
simulation of turbulent combustor flows, a variety of 
simplified soot models that can be easily implemented into 
design codes have been proposed26. The most widely used 
models are based on the assumption that soot consists of 
particles with mono-disperse size distribution. Then the 
soot formation, coupled directly to the fuel concentration, is 
modeled by one or two equations: one for the particle 
volume fraction and the other for the particle number 
density. 
     Leung et al.27 argued that the intermediate species 
contributing to the soot particle formation should be 

connected to at least the pyrolysis kinetics of the fuel. For 
simplicity, they assumed acetylene to be the intermediate 
species and proposed a simplified soot model combined 
with the gas-phase kinetics of fuel pyrolysis for 
counterflow, ethylene and propane flames27 as well as 
coflow, methane flames28. The results showed that with this 
approach good agreement with measured data for soot 
volume fraction, particle growth and number density could 
be obtained. In the present work, a model similar to that of 
Leung et al.27 is used for the prediction of soot formation in 
swirl-stabilized combustors fueled with JP-8 fuel. Detailed 
chemical kinetics for JP-8 fuel and the two-step soot model 
are incorporated into a well-tested CFD code UNICORN. 
Numerical results obtained for combusting flows with 
different equivalence ratios and swirl velocities are 
compared. 
 

MATHEMATICAL MODEL 
 
     A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs)29,30 is used for simulating the turbulent 
combusting flows in the model swirl combustor. It solves 
for u- and v-momentum equations, continuity, and 
enthalpy- and species-conservation equations on a 
staggered-grid system. A clustered mesh system is 
employed to trace the large gradients in flow variables near 
the flame surface. A detailed chemical-kinetics model of 
Violi et al.31 is incorporated into UNICORN for the 
investigation of soot formation in JP-8 flames. It consists of 
161 species and 1538 reaction steps. JP-8 fuel is considered 
as a surrogate mixture of 30% (by volume) n-dodecane (n-
C12H26), 20% n-tetradecane (n-C14H30), 10% of iso-octane 
(I-C8H18), 20% of methylcyclohexane MCH (C7H14), 5% of 
tetrlin (C10H12), and 15% of m-xylene (C8H10). Thermo-
physical properties such as enthalpy, viscosity, thermal 
conductivity, and binary molecular diffusion of all the 
species are calculated from the polynomial curve fits 
developed for the temperature range 300 - 5000 K. Mixture 
viscosity and thermal conductivity are then estimated using 
the Wilke and Kee expressions, respectively. Molecular 
diffusion is assumed to be of the binary-diffusion type, and 
the diffusion velocity of a species is calculated using Fick's 
law and the effective-diffusion coefficient of that species in 
the mixture. Turbulence is modeled using k-ε approach. A 
simple radiation model based on the optically thin-media 
assumption is incorporated into the energy equation for 
treating radiation heat loss from gaseous spcies32. Only 
CH4, CO, CO2, and H2O are considered as radiating species 
in the present study. Heat losses from soot particles are 
computed assuming blackbody radiation from the 
carbonatious soot particles.33 
     The finite-difference forms of the momentum equations 
are obtained using an implicit QUICKEST scheme34, and 
those of the species, energy, k and ε equations are obtained 
using a hybrid scheme of upwind and central differencing. 
At every time step, the pressure field is accurately 
calculated by solving all the pressure Poisson equations 
simultaneously and using the LU (Lower and Upper 
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diagonal) matrix-decomposition technique. The boundary 
conditions are treated in the same way as that reported in 
earlier papers35. 
 
Soot Model 
     Computational soot models based on the fundamental 
physics of soot formation and oxidation are not yet 
available. The research groups around Moss and Lindstedt 
have made some progress in modeling soot formation using 
semiempirical models based on the mechanisms of particle 
inception, agglomeration, surface growth, and oxidation. 
Both the groups utilized two equation models with transport 
equations for particle number density, Ns, and soot mass 
fraction, Ys. These equations can be written for unsteady 
flow as 
 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the 
molecular diffusion coefficient, and ω is the production 
term from chemical reactions. The two source terms in Eqs. 
1 and 2 are obtained using Lindstedt’s model36, which is 
based on the simplifying assumption that nucleation and 
growth are first-order functions of acetylene concentrations. 
Soot oxidation was considered primarily due to the 
presence of O2 and OH. Finally, soot agglomeration was 
treated as a source term in Eq. 2. 
     The simulations presented here are performed on a 
AMD Opteron Personal Computer with 2.0 GB of memory. 
Typical execution time is ~40 s/time-step for the swirl-
stabilized-combustor simulations. Steady state solutions are 
typically obtained in about 20,000 time steps starting from 
the solution obtained using the global combustion 
chemistry model. 
 

RESULTS AND DISCUSSION 
 
Studies on Jet Diffusion Flames: 
     The CFD model UNICORN has been extensively 
validated in the past by simulating various steady and 
unsteady counterflow29,37 and coflow29,38 jet diffusion 
flames and by comparing the results with experimental 
data. This gives confidence that UNICORN can simulate 
the structure of dynamic flames accurately. However, the 
integration of JP-8 chemistry into UNICORN needs to be 
validated to establish the accuracy of the present 
predictions. For this purpose a number of calculations are 
performed for simple jet diffusion flames for which 
qualitative understanding has been established.   
     The flame chosen is a pure diffusion flame formed 
between gaseous JP-8 fuel and air. The velocity of the fuel 
injected from a 1.0-cm diameter tube at room temperature is 
varied between 1.0 and 3.0 cm/s, while that of the annulus 
air is fixed at 10 cm/s. Axisymmetric calculations for this 

jet diffusion flame are performed on a non-uniform grid 
system of 151x71. Fuel and air jets are separated by a 0.5-
mm-thick tube wall which is treated as an isothermal one at 
600 K, which is a reasonable assumption for the simulation 
of attached flames.  
     Results obtained for three fuel-jet velocities are shown 
in Fig. 1. The iso-temperature plots in Fig. 1(a) suggest that 
significant preheating of fuel is taking place at all velocity 
conditions. Flames are, in general, burning intensely in the 
shoulder region with a slightly cooled flame tip. As 
expected flame height is linearly increased with fuel jet 
velocity. The peak temperature is about 2000 K. It is 
important to note that the presence of tube wall was critical 
in obtaining attached flames even for the low velocities 
used in these simulations.  
     Concentration distributions of benzene, an important 
species in soot formation, are shown in Fig. 2 for the three 
velocity cases considered. Even though, the overall 
distribution of benzene is increasing with the velocity the 
peak mole fraction (0.0014) is decreasing—suggesting that 
soot index decreases with fuel jet velocity. The two step-
soot model used in the present study also predicts a 
decrease in soot concentration with velocity as shown in 
Fig. 3. These observations on flame height and temperature 
and soot distributions for different fuel jet velocities are in 
agreement with the general observations of jet diffusion 
flames.  
     Decomposition of parent fuel components along the 
centerline is shown in Fig. 4 for 0.01-m/s fuel jet velocity 
case. Preheating of fuel promoted endothermic reactions 
and decomposed parent species of JP-8 surrogate rather 
slowly till a flame height of 10 mm. At this location, 
ignition is taking place and consumption of the remaining 
parent species occurring rather quickly. Interestingly, 
among all the parent species, consumption of m-xylene is 
noticeably slower, even though, the low-temperature 
decomposition of this species was similar to that of other 
species.     
 
Studies Swirl-Stabilized-Combustor: 
 The near-field structure of swirl-stabilized flames is 
highly dependent upon the characteristics of the fuel 
injector and the geometry of the surrounding flame tube. 
The injector configuration used in the modeled swirl-
stabilized combustor is a generic swirl-cup liquid-fuel 
injector studied at the Atmospheric-Pressure Combustor-
Research Complex of the Air Force Research Laboratory’s 
Propulsion Directorate.39 It employs pressure atomization 
and dual-radial, counter-swirling co-flows of air to entrain 
the fuel, promote droplet break-up, and enhance mixing. 
The near-axisymmetric, conical flame obtained under 
overall-fuel-lean operating conditions is shown in Fig. 5(a). 
It composed of an outer droplet-vaporization/preheat region 
(A) and an inner turbulent flame brush region (B).40 The 
flame is stabilized by a recirculation zone (C) that brings 
hot combustion products upstream along the centerline. The 
40-mm-exit-diameter swirl cup is installed at the entrance 
of a 15.25 cm × 15.25 cm square-cross-section flame tube, 
as shown in Fig. 5(b). After exiting the primary flame zone, 
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the combustion products are allowed to mix thoroughly 
along the 48-cm long flame tube before entering a 43-cm-
long, 5.7-cm exit-diameter exhaust nozzle that is designed 
to create a uniform exhaust-gas temperature and 
concentration profiles.  
 Changes in overall equivalence ratio from φ = 0.5 to 
1.15 were achieved in the experiments41 by varying the 
pressure drop across the fuel-spray nozzle from about 1.5 to 
10 atm, which resulted in fuel mass flow rates of 1.0 to 2.2 
g/s, respectively. The fuel flow rate is measured using a 
Max Machinery positive-displacement flow meter with 
±0.5% full-scale accuracy. The airflow system consists of 
three Sierra 5600 SLPM mass flow controllers with ±1% 
full-scale accuracy. The inlet air is heated to 450 K with a 
constant flow rate of ~ 0.028 kg/s. The air-pressure drop 
across the combustor dome was ~ 4.8 to 5.2% of the main 
supply. Most of the airflow enters the combustor through 
the swirl-cup injector, but a small percentage enters through 
aspiration holes along the aft wall. No liner air jets are used 
in the secondary zone; therefore, the fuel-air ratio depends 
almost entirely on the flow rates through the injector cup. 
 The combustor is optically accessible via 75-mm-wide 
quartz windows along the top and sides for in-situ laser-
based diagnostics. In addition, a sampling probe for 
measuring particulate counts is located at the exit of the 
combustor.  
 Axisymmetric mathematical model for the swirl-
stabilized combustor is constructed using a 17.2-cm 
diameter, 48-cm long chimney and with thin tubes 
separating the fuel and air flows at the combustor entrance. 
Gaseous JP-8 fuel is injected at the center while the two 
outer air jets are forced into the combustor with counter 
swirling motions. The computational domain was 
discritised using a non-uniform grid system of 251x126.       
     Calculations for the swirl-stabilized combustor shown in 
Fig. 5 are made for different equivalence ratios. Flow fields 
obtained for a fuel-lean and for a fuel-rich condition are 
shown in Figs. 6(a) and 6(b), respectively. The nozzle 
geometry incorporated in the model is also shown in these 
figures. Gaseous JP-8 is injected from a 4-mm hole at the 
center with an axial velocity of 15 m/s and swirl angle of 
70°. Such high swirl angle for the fuel jet was used in order 
for representing the cone angle of the liquid spray. Fuel jet 
is immediately surrounded with a 2-mm-thick wall and then 
a high-speed air jet with axial velocity of 100 m/s and a 
swirl angle of -30°. A second air jet of 100 m/s is issued 
through the 5 mm annulus gap between the nozzle walls at 
a velocity of 100 m/s and at a swirl angle of 45°. The 
velocity of the fuel jet was changed for achieving different 
equivalence-ratio conditions. The two cases in Fig. 6 are 
obtained with fuel velocities of 15 and 30 m/s, which 
correspond to equivalence ratios of 0.65 and 1.15, 
respectively. 
     As shown in Fig. 6 the swirling air jets are merging 
together and expanding radially as they propagate 
downstream. Such radial expansion of high momentum air 
jets has created two torroidal recirculation regions; one in 
the corner and the other one at the center. Interestingly, 
when the fuel jet velocity is increased from 15 m/s to 30 

m/s, the height of the corner recirculation zone decreased 
while that of the center recirculation zone increased. Note 
the shift in jet impinging location on the combustor wall 
from 12 cm to 10 cm in Figs. 6(a) and 6(b), respectively. 
This suggests that the high swirl associated with the fuel jet 
is also contributing to the expansion of the air jets and such 
contribution increases with the fuel jet momentum (or 
velocity). Decrease in corner-recirculation-zone length 
improves the stability characteristics of the combustor. 
However, an increase in the length of the center 
recirculation zone might also contribute to additional 
pollutants formation due to increase in residence time. 
     Combustion characteristics associated with 0.65-
equivalence-ratio case are shown in Fig. 7. Iso-temperature 
contours are shown in color in Fig. 7(a) while the 
concentration distributions of soot, benzene, and OH are 
shown in Figs. 7(b), 7(c), and 7(d), respectively. Under this 
fuel-lean condition, flame is anchored in the region between 
the air jets and the center recirculation zone. While the peak 
flame temperature is ~ 2100 K, the temperature of the 
exhaust products at the combustor exit decreased 
significantly due to their mixing with the excess air.  Very 
little soot is produced [Fig. 7(b)] under this fuel-lean 
condition, which qualitatively agrees with the experiments 
[Fig. 5(a)]. Both the benzene and OH are confined to the 
high-temperature flame zone and very little of these species 
are found in the exhaust products. The OH-concentration 
distribution obtained in the experiments using PLIF 
technique is shown in the insert next to Fig. 7(d). The 
corresponding location for the experimental OH image in 
the combustor is marked with a square in Fig. 7(d). The v-
shaped OH distribution supports the prediction that the 
flame is sandwiched between the air jets and the central 
recirculation zone and that almost all of OH is confined to 
this flame region.  
     The overall equivalence ratio has been increased to 0.85 
when the velocity of the fuel jet is increased to 20 m/s. The 
predicted combustion field for this fuel-lean condition is 
shown in Fig. 8. Significant change in flame structure could 
be noticed when comparing the temperature distributions in 
Figs. 7(a) and 8(a). At an equivalence ratio of 0.85, not only 
a flame is established between the air jets and the central 
recirculation zone, similar to that seen with 0.65-
equivalence-ratio case, but also a flame is established 
between the air jets and the corner recirculation zone. Part 
of the fuel injected at the center is carried by the air jets into 
the corner recirculation zone and establishes the second 
flame when this fuel mixes with the air jet. Even though the 
peak flame temperature remained at 2100 K, the 
temperature of the exhaust products increased for 0.85-
equivalence-ratio case. Interestingly, very little soot and 
benzene are produced under this fuel-lean condition also. 
However, experiments have shown some soot generation 
under 0.85-equivalence-ratio condition. It is speculated that 
the dynamic behavior of the central recirculation zone 
might be contributing to the production of pollutants and 
soot41. Use of k-ε turbulence model and the relatively 
coarse grid system in the calculations might have dissipated 
the flow oscillations and yielded a steady flow field, which, 
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in turn, might have contributed to the elimination of soot. 
Further calculations with fine grid system are required for 
capturing the large-scale dynamic behavior of the central 
recirculation region. However, the overall flame structure is 
well captured in the present simulations. A comparison 
between the predicted-OH distribution [Fig. 8(d)] and the 
experimentally obtain PLIF-OH image (insert in Fig. 8) 
suggests that the model has correctly captured the two-
flame structure and the excess amount of OH radicals in the 
central recirculation zone. 
     Soot production has significantly increased when the 
equivalence ratio was increased to 1.15. The fuel jet 
velocity corresponding to this condition is 30 m/s and the 
simulated flow field was shown in Fig. 6(b). The predicted 
combustion field is shown in Fig. 9. In contrast to the fuel-
lean cases, corner recirculation zone has become the hottest 
region in the fuel-rich case. Flame is anchored between the 
air jets and the corner recirculation zone. More 
interestingly, the flame established between the air jets and 
the central recirculation zone in the fuel-lean cases has 
disappeared in the fuel-rich case. This is more evident in 
the OH plot in Fig. 8(d). OH is formed along the outer edge 
of the corner recirculation zone and is not connected at the 
center. The OH-PLIF image obtained in the experiments 
(insert in Fig. 8) support the prediction that the flame 
established along the central recirculation zone in fuel-lean 
conditions is extinguished under fuel-rich conditions. 
     As expected, significant amount of soot has been 
generated for the fuel-rich condition [Fig. 8(b)]. 
Experiments [Fig. 5(b)] have confirmed this prediction. 
Interestingly, not much soot is produced in the corner 
recirculation zone, even though it is found to be the hottest 
region. This is mainly because of the local equivalence ratio 
within the corner recirculation region. The fuel entrained 
into this zone is not sufficient to make it fuel rich. In 
contrast, the central recirculation zone became fuel rich and 
contributed to decrease in temperature and increase in soot 
production.  
     Temperature and species distributions along the 
centerline of the combustor are plotted in Fig. 10 for 
different equivalence-ratio cases. Inline with the images 
shown in Figs. 7-9, OH is present in the central 
recirculation zone only for fuel-lean conditions and its 
concentration decreases with decrease in equivalence ratio 
[Fig. 10(a)]. Measurements made in the exhaust gases42 for 
fuel-lean cases are shown in Fig. 10 with large filled 
symbols. The predicted exhaust temperatures are ~ 150 K 
higher than the measurements for both the 0.65 and 0.85 
equivalence-ratio cases. The lower exhaust temperatures in 
the experiments could have resulted from the radiation 
losses from the 43-cm long exhaust nozzle inserted at the 
end of the combustor. On the other hand, excellent 
agreement is found for CO2/N2 and O2/N2 ratios for these 
two cases as seen in Fig. 10(b).                       
   
 
 
 

CONCLUSIONS 
 
A time-dependent, axisymmetric, detailed-chemistry CFD 
model was developed for the simulation of combusting 
flows inside a model swirl-stabilized combustor. 
Combustion chemistry and PAHs formation associated with 
JP-8 fuel are simulated using the 161-species, 1538-
reactions mechanism of Violi et al31. Soot formation is 
modeled using a two-variable approach and turbulence is 
modeled using k and ε equations. The CFD code 
(UNICORN) was tested through the simulation of a laminar 
jet diffusion flame for different fuel jet velocities. The 
swirl-stabilized combustor with a square chimney was 
modeled as an axisymmetric combustor. Several 
calculations were made by varying the equivalence ratio (by 
changing the fuel flow) and by keeping the swirl and air 
flow constant. 
     The high swirl used for the fuel and air jets in the 
combustor expanded the air jets rapidly and created corner 
and central recirculation zones. Increasing equivalence ratio 
via increasing fuel jet velocity decreased the size of the 
corner recirculation zone and increased that of the central 
recirculation zone. For highly fuel-lean cases (φ = 0.65) 
flame is stabilized in between the air jets and the central 
recirculation zone, resulting a v-shaped flame structure. For 
slightly fuel-lean cases (φ = 0.85) two flames are stabilized. 
While the first one is formed in between the air jets and the 
central recirculation zone, the second one is formed 
between the air jets and the corner recirculation zone from 
the excess fuel transported along the combustor walls. For 
all the fuel-rich cases, the first flame between the air jets 
and the central recirculation zone could not be stabilized, 
leaving the combustor to operate on the flame anchored in 
between the air jets and corner recirculation zone. This 
resulted in an open-v-shaped flame structure. The very little 
quantities of soot predicted for the fuel-lean cases and the 
rapid increase of soot with equivalence ratio for fuel-rich 
cases qualitatively agree with the experimental 
observations. The measurements made for temperature, 
CO2, and O2 in the exhaust gases matched with the 
predictions. The combustion chemistry of Violi et al31 for 
JP-8 fuel seems a reliable mechanism that can be easily 
incorporated into multi-dimensional CFD codes.     
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Fig. 1. Co-axial jet diffusion flames of JP-8 fuel at (a) 
0.01 m/s, (b) 0.02 m/s, and (c) 0.03 m/s. Iso-temperature 
contours are shown between 300 K (purple) and 2000 K 
(red). 

Fig. 2. Benzene concentration in JP-8 co-axial, jet 
diffusion flames. Fuel-jet velocities are (a) 0.01 m/s, (b) 
0.02 m/s, and (c) 0.03 m/s. Red color indicates peak 
concentration of 0.14 %.   
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Fig. 3. Soot volume fraction in JP-8 fueled, co-axial, jet 
diffusion flames at (a) 0.01 m/s, (b) 0.02 m/s, and (c) 0.03 
m/s. Red color indicates peak volume fraction of 5%. 

Fig. 4. Decomposition of parent species of JP-8 surrogate 
fuel with height in a co-axial, jet diffusion flame of 0.01-
m/s fuel jet velocity.  
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Fig. 5. Operation of JP-8 fueled, swirl-stabilized, model gas-turbine combustor under different equivalence-ratio conditions. 
(a) Photograph of the near-field flame structure under fuel-lean conditions and (b) photograph of the flame and test rig under 
fuel-rich conditions. 
 
 

 
 
Fig. 6. Axi-symmetric simulations of swirl-stabilized, model gas-turbine combustor with detailed chemistry for JP-8 fuel. 
Velocity fields obtained for overall equivalence ratios of (a) 0.65 and 1.15. Change in overall equivalence ratio was obtained 
by varying the fuel jet issued from the center. 
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Fig. 7. Flame structure and species distributions of swirl-stabilized, model gas-turbine combustor operating under fuel-lean 
equivalence ratio of 0.65. Distributions of (a) temperature with red indicating a peak value of 2100 K, (b) soot volume 
fraction with a peak value of 0.2 %, (c) benzene concentration with a peak value of 0.15 %, and (d) OH concentration with a 
peak value of 0.5 %. Insert shows the OH-PLIF image obtained in the experiments.  
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Fig. 8. Flame structure and species distributions of swirl-stabilized, model gas-turbine combustor operating under fuel-lean 
equivalence ratio of 0.85. Distributions of (a) temperature with red indicating a peak value of 2100 K, (b) soot volume 
fraction with a peak value of 0.2 %, (c) benzene concentration with a peak value of 0.15 %, and (d) OH concentration with a 
peak value of 0.5 %. Insert shows the OH-PLIF image obtained in the experiments. 
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Fig. 9. Flame structure and species distributions of swirl-stabilized, model gas-turbine combustor operating under fuel-lean 
equivalence ratio of 1.15. Distributions of (a) temperature with red indicating a peak value of 2100 K, (b) soot volume 
fraction with a peak value of 0.8 %, (c) benzene concentration with a peak value of 0.15 %, and (d) OH concentration with a 
peak value of 0.5 %. Insert shows the OH-PLIF image obtained in the experiments. 
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Fig. 10. Distributions of temperature and species concentrations along the centerline of the combustor computed under 
different equivalence-ratio conditions. (a) Variations of temperature and OH concentration, and (b) variations of O2 and CO2 
concentrations normalized with local N2 concentration. Large symbols indicate experimental data of Roy et al.42  
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Abstract 
     Laminar flamelet theory in often used for representing the structure of a turbulent diffusion flame. Limitations of 
such representation are examined by studying various vortex/flame interactions in a hydrogen/air opposing-jet diffusion 
flame. Vortices are injected from the air side toward the flat flame formed between the fuel and air jets. A centimetre-
size vortex is made to interact with a 7.0-mm-thick flame and a micron-size vortex is made to interact with a 2.4-mm-
thick flame. Sufficiently high vortex propagation velocities are used for creating flame extinction in both cases. While 
the larger vortices, irrespective of the their propagation velocity, tend to create a wrinkled, strained flame before 
causing extinction--representing a laminar flamelet, the smaller vortices tend to replace the local fluid in the flame zone 
with the constituent fluid and destroyed the flame structure--representing a distributed reaction zone. As the micron-size 
vortex is larger than the Kolmogorov length scale, a portion of the possible turbulent processes (events) in a hydrogen 
diffusion flame must be viewed as distributed reaction zones. 

Introduction 
     According to flamelet theory [1], the local instantaneous composition and temperature of the mixture in a 
nonpremixed system can be modeled as being the same as those in a stretched laminar diffusion flame. The mixture 
fraction and scalar dissipation rate are then used in linking the turbulent flame structure to that of the laminar flames. At 
a critical value of scalar dissipation rate, the laminar diffusion flame extinguishes due to large mixture fraction 
gradients. The reaction zone in physical space becomes so narrow that diffusive heat loss will lead to quenching. This 
scalar-dissipation-rate analogy has been used in flamelet theories in modeling extinction and ignition phenomena in 
turbulent flames. The unsteady effects in the reaction zone are usually considered by incorporating the unsteady 
diffusion of reactants and heat conduction [2]. Flamelet theories have been successful applied to the modeling of 
various nonpremixed flame systems [3]. 
     A necessary condition for flamelet concepts to apply is that the reaction zone must be thinner than the smallest scales 
of the turbulence which is Kolmogorov length scale. Performing asymptotic expansion for high Damkohler numbers for 
hydrogen flames, Bilger [4] derived an expression for reaction rate and argued that flamelets are not asymptotically thin 
due to the influence of reverse reactions; that is, the reaction zones are equilibrium broadened. Even though, the regular 
asymptotic analysis and the non-reacting experimental data used by Bilger [4] are not ideal for judging the validity of 
the flamelet theories, they certainly raised important issues about the applicability of the flamelet theories to the 
turbulent-combustion process. It has been widely recognized that highly-resolved measurements and numerical 
simulations are needed for addressing the existence of laminar flamelets in turbulent-flow environment [5].          
     A numerical investigation is performed in the present study to aid the understanding of the extinction process 
associated with laminar flamelets and, thereby, verify the validity of the laminar flamelet theory. Vortex/flame 
interactions, which are often considered to be the building blocks of statistical theories of turbulence, are utilized for 
establishing highly strained flamelets. These interactions were studied in the past for understanding the effects of 
curvature on unsteady flames [6]. In particular, experiments designed by Roberts et al. [7] and by Rolon et al. [8] have 
generated considerable interest, especially because of their unique ability to inject a well characterized vortex toward 
the flame surface. Numerous investigations have been performed using Rolon burner and by varying the size and 
strength of the vortex in attempts to understand global features such as scale [9,10] and origin [11] effects and localized 
features such as annular-quenching [12] and nonadiabatic-equilibrium-temperature [13,14] phenomena. 
     Complete simulation of the opposing-jet flame using multi-dimensional models not only eliminate concerns 
regarding the simplified analyses but also provide a valuable tool for studying vortex/flame interactions. Several two- 
and three-dimensional computational-fluid-dynamics models with detailed chemical kinetics (CFDC) have been 
developed [15,16] for the study of the interaction between a planar flame formed in counterflow burners and an induced 
vortex. In the present investigation, a well-tested CFDC model [17] was used for understanding the flame structure near 
extinction and for testing the validity of flamelet theories. 

Numerical Model 
     Time-dependent, axisymmetric Navier-Stokes equations written in the cylindrical-coordinate (z-r) system are solved 
along with species- and energy-conservation equations [16]. A detailed-chemical-kinetics model is used to describe the 
hydrogen-air combustion process.  This model consists of thirteen species--namely, H2, O2, H, O, OH, H2O, HO2, 
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H2O2, N, NO, NO2, N2O, and N2.  A detailed-chemical-kinetics model having 74 reactions among the constituent 
species is used; the rate constants for this H2-O2-N2 reaction system were obtained from Ref. [18].  
     Temperature- and species-dependent property calculations are incorporated. The governing equations are integrated 
on a nonuniform staggered-grid system.  An orthogonal grid having rapidly expanding cell sizes in both the axial and 
radial directions is employed. The finite-difference forms of the momentum equations are obtained using an implicit 
QUICKEST scheme [16] and those of the species and energy equations are obtained using a hybrid scheme of upwind 
and central differencing. At every time step the pressure field is calculated by solving the pressure Poisson equations 
simultaneously and utilizing the LU (Lower and Upper diagonal) matrix-decomposition technique. This model, called 
UNICORN (UNsteady Ignition and COmbustion with ReactioNs), has been extensively validated [17] by simulating 
various steady and unsteady counterflow [12] and coflow [16,19] jet diffusion flames and by comparing the results with 
experimental data.    

Burner Details  
     The opposing-jet-flame burner used for these studies was designed by Rolon [8]. The burner assembly consists of 
25-mm-diameter nozzles (do), 40-mm-diameter outer nozzles (Do), and syringe tubes of 0.2-mm to 5-mm diameter (di). 
A flat flame is formed between the fuel and air jets having velocities of 0.69 and 0.5 m/s, respectively. An annular 
nitrogen flow of 0.1 m/s is used from both the fuel and air side nozzles. The hydrogen-to-nitrogen ratio employed for 
the fuel jet is 0.38. Only the region between the lower and upper nozzle exits was modeled in the present study. The fuel 
(do), air (do), nitrogen (Do), and injection (di) jet diameters used in the simulations were identical to those used in the 
experiment. 

Results and Discussion 
     Calculations for the steady-state axisymmetric flame were made using a non-uniform 401 x 301 mesh system 
distributed over a physical domain of 40 x 40 mm, which yielded a mesh spacing of 0.1 mm in both the axial (z) and the 
radial (r) directions in the region of interest. Flat profile for the velocity is used at the exit of the each nozzle. The air-
side strain rate along the stagnation line calculated from the rate of change in the axial velocity (u) with respect to the 
distance (z) is 48 s-1. The peak temperature of 1560 K of this weakly strained flame is only slightly lower than the 
corresponding adiabatic-equilibrium flame temperature of 1598 K. The flame thickness based on temperature is 7.0 
mm.  
     A centimeter-size vortex is generated on the air side by injecting air from the 5.0-mm diameter central injection tube. 
Several vortex/flame interactions are obtained by injecting air at different velocities. In general, the propagation 
velocity of the vortex emerging from the nozzle decreases as it travels toward the flame surface. If the vortex 
propagation velocity becomes low by the time it reaches the flame surface, the interaction generates a weakly stretched 
and wrinkled flame. Note that stretch rate inversely corresponds to the flame thickness. Consequently, during the 
interaction between a centimeter-size vortex and the flame surface, the thickness of the latter decreases. As the vortex 
propagation velocity increases with the air injection, wrinkling of the flame surface decreases while stretch rate 
increases and flame thickness decreases further. For a sufficiently high propagation velocity, vortex extinguishes the 
flame locally and penetrates through the hole formed on the flame surface. Only interactions that extinguish the flame 
are considered in the present study.  
     Interaction of a large vortex injected from the 5-mm diameter nozzle with a air jet velocity of 30 m/s revealed that 
the vortex grows to ~1.2 cm in diameter by the time it starts penetrating through the flame and the flame thickness 
reduces to ~ 2.0 mm. Flame becomes wrinkled before it is being extinguished at the center. In fact, flame wrinkling and 
thickness did not change much with vortices injected over a wide range of velocities (20 ~ 160 m/s). Finally, flame is 
extinguished at the center and vortex has penetrated through the hole. This interaction process follows the description 
given by flamelet theory as the vortex increases the oxidizer fluxes into the flame zone and eventually extinguishes the 
flame when cooling becomes dominant.  
     The interaction between a large-vortex and the flame surface suggests that flame thickness decreases to ~ 2 mm 
before it is being extinguished. That means, in order to verify the validity of the flamelet theory, a sub-millimeter vortex 
must be injected toward the flame surface. To preserve the grid resolution for the simulation of micron-size-
vortex/flame interaction, a stationary opposing-jet flame is established between nozzles that are separated by 4 mm. A 
grid system having 800 x 336 nodes and a spacing of 4µm in z and r directions is utilized. The generated steady-state 
flame has a thickness of ~ 2.4 mm based on temperature profile. Vortex on the air side is generated by injecting fluid 
through an 80-µm diameter nozzle at a velocity of 30 m/s. The interaction between the micron-size vortex and the flame 
at an instant (200µs after the start of air injection) is shown in Fig. 1. Instantaneous distributions of temperature and OH 
concentration are shown in the left and right halves, respectively. Vortex structure is also shown in these figures by 
plotting instantaneous locations of the particles injected from the exit of the air jet nozzle.  
     The size of the micro vortex injected from the 80-µm-diameter nozzle increased as it passed through the flame. The 
core of the vortex has reached a diameter of 540 µm in 200 µs. Micron-sized vortices seem to grow rapidly in the flame 
zone compared to the centimeter-sized vortices. Unlike in large-vortex/flame-interaction case, the micron-size vortex in 
Fig. 1 has penetrated through the flame without wrinkling the latter. On the other hand, micro vortices entrain 
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significant amount of products and carry with it as seen in Fig. 1. As described in our previous paper [14], the small size 
vortices quickly become reactant deficient, entrain combustion products and carry high-temperature gases with it [green 
color fluid that represents a temperature of ~ 800 K within the vortex in Fig. 1]. This interaction process did not follow 
the typical flamelet theory. Flame is not stretched by the vortex at any instant.    
     The flame structures at different instants are shown in Figs. 2 and 3 for the centimeter- and micron-size vortex/flame 
interaction cases, respectively. The temperature profiles at different instants in Fig. 2(a) represent those of a stretched 
flame. Thickness and peak temperature decreased as the flame is stretched and shifted (while flame is wrinkled). On the 
other hand, during the most of the micron-size-vortex/flame-interaction process the flame temperature upstream of the 
vortex head was not perturbed [Fig. 3(a)]. When the vortex came out of the flame zone, it carried hot products with it. 
These temperature profiles suggest that flame is not being stretched by the vortex. 
     The heat-release-rate profiles shown in Fig. 2(b) represent that of a stretched laminar flame. Peak heat release rate 
increased as the flame is stretched by the large-size vortex. Interestingly, heat release rate near the head of the micron-
size vortex [Fig. 3(b)] has increased an order of magnitude more than that was seen in centimetre-size vortex/flame 
interaction. The super-high reactivity (20 times more heat release rate) in micron-size vortex/flame interaction is 
resulting from mixing of products and air--not from the flame stretch.  
     Super reactivity in the case of micron-size vortex/flame interaction is also evident in the production rates of OH and 
H species [Figs. 2(c) and 2(d)]. In a stretched flame (as in the case of centimetre-size vortex) both the production and 
destruction of these species increased with stretch rate [Figs. 3(c) and 3(d)]. However, as the micron-size vortex rapidly 
introduces fresh air into the products, production rate of OH [Fig. 2(c)] increased significantly while destruction of this 
species is nearly unperturbed. Similarly, destruction of H radical [Fig. 2(d)] is significantly enhanced in the micron-size 
vortex case while production of it was nearly unperturbed.      
     The micron-size vortex used in this study reached 0.3 mm in diameter when it was passing through the flame zone. 
This is much larger than the Kolmogorov length scale of 0.03 mm obtained based on turbulence Reynolds number and 
length-scales of 500 and 3 mm, respectively. This implies that significant portion of length scales in a turbulent reacting 
flow promote mixing in the reaction zone rather than wrinkling the reaction layer. In other words, a significant part of 
turbulence-chemistry interaction can not follow laminar flamelet theory.  
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Fig. 1. Interaction of micro vortex with flame surface at 200 
µs. In each image instantaneous locations of particles are 
superimposed on temperature and OH-concentration fields 
on left and right halves, respectively. 
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Fig. 2. Interaction of a large-size vortex with the flame 
surface. Variations in flame structure along the stagnation 
line as a centimetre-size vortex passes through the flame 
surface. Distributions of (a) temperature, (b) heat release rate, 
(c) rate of production of OH molecules, and (d) rate of 
production of H atoms plotted at different phases of the 
interaction between t = 500 µs and 2 ms.. 
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Fig. 3. Variations in flame structure along the stagnation line 
as a micro vortex passes through the flame surface. 
Distributions of (a) temperature, (b) heat release rate, (c) rate 
of production of OH molecules, and (d) rate of production of 
H atoms plotted at different phases of the interaction between 
t = 100 µs and 240 µs. Vortex motion is from left to right.   
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A numerical investigation of flame liftoff, stabilization, and blowout
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The effects of fuel stream dilution on the liftoff, stabilization, and blowout characteristics of laminar
nonpremixed flames �NPFs� and partially premixed flames �PPFs� are investigated. Lifted
methane-air flames were established in axisymmetric coflowing jets. Because of their flame
suppression characteristics, two predominantly inert agents, CO2 and N2, were used as diluents. A
time-accurate, implicit algorithm that uses a detailed description of the chemistry and includes
radiation effects is used for the simulations. The predictions are validated using measurements of the
reaction zone topologies and liftoff heights of both NPF and PPF. While an undiluted PPF is
stabilized at the burner rim, characterized by significant radical destruction and heat loss to the
burner, the corresponding undiluted NPF is lifted and stabilized in a low-velocity region extending
from the wake of the burner. Detailed comparison of diluted NPF with PPF reveals that the base
structures of both the flames are similar and exhibit a double flame structure in the near-field region,
where the flame stabilization depends on a balance between the reaction rate and the scalar
dissipation rate, which could also be interpreted as a balance between the edge-flame speed
undergoing its local scalar dissipation rate and the local flow velocity. As diluent concentration is
increased, the flames become weaker, move downstream along the stoichiometric mixture fraction
line, and stabilize at a location where they can find a local flow field that has a lower scalar
dissipation rate. Further increase of the diluent concentration moves the flames further downstream
into the far-field region, where both the NPF and PPF exhibit a triple flame structure, and the flame
stabilization mechanism also involves a balance between the triple flame speed and local flow
velocity. The PPFs, however, shift to a higher liftoff height and blow out at a lower diluent
concentration compared to the NPF, which can withstand larger amounts of dilution. In addition,
both NPF and PPF are stabilized at lower liftoff heights and blowout at a lower diluent
concentration, when they are diluted with N2 compared to that with CO2. The observed effects of
fuel stream dilution and partial premixing on flame liftoff and blowout can be explained using the
existing flame stabilization theories. © 2006 American Institute of Physics.
�DOI: 10.1063/1.2191851�
INTRODUCTION

Flame liftoff and blowout are important for both funda-
mental and practical considerations. In a coflow jet configu-
ration, depending on fuel jet and coflow conditions �i.e., ve-
locity, dilution, and amount of premixing�, flames can be
stabilized either at the burner or they can be lifted and sta-
bilized downstream of the burner. Moreover, as liftoff height
increases, the flame structure can transition from a nonpre-
mixed flame to a double flame containing two reaction
zones, and then to a triple flame containing three reaction
zones, i.e., a lean premixed zone, a rich premixed zone, and
a nonpremixed zone.1 Phillips2 first described these lifted
triple flames. Subsequently, several stabilization criteria for
lifted jet diffusion flames have been proposed.3–8

Most previous studies have based the flame stabilization
mechanism in terms of a balance between the local flow
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velocity and the tribrachial flame speed. Chung and Lee3

employed a cold jet theory,9 and derived a theoretical for-
mula for liftoff height and blowout conditions of nonpre-
mixed jet flames. Their analysis showed that the Schmidt
number �Sc� plays an important role in flame liftoff, and
stable lifted flames are possible only for fuels for which
Sc�1. Increasing the fuel flow rate increases the liftoff
height for propane and n-butane flames �Sc�1� and de-
creases it for methane and ethane flames �0.5�Sc�1�, im-
plying that methane and ethane flames blowout directly in
the burner-stabilized mode. However, Kioni et al.10 and
Plessing et al.11 established lifted methane flames using ni-
trogen dilution and investigated the effect of strain rate.
Ghosal and Vervisch12 demonstrated analytically that a lifted
laminar flame is possible for a fuel for which Sc is greater
than a critical value Sccr, which is less than unity. For values
of Sc�Sccr, they showed that a lifted flame is subcritical and
can only survive in a narrow parametric region. In a subse-
quent study, Lee et al.13 investigated the effect of partial

premixing on flame liftoff and blowout for propane and
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n-butane flames, and observed that the jet velocity at flame
liftoff and blowout decreases as the level of partial premix-
ing is increased.

Ruetsch et al.5 reported that the effect of heat release on
lifted triple flames provides an upper bound for the flame
speed. Increasing the heat release and reducing the mixture
fraction gradient increases the flame speed over that of the
corresponding planar premixed flame. Buckmaster14 demon-
strated that in a special case of unity Lewis number �Le�, the
edge flame speed �UF� increases with decreasing scalar dis-
sipation rate ��� in a linear form, UF /SL

o =1–� /�o, where �o

is the scalar dissipation rate when UF is zero. Chen and
Bilger6 reported that the flame propagation speed �UP� in-
creases monotonically with decreasing � along the stoichio-
metric mixture fraction contour. They combined the above
theories to propose a general expression for the triple flame
propagation velocity, UP /SL

o = ��u /�b�1/2�1− ��st /�a�m�,
where the correlation constants m and �a are determined
from a linear regression analysis. This equation is consistent
with the argument that UP/SL

o is bounded by the heat release
for small scalar dissipation rates. Based on the above flame
stabilization theories, most previous investigations have fo-
cused on determining the critical inlet flow velocities for
flame liftoff and blowout. However, the liftoff and blowout
characteristics of NPFs, and especially those of PPFs, with
respect to the effects of diluents, have not been extensively
investigated. This provided the major motivation for the
present study.

The flame stabilization theories3–6 described above are
based on the tribrachial flame speed hypothesis. Takahashi
and Katta8 reported, however, that flames stabilized near the
burner do not exhibit a triple flame structure, and therefore
the flame stabilization cannot be explained in terms of the
tribrachial flame speed. Instead they hypothesized that a
lifted nonpremixed flame is stabilized by a reaction kernel, in
which a subtle balance is maintained between the residence
time and reaction time. They also highlighted the importance
of detailed chemistry in simulating flame liftoff and stabili-
zation, as global chemistry, which neglects the radical reac-
tions, led to an incorrect understanding of the flame base or
reaction kernel structure.

Studies dealing with the effects of diluents on the liftoff
and blowout characteristics of flames are also important for
practical considerations. For instance, Halon 1301 is cur-
rently used worldwide for fire protection, but because of con-
cerns with its effect on the stratospheric ozone layer, it is
regulated by international agreements �Montreal Protocol15�.
While these regulations have intensified research for new fire
suppressants, the search for a new fire-extinguishing agent
with all the desirable properties of Halon 1301 has not been
successful so far. Vahdat et al.16 investigated flame extinction
using binary fire suppressants of organic compounds mixed
with nitrogen. Although these mixtures appear to be promis-
ing, halogenated compounds such as CF3Br �Halon 1301� are
still found to be more efficient. The inert gases extinguish
fire primarily through the thermal effect, and thus being
harmless to the environment, provide justification for study-
ing their effects on lifted flames.
The major objective of our investigation is to character-

Downloaded 19 Oct 2006 to 129.92.250.43. Redistribution subject to 
ize the effects of fuel stream dilution and partial premixing
on flame liftoff, stabilization, and blowout. Lifted methane-
air nonpremixed �NPF� and partially premixed flames �PPFs�
are established in axisymmetric coflowing jets. The flames
are simulated using a time-accurate, implicit algorithm that
uses detailed descriptions of chemistry and transport. Results
of simulations are used to �i� distinguish between the burner-
stabilized and lifted flames in terms of velocity profiles along
the stoichiometric mixture fraction line and heat transfer
from the flame to the burner, �ii� perform a detailed compari-
son of the structures of NPF and PPF in terms of the various
reaction zones near the flame base; the base flame structure is
important for the flame stabilization criteria, �iii� examine the
flame stabilization criteria for lifted flames stabilized in both
the near-field and far-field regions, and �iv� characterize the
effectiveness of two common fire suppression agents, N2 and
CO2, in extinguishing the NPFs and PPFs.

Depending on the liftoff height, diluent concentration,
and other conditions, the liftoff behavior of nonpremixed jet
flames falls into three different categories:17 �i� both liftoff
and blowout occurring in the laminar region, �ii� liftoff oc-
curring in the laminar region, but blowout in the turbulent
region, and �iii� both liftoff and blowout occurring in the
turbulent region. In the present study, we focus on the liftoff
and blowout occurring in the laminar region of coflowing
jets. A coflow jet configuration is employed, since it provides
more stable flow conditions compared to free jets, and also
facilitates the treatment of boundary conditions.

THE COMPUTATIONAL MODEL

The computational model is based on the algorithm de-
veloped by Katta et al.18 and the simulation method is de-
scribed in detail elsewhere.19,20 The numerical model solves
the time-dependent governing equations for unsteady react-
ing flows in an axisymmetric configuration. The governing
equations can be written in a generalized form as

�����
�t

+
���v��

�r
+

���u��
�z

=
�

�r
���

��

�r
� +

�

�z
���

��

�z
� −

�v�

r
+

��

r

��

�r
+ S�.

Here t denotes the time, and u and v represent the axial
�z� and radial �r� velocity components, respectively. The gen-
eral form of the equation represents conservation of mass,
momentum, species, or energy conservation equation, de-
pending on the variable used for �. The diffusive transport
coefficient �� and source terms S� appearing in the above
equation are provided in Table 1 of Ref. 19. Introducing the
overall species conservation equation and the state equation
completes the set of equations. In addition, a sink term based
on an optically thin gas assumption is included in the energy
equation to account for thermal radiation from the flame.25

The sink term is expressed as qrad=−4�Kp�T4−To
4�,21 where

T denotes the local flame temperature, and Kp accounts for

the absorption and emission from the participating gaseous
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species �CO2, H2O,CO and CH4�, and is expressed as
Kp=P�

k

XiKp,i, where Kp,i denotes the mean absorption coef-

ficient of the kth species. Its value is obtained by using a
polynomial approximation to the experimental data provided
in Ref. 21.

The thermodynamic and transport properties appearing
in the governing equations are considered to be temperature-
and species-dependent. The thermal conductivity and viscos-
ity of the individual species are estimated based on
Chapman–Enskog collision theory, following which those of
the mixture are determined using the Wilke semiempirical
formulas.22 Chapman–Enskog theory and the Lennard–Jones
potentials are used to estimate the binary-diffusion
coefficient between each species and nitrogen. The methane–
air chemistry is modeled using a detailed mechanism
that considers 24 species and 81 elementary reactions.23

The major species included in the mechanism are
CH4, O2, CO2, CO, CH2O, H2, H2O, C2H2, C2H4,
C2H6, and N2., while the radical species include
CH3, CH2, CH, CHO, H, O, OH, HO2, H2O2, C2H,
C2H3, C2H5, and CHCO. The mechanism has been validated
previously for the computation of premixed flame speeds and
the detailed structure of both nonpremixed and partially pre-
mixed flames.19,20,24–26

While the finite-difference forms of the momentum
equations are obtained using the QUICKEST scheme,27

those of the species and energy are obtained using a hybrid
scheme of upwind and central differencing. The pressure
field is calculated at every time step by solving all of the
pressure Poisson equations simultaneously and using the LU
�lower and upper diagonal� matrix-decomposition technique.

Figure 1 illustrates the computational domain. It consists
of 150 mm�100 mm in the axial �z� and radial �r� direc-
tions, respectively, and is represented by a staggered, non-
uniform grid system. The reported results are grid-
independent, as discussed in the next section. An isothermal
insert simulates the inner 2�1 mm burner wall. The bound-

19,20

FIG. 1. Schematic of the computational domain and boundary conditions.
ary conditions used here can be found elsewhere. Both

Downloaded 19 Oct 2006 to 129.92.250.43. Redistribution subject to 
the inner and outer jets are set with a constant and uniform
velocity of 50 cm/s. The inner jet issues fuel-air mixture at
equivalence ratios of 	=
 �pure fuel� and 2.25 for the simu-
lation of nonpremixed and partially premixed flames, respec-
tively, while the outer jet issues air. The diluent �CO2 or N2�
is introduced through the inner jet, and its concentration is
varied in order to investigate the flame liftoff, stabilization,
and blowout phenomena.

The two base cases simulated correspond to undiluted
NPF and PPF. These two base flames are obtained starting
from the respective global-chemistry �CH4+O2→CO2

+H2O� solutions as initial conditions and by performing
detailed-chemistry calculations for sufficiently long times
��10000 time steps corresponding to 2 s�.23 Once the undi-
luted flames are established, diluents are gradually added un-
til blowout is reached. Blowout is achieved when a critical
concentration of diluents moves the flames further down-
stream rapidly and out of the computational domain, as de-
scribed by Katta et al.28

RESULTS AND DISCUSSION

Validation of numerical model

Egolfopoulos and Law29 demonstrated that by minimiz-
ing the effect of numerical diffusivity through mesh refine-
ment, the computed flame speed, which plays a key role in
flame stabilization, converges to a grid-independent value.
Results of numerical simulations to achieve grid indepen-
dence for the present case are illustrated in Fig. 2, which
presents an isotemperature contour �1000 K� for a typical
CO2–diluted PPF computed using four different grids, i.e.,
371�101, 401�101, 401�121, and 401�141. The mole
fraction of CO2 added to the fuel stream is 5% for this case.

FIG. 2. Temperature isocontour of 1000 K for a CO2-diluted partially pre-
mixed flame computed using four different grids. For all cases, the flame is
computed using the same initial conditions.
For all four grids, the calculations begin using the same ini-
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tial conditions. Grid lines are clustered near the flame sur-
faces �not shown� to resolve the steep gradients of the de-
pendent variables. The differences between the results
computed using these four grids are small, suggesting the
convergence of the simulated flame. Therefore, the minimum
grid spacing used for our simulations is 0.103 mm in the z
direction and 0.150 mm in the r direction corresponding to a
401�101 grid. In order to further assure that both the tem-
perature and radical species layers are sufficiently resolved in
our simulations, we plotted �not shown� the radial profiles of
temperature and CH radical near the lifted flame base �at an
axial distance of 10.0 mm from the flame base�. The thick-
nesses of the temperature and CH radical layers computed
from these profiles were found to be 7.9 and 1.2 mm, re-
spectively. We also computed the structure of the corre-
sponding PPF established at 	=2.25 in a counterflow �one-
dimensional� configuration, and found �not shown� that the
temperature and CH radical layers had thicknesses of 7.7 and
1.5 mm, and contained 47 and 10 grid points, respectively.
These results provided additional confirmation that both the
temperature and radical layers are sufficiently resolved in our
simulations.

The numerical model has been previously validated us-
ing experimental data for a variety of steady and unsteady
flames, including opposed-jet diffusion flames,30 burner-
stabilized flames,20,31,32 and lifted flames.7,28 Katta et al.30

compared the predicted OH concentrations in opposed-jet
flames with the measurements from planar laser-induced
fluorescence �PLIF�, and showed good agreement. Shu
et al.31 reported good agreement between the predicted and
the measured velocity fields using PIV, as well as between
the predicted heat release rate contours and the measured
C2

*-chemiluminescence images, for methane-air partially pre-
20
mixed flames. Azzoni et al. reported similarly good agree-

Downloaded 19 Oct 2006 to 129.92.250.43. Redistribution subject to 
ment for triple flames stabilized on a slot burner. Likewise,
Takahashi et al.7 reported good agreement between the pre-
dicted and measured velocity fields using particle imaging
velocimetry �PIV� for methane-air jet diffusion flames under
near-lifting conditions. Recently, Katta et al.28 accurately
predicted the minimum diluent concentration for blowout of
methane-air cup-burner flames.

In the present study, we provide additional validation of
the numerical model by comparing the predicted heat release
rate contours with the measured luminosity contours for
CO2-diluted lifted nonpremixed and partially premixed
flames. As shown in Fig. 3, the numerical model reproduces
the measured flame topology and liftoff height for both NPF
and PPF. Both flames are located about 9 mm above the
burner rim. Mixing of the reactants is enhanced in the wake
region above the burner rim, allowing entrainment of air into
the fuel side. Consequently, the NPF exhibits a double flame
structure containing a rich premixed zone and a nonpremixed
zone, while the PPF exhibits a triple flame structure. The
locations of the various reaction zones are well predicted by
the numerical model. The detailed flame structure for these
cases is discussed in a later section. As these flames are
established at normal gravity, both the simulations and mea-
surements exhibit well-organized oscillations, induced by
buoyant acceleration, and so care is taken in comparing the
two flames at the same phase angle. In the NPF, the buoyant
acceleration of hot gases outside the flame surface causes
shear-layer rollup, leading to the formation of a toroidal vor-
tex that interacts with the flame surface at locations down-
stream of the flame base. On the other hand, the PPF does
not indicate this toroidal vortex ring; instead, the flame
pinches off when the flame tip reaches its maximum ampli-
tude. The blue color in the experimental images represents

FIG. 3. Comparison of predicted heat
release rate contours �right� and mea-
sured luminosity contours �left� for the
10% CO2-diluted nonpremixed �NPF�
and partially premixed flames �PPF�.
The rich premixed, nonpremixed, and
lean premixed reactions zones are rep-
resented by RPZ, NPZ, and LPZ,
respectively.
the flame shape and the bright yellow in the NPF corre-
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sponds to the soot-containing region. Notice that the flame
luminosity is greatly diminished in the PPF, implying a sig-
nificant reduction in soot volume fraction due to partial pre-
mixing. Although the numerical model does not account for
soot formation, which enhances thermal radiation, the liftoff
heights between the experiments and simulations match quite
well. This is mainly due to a lack of soot in the flame-base
region and, hence, ignoring soot and the related thermal ra-
diation in the numerical simulations did not affect the accu-
racy of the predicted flame base structure.

Structure of undiluted nonpremixed
and partially premixed flames

Figure 4 presents the computed flame structures of the
undiluted NPF and PPF in terms of temperature contours �T�
�in solid lines�, equivalence ratio contours �	� �in broken
lines�, and velocity vectors �v� on the right side and mass

FIG. 4. Computed temperature contours �T�, equivalence ratio contours �	�,
heat release rate contours �q�, velocity vectors �v�, and mass flux vectors of
CH4�MCH4�, O2�MO2�, and H-atoms �MH� for the undiluted �a� NPF and �b�
PPF. The mass flux vectors are shown on the left side, while q-contours are
shown on both sides of the axis of symmetry.
flux vectors �MCH4,MO2, and MH� on the left side of the axis
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of symmetry. The heat release rate contours �q� �in rainbow
color scheme� are shown on both sides. As noted earlier,
these flames at normal gravity exhibit well-organized oscil-
lations. Consequently, the plots in Fig. 4 depict the instanta-
neous flame structure. For the NPF, the flame base is lifted
and stabilized in a low-velocity region that extends from the
wake of the burner rim. The mixing of the reactants is en-
hanced in the wake region, as indicated by the overlapping of
CH4 and O2 mass flux vectors and the equivalence ratio con-
tours. The flame is located on the air side, where the flame
reaches stoichiometric conditions. The heat release rate con-
tours show the high reactivity region near the flame base.
The velocity vectors show the thermal expansion, as well as
the axial acceleration, as the flow approaches the hot flame.
Because the flame base was formed on the air side �due to

FIG. 5. State relationships in terms of scalar profiles at two axial locations
with respect to mixture fraction �f� for the �a� NPF and �b� PPF discussed in
the context of Fig. 4. An analogous steady counterflow flame at 	=2.25 and
strain rate of 100 s−1 is also shown for comparison with the coflow PPF in
Fig 5�b�. The thin blue lines represent the results from the counterflow
flame. The vertical dashed line represents the stoichiometric mixture fraction
�fs�.
the low value of stoichiometric ratio for methane fuel and
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oxygen�, the mass flux of O2 dominates compared to that of
CH4. Consequently, the high oxygen concentration that sur-
rounds the flame base and the H atoms that diffuse in every
direction enhance the chain-branching reaction H+O2

→OH+O, as discussed by Takahashi and Katta.8

In summary, the NPF is lifted and stabilized downstream
of the burner on the oxidizer side with negligible heat trans-
fer to the burner, while the PPF is stabilized at the burner rim
with a significant heat transfer to the burner, as indicated by
the temperature contours near the burner rim in Fig. 4�b�.
This implies that partial premixing affects flame stabilization
near the burner rim. This can be expected since the flame
stabilization near the burner has been argued to depend upon
the leakage of oxygen to the fuel side.33,34 Since oxygen is
already present in the fuel stream for the PPF, its stabiliza-
tion behavior is expected to be different from that of the
corresponding NPF. These two flames also provide a clear
distinction between the characteristics of the lifted and
burner-stabilized flames.

In order to further examine the structures of the two
flames depicted in Fig. 4, we present in Fig. 5 the state rela-
tionships in terms of the profiles of major reactant and prod-
uct species �CH4, O2, H2O, and CO2�, and “intermediate”
fuel species �H2 and CO� with respect to the mixture fraction
�f�.35 Here f=1 and 0 indicate the fuel and oxidizer sides,
respectively. Scalar profiles for a counterflow flame simula-
tion at 	=2.25 and strain rate 100 s−1 are also included for
comparison with the coflow PPF. As discussed by Smooke36

and Naha and Aggarwal,37 partially premixed combustion
can be grouped into two distinct regimes, namely a double-
flame regime and a merged-flame regime. In the first regime,
a PPF contains two physically separated reaction zones,
while in the second regime, the two reaction zones are nearly
merged. In both the coflow and counterflow PPFs �cf. Fig.
5�b��, the incoming CH4 and O2 from the fuel side are com-
pletely consumed in the rich premixed zone before reaching
the stoichiometric mixture fraction �fs�. The “intermediate”
fuel species CO and H2 are formed in the rich premixed

zone, and then transported and consumed in the nonpremixed
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zone. The CO2 and H2O mass fractions, however, peak near
the rich premixed zone, indicating a nearly merged-flame
structure. The NPF also shows a similar flame structure in
terms of the relative locations of the consumption of reac-
tants and the peak intermediate species. The smaller fs value
for NPFs implies that more mixing is required for establish-
ing these flames compared to that of PPFs. Also, note that the
mass fraction of oxygen penetrating into the fuel side of
NPF, YO2�0.12, is comparable to the corresponding value,
YO2�0.20, for PPF. Since state relationships of both NPF
and PPF are similar, these flames contain a nearly merged
flame structure corresponding to a �double� partially pre-
mixed flame.

Effect of dilution on the lifted flame structure

Figure 6 presents the global flames structure of
CO2-diluted NPFs in terms of the heat release rate �q�, sto-
ichiometric mixture fraction �fs�, and OH mass fraction
�YOH� contours for three different dilution levels. The flame
leading edge �LLE� is defined as the intersection of the sto-
ichiometric mixture fraction �fs� line and the flame surface,
which is represented by a specific OH mass fraction contour
�i.e., YOH=2�10−5�, following Qin et al.38 As expected, the
liftoff height �Lf�, which is taken as the distance from the
burner rim to LLE, increases, and LLE shifts radially outward
with increasing diluent concentration.

Previous investigations have generally distinguished the
various reaction zones in jet flames based on their spatial
locations.19,39 In lifted flames, however, the premixing ahead
of the flame front can be relatively small depending upon the
liftoff height, and it may be difficult to distinguish between
the double and triple flame structures at the flame base. This
distinction, however, is important in the context of examin-
ing the flame stabilization mechanisms. In order to spatially
resolve the various reaction zones of the flames more clearly,
we employ the modified flame index ��M� developed in our

1

FIG. 6. Predicted heat release rate
contours �q�, stoichiometric mixture
fraction line �fs�, and OH mass frac-
tion �YOH� contours for three cases: �a�
undiluted, �b� 15% CO2-diluted, and
�c� 30% CO2-diluted NPFs. The loca-
tion of the leading edge is indicated by
LLE.
previous investigation,
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�M = � f − fs

	f − fs	
� ·

1

2
�1 +

GFO

	GFO	� .

Here the mixture fraction �f� is defined following Bilger,35

and GFO is the flame index proposed by Takeno and
co-workers.40 With this definition, �M =1 represents a rich
premixed zone, −1 a lean premixed zone, and 	0.5	 a nonpre-
mixed zone for hydrocarbon flames. Since identification of
the various reaction zones is more relevant in regions of high
reactivity, i.e., where the heat release rates are significant, we
have computed �M only in regions where the heat release rate
is at least 1% of the maximum heat release rate.

Figure 7 presents �M contours as well as the OH �rain-
bow color� and CH �monochrome� mass fraction contours
for NPFs and PPFs established at various CO2-dilution con-
centrations. The CH and OH mass fractions have previously
been used to indicate the flame structure in counterflow
configuration.36,41 Whereas the OH mass fraction peaks in
the nonpremixed reaction zone when the flame exhibits a

FIG. 7. Flame structures of various CO2-diluted NPFs and PPFs are shown
and CH �monochrome� mass fraction contours �left�. For NPFs, a double fla
is indicated for 0% and 10% CO2-dilutions, and a triple flame structure for
0% and 5% CO2-dilutions, and a triple flame structure for 10% and 15% C
nearly merged flame structure, the CH mass fraction peaks in
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the premixed reaction zones, Therefore, OH and CH con-
tours can also be used to visualize the flame structure, in
addition to the modified flame index ��M�. As noted earlier,
the undiluted NPF is lifted and stabilized at an axial location
downstream of the burner rim wake. As the diluent concen-
tration increases, Lf increases, and there is a transition from a
double flame to a triple flame structure, characterized by the
appearance of a lean premixed zone indicated by the blue
color and the presence of CH in the outermost region of the
flame base �i.e., the lean premixed zone�. In contrast, for low
diluent concentrations, the PPF is stabilized at the burner rim
and exhibits a double flame structure. As the diluent concen-
tration increases, the PPF is lifted. Further increase in diluent
concentration increases Lf, and additional mixing in the re-
gion between burner rim and flame leads to a transition from
a double flame to a triple flame structure. The lean premixed
zone becomes more pronounced as Lf increases with the in-
crease in diluent concentration. Therefore, the base structure

gh the modified flame index ��M� contours �right�, the OH �color rainbow�
tructure �with a rich premixed zone �RPZ� and a nonpremixed zone �NPZ��
and 40% CO2-dilutions. For PPFs, a double flame structure is indicated for
lutions.
throu
me s
35%
of a lifted flame depends largely on Lf, which in turn de-
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pends on mixture composition �i.e., diluent concentration,
partial premixing, and premixing outside the nozzle38,42�, jet
velocity, coflow velocity, and nozzle shape.

Figure 8 presents the detailed structure of a 20%
CO2-diluted NPF and a 10% CO2-diluted PPF. State relation-
ships are presented for the major reactant and product spe-
cies �CH4, O2, H2O, and CO2� and the “intermediate” fuel
species �H2 and CO� with respect to f35 at two axial loca-
tions. The existence of a rich premixed zone in both the
flames is indicated by the relatively high mass fraction of O2

on the fuel side �YO2�0.16�. In this zone, both CH4 and O2

are completely consumed, producing “intermediate” fuel
species H2 and CO, which are transported and oxidized in
the nonpremixed zone to form CO2 and H2O. The nonpre-
mixed zone is located near f = fs, as indicated by the peak
mass fractions of CO2 and H2O. The leakage of CH4 to the
air side leads to the formation of a lean premixed reaction

FIG. 8. State relationships in terms of scalar profiles with respect to mixture
fraction �f� at two axial locations for �a� 20% CO2-diluted NPF and �b� 10%
CO2-diluted PPF. The vertical dashed line represents the stoichiometric mix-
ture fraction �fs� value.
zone, which is located near f =0.07 and 0.3 for the NPF and
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PPF, respectively. The existence of a lean premixed zone is
also illustrated by the comparison of flame structures de-
picted in Figs. 6 and 8. The location of the lean premixed
zone is indicated by the second �smaller� CO and H2O peaks
in both NPF and PPF in Fig. 8. These peaks are located near
f =0.07 and 0.3 for the NPF and PPF, respectively.

Buoyancy-induced flame oscillations

As noted earlier, the flames simulated in the present
study exhibit well-organized oscillations induced by buoyant
acceleration. In order to characterize these oscillations, Fig. 9
presents the temporal evolution of temperature at a location
35 mm above the flame leading edge for three CO2-diluted
NPFs. The interaction between the flame surface and the
toroidal vortex, formed by buoyant acceleration of hot gases
outside the flame surface, leads to oscillations in tempera-
ture. As the diluent concentration is increased and the flame
is stabilized at a further downstream location, the amplitude
of oscillation increases, while the frequency of oscillation
remains nearly constant in the range 15–20 Hz. �The ampli-
tude of oscillation refers to the amplitude of temperature
variation at the probing point.� In addition, the mean tem-
perature decreases, indicating a reduction in flame reactivity
with increased dilution.

Effects of partial premixing and dilution
on flame liftoff and blowout

In order to characterize the effects of partial premixing
and diluents, the variation of flame liftoff height with diluent
mole fraction is presented in two different formats. Figure 10
depicts the effect of partial premixing by plotting the liftoff
height versus the amount of dilution in N2-diluted flames
�Fig. 10�a�� and CO2-diluted flames �Fig. 10�b��, while Fig.

FIG. 9. Temporal evolution of temperature for undiluted, 15% CO2-diluted,
and 25% CO2-diluted NPFs. The horizontal lines indicate the time-averaged
temperature. The temperature values are taken 35 mm above the leading
edge of each flame.
11 compares the effectiveness of N2 and CO2 diluents in
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causing flame liftoff and blowout in NPF �Fig. 11�a�� and
PPF �Fig. 11�b��. Important observations are as follows:

�1� As noted earlier, the undiluted NPF is lifted and stabi-
lized downstream of the burner rim, while the corre-
sponding PPF is stabilized at the burner rim. With the
addition of diluent, the liftoff height of NPF first in-
creases gradually, and then quite rapidly until the blow-
out occurs �cf. Fig. 10�. In contrast, the PPF first lifts off
from the burner rim due to local extinction caused by
dilution, which reduces heat transfer to the rim and the
rate of H-atom destruction. Once the flame is lifted, its
liftoff height increases much more rapidly compared to
that of a NPF. Consequently, its liftoff height exceeds
that of a NPF, and the diluent mole fraction required for
its extinction �through blowout� is significantly smaller
than that for a NPF. For the results presented in Fig. 10,

FIG. 10. Liftoff height �Lf� plotted as a function of diluent mole fraction for
the N2- �a� and CO2-diluted �b� NPFs and PPFs. The blowout conditions are
also shown.
the CO2 dilutions required for the extinction of PPF and
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NPF are 16% and 41%, respectively. The corresponding
values for N2 dilution are 25% and 55%, respectively. In
addition, a PPF blows out at a lower height compared to
a NPF. The superior blowout characteristics of NPFs are
due to the higher amount of fuel contained in the fuel
jet, which leads to a lower scale dissipation rate for these
flames.

�2� The addition of diluent in the fuel jet reduces the chemi-
cal activity in the flame base, as indicated by the reduced
temperature. As the flame gets weaker, it shifts further
downstream to a stabilization location corresponding
to a lower scalar dissipation rate ���, defined as
�=2DF-mix��f�2, where DF-mix is the fuel diffusivity with
respect to the mixture. Figure 12 presents � plotted ver-
sus the axial position along the stoichiometric mixture
fraction line for various NPFs and PPFs. For each case,

FIG. 11. Liftoff height �Lf� plotted as a function of diluent mole fraction for
N2- and CO2-diluted NPFs �a� and PPFs �b�. The double flame, triple flame,
and blowout regions are also shown.
the flame is located at the minimum � value. The addi-
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tion of diluent increases the local scalar dissipation rate
while decreasing the flame reactivity. �The effect of fuel
stream dilution on the flame reactivity and scalar dissi-
pation rate is further discussed in the next section.� Con-
sequently, the flame moves downstream to a location of
smaller � in order to achieve a balance between scalar
dissipation rate and reaction rate. For a mole fraction of
CO2 greater than 41% �or that of N2 greater than 55%�,
the NPF blows out as it cannot find a stabilization point
within the computational domain �cf. Fig. 11�a��. The
corresponding mole fractions of CO2 and N2 for the
blowout of PPFs are 16% and 25%, respectively. The
existence of a triple flame structure at the flame base
also plays an important role in the stabilization of lifted
flames in the far field region. This aspect is discussed in
the next section.

FIG. 12. Scalar dissipation rate ��� plotted versus the axial position �z�
along the stoichiometric mixture fraction line for N2- and CO2-diluted NPFs
�top� and PPFs �bottom�.
�3� For low diluent concentrations, the PPF is located at a
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lower axial position compared to the NPF. However, as
the diluent concentration exceeds a critical value, the
PPF shifts to a higher axial location compared to the
NPF. Thus, a PPF exhibits a greater sensitivity to fuel
stream dilution compared to a NPF �cf. Figs. 10 and 11�.

�4� For the same diluent mole fraction, CO2-diluted flames
are lifted higher compared to N2-diluted flames. More-
over, the diluent mole fraction required for the extin-
guishment �through blowout� of CO2-diluted flames is
smaller than for N2-diluted flames, although their liftoff
heights at extinction are generally similar for the two
cases. As discussed in the next section, this can be at-
tributed to the fact that CO2 dilution increases the scalar
dissipation rate and simultaneously decreases the reac-
tion rate by a larger amount compared to that caused by
N2 dilution.

�5� In the far field region or near the blowout conditions, the
liftoff height increases at a faster rate compared to that
in the near field. This could be due to the fact that the
fuel stream dilution increases the scalar dissipation rate
and/or decreases the reaction rate in a nonlinear manner.
In addition, both the NPFs and PPFs stabilized in the far
field region have a triple flame structure at the base, and
a balance between the triple flame speed and local flow
velocity also plays a role in the stabilization of these
flames. This aspect is further discussed in the next sec-
tion.

�6� A previous investigation28 demonstrated that with air
stream dilution, methane-air NPFs blow out in a burner-
attached mode or in a lifted mode close to the burner.
Our simulations indicate that it is possible to establish
lifted methane-air NPFs using fuel stream dilution.

Flame stabilization mechanism

Flame liftoff and stabilization are complex processes in-
volving transport, partial premixing, flame propagation, sca-
lar dissipation, and extinction.33,34 The stabilization of lifted
nonpremixed laminar flames has generally been explained
based on the existence of a triple flame structure at the base
of a lifted flame, and a dynamic balance between the triple
flame speed and the local flow velocity.4–6 This stabilization
mechanism is more meaningful for flames that are stabilized
in the far field. For flames stabilized in the near field, Taka-
hashi and Katta8 hypothesized stabilization by the existence
of a reaction kernel in which a dynamic balance is main-
tained between the characteristic reaction rate and scalar dis-
sipation rate. In order to examine these hypotheses in the
context of the present simulations, we computed the scalar
dissipation rate and flame speed for various N2- and
CO2-diluted flames.

Figure 12 presents the scalar dissipation rate ��� versus
axial position along the stoichiometric mixture fraction line
for several simulated flames. As noted earlier, the flame is
stabilized at a location of minimum �. The effect of fuel
stream dilution is to decrease the flame reactivity, as illus-
trated by the decrease in flame temperature �cf. Fig. 8�, and

increase the local scalar dissipation rate. The increase in � is
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due to the fact that the fuel stream dilution increases the
stoichiometric mixture fraction value �fs�, and thereby shifts
the fs contour from oxidizer region to mixing layer region,
which is characterized by large mixture fraction gradients
��f�. Consequently, as the diluent mole fraction is increased,
the flame shifts downstream and radially outward to a loca-
tion of smaller � in order to achieve a balance between scalar
dissipation rate and reaction rate. This stabilization mecha-
nism is consistent with the hypothesis proposed by Takahashi
and Katta,8 and can also be interpreted as a balance between
the edge-flame speed �UF� and the local flow velocity.43 In
fact, the edge flame speed �UF� has been reported to be a
function of the scalar dissipation rate ���.14 In addition, the
stabilization mechanism can also be used to explain why
PPFs are lifted higher than NPF, and CO2-diluted flames are
lifted higher than N2-diluted flames. As indicated in Fig. 12,
the scalar dissipation rate is higher for PPFs compared to that
for NPFs. Consequently, PPFs are lifted higher and blow out
at a smaller diluent mole fraction compared to PPFs. Simi-
larly, CO2 dilution decreases flame reactivity, due to the ther-
mal effect, and increases scalar dissipation rate by a larger
amount compared to that with N2 dilution. Consequently,
CO2-diluted flames are lifted higher and blow out at a lower
diluent mole fraction compared to N2-diluted flames.

As discussed earlier, as the flame liftoff height increases,
a triple flame structure develops at the flame base �cf. Fig. 7�.
For these flames, we computed the flame speed �SL� at the
base �triple point� by using the relation44,45

SL = −
1

�	��	
�� · ��D � �� + �� ,

where the scalar � is represented by temperature. Figure
13�a� presents the variation of SL with diluent mole fraction
for N2- and CO2-diluted NPFs and PPFs. As the diluent mole
fraction is increased, the flame speed increases, and the flame
is stabilized further downstream in order for SL to match the
local flow velocity. Our results are consistent with those re-
ported by previous researchers. For instance, Kioni et al.10

measured the velocity of a lifted triple flame and found it to
be well above the unstreched laminar flame speed of the
corresponding stoichiometric premixed fuel-air mixture. In
the context of the present study, it should be noted that as the
diluent mole fraction is increased, the unstretched laminar
flame speed decreases, while the triple flame speed increases,
indicating that the ratio of triple flame speed to unstretched
laminar flame speed can vary significantly depending upon
the mixture and flow conditions. Our results are also in ac-
cord with the analysis of Buckmaster,14 who demonstrated
analytically that the flame edge speed �or SL� increases as the
scalar dissipation rate decreases. As noted earlier, with the
increase in diluent mole fraction, the scalar dissipation rate
��� at the flame edge decreases �cf. Fig. 12�, and, conse-
quently, the triple flame speed �SL� increases, as indicated in
Fig. 13�a�.

The variation of SL with diluent mole fraction can also
be explained from the fact that lifted flames in the present
study are positively stretched �at the flame base� and there is

a positive correlation between the flame speed and the
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stretch. Figure 13�b� presents the variation of stretch ��� with
the diluent mole fraction for the cases shown in Fig. 13�a�.
The flame stretch is computed using the relation44

k = � · V fluid − nn:�V fluid + SL�� · n� .

For both the nonpremixed and partially premixed flames,
as the flame is lifted higher with the increase in diluent mole
fraction, the stretch increases. Moreover, the stretch is higher
for CO2-diluted flames compared to that for N2-diluted
flames, and for NPFs compared to that for PPFs. The corre-
lation between flame speed �SL� and stretch ��� is shown in
Fig. 14, which presents SL versus � for various flames dis-
cussed in the context of Fig. 13.

There is a positive correlation between SL and �, since
these flames are positively stretched and the Lewis number
�Le� at the flame base is less than unity. As discussed by Qin

46

FIG. 13. Stretched laminar flame speed �a� and flame stretch �b� at the flame
leading edge �LLE� plotted as a function of diluent mole fraction for the N2-
and CO2-diluted NPFs and PPFs.
et al., the stoichiometric equivalence ratio and the stoichio-
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metric mixture fraction contours coincide in the cold region,
but diverge just ahead of the flame due to product formation.
Consequently, the stoichiometric mixture fraction contour
leads to a localized lean mixture at the flame base, and for
lean CH4/air mixtures, Le�1.0. Thus, for the positively
stretched flame base, its convex nature toward the fresh mix-
ture defocuses the heat, while focusing the deficient species
�methane�. For Le�1.0, the focusing effect dominates, lead-
ing to a positive correlation between flame speed and stretch.
Since � increases with the increase in diluent mole fraction,
SL also increases, as indicated in Fig. 14. In addition, as
shown in Fig. 13, � is higher for CO2-diluted flames com-
pared to that for N2-diluted flames, and for NPFs compared
to that for PPFs. Consequently, SL is higher for CO2-diluted
flames compared to that for N2-diluted flames, and for NPFs
compared to that for PPFs.

CONCLUSIONS

We have presented a computational investigation of the
flame liftoff, stabilization, and blowout characteristics of
nonpremixed �NPF� and partially premixed flames �PPF�.
Lifted methane-air flames were established in axisymmetric
coflowing jets using N2 and CO2 as diluents. A time-
accurate, implicit algorithm that uses a detailed description
of methane-air chemistry and includes an optically thin ra-
diation model was used for simulations. The predictions
were validated using measurements of the reaction zone to-
pologies and liftoff heights for both NPF and PPF. Detailed
numerical simulations were then used to examine the effects
of dilution and partial premixing on the flame liftoff, stabili-
zation, and blowout characteristics, and to analyze previous
theories for the stabilization of lifted flames. Important ob-
servations are as follows:

�1� The undiluted NPF is lifted and stabilized in a low-
velocity region downstream of the burner rim, while the

FIG. 14. Stretched laminar flame speed versus flame stretch for various
lifted flames discussed in the context of Fig. 13.
corresponding PPF is stabilized at the burner rim, char-
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acterized by significant radical destruction and heat loss
to the burner. With the addition of diluent, the liftoff
height of NPF first increases gradually, and then quite
rapidly until the flame blows out, as it cannot find a
stabilization point within the computational domain. In
contrast, the PPF first lifts off from the burner rim due to
local extinction caused by dilution. Once the flame is
lifted, its liftoff height increases much more rapidly
compared to that of a NPF. Consequently, its liftoff
height exceeds that of a NPF, and the diluent mole frac-
tion required for its extinction �through blowout� is sig-
nificantly smaller than that for a NPF. In addition, a PPF
blows out at a lower height compared to a NPF. The
superior blowout characteristics of NPFs are due to the
higher amount of fuel contained in the fuel jet, which
leads to a lower scalar dissipation rate for these flames.

�2� For flames stabilized in the near field, both NPFs and
PPFs exhibit a double flame structure, and their stabili-
zation mechanism involves a balance between reaction
rate and scalar dissipation rate, which can also be inter-
preted as the balance between the edge-flame speed un-
dergoing its local scalar dissipation rate and the local
flow velocity. As the diluent concentration is increased,
the local scalar dissipation rate increases while the flame
reactivity decreases. Consequently, the flame moves
downstream along the stoichiometric mixture fraction
line to an axial location where it can withstand a lower
scalar dissipation rate. Further increase in diluent con-
centration moves the flame into the far field region,
where both NPFs and PPFs exhibit a triple flame struc-
ture. Here the flame stabilization also depends on a bal-
ance between the triple flame speed and the local flow
velocity at the base, and the liftoff height increases more
rapidly with increasing diluent concentration. In addi-
tion, the flames are positively stretched at the base, and
there is a positive correlation between the flame speed
and the stretch.

�3� The NPFs and PPFs simulated in the present study ex-
hibit well-organized oscillations induced by buoyant ac-
celeration. As the diluent concentration is increased and
the flame is stabilized at a further downstream location,
the amplitude of oscillation increases, while the fre-
quency of oscillation remains nearly constant in the
range 15–20 Hz.

�4� For the same diluent mole fraction, CO2-diluted flames
are lifted higher compared to N2-diluted flames. More-
over, the diluent mole fraction required for the extin-
guishment �through blowout� of CO2-diluted flames is
smaller than that for N2-diluted flames. This can be at-
tributed to the fact that CO2 dilution increases the scalar
dissipation rate and decreases the reaction rate by a
larger amount compared to that caused by N2 dilution.
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Abstract  

Doping of organophosphorus compounds into flames produce phosphor-bearing species, which are known to 
catalytically recombine radicals such as H, O, and OH and, thereby, reduce the chemical activity in the flame zone. 
While such scenario for decreasing chemical activity is well being used for inhibiting the flames, the possibility of its 
application for reducing soot in the flames needs to be explored. A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion using ReactioNs) is used for studying the effects of trimethyl 
phosphate (TMP) on soot production in various flames. A detailed chemical-kinetics model consisting 238 species and 
3178 elementary reaction steps is incorporated into UNICORN for the simulation of heptane flames doped with TMP. 
Using the same code TMP added methane and propane flames are also simulated. Effects of TMP in coaxial diffusion 
and premixed jet flames are investigated by varying the amount of additive in the fuel jet. Premixed flames are found to 
be more sensitive to the presence of TMP. As expected, the burning velocity of the fuel is significantly reduced. 
However, an increase in soot production is also observed. In contrast, TMP is less effective in diffusion flames, but 
decreases soot when sufficient amount is added. Stability of the diffusion flame is not affected much by the presence of 
TMP in the fuel jet. The contrasting behavior of TMP in premixed and diffusion flames appeared similarly in methane, 
propane and heptane flames. 
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Introduction 
Research on fire suppression during the early 1970s 

was focused on finding alternative additives as the use of 
super effective halogenated compounds was found to be 
impractical due to the corrosive effect on halogen acids 
on engines. Halogenated hydrocarbons were, later on, 
banned from their use as fire suppressants owing to their 
role in atmospheric ozone depletion [1]. The search for 
effective replacements has led to a family of 
organophosphorus compounds, which showed 
considerable promise as flame inhibitors [2-4]. 
Fortuitously, some researchers have found that the sooting 
characteristics of the flames they have been studying 
seem to be altered when small quantities of phosphorus 
compounds were added [5]. From the fire-suppression 
works it is known that small phosphor-bearing species 
such as HOPO2 and HOPO produced from the 
organophosphorus compounds alter the flame chemistry 
by catalytically recombining the key flame radicals, 
especially H, O, and OH. As the concentrations of these 
radical species are also crucial in the formation of 
polycyclic aromatic hydrocarbons (PAHs) and in the soot 

oxidation process, it is natural to expect alteration to the 
sooting behavior of the flames when organophosphorus 
compounds are added.  

A numerical and experimental study was initiated at 
Wright Laboratory for evaluating the effectiveness of 
trimethyl phosphate (TMP) and dimethyl methyl 
phosphate (DMMP) in reducing soot in various flames. 
Present paper describes the numerical study conducted 
using TMP as soot suppressing additive. Both the 
premixed and diffusion flames are considered. 
Effectiveness of TMP in methane, propane and heptane 
flames is also studied.           

 
Numerical Model 

A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [6,7] is used to simulate the potentially 
unsteady combusting flows considered in this study. It 
solves for u- and v-momentum equations, continuity, and 
enthalpy- and species-conservation equations on a 
staggered-grid system. The body-force term due to the 
gravitational field is included in the axial-momentum 
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equation for simulating vertically mounted flames. A 
clustered mesh system is employed to trace the large 
gradients in flow variables near the flame surface. A 
detailed chemical-kinetics model developed by NIST [8] 
is incorporated into UNICORN for the investigation of 
PAH formation in heptane flames. The combustion 
inhibition chemistry of TMP developed by LLNL [9] is 
also incorporated. The combined mechanism consists of 
238 species and 3178 elementary-reaction steps. Thermo-
physical properties such as enthalpy, viscosity, thermal 
conductivity, and binary molecular diffusion of all the 
species are calculated from the polynomial curve fits 
developed for the temperature range 300 - 5000 K. 
Mixture viscosity and thermal conductivity are then 
estimated using the Wilke and Kee expressions, 
respectively. Molecular diffusion is assumed to be of the 
binary-diffusion type, and the diffusion velocity of a 
species is calculated using Fick's law and the effective-
diffusion coefficient of that species in the mixture. A 
simple radiation model based on the optically thin-media 
assumption is incorporated into the energy equation [10]. 
Only radiation from CH4, CO, CO2, H2O, and soot is 
considered in the present study. 

The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme [11], and those of the species and energy 
equations are obtained using a hybrid scheme of upwind 
and central differencing. At every time step, the pressure 
field is accurately calculated by solving all the pressure 
Poisson equations simultaneously and using the LU 
(Lower and Upper diagonal) matrix-decomposition 
technique. The boundary conditions are treated in the 
same way as that reported in earlier papers [12]. 

This study utilized a two-equation model for soot 
with transport equations for particle number density, Ns, 
and soot mass fraction, Ys. These equations can be written 
for unsteady flow as 

 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the 
molecular diffusion coefficient, and ω is the production 
term from chemical reactions. The two source terms in 
Eqs. 1 and 2 are obtained using Lindstedt’s model 
[13,14], which is based on the simplifying assumption 
that nucleation and growth are first-order functions of 
acetylene concentrations. 

 
Results and Discussion 

The CFD model UNICORN has been extensively 
validated in the past by simulating various steady and 

unsteady counterflow and coflow jet diffusion flames and 
by comparing the results with experimental data. This 
gives confidence that UNICORN can simulate the 
structure of dynamic flames accurately. The integration of 
heptane and PAH chemistry into UNICORN was 
validated [15] by simulating counterflow partially 
premixed flames of Berta et al. [16]. Predictions for 
temperature and various species including benzene 
matched well with the measurements [15]. 

The code developed for the simulation of TMP 
effects on heptane flames could also be used for the 
simulation of methane, propane, or ethylene flames doped 
with TMP. Calculations are made for a propane flame 
with an equivalence ratio (φ) of 1.5. Fuel-air-TMP 
mixture is issued from a 6-mm-diameter tube at an 
average exit velocity of 0.5 m/s. Parabolic velocity profile 
which gives a peak value of 1.0 m/s is imposed at the exit 
of the tube. A low-speed (0.01 m/s), coannular airflow is 
used in the region outside the flame. Distributions of 
temperature and soot volume fraction for the base flame 
(with no added TMP) are shown in Figs. 1(a) and 1(b), 
respectively. Similarly, distributions for 0.1% added TMP 
are shown in Figs. 1(c) and 1(d) and those for 1.0% TMP 
are shown in Figs. 1(e) and 1(f). A common color scheme 
is used for each variable based on the peak value obtained 
from all the flames. As the peak soot concentration 
produced in the flame with 1% TMP  [Fig. 1(f)] is nearly 
two orders more than that of the base flame [Fig. 1(b)], 
the linear color scale did not show the soot distribution in 
the latter flame.  

  As seen from Fig. 1, addition of TMP to the propane 
premixed flame is decreasing the burning velocity and 
increasing the soot formation. The burning velocity 
computed based on the inner cone area [Fig. 1(a)] for the 
φ =1.5 flame is about 0.20 m/s. In comparison the 
measured burning velocity at stoichiometry is 0.41 m/s 
[17]. Based on the inner cone areas in Figs. 1(c) and 1(e) 
the burning velocity has decreased by 45% and 56% when 
TMP was added by 0.1% and 1.0%, respectively. 
Decrease in burning velocity also resulted in an increase 
in flame-standoff distance. This decrease compare 
favorably with that measured for stoichiometric flame [9]. 
Addition of TMP has significantly increased soot 
formation [Figs. 1(b), 1(d), and 1(f)].  

Calculations are made for the propane jet diffusion 
flame with various amounts of TMP added to the fuel jet. 
Results obtained for a 0.01-m/s-jet-velocity case are 
shown in Fig. 2. Interestingly, TMP has very little effect 
on the stability of the diffusion flame for concentrations 
up to 1%. However, soot has decreased by about 20%. 
This is in contrast with the premixed flame in which soot 
increased with the addition of TMP. Similar calculations 
were made for a higher fuel jet velocity (0.1 m/s) and 
found that TMP has negligible impact either on the 
stability or on the soot production even for concentrations 
up to 1%.  
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The predicted effects of TMP in propane premixed 
and diffusion flames matched qualitatively with those 
obtained in the experiments [5]. Both calculations and 
experiment yielded increase in soot and flame inhibition 
for premixed flames and decrease in soot for diffusion 
flames. Calculations made with methane fuel also resulted 
similar trends. Results obtained for a diffusion flame are 
shown in Fig. 3. Even though, the flame stability is not 
affected much with the addition of TMP, soot has 
decreased more significantly than that noted in propane 
flames (Fig. 2). However, quick experiments conducted 
for methane diffusion flame suggested an increase in soot 
production with TMP [5].  

Calculations for heptane premixed and diffusion 
flames are performed with various amounts of TMP 
added to the fuel. The diameter of the fuel tube was 12 
mm and the fuel jet velocity was 0.005 m/s. Even with 
this low fuel velocity the diffusion flame formed is longer 
than those obtained for methane and propane fuels. In 
consistent with the other diffusion flame calculations, due 
to the length, the simulated heptane flame is insensitive to 
the added TMP. Results obtained for the base flame (0% 
TMP) are shown in Fig. 4 in the form of temperature and 
soot and nitric-oxide concentration distributions. 
Variations along the centerline for different amounts of 
added TMP are shown in Fig. 5. Flame structures are 
identical for 0% and 0.1% TMP cases. However, a trace 
amount of deviation is observed for the 1% case. 
Interestingly, NO has decreased significantly when 1% 
TMP is added.  

Structures of the heptane premixed flame for 0%, 
0.1% and 1.0% TMP concentrations are shown in Figs. 6, 
7, and 8, respectively. The fuel equivalence ratio is 2.0 
and the fuel jet velocity is 1 m/s. As expected from the 
other premixed calculations, burning velocity for heptane 
fuel has also decreased with the addition of TMP. Based 
on the inner cone surface areas burning velocity has 
decreased by 5% when 0.1% TMP was added and 
decreased by 19% with 1% TMP. As expected, 
concentration of OH decreased and that of soot increased 
with the amount of TMP. The radical recombination 
promoted by the P-based species caused OH 
concentration to decrease. The increase in soot 
concentration correlates to that in benzene concentration. 
Significant reduction in NO is also noted. It seems TMP 
reduces NO production in both premixed and diffusion 
flames. 

The results of all the simulations made with methane, 
propane and heptane fuels are summarized in Table 1. In 
general, soot is enhanced in premixed flames and 
suppressed in diffusion flames when TMP is added. 
Premixed flames are more sensitive to the presence of 
TMP compared to diffusion flames. And also, large 
flames are less sensitive to TMP compared to the small 
ones. Among the fuels studied, methane is more sensitive 

than propane which is more sensitive than heptane to the 
presence of TMP.             

 
Table 1: Effect of TMP on soot formation in various 
flames 
 

Soot in Fuel 
Premixed Flame Diffusion Flame 

Methane Enhanced 
significantly 

No change in large 
flames 
Decreased in small 
flames 

Propane Enhanced 
significantly 

No change in large 
flames 
Decreased 
significantly in 
small flames 

Heptane Enhanced  No change for small 
amounts of TMP 
Decreased for large 
amounts of TMP 

 
Conclusions 

Organophosphorus compounds inhibit flames via 
generating small P-bearing species, which catalytically 
recombine key flame radicals and reduce chemical 
activity in the flame zone. Such enhancement in radical 
recombination could also lead to changes in sooting 
characteristics. A time-dependent, axisymmetric 
mathematical model known as UNICORN (Unsteady 
Ignition and Combustion using ReactioNs) was used for 
the investigation of trimethyl phosphate (TMP) effects on 
soot production in various flames. A detailed chemical-
kinetics model was incorporated into UNICORN for the 
simulation of heptane flames doped with TMP. It consists 
of 238 species and 3178 elementary-reaction steps. A 
simple soot model based on two conservation equations 
and acetylene concentration was used for estimating soot 
production in these flames. Effects of TMP in diffusion 
and premixed flames were investigated by varying the 
amount of additive in the fuel jet. Methane, propane and 
heptane flames were considered. 

Premixed flames are more sensitive to the presence 
of TMP. However, increased amounts of soot are 
produced with the addition of TMP. In contrast, TMP is 
less effective in diffusion flames, but decreases soot when 
sufficient amount is added. The burning velocity of a 
premixed flame is significantly reduced with the addition 
of TMP while it has negligible effect on the stability of a 
diffusion flame. The contrasting behavior of TMP in 
premixed and diffusion flames appeared in the same way 
in methane, propane and heptane flames.       
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Fig. 1. Effect of TMP on premixed propane flame. Mixture of propane, air and TMP with φ = 1.5 is issued from a 6-mm 
tube at 0.5 m/s. Distributions of (a) temperature and (b) soot volume fraction for base flame with 0% TMP. (c) and (d) 
for the flame with 0.1% TMP and (e) and (f) are for the flame with 1% TMP. 
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Fig. 2. Effect of TMP on propane jet diffusion flame. Distributions of (a) temperature and (b) soot volume fraction for 
base flame with 0% TMP, (c) and (d) for the flame with 0.1% TMP, and (e) and (f) are for the flame with 1% TMP. 

 
Fig. 3. Effect of TMP on methane jet diffusion flame. Distributions of (a) temperature and (b) soot volume fraction for 
base flame with 0% TMP, (c) and (d) for the flame with 0.1% TMP, and (e) and (f) are for the flame with 1% TMP. 
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Fig. 4. Heptane jet diffusion flame. Distributions of (a) temp- Fig. 5. Effect of TMP on heptane jet diffusion flame. 
erature, (b) soot volume fraction and (c) NO concentration. Distributions of T and species along the centerline.  
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Fig. 6. Heptane premixed flame with 0% TMP. Mixture of heptane and air with φ = 2.0 is issued from a 13-mm tube at 
1.0 m/s. Distributions of (a) temperature, (b) OH, (c) benzene, (d) soot volume fraction, and (e) NO.  

 

 
Fig. 7. Heptane premixed flame with 0.1% TMP. Mixture of heptane and air with φ = 2.0 is issued from a 13-mm tube at 
1.0 m/s. Distributions of (a) temperature, (b) OH, (c) benzene, (d) soot volume fraction, and (e) NO.  
 

 
Fig. 8. Heptane premixed flame with 1.0% TMP. Mixture of heptane and air with φ = 2.0 is issued from a 13-mm tube at 
1.0 m/s. Distributions of (a) temperature, (b) OH, (c) benzene, (d) soot volume fraction, and (e) NO.  
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Abstract  
Lean burning of hydrocarbons yields exceptionally low pollutant emissions and superior combustion characteristics. 

For most hydrocarbon fuels, however, burning in the lean regime results in stability problems because of lean 
flammability limits. Hydrogen is an alternate fuel. The use of pure hydrogen, however, in a practical combustor is 
limited due to problems with storage, low volumetric heating value, and flashback, making the use of pure hydrogen 
very difficult and dangerous. For this reason, a hydrogen-hydrocarbon fuel blend may be a practical solution. Previous 
investigations have mainly focused on studying the effects of hydrogen addition to hydrocarbon flames using simplified 
configurations (e.g. counterflow 1-D flames and freely propagating flames). However, for most combustors, flames are 
exposed to both hydrodynamic and curvature-induced stretch, and oscillations that drastically affect their flammability 
and emission characteristics. In this investigation, methane-air flames are established on axisymmetric coflowing jets 
with fuel-air mixture introduced through the inner burner and air through the coannular burner.  The effect of H2-
enrichment on flame propagation is investigated for a wide range of conditions. A time-accurate, implicit algorithm that 
uses a detailed description of the flame chemistry (GRI-Mech 1.2) and includes radiation effects is utilized for 
simulations. The addition of hydrogen affects both the flame propagation characteristics through preferential-diffusion 
instability and its inherent high flame speed.  
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Introduction 
There is a world-wide growing interest to move 

towards a hydrogen-based economy due to many 
potential advantages of hydrogen fuel over 
conventional fossil fuels. Apart from being 
environmentally clean, hydrogen represents potentially 
an unlimited source of energy since it can be readily 
formed from water through electrolysis, as well as from 
fossil fuels through partial oxidation and reforming. In 
addition, it has higher energy per unit mass (about 2.6 
times that of gasoline), superior ignition characteristics, 
and significantly wider flammability limits compared to 
hydrocarbon fuels. However, due to its high 
flammability and low volumetric energy density, many 
important issues pertaining to hydrogen safety and 
storage are still being addressed. Numerous efforts are 
currently underway focusing on the use of hydrogen in 
various propulsion and energy applications, including 
fuel cells and hydrogen-based IC engines [1,2,3]. In this 
context, blending hydrogen with hydrocarbon fuels also 
represents a promising approach to increase the use of 
hydrogen, and improve the emission and performance 
of various combustion systems [4,5,6]. Such an 
approach is justified further by recognizing that there is 
no intrinsic reason to achieve zero CO2 emission 

because the hydrosphere have tremendous capacity to 
absorb CO2, which, after all, is also produced through 
various natural processes such as wildland fires. Studies 
reported by Al-Baghdadi [4], Choudhuri and Gollahalli 
[5], Kumar et al. [6], and Naha and Aggarwal [7] have 
shown that using blends of hydrogen and hydrocarbon 
fuels can improve both the emission and combustor 
performance. 

In response to the interest in establishing a hydrogen 
economy to mitigate the global warming problem, there 
have been considerable activities in the development of 
hydrogen-fueled internal combustion engines [8]. 
However, due to the high reactivity of hydrogen, and 
the need for supercharging, hydrogen-fueled engines 
are prone to pre-ignition and knock, and could 
potentially emit high levels of NOx [9]. Most of the 
previous fundamental studies on hydrogen/hydrocarbon 
combustion have been directed toward the possibility of 
using hydrogen as an additive to facilitate ignition and 
to enhance combustion intensity [10]. There has been, 
however, considerably low activity on the study of the 
propagation characteristics of hydrogen/hydrocarbon 
flames.  

Our objective in this context is to examine the 
effects of H2-enrichment on the propagation of 
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nonpremixed flames that are ignited downstream of a 
burner in the non-uniform mixture of an axisymmetric 
jet. A comprehensive, time-dependent computational 
model is used to simulate the transient ignition and 
flame propagation phenomena. The model employs a 
detailed description of methane–air chemistry and 
transport properties. In addition, the transition of a 
propagating triple flame into a double flame is 
examined by following the dominant reactions. 

 
Physical-Numerical Model 

The computational model is based on the algorithm 
developed by Katta et al. [11] and the simulation 
method is described in detail elsewhere [12,13]. The 
numerical model solves the time–dependent governing 
equations for unsteady reacting flows in an 
axisymmetric configuration.  The governing equations 
can be written in a generalized form as: 
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Here t  denotes the time, and u  and v  represent 
the axial (z) and radial (r) velocity components, 
respectively. The general form of the equation 
represents conservation of mass, momentum, species, 
or energy conservation equation, depending on the 
variable used for Φ . The diffusive transport 

coefficient ΦΓ  and source terms 
ΦS  appearing in 

the above equation is provided in Table 1 of Ref. 12. 
Introducing the overall species conservation equation 
and the state equation completes the set of equations. 
In addition, a sink term based on an optically thin gas 
assumption is included in the energy equation to 
account for thermal radiation from the flame.18 The 
sink term is expressed as  14 where T  denotes the 

local flame temperature, an
( )444 oprad TTKq −−= σ

d 

pK
 accounts for the absorption and emission from 

the participating gaseous species (CO2, H2O, CO and 

CH4), and is expressed as 
∑=

k
ipip KXPK ,

 where 
ipK ,  denotes the mean absorption coefficient of the 

kth species. Its value is obtained by using a 
polynomial approximation to the experimental data 
provided in Ref. 14. 

The thermodynamic and transport properties 
appearing in the governing equations are considered 
to be temperature and species dependent. The thermal 
conductivity and viscosity of the individual species 
are estimated based on Chapman–Enskog collision 
theory, following which those of the mixture are 
determined using the Wilke semi-empirical 
formulas.15 Chapman–Enskog theory and the 
Lennard-Jones potentials are used to estimate the 
binary-diffusion coefficient between each species and 
nitrogen. The methane–air chemistry is modeled 
using a detailed mechanism that considers 32 species 
and 346 elementary reactions.16 The major species 
included in the mechanism are CH4, O2, CO2, CO, 
CH2O, H2, H2O, C2H2, C2H4, C2H6, CH3OH, Ar, and 
N2, while the radical species include CH3, CH2, CH, 
CHO, H, O, OH, HO2, H2O2, C2H, C2H3, C2H5, 
CHCO, C, CH2(s), CH2OH, CH3O, CH2CO, and 
HCCOH.  The mechanism has been validated 
previously for the computation of premixed flame 
speeds and the detailed structure of both 
nonpremixed and partially premixed flames 
[12,13,17,18,19].  

While the finite-difference forms of the 
momentum equations are obtained using QUICKEST 
scheme [20], those of the species and energy are 
obtained using a hybrid scheme of upwind and 
central differencing. The pressure field is calculated 
at every time step by solving all of the pressure 
Poisson equations simultaneously and using the LU 
(lower and upper diagonal) matrix-decomposition 
technique. 

Figure 1 illustrates the computational domain. It 
consists of 100 mm×50 mm in the axial (z) and radial 
(r) directions, respectively, and is represented by a 
staggered, non-uniform grid system. The reported 
results are grid independent, as discussed in the next 
section. The minimum grid spacing is 0.075mm in 
the r-direction and 0.090mm in the z-direction. An 
isothermal insert simulates the inner 2×0.8 mm 
burner wall. The boundary conditions used here can 
be found elsewhere [12,13]. The inner and outer jets 
are set with a constant and uniform  velocity of 
10cm/s, and 30 cm/s. The inner jet issues 
hydrogen/methane mixtures, while the outer jet issues 
air. 
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Results and Discussion 

Hydrogen-methane mixture with a mean burner 
exit velocity V =0.1ms-1 was introduced from the inner 
tube, and an air stream with a mean velocity of 0.3ms-1 
was supplied from the outer tube. The observations 
from this configuration allowed us to examine the 
formation and propagation of a triple flame in a 
nonpremixed jet. Hydrogen-methane mixtures were 
ignited at a 35mm height downstream of the burner 
exit. 

 Figure 2 presents the simulated results of transient 
ignition and flame propagation processes of a 
nonpremixed CH4 flame (Flame A) (left) and a 
nonpremixed 25%H2-75%CH4 flame (Flame B) (right), 
which are represented through the heat release rate 
contours. To ignite the mixture, a rectangular zone of 
area 2mm2 centered at z = 35mm was set to an initial 
temperature of 2000 K. Also, the radical H and OH 

mass fractions were set to 0.005 in this zone. After a 
short period (i.e. less than 2ms), these conditions were 
removed and the flame developed by itself. In general, 
two reacting volumes (or kernels) are formed following 
ignition. One propagates downstream and is quickly 
extinguished. The other propagates upstream towards 
the burner and develops into a triple flame, which is the 
focus of this investigation. The triple point is clearly 
established by t~ 5ms and a well-defined triple flame 
develops at ~13 ms. The RP and LP reaction zones, as 
well as the NP reaction zone that is located between the 
RP and LP reaction zones, can be readily identified in 
the 13.125 and 37.5ms images. As the flame propagates 
upstream, the inner RP and the NP reaction zones 
become longer, and globally they both appear to move 
more slowly than the triple point or leading edge of the 
flame. Simultaneously, the flame curvature around the 
triple point increases significantly. When the triple 
flame approaches the burner and is stabilized near its 
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Figure 1. Schematic of the computational grid used in the simulations. The small rectangle shows the 
minimum grid spacing region where the propagation flamefront is located. Schematic of the 
computational domain is also shown. 
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exit, it transforms into a double flame due to the 
absence of the mixing layer; i.e. the outer LP reaction  

The snapshots on the right presents the simulated 

results of transient ignition and flame propagation 
processes of a nonpremixed 25%H2-75%CH4 flame 
(Flame B). These processes are represented through the 
heat release rate contours for the same incremental time 
corresponding to Flame A. The transient processes 
associated with the formation of the triple flame, and its 

stabilization near the burner exit in the form of a double 
flame are clearly indicated in the simulations. In 
addition, Flame B propagates much faster than Flame 

A. For example, the base of Flame B is located at 
~22mm at 13.125ms after ignition, while Flame A is 
located at ~26mm. Both flames propagate nearly 
evenly. Here, use of the term “even” implies that the 
flames propagate along a linear path. 

 
 

 
 

 

 
 
Figure 2. Simulated images showing the temporal evolution of ignition and flame propagation in terms of heat 
release rate contours for a nonpremixed CH4 flame (Flame A) (left) and a nonpremixed 25%H2-75%CH4 flame 
(Flame B). Each image contains fourteen contours beginning from a value of 1 J/cm3-s with successive 18 J/cm3-s. 

 

CH4 25%H2-
75%CH4 
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In the presentation more results will be shown 

regarding temporal evolutions, flame speeds, propagating 
velocities, hydrodynamic stretch, and curvature-induced 
stretch for many nonpremixed hydrogen/methane flames. 
 
Conclusions 

The characteristics of propagating nonpremixed 
hydrogen/methane flames have been investigated 
numerically. Numerical simulations were based on a 
comprehensive, time-dependent computational model that 
employs a detailed description of methane-air chemistry 
and transport properties.  

The simulations indicate that the flame leading edge 
or triple point, which can be defined by the intersection of 
the stoichiometric mixture fraction line and the specific 
OH isocontour, propagates along the stoichiometric 
mixture fraction line. This result is in accord with the 
previous investigations concerning flame liftoff and 
downstream propagation. 

Hydrogen addition causes that the flame propagates 
faster upstream in comparison with the flame with pure 
methane. 
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Abstract  
The response of the counterflow flame system established between lean-methane-air and lean-hydrogen-air streams to 
stretch is investigated. A two-dimensional model known as UNICORN is used. Detailed measurements for temperature 
and species concentrations are obtained along the centerline. Numerical simulations have identified the hysteresis 
property of this flame system, which was later confirmed by the experiments. For the given flow conditions the flame 
system can have more than one stable operating mode, however the actual operating mode depends on the way the flow 
conditions were obtained. For understanding such hysteresis behavior of the counterflow flames, simulations are 
performed by increasing and decreasing stretch rates. When stretch rate on the flame system is increased, the flame 
transitions from a double-flame to a single-flame structure due to the aerodynamic-cooling process. When stretch rate is 
decreased, the flame doesn’t transition back to its double-flame structure due to stretch effects on molecular diffusion—
leading to hysteresis. Flames established with various lean methane-air mixtures are studied for determining the range 
for possessing hysteresis. It is found that flame system exhibits hysteresis only for methane-air mixtures leaner than 
φ=0.811. However, for 0.811 > φ > 0.74, decrease in stretch increases flame temperature due to a decrease in stretch-
induced cooling and eventually returns the flame structure to a double-flame one. In this narrow range of φ (0.74-0.811) 
hysteresis in counterflow premixed flames is temporary, which establishes a hysteresis loop with respect to stretch rate. 
 

                                                           
* Corresponding author: vrkatta@erinet.com 
Proceedings of the 2006 Technical Meeting of the Central States Section of The Combustion Institute 

Introduction 
Lean combustion is of interest due to its potential 

advantages in limiting thermal NOx emissions and in 
increasing fuel consumption efficiency. Typically, diluted 
fuel-air mixtures are obtained through either available 
excess air or exhaust-gas recirculation. Lean combustion 
has been used in gas turbines and direct injection spark 
ignition (DISI) engines. However, a critical problem in 
using lean combustion is that it tends to produce unburned 
hydrocarbon pollutants. For example, in DISI engines, 
ultra-lean combustion is achieved by charge stratification. 
The fuel/air mixture is inhomogeneous, leading to the 
simultaneous formation of lean, rich and stoichiometric 
regions. For the inhomogeneous reactants, Haworth et al. 
[1] simulated turbulent inhomogeneous combustion in 
DISI engines and found that hydrocarbon-rich fragments 

and oxidizer penetrate behind the primary heat-release 
zone to form a secondary reaction zone and, thereby, 
pollutants. Flames occurring in an inhomogeneously 
mixed fuel and air regions are also examples of partially 
premixed combustion. Some of this partially premixed 
mixture is so lean that it doesn’t burn. However, such 
ultra-lean mixtures may still combust if hot products 
interact with it. That is, under certain conditions, the lean 
mixture region can burn and thus reduce the potential 
pollutants. Therefore, it is important to understand the 
interaction of lean mixture with hot products that are 
needed to maintain the lean region burning [2-6]. In the 
present work, stretch effects on the flame structure of lean 
CH4/air mixtures are studied using a two-dimensional, 
detailed transport, complex chemistry numerical model 
and non-intrusive experimental techniques. 

516



2 

 
Numerical Model 

A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [7,8] is used for the simulation of the 
unsteady counterflow flames. It solves for axial- and 
radial-momentum equations, continuity, and enthalpy- 
and species-conservation equations on a staggered-grid 
system. A clustered mesh system is employed to trace the 
large gradients in flow variables near the flame surface. A 
detailed chemical-kinetics model (GRI Version 1.2) of 
Gas Research Institute [9] is incorporated into 
UNICORN. It consists of 32 species and 346 elementary-
reaction steps. Molecular diffusion is assumed to be of the 
binary-diffusion type, and the diffusion velocity of a 
species is calculated using Fick's law and the effective-
diffusion coefficient of that species in the mixture. A 
simple radiation model based on the optically thin-media 
assumption is used. Only radiation from CH4, CO, CO2, 
and H2O is considered in the present study. The details of 
the numerical scheme used for solving the governing 
partial differential equations and the boundary conditions 
are given in References 10 and 11. 

 
Experiment 

The counterflow burner used in this study was 
designed by Seshadri et al. [12]. The schematic diagram 
of the burner along with the supplied flows is shown in 
Fig. 1. The burner system consists of 25-mm diameter 
inner nozzles that are separated by 12.6 mm. Methane-air 
mixture issues from the top nozzle while hydrogen-air 
mixture issues from the bottom nozzle. A low-speed 
nitrogen flow issues from the bottom outer nozzle 
protecting the flame from the room-air disturbances. The 
exhaust products flow into a top outer nozzle that is under 
suction. The top nozzle is water-cooled and the exit 
temperature for all the gasses is 300 K. Measurements of 
major species and temperature were made along the 
centerline using a non-intrusive, Raman-scattering 
diagnostic system [6,13]. Experiments were performed for 
various equivalence ratios and stretch rates. Details of 
eight flames that were classified into three groups are 
given in Ref. [13].  For example, Group A includes three 
flames with the same CH4/air mixture (with an 
equivalence ratio of 0.68) and lean H2/air mixture (with 
an equivalence ratio of 0.28) but subjected to different 
stretch rates [13]. 
 
Results and Discussion 

Two-dimensional calculations for the premixed flame 
system in Fig. 1 were made on a grid system having 
421x101 node points in the axial (z) and radial (r) 
directions, respectively. Flat velocity profiles were used at 
the nozzle exits. Computed temperature and OH-
concentration distributions for a typical flame are shown 
in Fig. 1. The global stretch rate (the ratio between twice  

 

 
Fig. 1. Premixed flame system that exhibits hysteresis. 
Typical temperature and OH-concentration distributions 
under low-strain-rate conditions are shown. 
 
the velocity difference and the nozzle separation) applied 
on this flame was 90 s-1. Even though the computational 
domain was extended to 20 mm in the radial direction, 
only the data up to 15 mm is shown in Fig. 1. Calculations 
have yielded a double-fame structure with methane flame 
(lower) burning more intensely than the hydrogen one 
(upper). The former flame is also shorter (in the radial 
direction) than the latter. Detailed comparisons made 
between the computed and measured temperature and 
species profiles along the centerline [14,15] suggested 
that UNICORN code with GRI-V1.2 chemical kinetics 
predicts the flame structure accurately.  

The premixed flame system shown in Fig. 1 is 
simulated first by performing calculations for a low-
stretch-rate flame using the global-chemistry solution as 
the initial data and then performing calculations for the 
specific stretch rate using the previously obtained solution 
as the initial data. In general, if the counterflow premixed 
flames do not posses hysteresis, one could also obtain 
flame in Fig. 1 by performing calculations using 
previously obtained higher-stretch-rate flame as initial 
data. Numerical studies performed for different methane-
air equivalence ratios suggested that the flame system in 
Fig. 1 only has hysteresis for certain lean conditions. For 
example, calculations performed for the counterflow 
premixed flame with φCH4>0.811 are independent of the 
initial conditions used. Computed flames are obtained for 
several stretch rates using increasing-stretch-rate 
approach for φCH4=0.811 flame and the results are plotted 
in Fig. 2 in the form of peak-temperature (Tf) variation 
with respect to the applied stretch rate (open symbols and 
broken line). Calculations are repeated for this flame for 
all the stretch-rate cases starting from the highest-
stretched flame and then by decreasing the stretch rate. 
Results of these calculations are shown in Fig. 2 with 
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cross symbols and the solid line. For lower stretch rates 
(regime I) this flame system possesses two flames, one on 
the methane side and the other on the hydrogen side, and 
for higher stretch rates (regime III) it possesses only the 
methane-side flame. Transition from double-flame 
structure to single-flame structure occurs between the 
global stretch rates of 620 and 700 s-1. More importantly, 
the flame system at a given stretch rate possesses either a 
double-flame or a single-flame structure, which is 
independent of the solution methodology. Peak 
temperature (Tf) along the centerline computed for 
various stretch rates for φCH4=0.76 flame system are 
shown in Fig. 3. Data computed with increasing-stretch-
rate approach are shown with open circles and those 
computed with decreasing-stretch-rate approach are 
shown with crosses. Broken and solid lines are drawn, for 
clarity, through the circles and crosses, respectively. The 
flame system exhibits a unique double-flame structure for 
all the stretch rates < 410 s-1 (regime I) and a unique 
single-flame structure for stretch rates ≥ 510 s-1 (regime 
III). However, for stretch rates in between 410 and 510 s-1 
the flame system can have either a double-flame structure, 
if the calculations are made following the increasing 
stretch rate approach, or a single-flame structure, if the 
calculations are made following the decreasing stretch 
rate approach. Consequently, the flame system is known 
to possess a hysteresis property. Figure 3 further suggests 
that the flame system jumps back and forth between the 
double-flame and single-flame structures as the applied 
stretch rate is cyclically varied. This behavior establishes 
a hysteresis loop. Interestingly, when the methane-air 
equivalence ratio was decreased to 0.74, the flame system 
exhibits permanent hysteresis as shown in Fig. 4. For all 
the stretch rates > 440 s-1 (regime III) flame system has a 
unique solution independent of how that stretch rate was 
arrived at. There is a slight scatter in the temperature data 
as the planar flames formed in the counterflow burner 
tend to oscillate weakly.  For all the stretch rates < 440 s-1 
the flame system has two stable states; namely, the 
double-flame state (regime I) and the single-flame state 
(regime II). Therefore, flame temperature for stretch rates 
< 440 s-1 depends on the way the stretch rate was 
achieved, i.e., through increasing or decreasing. 

Reasons for the products-supported premixed flames 
to exhibit double-state behavior can be understood by 
studying the differences in the flow and chemical 
structures of the flame systems formed under different 
stretch-rate regimes. Flames in regimes marked as I, II, 
and III in Fig. 4 for CH4/air equivalence ratio of 0.74 are 
considered for this purpose. While regimes I and II 
represent double-flame and single-flame systems, 
respectively, at a stretch rate of 250 s-1, regime III 
represents the system with single flame at a stretch rate of 
600 s–1. Temperature, velocity, and heat release rate 
distributions along the centerline for the flames in regimes 
I, II, and III are shown using solid lines in Figs. 5(a), 6(a), 

and 7(a), respectively. Concentrations of H and CH 
radicals and oxygen consumption rates for the three 
flames are shown using solid lines in Figs. 5(b), 6(b), and 
7(b), respectively. Production rates for OH and H2 in the 
three flames are shown using solid lines in Figs. 5(c), 
6(c), and 7(c), respectively. Stagnation points are marked 
with U=0 lines. Broken lines in Figs. 5, 6, and 7 represent 
the data obtained for the flame systems stretched 10% 
more than those in I, II, and III (i.e., 275, 275, and 660 s-

1), respectively. 
As shown in Fig. 5, both methane and hydrogen 

flames are present in regime I flames. Heat release rate 
and temperature generated by the methane flame are 
higher than those generated by the 0.28-equivalence-ratio 
hydrogen flame. Because of the counterflow 
configuration, heat generated by the hotter methane flame 
heats the cooler hydrogen flame [16]. Consequently, the 
temperature of the methane flame is lower and that of the 
hydrogen flame is higher compared to their respective 
adiabatic flame temperatures. Heat release rate and 
oxygen consumption rate indicate that the reaction zones 
of the two flames are well separated. However, 
temperature and H-mole-fraction distributions suggest a 
strong interaction between the two flames through 
product species. These flames come closer when the 
stretch rate on the system increases (compare solid and 
broken lines in Fig. 5), which results in more interaction 
between the two flames. As a result, the temperature of 
the methane flame decreases further and that of hydrogen 
flame increases further; which, as shown in Figs. 2-4, 
translates into a decrease in peak temperature of the flame 
system with stretch rate (for regime I flames). 

Extinction temperature for hydrogen flames (~ 1150 
K) is less than that of methane flames (~ 1500 K). As a 
result, methane flame extinguishes first when the 
temperature of the methane-air/hydrogen-air flame system 
decreases and the structure of the double-flame system 
transitions into a single-flame one (regime II) as shown in 
Fig. 6. Unburned methane gas in this mode diffuses into 
the products generated by the hydrogen flame and a part 
of it gets decomposed (low-temperature chemistry) and 
releases a small amount of heat. Significant drops in 
oxygen consumption rate and CH and H mole fractions 
also suggest incomplete combustion of methane fuel. 
Nevertheless, reaction zones for the two fuels came close 
to each other and interact directly. Note the peak in heat 
release rate from methane decomposition appearing on 
the hydrogen side of the stagnation point. As diffusion 
fluxes increase with stretch rate, heat release rate and 
temperature also increase (compare the solid and broken 
lines in Fig. 6). This translates into an increase in peak 
temperature of the flame system with stretch rate (for 
regime II flames) as shown in Fig. 4. 

Either from regime I or regime II, at higher stretch 
rates the flame system moves into regime III. Methane 
fuel diffuses into the products of the hydrogen flame and 
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participates in the low-temperature chemistry. According 
to the flamelet theory for nonpremixed combustion [17] 
reaction-zone temperature decreases, even though heat 
release rate continues to increase, with stretch rate due to 
reduced reaction-zone thickness and, thereby, increased 
heat losses (compare solid and broken lines in Fig. 7). 
This translates into a decrease in peak temperature of the 
flame system with stretch rate (for regime III flames) as 
shown in Figs. 2-4. 

Hysteresis of the counterflow premixed flames can be 
explained by considering their characteristics in different 
regimes (I, II and III). In the laboratory, high-energy 
ignition sources such as a blowtorch establish the flame 
with methane and hydrogen burning in regime I. When 
the stretch rate is increased, the flame temperature 
decreases due to aerodynamic heat loss and, if the 
methane flame extinguishes, the flame system transitions 
to a single-flame one. Such a transition occurs at 
relatively low stretch rates in regime II for leaner 
methane/air mixtures. When stretch rate on the flame 
system with single flame (regime II) decreases, the flame 
temperature also decreases due to a drop in diffusion 
fluxes. The flame system remains in regime II as the 
temperature of the methane-air mixture cannot attain the 
ignition value. Therefore, for leaner methane/air mixtures, 
the flame system allows two stable operating states at a 
given stretch rate and exhibits hysteresis. When stretch 
rate on a moderately lean flame (φCH4>0.811) in regime I 
is increased then it transitions into a flame in regime III. If 
stretch rate of this flame is decreased, then the flame 
temperature increases due to a drop in stretch-induced 
cooling (flamelet description) and if the local temperature 
reaches the ignition value then the flame system 
transitions to a regime-I flame. For these equivalence 
ratios, the flame system doesn’t exhibit hysteresis. 
 
Conclusions 

The counterflow flame system established between 
lean-methane-air and lean-hydrogen-air streams was 
investigated. A two-dimensional model known as 
UNICORN was used for the simulation. GRI version 1.2 
chemical kinetics involving 32 species and 346 one-way 
elementary reactions was used. Detailed measurements 
for temperature and species concentrations were obtained 
along the centerline. The hysteresis property of this flame 
system was first identified in numerical simulations and 
was later confirmed by experiments. 

Calculations for various lean methane-air mixtures 
were performed to understand the hysteresis of the 
counterflow premixed flame system. Aerodynamic and 
chemical structures of the flames at different stretch rates 
were obtained through increasing-stretch-rate and 
decreasing-stretch-rate approaches. It was found that 
flame system exhibits hysteresis for methane-air mixtures 
leaner than 0.811. Hysteresis of the flame is associated 
with its double-state behavior. When the stretch on the 

flame system is increased, it transitions from a double-
flame to a single-flame structure due to aerodynamic 
cooling. When the stretch on the flame is decreased, it 
doesn’t transition back to the double-flame structure due 
to stretch effects on molecular diffusion. However, for 
0.811>φCH4>0.74, decreasing the stretch increases the 
flame temperature due to a decrease in stretch-induced 
cooling and returns the flame structure to a double-flame 
one. In this narrow range of equivalence ratios (0.74-0.81) 
hysteresis in counterflow premixed flames is temporary, 
which establishes a hysteresis loop.  
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Fig. 2. Temperature of a premixed flame system formed 
between counter-flowing CH4-air (φ=0.811) and H2-air 
(φ=0.28) jets at different stretch rates. 
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Fig. 3. Changes in temperature for increasing and 
decreasing stretch on the premixed flame system when the 
CH4-air equivalence ratio is 0.76. 
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Fig. 4. Changes in temperature for increasing and 
decreasing stretch on the premixed flame system when 
CH4-air equivalence ratio was further decreased to 0.74. 
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Fig. 5. Changes in flame structure due to perturbation in 
stretch rate when the flame system in Fig. 4 (φCΗ4=0.74) is 
operating in regime I at a stretch rate of 250 s-1. Radial 
distributions of (a) velocity, temperature and heat release 
rate, (b) H and CH mole fractions and O2 consumption 
rate, and (c) OH and H2 production and destruction rates.   
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Fig. 6. Changes in flame structure due to perturbation in 
stretch rate when the φCΗ4=0.74 flame system is operating 
in regime II at a stretch rate of 250 s-1. Radial 
distributions of (a) velocity, temperature and heat release 
rate, (b) H and CH mole fractions and O2 consumption 
rate, and (c) OH and H2 production and destruction rates.   
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Fig. 7. Changes in flame structure due to perturbation in 
stretch rate when the flame system in Fig. 4 (φCΗ4=0.74) is 
operating at a stretch rate of 600 s-1. Radial distributions 
of (a) velocity, temperature and heat release rate, (b) H 
and CH mole fractions and O2 consumption rate, and (c) 
OH and H2 production and destruction rates.   
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Comparison of Chemical-Kinetics Models for JP-8 Fuel in 

Predicting Premixed and Nonpremixed Flames  
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Computational-fluid-dynamics-(CFD)-based predictions are presented for an opposed jet 
nonpremixed flame and laminar nonpremixed and premixed coaxial jet flames burning 
vaporized JP-8 fuel.  Results are presented for four published chemical kinetic mechanisms 
for JP-8.  The first JP-8 kinetic mechanism is identified as the Violi-Small mechanism (161 
reactions and 1538 reactions); the second is the Violi-Large mechanism (216 species and 
9654 reactions); the third is the Zhang mechanism (208 species and 2186 reactions); and the 
fourth is the Mawid mechanism (226 species and 3230 reactions). There are three surrogate 
fuels associated with the Mawid mechanism. Differences and similarities in laminar flame 
structure and stability, resulting from the calculations using the four JP-8 mechanisms, are 
discussed. Calculations with the Violi-Small and Violi-Large mechanisms predicted 
extinction strain rates that are within 90% of a published measurement.  The flames 
obtained with the Zhang mechanism are found to be the most difficult to extinguish, and 
those obtained with the Mawid mechanism are the easiest to extinguish. Calculations with 
the Zhang mechanism yielded the highest stability for the nonpremixed jet flame and the 
highest flame velocity for the stoichiometric mixture of JP-8 and air in the premixed jet 
flame. The Mawid mechanism resulted in coaxial nonpremixed jet flames that are more 
stable than those obtained with the Violi mechanisms, yet the flame velocities predicted by 
the Mawid mechanism for the premixed jet flame are lower than those predicted by the Violi 
mechanisms. Calculations with the Mawid mechanism using surrogate mixtures 1 and 3 
resulted in very different limiting strain rates for the opposed-jet flame; however, for the 
premixed jet flame, the computed flame velocities are nearly the same for these mixtures. 
Numerical experiments are also performed to understand the sensitivity of the parent 
compounds used in Mawid mechanism for possible changes in their concentrations. Direct 
comparisons of the calculations with experiments are very limited because published data on 
these simple laboratory flames burning JP-8 are almost nonexistent.  Indeed, these 
predictions are presented with the anticipation that they will stimulate experiments that will 
aid in obtaining suitable kinetic mechanisms for JP-8 flames.     
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I.   Introduction 
ith the declining supply of petroleum and its rising cost, it seems inevitable that the United States Air Force 
will transition to non-petroleum, alternative jet fuels derived from tar sands, coal, or shale.  A near-term 

transition possibility is to mix the alternative fuel with JP-8, the primary aviation fuel used by the United States Air 
Force. Over time, the quantity of JP-8 would be reduced to zero.  It is expected that the chemical composition and 
physical properties of the alternative fuels will be different from those of JP-8. This will impact the combustion 
characteristics of the fuel. The ability to predict the combustion characteristics of future blends of JP-8 requires a 
reliable chemical kinetic model for JP-8. To achieve this, several significant technical challenges must be overcome.  
 JP-8 is a mixture of hundreds, if not thousands, of hydrocarbons.1,2  It has been processed to meet a 
specification that covers a broad range of physical properties that include boiling range/volatility, heat of 
combustion, and freeze point. There is also a limit on the concentration of aromatic compounds. The JP-8 
specification can be satisfied by many different hydrocarbon mixtures.  Indeed, each batch of JP-8 can usually be a 
different chemical mixture.3 This is a significant impediment in developing “a” chemistry model for JP-8.  A 
popular approach to solving this problem is to establish a surrogate fuel that represents a “typical” JP-8.  A surrogate 
fuel is a well-defined mixture of a few hydrocarbon compounds whose relative concentrations can be adjusted such 
that the combustion characteristics of the mixtures become similar to those of a typical JP-8.2 Chemical-kinetics 
models for the surrogate mixture are then developed based on the models established for the individual components 
of the mixture.   
  Development of chemical-kinetics models for JP-8 surrogate fuels is a formidable task given their complex 
composition. A surrogate fuel is usually developed based on chemical class distribution and by matching physical 
properties such as volatility, density, boiling point, and molecular weight.4-7 Schulz7 proposed a 12-component 
surrogate mixture for JP-8. Other investigators have also proposed surrogates for jet fuels.8,9-11 During combustion, 
the high molecular weight compounds undergo a sequential reduction to lower molecular weight hydrocarbons. 
Thus, the chemical-kinetics mechanisms for the surrogate fuels include reactions for the lower molecular weight 
compounds. The kinetics also includes pyrolysis and oxidation reactions that convert large molecules to radicals and 
smaller molecules.  Condensation and dealkylation reactions that govern the growth of polycyclic aromatic 
hydrocarbons (PAHs) and soot are also included.1,12 The semi-detailed or lumped approach reduces the overall 
complexity of the resulting chemical-kinetics model both in terms of equivalent species and lumped or equivalent 
reactions.13 Even the semi-detailed models for surrogate fuels can involve hundreds of species and thousands of 
reactions.  Incorporating them into CFD-based models and then making predictions for reacting flows in burners is 
very challenging. 
     Detailed simulations for the flame structure and predictions for the flame characteristics (ignition, extinction, 
flame speed, and stability) are essential for the development of any chemical-kinetics model. Simulations for the 
shock-tube, perfectly-stirred-reactor (PSR), and well-stirred-reactor (WSR) flames are often performed using zero-
dimensional codes such as CHEMKIN,14 LSENS15 and STANJAN.16 Opposed jet flames and the burner-stabilized 
premixed flames are often treated as one-dimensional problems. Codes such as OPPDIF,17 RUN1DL,18 and 
CANTERA19 are used for these types of calculations. The performance of a chemical-kinetics model must also be 
evaluated for its ability to simulate multi-dimensional coaxial premixed and nonpremixed flames. However, multi-
dimensional codes are computationally less stable and more expensive and time-consuming to operate. This paper 
presents computations performed with a robust and efficient CFD code that can handle large chemical-kinetics 
mechanisms.    
  UNICORN is a continually evolving two-dimensional numerical model that is being developed hand in hand 
with validation experiments.20,21 Recently, UNICORN has been modified so that it can be used to effectively and 
efficiently simulate the dynamic characteristics of nonpremixed and premixed flames using very large chemical 
kinetic mechanisms. This paper presents predictions for an opposed jet nonpremixed flame and laminar 
nonpremixed and premixed coaxial jet flames burning vaporized JP-8 fuel.  Computations are given for four 
published chemical kinetic mechanisms for JP-8.  The first JP-8 kinetic mechanism is identified as the Violi small 
mechanism (161 reactions and 1538 reactions); the second is the Violi large mechanism (216 species and 9654 
reactions); the third is the Zhang mechanism (208 species and 2186 reactions); and the fourth is the Mawid 
mechanism (226 species and 3230 reactions). There are three surrogate mixtures associated with the Mawid 
mechanism. Differences and similarities in laminar flame structure and stability resulting from the calculations using 
the four JP-8 mechanisms are discussed. Numerical experiments are also performed to understand the sensitivity of 
the parent compounds used in Mawid mechanism for possible changes in their concentrations.  
 Ideally, we would like to evaluate the different kinetic mechanisms by comparing the calculations with 
experimental data.  Unfortunately, published fundamental JP-8 flame data are almost nonexistent.  This is due, in 
part, to the problems associated with the gasification of the fuel. Partial vaporization, preferential evaporation, and 

W 
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condensation can introduce some bias in the experimental data. Thus, experiments with JP-8 and its surrogates strive 
for complete gasification in a way that doesn’t change their chemical composition. Recently, Holley et al.,22 Humer 
et al.,13 and Agosta et al.8 have established standardized procedures for vaporizing liquid fuels and have started 
benchmark experiments for evaluating chemical-kinetics models. Other researchers are also conducting fundamental 
flame experiments with a “typical” JP-8 fuel and different surrogates. Indeed, it is anticipated that future 
experiments will provide the data needed to evaluate predictions like those presented in this paper. 
 

II.   Mathematical Model 
     A time-dependent, axisymmetric mathematical model known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs)20,21 is used for simulating different types of laminar flames. It solves for u- and v-momentum 
equations, continuity, and enthalpy- and species-conservation equations on a staggered-grid system. A clustered 
mesh system is employed in each case to trace the large gradients in flow variables near the flame surface. Four 
different detailed chemical-kinetics models, namely Violi-Small,22 Violi-Large,9 Zhang,10 and Mawid11,23-27 are 
incorporated into UNICORN for the evaluation of their abilities in predicting different types of JP-8 flames. Violi-
Small mechanism consists of 161 species and 1538 reactions (some of them are lumped), Violi-Large mechanism 
consists of 216 species and 9654 reactions (some of them are lumped), Zhang mechanism consists of 208 species 
and 2186 elementary reactions, and Mawid mechanism consists of 226 species and 3230 elementary reactions. 
While the first three mechanisms use their own surrogate mixtures for representing JP-8 fuel, Mawid mechanism 
offers the usage of one of the three surrogate mixtures developed at Wright Laboratory.11 The details of the 
surrogate mixtures used in these mechanisms are listed in Table 1. Note that the surrogate mixture used in Violi 
mechanisms is identical to the second mixture (Surrogate-2) used in Mawid mechanism. Due to lack of sufficient 
experimental data, none of these mechanisms was sufficiently validated and due to the large sizes, multi-
dimensional simulations for laminar flames using these mechanisms have not yet been made.  
     Thermo-physical properties such as enthalpy, viscosity, thermal conductivity, and binary molecular diffusion of 
all the species are calculated from the polynomial curve fits developed for the temperature range 300 - 5000 K. 
Mixture viscosity and thermal conductivity are then estimated using the Wilke and Kee expressions, respectively. 
Molecular diffusion is assumed to be of the binary-diffusion type, and the diffusion velocity of a species is 
calculated using Fick's law and the effective-diffusion coefficient of that species in the mixture. A simple radiation 
model based on the optically thin-media assumption is incorporated into the energy equation for treating radiation 
heat loss from gaseous species28. Only CH4, CO, CO2, and H2O are considered as radiating species in the present 
study. Heat losses from soot particles are computed assuming blackbody radiation from the carbonatious soot 
particles.29 
     The finite-difference forms of the momentum equations are obtained using an implicit QUICKEST scheme,21 and 
those of the species, energy, and other scalar equations are obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the LU (Lower and Upper diagonal) matrix-decomposition technique. The 
boundary conditions are treated in the same way as that reported in earlier papers.30 
     Computational soot models based on the fundamental physics of soot formation and oxidation are not yet 
available. The research groups around Moss31 and Lindstedt32 have made some progress in modeling soot formation 
using semi-empirical models based on the mechanisms of particle inception, agglomeration, surface growth, and 
oxidation. Soot model in UNICORN in based on a two-equation model with transport equations for particle number 
density, Ns, and soot mass fraction, Ys. The source terms in these soot transport equations are obtained using 
Lindstedt’s model,32 which is based on the simplifying assumption that nucleation and growth are first-order 
functions of acetylene concentrations. Soot oxidation was considered primarily due to the presence of O2 and OH. 
Finally, soot agglomeration was treated as a source term in the soot number density equation. 
     The simulations presented here are performed on a single cpu, AMD Opteron Personal Computer with 2.0 GB of 
memory. Typical execution time is ~30 s/time-step for the coaxial nonpremixed flame simulations. Steady state 
solutions are typically obtained in about 2,000 time steps starting from the solution obtained using the global 
combustion chemistry model. 
 

III.   Results and Discussion 
     Typically, chemical-kinetics models developed for a given fuel are tested for their accuracy by comparing the 
predictions made for quantities such as ignition delay times, laminar flame speeds, extinction limits, and flame 
structures with the measured values. It is also known that out of these different characteristic parameters flame 
ignition and extinction are more sensitive to the chemical kinetics of the fuel. As discussed earlier, the chemical 
kinetics available in the literature for JP-8 fuel are not sufficiently validated due to lack of experimental data and 
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their abilities for predicting multidimensional flames are so far untested due to the computational difficulties 
associated with these large mechanisms. Development of UNICORN code for large mechanisms has made the way 
for accomplishing the latter task while the advances in vaporization techniques for liquid fuels have paved the way 
for filling the former.        
  
A. Opposed Jet Flames 
     Recently, Holley et al.22 have obtained ignition limits for JP-8 fuels and extinction limits for JP-8 nonpremixed 
flames through conducting opposed-jet experiments. Single, planar nonpremixed flame was established by flowing a 
heated fuel/N2 jet against an O2 jet. The exit diameter (D) for the fuel and the oxidizer nozzles through which the 
respective jets were issued was 14 mm. The distance between the fuel and oxidizer nozzles was 14 mm (L). Holley 
et al.22 obtained extinction limits for the nonpremixed flame formed between the fuel and oxidizer jets by changing 
the fuel/N2 ratio while keeping the flow rates; thereby, the strain rate on the flame, constant. For example, Holley et 
al.22 determined that JP-8 fuel extinguishes at 155-s-1 global strain rate (∆V/L) when the fuel/N2 ratio was decreased 
to 0.0802.  
     Axisymmetric calculations are performed for the opposed jet flame of Holley et al. using the UNICORN code 
and different chemical-kinetics mechanisms for JP-8 fuel. The physical domain between the two nozzles (14 mm in 
the axial direction and 20 mm in the radial direction) is represented using a 201x31 grid system. This resulted in a 
uniform grid spacing of 70 µm across the flame. The fuel/N2 ratio used in the calculations is 0.08. The temperatures 
of the fuel and oxidizer streams are set to the measured values of 394 and 294 K, respectively. A low-speed N2 flow 
at 294 K is allowed outside the fuel and oxidizer streams for shielding the flame. Initially a stable flame is 
established for a low-strain-rate case of 28.6 s-1. The corresponding fuel and oxidizer velocities are 0.2 and 0.2 m/s, 
respectively. Calculations are repeated on this flame by gradually increasing the strain rate (velocities) till the flame 
along the centerline is extinguished. The entire procedure starting from establishing an initial flame to obtaining an 
extinguished flame is repeated with each chemical-kinetics mechanism and surrogate mixture.  
     Results obtained for the 115-s-1 strained flame using Violi-Small and Mawid mechanisms are shown in Fig. 1 on 
the left and right halves, respectively. Surrogate-2 is used with Mawid mechanism for representing JP-8 fuel. 
Velocity fields are superimposed on temperature distributions in Fig. 1. Heated fuel is issued from the bottom nozzle 
while O2 is issued from the top. Since the density of the heated fuel is lower than that of the O2, the flame is slightly 
shifted from the mid plane (z = 7 mm) toward the fuel nozzle. The flame is formed on the fuel side of the stagnation 
plane (U=0 surface). The peak temperature obtained with Mawid mechanism is ~ 80 K lower than that obtained with 
Violi-Small mechanism. However, the flame widths obtained with these two mechanisms are nearly the same. 
     The response of the flame to increases in strain rate predicted by different chemical-kinetics models is shown in 
Fig. 2. The peak temperature along the centerline (r = 0) is plotted at different strain rates. Due to increase in heat 
transport and chemical nonequilibrium, the temperature of the flame decreased with strain rate. Data from each 
chemical-kinetics model terminates at the extinction limit. The measured extinction limit of 150 s-1 is also shown in 
Fig. 2 with a vertical box. The width of the box corresponds to the experimental uncertainty of 3.5% reported by 
Holley et al.22 Calculations with Mawid mechanism are made using three different surrogate mixtures. Note that 
Surogate-2 is identical to the JP-8 fuel representation used in Violi mechanisms. In general, calculations with the 
different mechanisms resulted in variations in peak temperature of 120 K for weakly strained flames. As the strain 
increases, the variation in peak temperature also increases. Among the six chemical-kinetics models considered 
(Table 1), the Violi mechanisms seemed to provide the most realistic extinction strain rates.  Both the Violi-Small 
and Violi-Large mechanisms yielded nearly the same relationship between peak temperature and strain rate. At the 
higher strain rates, these two mechanism result in small but gradual deviation in peak temperature. The extinction 
strain rate of 136 s-1 predicted by these two mechanisms is within 90% of the measured value. 
     The all-elementary-reaction-based model developed by Zhang yielded the most stubborn flame from extinction 
point of view, even though the flame itself is not as strong (based on peak temperature) as the ones predicted by the 
semi-elementary-reaction-based mechanisms of Violi. Extinction in opposed jet flames occurs solely due to a 
sudden drop in chemical activity, which will be triggered by the temperature. Strain rate, on the other hand, makes 
the temperature of the flame to decrease via heat transport. Consequently, even though the temperature of the flame 
at 136 s-1 strain rate obtained with the Zhang mechanism is lower than that obtained with the Violi mechanisms, 
flame did not extinguish in the former calculation due to the chemical-kinetics mechanism used. Eventually, the 
Zhang mechanism results in flame extinction when the peak temperature drops below 1565 K.  This occurred at a 
global strain rate of ~247 s-1.  
     The importance of an accurate surrogate mixture for representing JP-8 fuel is evident from the calculations made 
with the Mawid mechanism. The three different surrogate mixtures resulted in different temperature-strain-rate 
relationships (Fig. 2). Surrogate-1 yielded the lowest flame temperatures, and they decreased rapidly with strain rate. 
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Surrogates 2 and 3 yielded nearly the same extinction limits with the latter mixture having an extinction limit that is 
nearer to the measured value. Interestingly, the flame temperature predicted with Surrogate-2 is higher than that 
predicted with Surrogate-3, when the strain rate is low, but when the stain rate is high, the temperature is lower. 
Table 1 suggests that the major difference among the surrogate mixtures that could affect the performance of 
Surrogate-1 is the presence of hexadecane (10.2%), cyclooctane (4.7%), meththylnaphthalene (3.9%), 
tetramethylbenzene (4.4%), and butylbenzene (4.6%). A numerical experiment conducted by systematically 
removing these compounds suggested that removal of hexadecane from the Surrogate-1 mixture significantly 
increases the flame temperature (~ 108 K) and the extinction limit predicted by Mawid mechanism.   
      The chemical structures of the flames obtained with the Violi-Small mechanism and the Mawid mechanism with 
Surrogate-2 at a global strain rate of 115 s-1 are shown in Figs. 3 and 4, respectively. The fuel description used in the 
Violi mechanism is identical to that of Surrogate-2. Decomposition of parent species, production of intermediate 
fuels such as C3H8, C2H4, CH4, and H2, and the generation of radical species OH are shown in Figs. 3 and 4. Note 
that even though the flame widths are identical, the peak temperatures predicted by these two chemical mechanisms 
differ by ~ 70 K, and the flame in Fig. 4 is at its extinction limit while the strain applied on the flame in Fig. 3 is 
well below its extinction limit. The chemical structures in Figs. 3 and 4 reveal some significant differences between 
the Violi and Mawid mechanisms. 1) Iso-octane and xylene are decomposing much faster and MCH is decomposing 
much slower in the Mawid mechanism, 2) propane produced by the Mawid mechanism is nearly an order of 
magnitude lower than that produced by the Violi mechanism, and 3) H2 is generated slightly more by the Mawid 
mechanism.    
    Flame widths calculated from temperature distributions along the centerline (r = 0) are shown in Fig. 5 for 
different strain rates. As expected, width of the opposing-jet flame decreased nearly exponentially with strain rate. 
However, all calculations resulted in nearly the same flame widths under various strain-rate conditions--suggesting 
that the low-temperature reactions used in these mechanisms must be comparable to each other. Another important 
fact illustrated in Fig. 5 is that the limiting width of the flame (prior to extinction) is determined by the chemical 
kinetics and not by the strain rate. For example, at a strain rate of 120 s-1, the flame width obtained with the Mawid 
mechanism with Surrogate-3 is at the extinction limit. However, the same flame widths obtained with the Violi 
mechanisms are slightly wider than their limiting values and that obtained with the Zhang mechanism is 
significantly wider than its limiting value. This observation is in contrast with the general belief, formed based on 
laminar flamelet theory, that flames become infinitely thin prior to extinction.  
     Figure 6 shows the variations in peak flame temperatures with strain rate for the 500-K preheated fuel. The 
fuel/N2 mass ratio is kept at 0.08, the same value used for the calculations shown in Fig. 2. A slight increase in 
temperature may be noted when the strain rate was increased initially. As all the mechanisms predicted such 
increase in peak temperature it is believed to be occurring due to some physical mechanism rather than a chemical 
phenomenon. The preheated fuel comes closer to the stagnation plane when the strain rate on the flame is increased, 
which, in turn, tends to increase the flame temperature. When this increase in temperature overcomes the decrease in 
temperature due to stretch effect the flame temperature increases with strain rate. At higher strain rates, the flame-
stretch effects dominate in reducing the flame temperature up to extinction. The extinction order among the 
chemical-kinetics mechanisms did not change even at this elevated fuel temperature. On strain-rate scale, Mawid 
mechanisms with Surrogate-1 fuel extinguished first at 120 s-1, Mawid mechanism with Surrogate-2 fuel next at 170 
s-1, Mawid mechanism with Surrogate-3 at 180 s-1, Violi-Small mechanism at 202 s-1, and finally Zhang mechanism 
extinguished the flame at 374 s-1.                                                            
 
B. Coaxial Nonpremixed Flames 
     Flat flames obtained in opposed jet configurations provide a good platform for testing the chemical-kinetics 
mechanisms. However, unlike most practical flames, opposing-jet flames do not have stability issues, as they do not 
posses leading edges. The role of chemical kinetics in the stability of jet flames is significant and, therefore, 
proposed chemical-kinetics mechanisms must also be tested for their ability in predicting nonpremixed jet flames as 
well. The advantage of codes like UNICORN is that once a chemical-kinetics mechanism is incorporated they can 
be used for the simulation of both opposed and coaxial jet flames. 
     Calculations for a JP-8 coaxial nonpremixed jet flame are performed using the four chemical-kinetics models 
considered in the present work. The simulated burner has a central fuel tube of 0.6-cm radius and is surrounded by a 
5-cm radius coflowing air. Preheated fuel-N2 mixture at 500 K and with 90% fuel by mass is issued at a velocity of 2 
cm/s. The coannular flow consists of room-temperature air and is issued at a velocity of 5 cm/s. These low-velocity 
conditions were chosen so that stable flames are established with all the four chemical-kinetics models. A 
computational grid of 151x61 is used for discretizing the physical domain of 10 cm x 5 cm in axial and radial 
directions, respectively. Grid clustering is used for placing most of the grid lines in the flame zone. Initial conditions 
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(flame) for the detailed-chemistry calculations were obtained from the simulations using a global-chemistry 
UNICORN code. 
     Results for the coaxial nonpremixed jet flame obtained with the Violi-Small, Violi-Large, and the Zhang models 
are shown in Figs. 7(a), 7(b), and 7(c), respectively. Here, iso contours of methylcyclohexane (dashes) and H2 (solid 
lines) are superimposed on the temperature distribution (in rainbow color) on the left half of each figure. Iso 
contours of benzene (dashes), OH (solid lines) and temperature (in color) are shown on the right halves. The OH 
concentration is multiplied by 100. Similar plots prepared from the data obtained using the Mawid mechanism with 
Surrogate-1, Surrogate-2, and Surrogate-3 mixtures are shown in Figs. 8(a), 8(b), and 8(c), respectively.  
     In general, all six models predict nearly the same flame shape with the base region burning hotter than the tip 
region. The flames are slightly shifted from the inlet boundary as imposed by the stability criterion for nonpremixed 
jet flames. However, there are several important differences in these predictions. The Violi-Small and Violi-Large 
mechanisms result in nearly the same flame structure with the exception that the large mechanism generates more H2 
and benzene inside the flame and MCH extends farther into the core region [Figs. 7(a) and 7(b)]. The thermal layer 
(flame thickness) is wider for the Violi-Large flame, which resulted hotter core region in Fig. 7(b). As expected 
from the opposed-jet-flame calculations (Fig. 2), The coaxial nonpremixed flame predicted by the Zhang mechanism 
[Fig. 7(c)] is much closer to the inflow boundary compared to those predicted by the other models. This is 
anticipated based on the higher extinction strain rate for Zhang mechanism shown in Fig. 2.  Even though, the 
benzene concentration is 1% in the surrogate mixture as prescribed by the Zhang mechanism, it is all being 
consumed quickly in the core region and does not enhance the benzene produced in the flame region [Fig. 7(c)].  
     The flame tips and the core region of the coaxial nonpremixed flames predicted by the Mawid mechanism are 
hotter than those predicted by the Violi or Zhang mechanism. Although the Mawid mechanism for Surrogate-1 
yielded the largest separation between the flame base and the inflow boundary [Fig. 8(a)], the other two surrogates 
yielded flames closer to the inflow boundary than those obtained with Violi mechanisms.  This is not expected based 
on the extinction-strain-rate data shown in Fig. 2. This anomaly in stability of the coaxial nonpremixed flames and 
the extinction of the opposed jet flames obtained with surrogates 1 and 2 may result from the differences in fuel 
concentrations (8% in opposed-jet and 90% in coaxial-jet cases) used for these two types of flames.            
 
C. Coaxial Premixed Flames 
     Flame speed is another characteristic parameter of fuel-air mixture, which needs to be represented accurately by 
the chemical kinetics employed. For understanding the flame-speed characteristics of the chemical-kinetics 
mechanisms calculations are performed for a Bunsen-type coaxial premixed flame using the four models listed in 
Table 1. To allow for possible flashbacks in premixed systems a 5-mm-long fuel tube is included in the calculations. 
The inner and outer radii of the tube are 5.6 and 6.6 mm, respectively. Preheated (500 K) fuel and air mixture at 
stoichiometric proportion exits the fuel tube with an average velocity of 1.2 m/s. A parabolic, fully developed 
velocity profile is assumed at the inlet of the fuel tube. Results obtained with Violi-Small, Violi-Large, and Zhang 
models are shown in Figs. 9(a), 9(b), and 9(c), respectively. Iso contours of methylcyclohexane (in dashes) and H2 
(in solid lines) are superimposed on the temperature distribution (in rainbow color) on the left half of each figure. 
Iso contours of benzene (dashes), OH (solid lines) and temperature (in color) are shown on the right halves. The 
concentration of OH shown in these figures was enhanced 100 times. Similar plots prepared from the data obtained 
using Mawid mechanism with Surrogate-1, Surrogate-2, and Surrogate-3 mixtures are shown in Figs. 10(a), 10(b), 
and 10(c), respectively. 
     Since the velocity profiles used in all the calculations shown in Figs. 9 and 10 are the same, the surface area of 
the inner cone (or the height of the inner cone for equal base diameters) directly represents the flame speed. As seen 
from Figs. 9(a) and 9(b) the Violi-Small and Violi-Large mechanisms yielded identical inner cones and, hence, have 
the same flame speeds. Only a minor difference in the burning intensity at the inner cone tip is observed for the 
premixed flames predicted by these two mechanisms (See Figs. 9(a) and 9(b)). On the other hand, the Zhang 
mechanism resulted in flashback and flame propagated into the fuel tube.  Also, the flame appears to be stabilized at 
the inlet boundary through altering the flow fluxes (rates).  This seems unrealistic.  Flashback resulted because of 
the higher flame velocity predicted by this chemical-kinetics mechanism. This is consistent with the higher 
extinction strain rate in Fig. 2 and the shortest separation between the flame base and the inflow boundary in Fig. 
7(c).  
     The inner cone of the premixed flame predicted by the Mawid mechanism with Surrogate-1 mixture is nearly 
twice longer and, hence, half the flame speed than those predicted by the Violi mechanisms. Such prediction again is 
consistent with the findings made for the Mawid mechanism with opposed- and coaxial-nonpremixed-jet flames. 
Interestingly, Surrgates 2 and 3 with the Mawid mechanism also resulted in nearly a 50% decrease in flame 
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velocities. The post combustion region (i.e., the region outside the inner cone) is nearly the same in all the flames 
except that predicted by Zhang mechanism.  
 

IV.   Summary 
     A time-dependent, detailed-chemistry CFD model (UNICORN) is developed for utilizing large chemical-kinetics 
mechanisms that are required for the prediction of different types of reacting flows associated with JP-8 fuel. 
Performances of four detailed-chemical-kinetics models, namely Violi-Small (161 species and 1538 reactions), 
Violi-Large (216 species and 9654 reactions), Zhang (208 species and 2186 reactions), and Mawid (226 species and 
3230 reactions) for mimicking JP-8 fuel are evaluated using UNICORN and through the simulation of opposed jet 
nonpremixed, coaxial nonpremixed jet, and coaxial premixed jet flames. Characteristics of three different surrogate 
mixtures for JP-8 fuel with 6 or 12 compounds are investigated using Mawid mechanism. The extinction 
characteristics of the chemical-kinetics models and surrogate mixtures are studied through the simulation of opposed 
jet nonpremixed flames. Violi-Small and Violi-Large mechanisms resulted in limiting extinction strain rates that are 
close (within 90%) to a measurement. While the flames obtained with Zhang mechanism were found to be the most 
difficult ones to extinguish, those obtained with Surrogate-1 mixture in Mawid mechanism were easy to extinguish. 
Numerical experiments performed for the sensitivity of individual compounds in Surrogate-1 mixture suggested that 
removal of hexadecane improves the extinction limit for the flame significantly. The stability characteristics are 
assessed from the simulations of coaxial nonpremixed jet flames and the flame-speed properties are evaluated by 
simulating Bunsen-type premixed flames. Zhang mechanism yielded highest stability for the nonpremixed jet flame 
and highest flame velocity for the stoichiometric mixture of JP-8 and air. Surrogates 2 and 3 in Mawid mechanism 
resulted coaxial nonpremixed jet flames that are more stable than those obtained with Violi mechanisms yet, the 
flame velocities predicted by Mawid mechanism are lower than those predicted by Violi mechanisms. Surrogates 
1and 3 in Mawid mechanism resulted very different limiting strain rates for opposed jet flame, however the flame 
velocities computed with these surrogates are nearly the same. 
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Table 1. Representation of JP-8 Fuel in Various Chemical-Kinetics Models. 
 

Mawid Mechanism Fuel Components Violi-Small 
Mechanism 

Violi-Large 
Mechanism 

Zhang 
Mechanism Surrogate-1 Surrogate-2 Surrogate-3 

n-decane (n-C10H22) 0 0 0 16.2 0 25 
n-dodecane (n-C12H26) 30 30 73.5 21 30 25 
n-tetradecane (n-C14H30) 20 20 0 15.6 20 20 
n-hexadecane (n-C16H34) 0 0 0 10.2 0 0 
i-octane (I-C8H18) 10 10 5.5 5.7 10 5 
Cyclooctane (c-C8H16) 0 0 0 4.7 0 0 
Methylnaphthalene MCH 
(C11H10) 

20 20 10 5.1 20 5 

1-methylnaphthalene 
(C11H10) 

0 0 0 3.9 0 0 

Tetralin (C10H12) 5 5 0 4.1 5 0 
1,2,4,5-tetramethylbenzene 
(C9H12) 

0 0 0 4.4 0 0 

Butylbenzene (C10H14) 0 0 0 4.6 0 0 
m-xylene (C8H10) 15 15 0 4.5 15 0 
Toluene (C7H8) 0 0 10 0 0 20 
Benzene (C6H6) 0 0 1 0 0 0 
Molecular Weight 144.38 144.38 151.3 156.87 144.38 146.89 
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Fig. 1. Opposing-jet nonpremixed JP-8 flame. Temperature and velocity fields obtained with Violi-Small 
mechanism are shown on the left half and those obtained with Mawid’s mechanism are shown on the right half.  
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Fig. 2. Variations of peak temperature of a nonpremixed JP-8 flame with strain rate obtained using different 
chemical-kinetics mechanisms.  Fuel/N2 mass ratio and temperature on the fuel stream are 0.08 and 394 K, 
respectively. Extinction with a given chemical-kinetics model occurred for all strain rates greater than the right most 
value shown for each curve. Measured extinction strain rate is shown with a vertical bar.    
 

532



42nd AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit                                    AIAA-2006-4745 
Sacramento, CA, July 9-12, 2006 
 

 12

4 4.5 5 5.5 6 6.5 7 7.5

T 
(K

)

X
i x

 1
03  

z (mm)

T
O2 x 200

n-dodecane

n-tetradecane

mch

i-octane

OH

H2 

CH4 

C2H4  

0

1

2

3

6

5

4

0.2

0.6

1.0

1.4

1.8

U
 =

 0

xylo

tetra

X* 

X* = C3H8 x 4

 
 
Fig. 3. Temperature and species distributions, predicted using Violi-Small chemical-kinetics mechanism, along the 
centerline of the opposing-jet nonpremixed JP-8 flame with a global strain rate is 115 s-1. 
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Fig. 4. Temperature and species distributions, predicted using Mawid chemical-kinetics mechanism, along the 
centerline of the opposing-jet nonpremixed JP-8 flame with a global strain rate is 115 s-1. 
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Fig. 5. Variations of width (based on temperature distribution) of a nonpremixed JP-8 flame with strain rate obtained 
using different chemical-kinetics mechanisms. Fuel/N2 mass ratio in the fuel stream is 0.08. 
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Fig. 6. Variations of peak temperature of nonpremixed JP-8 flame with strain rate obtained using different chemical-
kinetics mechanisms. Fuel/N2 mass ratio and temperature on the fuel stream are 0.08 and 500 K, respectively. 
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A time-dependent, detailed-chemistry, computational-fluid-dynamics (CFD) model is 
developed for the evaluation of the performance of a soot-reducing additive in a model swirl-
stabilized combustor. While commercial JP-8 fuel was used in the experiments, a 6-
component surrogate mixture was used in the calculations for mimicking the JP-8-fuel 
combustion. Di-teritiary-butyle-peroxide (DTBP) additive, which is known for improving the 
ignition characteristics of hydrocarbon fuels, was tested for its ability in reducing the soot.   
Detailed chemical kinetics were used for the simulation of JP-8+DTBP combustion and the 
consequent formation of PAH species. Calculations were made for different equivalence 
ratios obtained through varying the fuel jet velocity while keeping the airflow unaltered. 
Turbulent-flow simulations with the base JP-8 fuel revealed that significant amount of soot 
is formed for fuel-rich conditions while no or negligible soot is formed for equivalence ratios 
less than 0.8. Addition of DTBP for the fuel-rich operating conditions resulted in only a 
marginal decrease in the amount of soot formed. Its effect on fuel-lean operation of the 
combustor is also found to be negligible. However, DTBP seems to be more effective in 
reducing the soot when the combustor is operating in the neighborhood of stoichiometric 
conditions. Consistent with these results, calculations made for a simple jet diffusion flame 
also revealed that DTBP has no effect on soot formation when it was added to the fuel jet.      

 
 

I.   Introduction 
WIRLING jets are commonly used in gas-turbine engines to achieve compact, stable, and efficient combustion. 
The flowfield in the primary zone of a swirl combustor is characterized by recirculation zones with high shear 

stresses and turbulent intensities that result in vortex breakdown and motion of large-scale flow structures.1,2  These 
unsteady fluid elements and recirculation zones can significantly increase the formation of pollutants such as carbon 
monoxide (CO), nitric oxide (NO), unburned hydrocarbons (UHC), and soot.3-5  However, the mechanisms that lead 
to enhanced pollutants formation in swirl-stabilized, liquid-fueled combustors are not fully understood. Previous 
experimental investigations have relied on exhaust-gas measurements and parametric studies to gain insight into the 
effects of various input conditions on soot loading.6-10 Much of the fundamental knowledge concerning soot 
formation is derived from theoretical investigations of laminar diffusion flames,11,12 with only a limited number of 
studies being focused on turbulence effects.13,14 The importance of considering unsteadiness and fluid-flame 
interactions was demonstrated by Shaddix et al.,14 who found that a forced unsteady methane/air diffusion flame 
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produced a four-fold increase in soot volume fraction (as a result of increased particle size) as compared with a 
steady flame having the same mean fuel-flow velocity. Recent calculations of Katta et al.15 have suggested that 
presence of large-scale structures in dynamic flames could influence the way polycyclic-aromatic-hydrocarbon 
(PAH) species are formed and; thereby, could impact the amount of soot produced.  
     A quick control on the soot produced by the liquid-fueled combustors can be achieved through the use of 
additives. Properly designed additives suppress soot emissions via two paths: destruction of soot particles previously 
formed, or prevention of inception reactions. The latter offers a potential order of magnitude soot reduction; hence it 
is desirable to develop and tailor jet fuel formulations to mitigate particulate formation. The di-tertbutyl peroxide 
(DTBP) has been shown experimentally to alter both gas-phase combustion16 and soot production. Drop-tube17 
experimental results indicated that adding DTBP to the fuel could reduce the amount of soot produced. The goal of 
the current investigation is to simulate and understand the effects of DTBP on soot formation in the highly dynamic 
environment of a modeled swirl-stabilized, liquid-fueled combustor. 
     Various attempts have been made in the past to develop models for soot predictions. Some of these models are 
detailed, and have been calibrated against experimental data obtained in laminar, premixed or diffusion flames of 
simple configurations. For example, Frenklach and coworkers18 proposed a detailed kinetic model of soot formation 
and validated18,19 using measurements of laminar, premixed flames while Mauss, Bockhorn and their coworkers20,21 
established a different detailed soot model that was tested in laminar, counter-flow diffusion flames. The detailed 
kinetics based soot model consists of 1) gas-phase chemistry and 2) kinetics describing the particle growth and 
destruction processes. The gas-phase chemistry describes the formation of PAHs.22,23 The particle growth and 
destruction involve inception/ nucleation of particles resulting from coagulation of PAHs and are modeled via a set 
of surface reactions,18-21 and particle coagulation is modeled based on the method of moments18-21 or the discrete-
sectional method.24,25 
     The complexity and the uncertainties associated with the detailed kinetic soot models made their application 
limited to simple laminar flames. On the other hand, for the simulation of turbulent combustor flows, a variety of 
simplified soot models that can be easily implemented into design codes have been proposed.26 The most widely 
used models are based on the assumption that soot consists of particles with mono-disperse size distribution. Then 
the soot formation, coupled directly to the fuel concentration, is modeled by one or two equations: one for the 
particle volume fraction and the other for the particle number density. 
     Leung et al.27 argued that the intermediate species contributing to the soot particle formation should be connected 
to at least the pyrolysis kinetics of the fuel. For simplicity, they assumed acetylene to be the intermediate species and 
proposed a simplified soot model combined with the gas-phase kinetics of fuel pyrolysis for counterflow, ethylene 
and propane flames27 as well as coflow, methane flames.28 The results showed that with this approach good 
agreement with measured data for soot volume fraction, particle growth and number density could be obtained. In 
the present work, a model similar to that of Leung et al.27 is used for the prediction of soot formation in swirl-
stabilized combustors fueled with JP-8 fuel. Detailed chemical kinetics for JP-8 fuel and DTBP additive and the 
two-step soot model are incorporated into a well-tested CFD code UNICORN. Numerical results obtained for 
combusting flows with different equivalence ratios and additive concentrations are compared. 
 

II.   Mathematical Model 
     A time-dependent, axisymmetric mathematical model known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs)29,30 is used for simulating the turbulent combusting flows in the model swirl combustor. It solves 
for u- and v-momentum equations, continuity, and enthalpy- and species-conservation equations on a staggered-grid 
system. A clustered mesh system is employed to trace the large gradients in flow variables near the flame surface. A 
detailed chemical-kinetics model of Violi et al.31 is incorporated into UNICORN for the investigation of soot 
formation in JP-8 flames. It consists of 161 species and 1538 reaction steps. For the investigation of the effects of 
adding DTBP a detailed chemical-kinetics model developed by Bozzelli32 is also incorporated.  
     The O-O bond in DTBP is weak, with bond energy of about 43.5 kcal/mol. At high temperatures, DTPB 
dissociates quickly to form two tertiary butoxy radicals, which, in turn, form acetone and CH3 radical. Acetone 
decomposes at high temperatures to form two methyl radicals and CO or will react with the radical pool or O2 to 
form an acetonyl radical. Further reactions of the acetonyl radical produce additional methyl radicals, O, and OH. 
DTBP may also react with the radical pool or O2 to form hydrocarbon peroxide radicals. Further reactions of these 
radicals release energy and produce methyl, O, and OH radicals through chain-branching processes. All these 
processes are represented via elementary reaction steps within the DTBP chemical-kinetics mechanism, which 
consists of 95 species in addition to those used in the JP-8 mechanism and 724 additional reactions. Thus, DTBP can 
speedup ignition via exothermically enhancing the radical pool. The enhanced radical pool can also decrease soot 
production by speeding oxidation of soot precursor species and of the soot particles themselves. Decreasing the 
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ignition time may increase or decrease soot production depending on the system. 
     DTBP additive is added to the JP-8 fuel jet of the swirl combustor in small proportions. JP-8 fuel is considered as 
a surrogate mixture of 30% (by volume) n-dodecane (n-C12H26), 20% n-tetradecane (n-C14H30), 10% of iso-octane 
(I-C8H18), 20% of methylcyclohexane MCH (C7H14), 5% of tetrlin (C10H12), and 15% of m-xylene (C8H10). Thermo-
physical properties such as enthalpy, viscosity, thermal conductivity, and binary molecular diffusion of all the 
species are calculated from the polynomial curve fits developed for the temperature range 300 - 5000 K. Mixture 
viscosity and thermal conductivity are then estimated using the Wilke and Kee expressions, respectively. Molecular 
diffusion is assumed to be of the binary-diffusion type, and the diffusion velocity of a species is calculated using 
Fick's law and the effective-diffusion coefficient of that species in the mixture. Turbulence is modeled using k-ε 
approach. A simple radiation model based on the optically thin-media assumption is incorporated into the energy 
equation for treating radiation heat loss from gaseous spcies.33 Only CH4, CO, CO2, and H2O are considered as 
radiating species in the present study. Heat losses from soot particles are computed assuming blackbody radiation 
from the carbonatious soot particles.34 
     The finite-difference forms of the momentum equations are obtained using an implicit QUICKEST scheme,35 and 
those of the species, energy, k and ε equations are obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the LU (Lower and Upper diagonal) matrix-decomposition technique. The 
boundary conditions are treated in the same way as that reported in earlier papers.36 
 
Soot Model: 
     Computational soot models based on the fundamental physics of soot formation and oxidation are not yet 
available. The research groups around Moss and Lindstedt have made some progress in modeling soot formation 
using semiempirical models based on the mechanisms of particle inception, agglomeration, surface growth, and 
oxidation. Both the groups utilized two equation models with transport equations for particle number density, Ns, 
and soot mass fraction, Ys. These equations can be written for unsteady flow as 
 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the molecular diffusion coefficient, and ω is the production term 
from chemical reactions. The two source terms in Eqs. 1 and 2 are obtained using Lindstedt’s mode,l36 which is 
based on the simplifying assumption that nucleation and growth are first-order functions of acetylene concentrations. 
Soot oxidation was considered primarily due to the presence of O2 and OH. Finally, soot agglomeration was treated 
as a source term in Eq. 2. 
     The simulations presented here are performed on AMD Opteron Personal Computer with 2.0 GB of memory. 
Typical execution time is ~50 s/time-step for the swirl-stabilized-combustor simulations. Steady state solutions are 
typically obtained in about 20,000 time steps starting from the solution obtained using the global combustion 
chemistry model. 
 

III.   Results and Discussion 
 
A. Studies on Jet Diffusion Flames 
     The CFD model UNICORN has been extensively validated in the past by simulating various steady and unsteady 
counterflow29,38 and coflow29,39 jet diffusion flames and by comparing the results with the experimental data. This 
gives confidence that UNICORN can simulate the structure of dynamic flames accurately. However, the integration 
of JP-8 chemistry (with and without DTBP kinetics) into UNICORN needs to be validated to establish the accuracy 
of the present predictions. For this purpose a number of calculations were performed for simple jet diffusion flames 
for which qualitative understanding has been established.   
     The flame chosen is a pure diffusion flame formed between gaseous JP-8 fuel and air. The velocity of the fuel 
injected from a 1.0-mm diameter tube at room temperature is 0.2 m/s, while that of the annulus air is fixed at 0.05 
m/s. DTBP additive is added to the fuel jet by replacing the equal amount of JP-8 such that the exit velocity of the 
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fuel jet is not altered. Axisymmetric calculations for this jet diffusion flame are performed for various concentrations 
of DTBP on a non-uniform grid system of 151x71.  
     Results obtained for the base flame (without adding any DTBP) are shown in Fig. 1. The iso-temperature plot in 
Fig. 1(a) suggests that significant preheating of fuel prior to entering into the flame zone is taking place. Flame, in 
general, is burning intensely in the shoulder region with a significantly cooled flame tip. The peak temperature is 
about 2000 K. Distribution of the soot formed in this flame is shown in Fig. 1(b). As expected, significant amount of 
soot is produced at the flame tip, which gradually burned off in the downstream locations.   
     Variations of temperature and soot volume fraction along the centerline (r = 0) at different heights for several 
concentrations of DTBP are shown in Fig. 2(a). Note, the temperature at the flame tip is only about 1500 K and the 
peak soot concentration is located slightly downstream of the flame tip. Radiation from soot and preferential heat 
transport due to non-unity Lewis numbers are causing this drop in flame temperature at the tip from 2000 K. 
Addition of DTBP has only marginal effects on the diffusion flame. In general, temperature is increasing and soot is 
decreasing with the addition of DTBP, however, these changes became pronounced only for DTBP concentration of 
30%. At this high concentration of DTBP soot in the exhaust gases has been reduced by ~ 50% even though the 
peak value hasn’t changed much. It should be recalled that this additive is known for reducing the ignition delay 
time and its effects on soot reduction are unknown. As expected, ignition along the centerline in the jet diffusion 
flame is enhanced with the addition of DTBP while the final temperature in the exhaust remained nearly the same.            
     Decomposition of DTBP and production of benzene along the centerline are shown in Fig. 2(b). Most of the 
added additive is consumed in the preheating region of the fuel (i.e., T < 1000 K) prior to the formation of benzene. 
Figure 2(b) further suggests that the peak concentration of benzene is decreasing with the addition of DTBP, which 
means that the soot reduction observed with this additive is occurring through a decrease in formation rate rather 
than through increase in soot destruction rate.     
 
B. Studies Swirl-Stabilized-Combustor 
 The near-field structure of swirl-stabilized flames is highly dependent upon the characteristics of the fuel 
injector and the geometry of the surrounding flame tube. The injector configuration used in the modeled swirl-
stabilized combustor is a generic swirl-cup liquid-fuel injector studied at the Atmospheric Pressure Combustor 
Research Complex of the Air Force Research Laboratory’s Propulsion Directorate.40 It employs pressure 
atomization and dual-radial, counter-swirling co-flows of air to entrain the fuel, promote droplet break-up, and 
enhance mixing. The model gas-turbine combustor contains a swirl cup, flame tube and exhaust nozzle and the 
details of the combustor are provided in the Refs. 40 and 41. The 40-mm-exit-diameter swirl cup is installed at the 
entrance of a 15.25 cm × 15.25 cm square-cross-section flame tube. After exiting the primary flame zone, the 
combustion products are allowed to mix thoroughly along the 48-cm long flame tube before entering a 43-cm-long, 
5.7-cm exit-diameter exhaust nozzle that is designed to create a uniform exhaust-gas temperature and concentration 
profiles.   
 Axisymmetric mathematical model for the swirl-stabilized combustor is constructed using a 17.2-cm diameter, 
48-cm long chimney and with thin tubes separating the fuel and air flows at the combustor entrance. Gaseous JP-8 
fuel along with DTBP additive is injected at the center while the two outer air jets are forced into the combustor with 
counter swirling motions. The computational domain was discretized using a non-uniform grid system of 251x126.       
     Calculations for the swirl-stabilized combustor are made for different equivalence ratios and additive 
concentrations. It was found that the effectiveness of DTBP in highly fuel-rich conditions is very limited. However, 
as the equivalence ratio is decreased the effectiveness of DTBP also increased. Results for a marginally fuel-rich 
condition (φ = 1.15) are shown in Fig. 3. Temperature distributions inside the combustor are plotted in Figs. 3(a) and 
3(b) for no additive case and 5% DTBP case, respectively. The nozzle geometry incorporated in the model is also 
shown in these figures. Gaseous JP-8 (or JP-8+DTBP) is injected from a 4-mm hole at the center with an axial 
velocity of 40 m/s and swirl angle of 70°. Such high swirl angle for the fuel jet was used in order for representing 
the cone angle of the liquid spray. Fuel jet is immediately surrounded with a 2-mm-thick wall and then a high-speed 
air jet with axial velocity of 100 m/s and a swirl angle of -30°. A second air jet of 100 m/s is issued through the 5 
mm annulus gap between the nozzle walls at a velocity of 100 m/s and at a swirl angle of 45°. The velocity of the 
fuel jet was changed for achieving different equivalence-ratio conditions.  
     The swirling air jets merge and expand radially as they propagate downstream. Such radial expansion of high 
momentum air jets created two torroidal recirculation regions--one in the corner and the other one at the center. 
Typically, flames can establish along either or both of these recirculation zones.42 The temperature field in Fig. 3(a) 
suggests that the corner recirculation zone has become the hottest region for this fuel-rich case. Flame is anchored 
between the air jets and the corner recirculation zone and no flame was established between the air jets and the 
central recirculation zone.42 This was more evident in the OH plot (not shown here). 
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     Addition of 5% DTBP has not changed the temperature significantly. Figure 3(b) indicates a slight increase in 
temperature in the region where the air jets are impinging the combustor wall (z ~ 11 cm). Soot produced in the 
combustor with and without DTBP is shown in Figs. 3(c) and 3(d). Significant amount of soot is generated under 
these fuel-rich operating conditions. Even though some soot is found in the corner recirculation zones, most of it is 
actually generated in the central recirculation zone and carried into the former. Significant soot growth has occurred 
in the region downstream of the central recirculation zone (z > 25 cm).  
     A comparison of soot distributions obtained with and without DTBP [Figs. 3(c) and 3(d)] suggests that 5% 
addition of DTBP has significantly reduced the soot levels. In fact, reduction in soot is evident in all regions of the 
combustor. Such soot reduction was not observed either in the jet diffusion flames or in the combustor flows under 
high φ conditions.  
     Distributions of temperature and various species along the centerline are shown in Figs. 4(a) and 4(b) for 
different amounts of DTBP. Similar to the results obtained for a jet diffusion flame (Fig. 2) addition of DTBP has 
also increased the centerline temperature in the swirl-stabilized combustor. However, DTBP seems be more 
effective in the combustor than in jet diffusion flame. The low concentrations of OH along the centerline suggest 
that flame is not established. Interestingly, acetylene concentration has increased in certain regions and decreased in 
other; whereas, soot was reduced everywhere.  
     The mass integrated soot and various species at different axial locations are shown in Figs. 5(a) and 5(b). With 
the addition of 5% DTBP soot mass has decreased by ~ 23% at z = 30 cm. On the other hand, further increase in 
DTBP did not cause much reduction in soot. Similarly, PAH species such as benzene and Phenol have also 
decreased with the addition of DTBP. 
     Effect of adding 5% DTBP to swirl-stabilized combustor operating under stoichiometric (φ = 1.0) conditions is 
shown in Fig. 6. Fuel jet velocity used for this condition was 30 m/s. Temperature distributions obtained with and 
without DTBP are shown in Figs. 6(a) and 6(b), respectively. Significant amounts of combustion products are 
entrained into the corner recirculaion zone, which, in turn, are supporting the flame. Addition of DTBP increased the 
temperature in both the recirculation regions. Soot formed under stoichiometric conditions is shown in Fig. 6(c) 
without the addition of DTBP and in Fig. 6(d) with the addition of 5% DTBP. Significant reduction in soot was 
obtained in this case.     
     Distributions of temperature and species concentrations along the centerline are shown in Figs. 7(a) and 7(b). 
Temperature of the central recirculation zone has increased by ~ 150 K with the addition of 5% DTBP. More 
significantly, another flame has established at the upstream tip of the central recirculation zone as evident in OH 
profile. This suggests that DTBP additive is improving ignition in the swirl-stabilized combustor. Average mass 
fractions of soot and other species at several cross sections along the combustor length are plotted in Figs. 8(a) and 
8(b). Soot mass under stoichiometric conditions has decreased by ~ 70% with the addition of 5% DTBP. 
Interestingly, benzene and phenol PAHs have not changed much with the addition of DTBP. This is, in part, due to 
the rapid burn-off of these species in high-temperature combustion products in the central recirculation zone.   
 

IV.   Summary 
A time-dependent, axisymmetric, detailed-chemistry CFD model was developed for the evaluation of the 
performance of di-tertiary-butyl-peroxide (DTBP) as soot reducing additive in a model swirl-stabilized combustor. 
Combustion chemistry and PAHs formation associated with JP-8+DTBP fuel are simulated using the 256-species, 
2262-reactions mechanism of Violi et al31 and Bozzelli32. Soot formation is modeled using a two-variable approach 
and turbulence is modeled using k and � equations. The CFD code (UNICORN) was tested through the simulation 
of a laminar jet diffusion flame for different fuel jet velocities. The swirl-stabilized combustor with a square 
chimney was modeled as an axisymmetric combustor. Several calculations were made by varying the equivalence 
ratio (by changing the fuel flow) and for various concentrations of DTBP additive. 
     DTBP additive was found to be ineffective in changing sooting characteristics of a jet diffusion flame. However, 
only a slight reduction in soot was observed when DTBP was added at 30% level. The high swirl used for the fuel 
and air jets in the swirl-stabilized combustor expanded the air jets rapidly and created corner and central 
recirculation zones. In general, addition of DTBP to the swirl-stabilized combustor increased the recirculation-zone 
temperatures. For slightly fuel-rich case (φ = 1.15) flame was stabilized in between the air jets and the corner 
recirculation zone. Addition of 5% DTBP to this fuel-rich combusting flow reduced the soot by 23%. On the other 
hand, addition of 5% DTBP to the combustor operating at stoichiometric conditions reduced the soot by 70%. DTBP 
also caused the flame to establish between the air jets and the central recirculation zone. DTBP additive was found 
to improve ignition characteristics of a model gas-turbine combustor and, simultaneously, to reduce the soot 
formation. However, its effectiveness in reducing soot has decreased with equivalence ratio for fuel-rich operating 
conditions. 
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Fig. 1. Jet diffusion flame used for the investigation of additive effects on soot formation. (a) Temperature, and (b) 
soot-mass-fraction distributions of the base flame.  
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Fig. 2. (a) Distributions of temperature and soot volume fraction and (b) consumption of DTBP and production of 
benzenealong the centerline of the jet diffusion flame for different concentrations of DTBP.   
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Fig. 3. Effect of DTBP in swirl-stabilized combustor operating at φ = 1.15. Distributions of (a) temperature and (c) 
soot mass fraction when no additive was added; (b) and (d) are those when 5% DTBP was added.  
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Fig. 4. Distributions of temperature and species concentrations along the centerline for various amounts of DTBP 
added to the fuel jet. φ = 1.15 
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Fig. 5. Net mass fractions of soot and other species at different axial locations for various amounts of DTBP added 
to the fuel jet. φ = 1.15. 
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Fig. 6. Effect of DTBP in swirl-stabilized combustor operating at φ = 1.00. Distributions of (a) temperature and (c) 
soot mass fraction when no additive was added; (b) and (d) are those when 5% DTBP was added.  
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Fig. 7. Distributions of temperature and species concentrations along the centerline for various amounts of DTBP 
added to the fuel jet. φ = 1.0 
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Periodic jet forcing presents interesting opportunities for jet mixing for a variety of applications. In this work,
simulations are performed to study the effect of high-amplitude forcing on laminar jets (Re = 100) with net mass
flux. For the cases presented in this work, we look at the effects of simulating the internal nozzle and show that
assumptions about the nozzle flow have a large effect on the downstream flow evolution. Studies are performed
on strongly forced axisymmetric jets in two geometries: 1) jets issuing perpendicularly from a flat wall and 2)
jets issuing from a straight tube (nozzle). The amplitude and frequency of the forcing function are varied to study
vortex creation and subsequent evolution downstream of the jet. For example, cases in which the peak jet velocity is
three to four times the mean jet velocity are examined. The near-nozzle region was of particular interest due to the
strong mixing processes occurring there. We discuss how nozzle flow processes modify the creation of downstream
large-scale vortical structures. An interesting result of this work is that the strongest forcing cases possess some
striking similarities to synthetic jets. For such cases, the flow reversal processes at the jet exit plane are investigated.

Nomenclature
A = amplitude of forcing
D = nozzle diameter
f = frequency of forcing
g = gravitational acceleration
Q = volumetric flow rate across cross section at distance x

downstream of nozzle
Qe = volumetric flow rate across nozzle exit
Re = Reynolds number, U0 D/ν
r = radial distance
Sr = Strouhal number, f D/Umax

Umax = maximum axial velocity (occurs at 25% phase)
U0 = time-averaged axial velocity
X = axial distance at which velocity oscillations are less 5%

of time-averaged velocity
x = axial distance
ν = kinematic viscosity
ρ = density

I. Introduction

J ET mixing is improved in laminar flows by unsteady forcing.
The ability to increase the mixing rate for laminar flows is im-

portant in the development of mesoscale reactors of various types.
In some small-scale (laminar) combustion reactors, acoustically ex-
cited and pulsed-flow flames have been shown to have significantly
different characteristics in terms of flame length and luminosity
when compared to nonpulsed flames. Forced jets have been stud-
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ied in the literature for their ability to modify the flowfield and
increase the jet entrainment rates. Significantly more work has been
performed in the analysis of turbulent pulsed jets as compared to
laminar jets because of the obvious technological applications of
turbulent jets. However, with increased miniaturization of reactors
of all types, the requirement for mixing in small-scale and lami-
nar flows becomes more of an issue.1,2 In addition, there may be
similarities between turbulent and laminar unsteadily forced jets,
and insights from one flow regime may aid in interpretation of ob-
servations in another regime. As such, we will review some of the
more relevant turbulent unsteadily forced literature in this paper. The
seminal work by Crow and Champagne3 showed that jet forcing in-
creased the entrainment rates for turbulent jets. They also found a
preferred excitation mode at Sr = 0.3; note that their Strouhal num-
ber is based on the mean jet exit velocity and forcing frequency.
Hill and Greene4 and Vermuelen et al.5 have also reported increased
mixing rates and entrainment with periodically forced jets.

Marzouk et al.6 performed simulations on weakly forced laminar
jets. (The amplitude was less than 20% of the mean velocity.) The
jet velocity profiles revealed that the effects of the forcing were
restricted to the core of the jet. Also, they observed that the extent of
the area affected by the forcing depended on the forcing frequency.

The forcing amplitudes used in all of the aforementioned cases
did not fully modulate the flow, that is, the forcing amplitude was al-
ways less than 100%, and so there was no flow reversal at the nozzle
exit. Increasing the forcing amplitude to the point where the flow is
fully modulated allows for much more interesting flow dynamics. In
reacting systems, such as that in the work of Shaddix et al.,7 where a
laminar reacting jet was periodically/acoustically forced, significant
changes occurred in the flame characteristics. Later, particle image
velocimetry (PIV) data for the same experimental conditions were
acquired by Papadopoulos et al.,8 and they showed that during cer-
tain phases, negative velocities are present in the near-nozzle region
for moderately and strongly forced flames. This indicated that the
fluid was being sucked back into the nozzle. Also, shadowgraphs
indicated a strong mixing of the cool and hot regions due to the
forcing. In other work, Muramatsu and Era9 studied the mixing of
pulsed CO2 gas issuing from a round nozzle into still air. Veloc-
ity and concentration measurements revealed a phase lag between
concentration and velocity, with the concentration changing after
the velocity. Also, the mixing of gases was greatly enhanced near
the nozzle exit and the mass fraction of the CO2 at the nozzle exit
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was found to be lower than unity, indicating that air from the sur-
roundings was being ingested into the nozzle during parts of the
cycle.

It can be argued that synthetic jets, jets with zero net mass flux,
can be considered to be a limiting case of strongly forced periodic
jets, where the forcing amplitude is infinitely larger than the mean
velocity. The flowfield developed by synthetic jets has been dis-
cussed in detail in the literature by Smith and Glezer,10 Cater and
Soria,11 and Glezer and Amitay.12 Cater and Soria11 commented
that synthetic jets are a special case of fully pulsed jets where the
mean velocity of the jet is zero due to the pulsing action. They found
that turbulent synthetic jets have similar cross-stream velocity pro-
files as steady jets, but with different spreading and decay rates.
Direct numerical simulation studies by Rizzetta et al.13 and Lee and
Goldstein14 of the synthetic jets used in the experiments of Smith
and Glezer10 provided further insight into the flowfield development
of slot jets. Rizzetta et al.13 presented two- and three-dimensional
computational results. They simulated the oscillating membrane by
applying a moving boundary condition and found that the flow in
the cavity becomes periodic after several cycles. As a result, peri-
odic velocity profiles could be used as the boundary condition at the
slot exit to simulate the forcing action. The two-dimensional calcu-
lations by Lee and Goldstein14 showed that the Reynolds number
affected the slot exit flow profile, whereas the Strouhal number af-
fected the jet evolution downstream of the slot. Bera et al.15 used
PIV to examine both pulsed jets, that is, strongly forced jets with
net mass flux, and synthetic jets under identical forcing conditions
and found that the synthetic jets have more lateral expansion than
the pulsed jets.

In this study, two exit flow conditions are examined in terms of
their influence on forced laminar jet evolution. We study forced
laminar wall jets (issuing perpendicular to the wall) with top-hat
exit velocity profiles and with fully developed velocity profiles. We
also examine a jet flow issuing from a nozzle, that is, a straight tube
five diameters in length, embedded in the computational domain.
For both types of problems, the forcing frequency and the forcing
amplitude are varied to examine their effects on jet evolution.

II. Numerical Scheme
A finite volume computational fluid dynamics (CFD) code,

UNICORN, was used for the computations. This code solves the
two-dimensional axisymmetric form of the unsteady conservation
of momentum and conservation of mass equations using a staggered
grid, where velocities take face values and where pressure and den-

a) b)

Fig. 1 Schematic of computational domain (not to scale): a) computational domain of wall jet and b) domain for nozzle jet.

sity are cell centered,

∂ρ

∂t
+ ∇ · (ρV) = 0 (1)

ρ
∂V
∂t

+ ρV · ∇V = −∇ P + ρg − ∇ · ¯̄τ (2)

The implicit form of the QUICKEST scheme is used for dis-
cretization of the momentum equation, and the pressure projec-
tion method is used to close the pressure/mass conservation re-
lationship. The finite difference scheme is third-order accurate in
space and third-order accurate in time. Katta et al.16 provide fur-
ther details about the numerical schemes and the individual terms
in the descretized form of the continuity and momentum equa-
tions. The time-step size in the calculations is limited by the
Courant–Friedrichs–Lewy condition, viz.,

u(�t/�x) ≤ 1 (3)

The iterative alternate direction implicit scheme is used to solve
the momentum equations. The iterations are stopped once the values
of the velocity components converge to a small value:

(ϕn − ϕn − 1)/ϕn − 1 ≤ 10−5 or ϕn − ϕn − 1 ≤ 10−5 (4)

where ϕ is the velocity component.
The pressure Poisson equation is set up based on the continuity

equation and is solved directly using the lower–upper decomposition
method.

Two physical situations (domains) were modeled in this study.
The first one, shown in Fig. 1a, involves a wall jet in which the
computational domain is stretched to 12 cm in the radial direction
and 40 cm in the axial direction. A nonuniform grid, with 410 points
in the axial direction and 224 points in the radial direction, was used.
The grid lines were clustered in the shear-layer region near the jet
exit and varied in size from 0.01 to 0.4 cm axially and from 0.01
to 0.17 cm radially. Outflow (zero-gradient) boundary conditions
are applied at the right side and top boundaries, whereas symmetry
boundary conditions are applied along the centerline. The bottom
side incorporates the wall jet; an inlet velocity boundary condition
is specified over the radial extent of 0.5 cm, and the wall boundary
condition covers the remainder of the boundary.

The second domain (Fig. 1b) is an extension of the first domain
to explore the effects of a nozzle. Once again the diameter of the jet
is kept at 1 cm, but the nozzle extends 5 cm into the domain. The
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Table 1 Different conditions (amplitude and frequency)
and geometries examined

Geometry U0 Re(U0 D/ν) A, % f , Hz Sr ( f D/U max)

Wall jet 0.17 100 200 2.5 0.049
Wall jet 0.17 100 200 5 0.098
Wall jet 0.17 100 200 10 0.196
Wall jet 0.17 100 200 16 0.314
Wall jet 0.17 100 200 50 0.98
Wall jet 0.17 100 200 100 1.961
Wall jet 0.17 100 200 200 3.922
Wall jet 0.17 100 200 500 9.804
Wall jet 0.17 100 300 5 0.074
Wall jet 0.17 100 300 50 0.735
Wall jet 0.17 100 300 100 1.471
Wall jet 0.17 100 300 200 2.941
Wall jet 0.17 100 300 500 7.353
Wall jet 0.17 100 1000 50 0.267
Wall jet 0.51 300 200 50 0.327
Wall jet 0.51 300 200 500 3.268
Wall jet 0.51 300 300 500 2.451
Wall jet 0.34 (FD)a 100 200 5 0.049
Wall jet 0.34 (FD) 100 200 50 0.49
Wall jet 0.34 (FD) 100 200 500 4.902
Nozzle 0.17 100 200 5 0.098
Nozzle 0.17 100 200 50 0.98
Nozzle 0.17 100 200 500 9.804

aFD indicates fully developed velocity profile, with the peak velocity being listed.
All other cases have top-hat velocity profile.

nozzle wall thickness was 0.1 cm. The domain extends 400 cm from
the nozzle tip in the axial direction and 12 cm from the centerline
in the radial direction. Once again, outflow boundary conditions are
applied to the top and left side boundaries and a symmetry boundary
condition was applied at the centerline. In this case, the jet velocity
at the bottom of the nozzle was described.

A steady-state jet was simulated to benchmark the code and the
numerical scheme. This involved an air jet issuing out into quiescent
surroundings (air). This steady-state jet solution then served as the
initial condition for the forced jets. For all of the simulations, proper-
ties of air at 300 K and 1 atm were used. The baseline case is a steady
jet with a top-hat velocity profile of magnitude 17 cm/s. The diam-
eter of the jet was 1 cm and the Reynolds number, Re = U0 D/ν,
was 100. U0 is the jet exit axial velocity and D is the jet diame-
ter. The forcing cases involved using a velocity function of the form
u = U0[1 + A sin(2π f t)]. This function gives a period-averaged ve-
locity of U0. Based on the amplitude of forcing, there are two regimes
for forced jets, the low forcing regime, which has amplitudes less
than or equal to 100%, A < 1, and the high forcing regime, with
amplitudes greater than 100%, A ≥ 1, and for which flow reversal
occurs. One expects the high-amplitude forcing to produce effects
quite different than those with low forcing. For the forcing cases
the simulations were terminated once time-periodic solutions were
obtained.

Table 1 lists the different cases examined in this study. The
nondimensional frequency is the Strouhal number, which is defined
as Sr = f D/Umax, where f is the forcing frequency and Umax is the
peak velocity along the centerline at the jet exit.

III. Results
A. Low-Amplitude Forcing

The normalized axial velocity profile for the benchmark steady
jet is shown in Fig. 2. Although not shown in Fig. 2, the results are
similar to those obtained in a similar computational study by Pai
and Hsieh.17 The axial velocity scales as x−1 in the far-field region
as suggested by Schlichting.18 The Schlichting solution, adjusted
for the point source of momentum as suggested by Andrade and
Tsien,19 is also shown in Fig. 2.

In Fig. 2 the normalized axial velocity profile for a case identical
to that performed by Marzouk et al.6 is included. The Marzouk et al.
case is a low-amplitude forcing problem, A = 10%, with Sr = 0.273
and the 25% phase shown. This particular phase has the maximum

Fig. 2 Validation of centerline velocity, u/U0, with axial distance, x/D,
for steady jets and low-amplitude forcing laminar jets; current steady
jet data, Re = 100, are compared with analytical solution given by
Schlichting,18 and the low-amplitude forcing case, A = 10%, matches
data from Marzouk et al.6

jet exit velocity of all of the phases. Consistent with the results by
Marzouk et al.,6 the forcing effects on the axial velocity along the
centerline seem to disappear beyond a distance of 8–10 diameters
downstream of the orifice, and beyond this downstream distance the
profile matches that of the steady-state case. The varying velocity
field along the centerline indicates the presence of vortical structures
being created at the jet orifice. The decay of the oscillations in the
velocity profile indicates that the forcing seems to affect only the jet
near-field region and that, farther downstream, the oscillations are
attenuated.

B. High-Amplitude Forcing
1. Wall Jets (Without Nozzle)

With higher-amplitude forcing, one expects that the structures
generated at the jet entrance plane would get larger and stronger. To
examine this, computations with 200 and 300% forcing amplitude
over a range of frequencies were performed. Figure 3 shows con-
tour plots of the vorticity field along with the velocity vectors for
a steady jet and for five different phases for the forced jet at 200%
amplitude forcing and 5 Hz frequency (Sr = 0.098). In the steady jet
(top left) the vorticity peaks near the orifice (orifice radius of 5 mm)
due to the large velocity gradient at the jet exit plane associated with
the top-hat profile. As expected, farther downstream, the vorticity
magnitudes are reduced as the vorticity diffuses radially outward.
For the forced jet, as we move sequentially over the forcing time pe-
riod, the vorticity field reveals that vortices are being shed off of the
orifice edge. The sequence shows the generation of vortices at the
orifice edge, followed by their ejection from the near-orifice region
and their subsequent convection downstream. This sequence sug-
gests that this case exhibits similarities to an impulsively started jet
because the vortices grow in size with downstream distance and con-
vect downstream without interacting with each other. The sequence
for a high-frequency forcing case, f = 50 Hz and Sr = 0.98, at the
same amplitude, A = 200%, is shown in Fig. 4. Here too the vor-
tices are ejected from the orifice edge; however, these vortices are
not entirely convected downstream. It appears that some parts of the
structures are instead pulled back into the orifice. This is in contrast
to the low forcing frequency case shown in Fig. 3 where the vortices
are convected downstream.

Figure 5a shows the centerline axial velocities normalized by
the average exit velocity at five phases for a forcing amplitude
A = 200% and frequency f = 5 Hz, corresponding to Sr = 0.098.
The normalized time-averaged centerline axial velocity profile along
the centerline has also been plotted. As expected, the increased forc-
ing amplitude transmits the forcing effects farther downstream as
compared to the low-amplitude forcing case (Fig. 2). The normalized
time-averaged centerline velocity is larger than unity, over almost
20 diameters (20D) downstream, suggesting that the jet volumet-
ric flow rate is larger than that of the steady jet (Fig. 2). Figure 5b
shows the same plot for a case with 200% amplitude forcing, but at
a higher forcing frequency of f = 50 Hz corresponding to Sr = 1.
This forcing frequency is 10 times the forcing frequency of the550
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Fig. 3 Vorticity contour plots and instantaneous velocity field for case with forcing amplitude 200% at 5 Hz, Sr = 0.098; steady case and five different
phases, 0, 20, 40, 60, and 80%, are shown.

case in Fig. 5a, and the increase in frequency affects the region of
oscillating flow quite dramatically and shrinks this region closer
to the orifice plane. The distance over which the normalized time-
averaged centerline axial velocity exceeds unity is slightly smaller
(approximately 10D downstream) than the low-frequency case, and
the peak value of the normalized time-averaged centerline velocity
with Sr = 1 is higher than that with Sr = 0.1. Also, from Figs. 5a
and 5b, one can see a region near the orifice plane where the axial ve-
locities are negative. This region is larger for the low-frequency case
(∼0.4D–0.5D) than for the high-frequency case (∼0.2D). Careful
viewing of the velocity field time sequences shows that the region in
the flowfield where the axial velocity is zero, that is, where the ax-
ial velocity changes from negative to positive, is a stagnation point
separating a region close to the orifice plane, over which the flow re-
versal effects dominate the flowfield, and another region away from
the orifice over which the flow reversal does not effectively control
the flowfield. The velocity vectors in Fig. 3 at the 60 and 80% phase
clearly show a stagnation point near the nozzle. This stagnation
point is only seen during certain phases (60 and 80% phase) and is
created and destroyed over the forcing period. This effect was exam-
ined over a range of frequencies (effectively Strouhal number) with

a forcing amplitude of 200%. As the forcing frequency increased,
the distance over which flow reversal was observed to be reduced.
This trend indicates that the forcing frequency appears to be a key
factor in the evolution of the velocity field.

On changing the forcing amplitude to 300%, the same trends were
observed. An increase in frequency led to a reduction of the region
over which the forcing effects were observed. Figure 6 shows the
results for the time-averaged centerline axial velocities (normalized
by the corresponding peak time averaged centerline velocity), for
300% amplitude forcing and at three different forcing frequencies:
5, 50, and 500 Hz (corresponding to Sr = 0.074, 0.74, and 7.4).
We normalize by Umax so that we can fit the normalized values in
the range from 0 to 1 and compare the different forcing frequency
cases. The steady-state profile has also been plotted for comparison.
The low-frequency case starts to decay much farther downstream
than the steady-state case or the high-frequency forcing cases. Also,
the high-frequency forcing cases decay with downstream distance,
almost like the steady-state jet. This observation again reinforces
the notion that the high frequencies seem to localize the effects of
the forcing in the near-orifice region, whereas in the far field the jet
behaves similar to a steady jet.
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Fig. 4 Vorticity contour plots and instantaneous velocity field for case with forcing amplitude 200% at 50 Hz, Sr = 0.98; steady case and five different
phases, 0, 20, 40, 60, and 80%, are shown.

Figure 7 shows the time-averaged normalized centerline axial ve-
locity as a function of downstream distance. The profiles have been
normalized by their peak values. Figure 7a shows the case of 200 and
300% forcing at a 5-Hz forcing frequency, Sr = 0.098 and 0.074, re-
spectively. As expected, the effects of the higher-amplitude forcing,
300%, are felt farther downstream as compared to the low-amplitude
forcing at this 5-Hz forcing frequency. For the same forcing ampli-
tudes at a higher frequency, f = 500 Hz, no such difference is ob-
served (Fig. 7b), suggesting that differences between 300 and 200%
forcing are negligible for high-frequency forcing. Also, at this high
frequency, the forced jets decay in a similar manner as the steady jet,
even though the normalizing parameter Umax for the two amplitudes
and the steady case is different.

In the 200% forcing cases discussed earlier (Figs. 3 and 4), the
only difference between the two cases is the forcing frequency. With
high-frequency forcing, although the vortices are being generated,
they do not seem to have sufficient time to escape the near-field
region that exhibits reverse flow. A comparison of the timescales for
vortex generation and vortex convection helps us to explain these
characteristics. The vortices are generated essentially over the first
half of the forcing cycle, giving a vortex generation timescale of T/2

[or 1/(2 f )]. The timescale of the convection of the vortices can be
thought of as L∗/V ∗, where L∗ is length of the near-nozzle region
that the vortex needs to escape with a characteristic velocity V ∗.
From Figs. 5a and 5b, along the centerline, the negative velocities
are observed over less than 0.5D. Taking 0.5D as the length scale
L∗ and the peak velocity at the jet exit, Umax, as velocity scale V ∗

gives a vortex convection timescale of D/2Umax. Umax appears to be
the best choice for the velocity scale because the vortices are shed at
the instant at which the velocity peaks. After this peak, the velocity
at the jet exit starts to decrease, causing the vortex to separate off
of the edge of the orifice. The ratio of the two timescales, vortex
generation vs vortex convection, gives Umax/ f D, which is just the
inverse of the Strouhal number.

If the Strouhal number is greater than unity, the vortex generation
time is less than the vortex convection time, and the vortices are
not shed fast enough to be convected downstream. For a Strouhal
number less than one, the vortex generation time is larger than the
convection time, and the vortices have enough time to be convected
downstream. Gharib et al.20 and Rosenfeld et al.21 have used a similar
scaling analysis in their study of impulsively started jets and refer to
the inverse of the Strouhal number as a “formation time.” When the

552
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a)

b)

Fig. 5 Centerline velocity vs downstream distance for 200% amplitude
forcing at a) 5 Hz, Sr = 0.1, for five different phases and b) 50 Hz, Sr = 1,
for five different phases; time-averaged velocity over cycle also shown,
and centerline axial velocity is normalized by mean velocity at jet exit.

Fig. 6 Time-averaged centerline velocity as function of axial distance
with 300% amplitude forcing for Strouhal numbers of 0.074, 0.74, and
7.4; decay of centerline velocity is shown and peak velocity is function
of Strouhal number.

terminology by Gharib et al.20 is used, a short stroke is detrimental
to seeing vortex effects downstream because, first, Umax/2 f will
not create a fully formed vortex. Then, this poorly formed vortex
with weak circulation, and, thus, weak induced velocity, is at a
distance/stroke L = Umax/2 f from the nozzle that is smaller than the
critical distance L∗ from the nozzle required for a vortex to escape
flow reversal. Thus, the two effects together of a weak circulation
(incompletely formed vortex) and reverse flow make it less likely
that the vortex effects will be felt downstream.

If the Strouhal number is the controlling parameter in periodically
forced jets, then at any given forcing frequency f a sufficiently high
jet exit velocity Umax should exist such that the Strouhal number is
less than unity and the vortices would be convected downstream.
These higher velocities can be obtained at the jet exit by using
stronger (higher-amplitude) forcing, regardless of the frequencies.
To test this hypothesis, a case with the same forcing frequency,
f = 50 Hz, as that shown in Figs. 4 and 5b, where the vortices are

a)

b)

Fig. 7 Time-averaged centerline velocity vs axial distance for
a) f = 5 Hz and b) f = 500 Hz for different amplitudes (200 and 300%).

Fig. 8 Axial distance X/D at which velocity oscillations at centerline
are no longer seen vs Strouhal number, fD/Umax.

not convected downstream, but with a higher forcing amplitude of
1000% instead of 200%, was examined. This case gives a Strouhal
number of 0.267 and the vortices were convected downstream of
the near-nozzle region, confirming our hypothesis.

Amplitude and frequency modulation appear to control the cre-
ation and convection of the vortices, which might prove useful in
controlling jet properties. Figure 8 shows the normalized down-
stream distance, X/D, where the velocity oscillations along the
centerline decay to 5% of the time-averaged value for different
Strouhal numbers. This downstream distance is an indicator of the
distance over which the forcing effects persist for different forcing
cases. Figure 8 shows two distinct domains divided by Sr = 1. In
the region where the Strouhal number is less than one, the down-
stream decay distance decreases with increasing Strouhal number
and scales as x−0.85. Beyond Sr = 1, the downstream decay distance
does not vary with Strouhal number, reflecting the localization of
the forcing effects in the near-nozzle region.

2. Velocity Profile Effects
Another effect that was considered is the jet exit velocity pro-

file. The 200% amplitude forcing simulations with frequencies of
5, 50, and 500 Hz were repeated with a parabolic (fully developed)
profile at the orifice exit. The average flow rate was matched to553
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Fig. 9 Time-averaged normalized centerline velocity vs downstream
distance for 200% forcing with parabolic velocity profile.

a steady jet with Re = 100. The forcing function was of the form
u = U0(r )[1 + A sin(2π f t)], where U (r ) is the fully developed Pois-
seuille velocity profile. Note that, in reality, the forcing frequency
would have to be very slow to allow a fully developed profile to
exist at the orifice exit. However, we examine this profile as a com-
putational exercise. Figure 9 shows the normalized jet exit veloc-
ity, U/Umax, along the centerline for three different forcing fre-
quencies (5, 50, and 500 Hz) at 200% amplitude forcing. Here the
time-averaged velocity is normalized by the peak value of the time-
averaged velocity. As we discussed in the preceding sections, for
low-frequency forcing, the oscillations persist farther downstream,
whereas with high-frequency forcing (high Strouhal number), the
effects are localized. Also, for the high-frequency forcing cases, the
normalized velocity decays with axial distance just like the steady
case. All of these results are similar to those observed with the
top-hat profile, suggesting that the forced jet evolution is relatively
insensitive to the exact character of the velocity profiles.

3. Nozzle Jets
The next step in the study involved modeling the presence of

a nozzle in the computational domain. This domain was shown in
Fig. 1b. Kim et al.22 reported the velocity profiles for an acoustically
forced jet. They observed from the velocity profiles at the nozzle
exit and within the nozzle that the radial velocity profile was rel-
atively flat and that large gradients existed near the nozzle walls.
For our simulations, a top-hat forcing velocity boundary condition
was applied at the bottom of the nozzle, that is, at x = 0. Figure 10a
shows the axial velocity profiles at a location two diameters (2 cm)
into the nozzle for a case with 200% amplitude forcing and 50-Hz
frequency. An unsteady component of the axial velocity field was
also calculated by subtracting off of the corresponding steady-state
velocity field. This unsteady axial velocity is shown in Fig. 10b.
Consistent with Kim et al.,22 the profiles show high velocity gradi-
ents near the nozzle wall, whereas the profiles are flat over the rest
of the cross section. The boundary-layer thickness is approximately
1 mm, which is consistent with a scaling estimate for the Stokes
layer at this frequency, δ ∼ √

(ν/ f ).
Figures 11 and 12 are the vorticity contour and velocity vector

plots for 200% amplitude forcing at 5 and 50 Hz, respectively, for the
nozzle-resolved calculations. The steady case contour plot is also
shown. For the low-forcing-frequency case, the vortices are gener-
ated and ejected from the nozzle tips and then convect downstream.
During later parts of the cycle, the negative velocities at the nozzle
exit can be seen. The axisymmetric geometry of the nozzle results
in the fluid being sucked into the nozzle, mainly along the nozzle
edge. As a result, during the first half of the cycle where the nozzle
exit velocities are positive, the fluid is pushed out over the entire
face of the nozzle exit. Over the second half of the cycle, the fluid is
sucked into the nozzle primarily along the nozzle walls. Here too,
the flowfield generates a stagnation point above the nozzle exit (80%
phase case), separating the regions of negative velocity and positive
velocity. The high frequency, f = 50 Hz, case shows similar results,
although the vortices are not convected downstream.

a)

b)

Fig. 10 Plot of a) axial velocity u and b) forced component uf of axial
velocity vs radial distance r at cross section two-dimensional distance
within nozzle for 200% amplitude forcing at f = 5 Hz, Sr = 0.098: �,
0%; �, 20%; �, 40%; ×, 60%; and ×� , 80%.

Figures 13a and 13b show the axial and radial velocity profiles
at the first (downstream) grid-point location after the nozzle exit
location for forcing at Sr = 0.098. The axial velocity profiles at
the different phases over the period of forcing show that the effect
of the forcing is first felt at the nozzle edge, and then the effects
diffuse toward the centerline. In other words, there appears to be a
lag along the cross section, and the forcing effects on the velocity
in the center lag the effects at the nozzle edge/wall. The steady-
state axial velocity profile has also been plotted as a reference. The
steady-state axial velocity profile is essentially a fully developed
profile based on the entrance length Le estimate for flow through
a pipe, Le ∼ 0.06 Re D. The radial velocity profiles explain the lag
effects seen in the axial velocity profile. Negative radial velocities
indicate fluid motion toward the centerline, whereas positive values
indicate fluid motion away from the centerline. During the 60 and
80% phases, the radial velocity is negative, indicating fluid motion
toward the centerline. Also, the 0% phase radial velocity is positive
as was the 0% phase axial velocity indicating the jet outflow.

Figure 14a shows the normalized centerline axial velocity as a
function of the downstream distance for 200% amplitude forcing at
5-Hz frequency, Sr = 0.098. The steady-state and the time-averaged
profiles have also been plotted for comparison. As has been de-
scribed earlier, the axial velocity has been normalized by the mean
axial velocity of the forcing function at the bottom of the nozzle,
x = 0. Note that the nozzle length is five diameters, and, hence,
the centerline time-averaged axial velocity increases throughout the
nozzle. This increase is simply the evolution of the top-hat profile to
a Poisseuille profile. The 60% phase velocity profile shows that the
axial velocity turns from negative to positive within the nozzle. Im-
mediately downstream of the nozzle exit the time-averaged velocity
is larger than the steady-state velocity profile, showing the effect of
the redirected ingested mass. Figure 14b is the corresponding plot
for high-frequency forcing, Sr = 0.98. Just as in the case with the554
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Fig. 11 Vorticity contour plots and instantaneous velocity field for case with forcing amplitude 200% at 5 Hz, Sr = 0.098; steady case and five different
phases, 0, 20, 40, 60, and 80%, are shown (vorticity values per second).

wall jets, the high-frequency forcing limits the effects of the forcing
to the near-nozzle region. Also, the time-averaged velocity profile
matches the steady-state profile more closely.

In both (high- and low-frequency-forcing) cases, the peak time-
averaged velocities do not differ much from the peak steady-state
velocity. This is different from the earlier wall-jet cases, in which
the nozzle was not modeled. Note that the peak centerline velocity
in the forced and the unforced cases occurs at the nozzle exit. The
exit velocity profiles from Fig. 13a show that the centerline axial
velocity varies between about 0.65 and −0.15 m/s, whereas the
steady-state velocity is about 0.35 m/s. Superficially, this appears to
be inconsistent with 200% amplitude forcing. One might believe that
200% forcing of a steady flow with centerline velocity of 0.35 m/s
would result in a range of centerline axial velocities from 1.05 to
−0.35 m/s. This is not the case. We force a top-hat profile located
at the bottom of the nozzle at 200%. The forcing velocity boundary
condition at the bottom of the nozzle has a top-hat profile that varies
from 0.51 to −0.17 m/s for the case shown in Fig. 13a. Because the
profile is flat at the bottom of the nozzle, the centerline axial velocity
increases due to the no-slip condition along the nozzle walls. This
results in the increase of the positive centerline velocity from 0.51
to 0.65 m/s. However, the peak negative velocity only changes from
−0.17 to −0.15 m/s because the strongest negative velocities are
seen near the nozzle walls (Fig. 11; 60 and 80% phase).

A comparison of the velocity profiles of the forced jets, with and
without the nozzle, is shown in Fig. 15 for a forcing amplitude of
200%. The centerline axial velocity profile of the jets as a function
of the downstream distance is plotted. In the case of the jet with
the nozzle, the downstream distance has been offset by the nozzle
length, so that the downstream distances in both the cases are from
the jet exit plane tip. For the low-forcing-frequency case, the velocity
profiles with and without the nozzle match one another beyond
10 diameters. This is because the vortices have decayed at these
far downstream locations, and the jets now behave as steady jets.
However, the high-frequency cases do not match one another over
the domain considered. Earlier results (without the nozzle) showed
that at high-frequency forcing the jet decays in a similar manner
to a steady jet. The steady-state jet exit velocity profile in Fig. 13a
shows that the jet, in the case with the nozzle, is close to fully
developed. The steady centerline axial velocity decay profiles for the
top-hat and parabolic profiles are shown in Fig. 16. These profiles
are very similar to those observed in the high-frequency-forcing
cases in Fig. 15. Thus, the difference in the high-frequency-axial-
velocity profiles can be explained based on the spanwise exit velocity
profile. Generally, jets with top-hat and fully developed profiles
develop differently because the top-hat profile jet has more initial
axial momentum than the fully developed jet with the same mass
flux and, hence, decays more slowly than the fully developed jet.555
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Fig. 12 Vorticity contour plots and instantaneous velocity field for case with forcing amplitude 200% at 50 Hz, Sr = 0.98; steady case and five different
phases, 0, 20, 40, 60, and 80%, are shown.

C. Jet Spread and Entrainment
Figure 17 shows the half-width of the jet as a function of down-

stream distance for the steady jet and 200% amplitude forcing jets.
The half-width of the jet is the radial distance at which the axial
velocity is one-half of the centerline axial velocity. The steady jet
half-width compares well with the half-width in Ref. 17. Figure 17
shows that the forced jets do not spread as quickly as the steady
jet. The spread rates are calculated at downstream locations where
the velocity oscillations have disappeared, and the jet appears to be-
have like a steady jet. Because there is increased average momentum
flux and increased induced volumetric flow rate for the pulsed jet
at locations where the pulsed jet is steady, it appears to be a higher-
Reynolds-number jet than a steady jet with the same mass flow rate.
The lower spread rate appears to be a result of this higher effective
Reynolds number of the pulsed jets because it is well known that
steady laminar jets spread more slowly as the Reynolds number is
increased.

The forced jets are expected to have higher flow rates than steady
jets because the forcing action would bring in more fluid from the
surroundings. In the current study the entrainment is quantified by
the ratio of the volumetric flow rate Q at a downstream cross section
to the volumetric flow rate at the nozzle exit Qe. The volumetric flow

rate at a given cross section was calculated as

Q = 2π

∫ ∞

0

u(r)r dr (5)

Figure 18 shows the entrainment as a function of downstream
distance for the 200% forcing cases. The steady-state case has also
been plotted for comparison. In the steady case, the slope of the
entrainment curve flattens out with downstream distance. This has
been observed by Abdel-Hameed and Bellan23 in simulations of
rectangular jets with Reynolds numbers in the 400–600 range. The
volumetric flow rate calculations for the forced jets were made at
the downstream distances at which the unsteady effects have de-
cayed. For the forced jet cases, the entrainment varies linearly with
downstream distance, and at any downstream distance the entrain-
ment in forced jets is higher than that for the steady jet. The forced
jets are narrower as compared to the steady jet (Fig. 17) and have
higher axial velocities (Figs. 5a and 5b). The forcing action at the
orifice edge causes fluid to be sucked into the orifice over part of the
forcing period and then pushed out over the remainder of the period.
Separation at the orifice plane causes the jet to have higher average
axial momentum than the equivalent steady jet with the same mass556
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a)

b)

Fig. 13 Velocity profiles a) axial and b) radial at first grid point after
nozzle exit for five different phases with 200% amplitude forcing at
f = 5 Hz, Sr = 0.098, and corresponding no-forcing (steady) profile.

a)

b)

Fig. 14 Centerline axial velocity vs downstream distance for 200%
amplitude forcing at a) 5 Hz, Sr = 0.098, and b) 50 Hz, Sr = 0.98, for
five different phases; time-averaged velocity over cycle and steady-state
velocity profile are also shown, with centerline axial velocity normalized
by mean velocity at bottom of nozzle.

Fig. 15 Comparison of normalized time-averaged centerline axial ve-
locity profiles along centerline, with and without the nozzle for 200%
amplitude forcing.

Fig. 16 Centerline axial velocity profiles for steady jets with parabolic
profile and top-hat profile.

Fig. 17 Half-width of jet as function of downstream distance for 200%
amplitude forcing at Sr = 0.098, 0.98, and 9.8.

flux. Stated differently, even though the time-averaged flow rate for
the forced jets is the same as the flow rate for the steady jet, the
directional flow rate (flow rate of the fluid being pushed out) for the
forced jets over the time period is higher than the flow rate for the
steady jet. This increased flow rate is seen in the higher volumetric
flow rates for the forced jets.

Also, the slopes for forced jets are different compared to that
of the steady jet. These slopes represent a nondimensional entrain-
ment rate, D/Q0(dQ/dx). For steady laminar jets, the volumetric
flow rate at any downstream distance as given by Schlichting18 is
Q = 8πνx . The entrainment rate for the Schlichting correlation is

dQ

dx
= 8πν 557
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Fig. 18 Entrainment as function of downstream distance for 200%
amplitude forcing at Sr = 0.098, 0.98, and 9.8.

and nondimensionally,

D

Q0

dQ

dx
= 8πν

D

Q0
= 8πν

4D

π D2U0

= 32
ν

U0 D
= 32

Re
(6)

For Re = 100, the Schlichting nondimensional entrainment rate
is 0.32. In our steady jet calculations, this corresponding value over
x/D < 10 is 0.324. For the forced cases, the entrainment rates are
higher as compared to that of the steady jet. The nondimensional
entrainment rate for the steady jet at x/D = 25 is 0.18, whereas the
corresponding values for the forced jets are 0.3, 0.27, and 0.265 for
Sr = 0.098, 0.98, and 9.8, respectively.

IV. Conclusions
Simulations of strongly forced axisymmetric jets using a finite

volume based CFD code have been performed. The code was bench-
marked by simulating a steady jet and low-amplitude forcing jets.
The forced jets were simulated using a periodically varying jet ax-
ial velocity boundary condition. The peak velocities for the forced
jets were three to four times the mean velocity and the forcing fre-
quencies varied from 5 to 500 Hz. The creation and convection
of vortices from orifice and nozzle exit planes were studied. The
results showed that the Strouhal number was the critical parame-
ter for the downstream evolution of the forced jets. For jets with a
Strouhal number less than unity, the vortices were found to convect
downstream, whereas with a higher Strouhal number, the forcing
effects were localized to the near exit region. Also, for jets forced
at high Strouhal number the far-field centerline axial velocity scales
with the downstream distance similar to that of a steady jet. The
jet exit velocity profile (fully developed or top hat) did not affect
these trends, and similar trends were observed for jets issuing from
a nozzle (tube five diameters in length). The forced jets were seen
to spread slower than steady jets of equivalent mass flow rate. The
entrainment calculations showed an increase in volumetric flow rate
and entrainment rates for forced jets.
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The effects of H2 enrichment on the propagation of laminar CH4-air triple flames in 

axisymmetric coflowing jets are numerically investigated. A comprehensive, time-dependent 

computational model, which employs a detailed description of chemistry and transport, is 

used to simulate the transient ignition and flame propagation phenomena. Flames are 

ignited in a jet-mixing layer far downstream of the burner. Following ignition, a well-defined 

triple flame is formed that propagates upstream with nearly constant flame displacement 

speed towards the burner along the stoichiometric mixture fraction line. As the flame 

approaches the burner, it transitions to a double flame, and subsequently to a burner-

stabilized nonpremixed flame. Predictions are validated using measurements of the flame 

displacement speed. Detailed simulations are used to examine the effects of H2 enrichment on 

the propagation characteristics of CH4-air triple flames. As H2 concentration in the fuel 

blend is increased, the flame displacement and propagation speeds increase progressively 

due to the enhanced chemical reactivity, diffusivity, and preferential diffusion caused by H2 

addition. In addition, the flammability limits associated with the triple flames are 

progressively extended with the increase in H2 concentration. The flame structure and flame 

dynamics are also markedly modified by H2 enrichment, which substantially increases the 

flame curvature and mixture fraction gradient, as well as the hydrodynamic and curvature-

induced stretch near the triple point. For all the H2-enriched methane-air flames 

investigated in this study, there is a negative correlation between flame speed and stretch, 

with the flame speed decreasing almost linearly with stretch, consistent with previous 

studies. The effect of H2 addition is to modify the flame sensitivity to stretch, as it decreases 

the Markstein number (Ma) and increases the flame tendency towards diffusive-thermal 

instability (i.e. Ma→→→→0). These results are consistent with the previously reported 

experimental results for outwardly propagating spherical flames burning a mixture of 

natural gas and hydrogen. 
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I. Introduction 

here is a worldwide interest in developing hydrogen-based combustion systems, due to growing environmental 

concerns and deteriorating supply-demand scenario with regards to fossil fuels. Fossil fuels are non-renewable 

and major source of pollutants, including CO2, NOx, UHC, and soot. In contrast, hydrogen represents a potentially 

unlimited source of energy that is environmentally clean, with NOx being the major undesirable pollutant. There are, 

however, significant difficulties associated with hydrogen storage due to its high flammability limits, low ignition 

energy, and low volumetric energy content. There are also many unresolved issues with regards to H2 combustion, 

such as knock, detonation, pre-ignition, and flashback. In this context, hydrogen-hydrocarbon fuel blends offer a 

very promising alternative, as they can synergistically resolve the storage and combustion problems associated with 

hydrogen and the emission problems associated with fossil fuel combustion. Consequently, there has been 

considerable interest in investigating the combustion and emission characteristics of hydrogen-hydrocarbon fuel 

blends. 

Several studies have been reported on the performance and emission characteristics of internal combustion 

engines using hydrogen-fossil fuel blends. These include studies dealing with a diesel engine using hydrogen-

vegetable oil blend [1], and spark ignition engines using hydrogen-gasoline blend [2,3], hydrogen-natural gas blend 

[4,5,6,7,8], and hydrogen-methanol blend [9]. Bauer and Forest [10] investigated the effect of hydrogen addition on 

the performance of methane-fueled vehicles. It was shown that the wide flammability limits of hydrogen makes it 

possible to run SI engines at lower equivalence ratios using a hydrogen-methane blend, which lowers cylinder 

temperature and thereby NOx emission. Al-Baghdadi [11] also observed a significant reduction in NOx production in 

spark ignition engines when a hydrogen-ethanol mixture was used instead of gasoline. 

Flame studies using hydrogen-hydrocarbon fuel blends have also been reported. Choudhuri and Gollahali [12] 

performed an experimental-numerical investigation of hydrogen-natural gas jet diffusion flames, and observed a 

reduction in soot concentration and emission index of CO (EICO), but an increase in EINO with hydrogen addition. 

Rortveit et al. [13] reported an experimental-numerical study of NOx emissions in counterflow methane-hydrogen 

nonpremixed flames. Naha et al. [14,15] studied the emission characteristics of hydrogen-methane and hydrogen-n-

heptane fuel blends using a counterflow flame, and observed significant reduction in NOx emission in hydrogen-n-

heptane flames. Fotache et al. [16] investigated the ignition characteristics of hydrogen-enriched methane flames at 

various pressures, and identified three ignition limits, namely (i) hydrogen-assisted ignition, (ii) transition, and (iii) 

hydrogen-dominated ignition. Huang et al. [17] measured the flame speeds for natural gas-hydrogen mixtures, and 

observed that the increase in H2 content increases the flame speed exponentially, while the Markstein length 

transitions from positive to negative implying tendency towards diffusive-thermal instability. Law et al. [18] 

examined the effect of adding propane to hydrogen at different pressures, and observed that propane reduces the 

tendency towards diffusive-thermal instability, whereas a pressure increase promotes diffusive-thermal instability 

causing flame front wrinkling and higher flame speeds. Schefer [19] investigated the stabilization of hydrogen-

enriched methane-air swirl-stabilized premixed flames. It was shown that hydrogen addition reduces the lean 

stability limit, allowing stable burner operation at lower flame temperature that is in turn beneficial for achieving 

lower NOx emission. Similarly, Hawkes and Chen [20] studied hydrogen-enriched lean premixed methane air 

flames, and reported that hydrogen addition increases flame resistance to quenching, but also increases tendency 

towards diffusive-thermal instability. In addition, the NO emission was observed to increase while CO emission 

decreased with hydrogen addition.  

Our literature review indicates that while many important combustion and emission characteristics of hydrogen-

hydrocarbon fuel blends have been investigated, the flame propagation characteristics of such fuel blends have not 

been examined in previous studies. A fundamental understanding of the flame propagation characteristics of various 

fuel blends is important for the design of future combustion devices, such as spark ignition engines and gas turbine 

combustors, burning fuel blends. These characteristics are also important for the design of flame arrestors, which 

require laminar flame speed data for different fuel blends over a wide range of conditions. For example, a venturi 

flame arrestor employs a flow restriction to increase the mixture velocity above the flame propagation speed in order 

to capture a propagating flame. 

In this paper, we report a fundamental investigation on the propagation characteristics of H2-enriched CH4-air 

flames in a laminar nonpremixed jet. The major objective is to examine the effects of H2 enrichment on the 

propagation characteristics of CH4-air flames in nonuniform mixtures in which the flame is subjected to flow 

nonuniformity and mixture fraction gradients, as well as curvature-induced, hydrodynamic, and unsteady stretch 

effects. A propagating flame is established by igniting the fuel-air mixture in the far field of a jet issuing a H2-CH4 

mixture in a coflowing air jet. The ignition event is simulated by providing a small high-temperature zone 

containing small amounts of H and OH radicals. This high-temperature zone generates an ignition kernel that 

T 
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propagates upstream and rapidly develops into a triple flame, which then propagates upstream towards the burner 

rim. The effects of hydrogen enrichment on the propagation characteristics of this triple flame are investigated using 

a comprehensive computational model that includes detailed descriptions of transport and chemistry. The choice of 

this configuration is based on several considerations. First this configuration is relevant to many combustion 

systems, including gas turbines and internal combustion engines [21]. Second, it is difficulty to establish lifted H2-

air or CH4-air flames in a jet configuration due to the high mass diffusivity of these fuels (Sc<1) [22]. Third, the 

present configuration is well suited to examine the propagation characteristics of triple flames established using 

hydrogen-methane fuel blends, and to characterize the effects of hydrogen on stretch-flame speed interactions. 

Finally, investigations of triple flame propagation in laminar jets provide fundamental information for the 

understanding and modeling of turbulent flames. For instance, the stabilization [23,24] and propagation [25,26] of 

turbulent flames often involve triple flames, which are subjected to a wide range of mixture fraction gradient, 

stretch, and partial premixing. Consequently, several previous studies have investigated the effects of jet velocity 

[22,26], coflow velocity [27], partial premixing [25,28,29], heat release [30], and dilution [28,29] on laminar flame 

stabilization and propagation. However, the flame propagation characteristics associated with fuel blends have not 

yet been investigated. 

It is important to note that a similar configuration involving triple flames has been employed in previous studies. 

Ruetsch et al. [30] reported the first numerical investigation of triple flames and thus laid the foundation for such 

studies. They showed that heat release redirects the flow ahead of the triple flame, reducing the flow velocity along 

the stoichiometric mixture fraction line, which reaches a local minimum just ahead of the triple flame. For a lifted 

triple flame, this local minimum flow velocity was defined as the flame propagation speed (Stri) at the triple point, 

while the upstream flow velocity was defined as the far-field or global flame speed (UF). In addition, it was shown 

that the global flame speed increases with the decrease in mixture fraction gradient, and in the limit of small mixture 

fraction gradient, the UF/ Stri ratio is proportional to the square root of the density ratio of unburnt to burnt mixtures 

(√(ρu/ρb)) across the flame. Qin et al. [25] and Ko and Chung [26] investigated the propagation of CH4-air triple 

flames in laminar jets and observed that the flame displacement speed (Vf), which is the flame velocity in laboratory 

coordinates, remains nearly constant during propagation, while the flame propagation speed (Stri) decreases with 

flame stretch and mixture fraction gradient. In addition, Stri was found to be about two times the laminar 

stoichiometric unstretched flame speed (SL
0
), while it was observed to be considerably higher (3-6 times) in 

turbulent jets [31]. It is also interesting to note that in both laminar [25,26] and turbulent flows [32] it was observed 

that an increase in jet velocity decreases the flame displacement speed but increases the propagation speed, and that 

the flame propagation speed decreases with axial position due to the increase in mixture fraction gradient and flame 

curvature. This further highlights the fact that investigations of laminar triple flames can provide insight into the 

stabilization and propagation of turbulent flames. 

Im and Chen [33] investigated the propagation of H2-air triple flames in a nonpremixed jet. Similar to previous 

studies [30,34], the global flame speed was found to be proportional to the square root of the density ratio across the 

flame. Another important observation from this study was that for H2-air mixtures, the flame is shifted towards the 

air side and becomes asymmetric with respect to the stoichiometric mixture fraction (fs=0.0285) line,
4
 since fs is 

much smaller than 0.5. Consequently, the triple point, located at the intersection of stoichiometric mixture fraction 

line and flame surface, does not coincide with the flame leading edge, which is located at the local minimum flame 

curvature. This shift between the triple point and the leading edge is important in the context of determining the 

triple flame speed, since the experimental studies have generally reported the flame speeds at the leading edge [35], 

while the numerical investigations have computed these speeds at the triple point [25,29,33]. While this shift is also 

observed for hydrocarbon flames, it becomes more pronounced for hydrogen flames, and therefore, relevant for fuel 

blends containing hydrogen. 

The preceding literature review indicates that several investigations have been reported dealing with the 

propagation of triple flames in the context of pure fuels. However, the flame propagation characteristics of fuel 

blends have not been examined as yet. 

II. Computational Model 

 The numerical model is based on the solution of the time-dependent governing equations for a two-

dimensional unsteady reacting flow [36,37]. Using cylindrical coordinates (r,z) these equations can be written as: 

                                                           
4
 Note that for fs=0.5 the flame will be symmetric with respect to the stoichiometric mixture fraction line, and the locations 

of the triple point and the flame leading edge will coincide. 
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Figure 1: Schematic of the computational grid used in the 

simulations. The small rectangle shows the minimum grid 

spacing region where the propagation flame front is located. 

Schematic of the computational domain is also shown. 
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 (1) 

Here t  denotes the time, ρ the density, and u  and v  the axial (z) and radial (r) velocity components, 

respectively. The general form of the equation represents conservation of mass, momentum, species, or energy 

conservation, depending on the variable used for Φ . The diffusive transport coefficient 
ΦΓ  and source terms 

Φ
S  

are described in Ref. 36. Introducing the overall species conservation equation and the state equation completes the 

equation set. A sink term based on an optically thin gas assumption was included in the energy equation to account 

for thermal radiation from the flame [38] in the form 
( )44

4 oprad TTKq −−= σ
 [39] where T  denotes the local flame 

temperature, and pK
 accounts for the absorption and emission from the participating gaseous species (CO2, H2O, 

CO and CH4) expressed as 

∑=

k

ipip KXPK ,

 where 
ipK ,
 denotes the mean absorption coefficient of the k

th
 

species, � is the Stephen-Boltzmann constant, and T0 is the ambient temperature. The value of 
ipK ,
 is obtained 

using a polynomial approximation to the experimental data provided in Ref. 39. 

 The thermodynamic and transport properties appearing in the governing equations are temperature and 

species dependent. The thermal conductivity and viscosity of the individual species were based on Chapman–

Enskog collision theory, following which those of the mixture are determined using the Wilke semi-empirical 

formulas [40] Chapman–Enskog theory and the Lennard-Jones potentials were used to estimate the binary-diffusion 

coefficient between each species and nitrogen. The methane–air chemistry is modeled using a detailed mechanism 

that considers 31 species and 346 elementary 

reactions [41]. The major species included in the 

mechanism are CH4, O2, CO2, CO, CH2O, H2, 

H2O, C2H2, C2H4, C2H6, CH3OH, and N2, while 

the radical species include CH3, CH2, CH, CHO, 

H, O, OH, HO2, H2O2, C2H, C2H3, C2H5, CHCO, 

C, CH2(s), CH2OH, CH3O, CH2CO, and HCCOH.  

The mechanism has been validated previously for 

the computation of premixed flame speeds and the 

detailed structure of premixed and nonpremixed 

flames [42,43,44].  

The finite-difference forms of the momentum 

equations are obtained using QUICKEST scheme 

[45], while those of the species and energy are 

obtained using a hybrid scheme of upwind and 

central differencing. The pressure field is 

calculated at every time step by solving all of the 

pressure Poisson equations simultaneously and 

using the LU (lower and upper diagonal) matrix-

decomposition technique. 

Figure 1 illustrates the computational domain. 

It consists of 100 mm×50 mm in the axial (z) and 

radial (r) directions, respectively, and is represented by a staggered, non-uniform grid system. The reported results 

are grid independent, as discussed in the next section. The minimum grid spacing is 0.05 mm in both the r- and z-

directions. An isothermal insert (2×0.8 mm) simulates the inner burner wall. The temperature at the burner wall was 

set at 300K. The inner and outer jets are set with a constant and uniform velocity of 10cm/s and 30 cm/s, 

respectively. The inner jet issues a H2-CH4 mixture, while the outer jet issues air. A propagating flame is established 

by igniting the fuel-air mixing layer in the far field (35mm above the burner rim). The ignition event is simulated by 

providing a small high-temperature zone with a temperature of 2000K and a rectangular cross-sectional area of 

2mm
2
, and containing small amounts of H and OH radicals. This high-temperature zone generates an ignition kernel 

that propagates upstream and rapidly develops into a triple flame, which then propagates upstream towards the 

burner rim and eventually stabilizes at the rim. Detailed numerical algorithm is developed to determine the 
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Figure 2: Simulated results showing the temporal evolution of ignition and 

flame propagation in terms of heat release rate contours for the pure CH4-air 

flame. 

propagation characteristics of this flame, such as flame displacement and propagation speeds, flame structure and 

dynamics near the triple point, and flame stretch-speed interactions. 

III. Results and Discussion 

A. Validation of Numerical Model 

The algorithm used for the simulation of propagating flames has been extensively validated in previous studies, 

using experimental data from burner-stabilized flames [36,46], lifted partially premixed flames [37], and 

propagating partially premixed flames [25]. The validation has included the comparison of the predicted and 

measured flame topology, liftoff heights (Lf), temperature, velocity and concentration fields, and flame displacement 

speed (Vf). In the following section, we will provide an additional validation by comparing the predicted and 

measured [47] flame displacement speed (Vf) of a propagating CH4-air triple flame. 

B. Ignition and Flame Propagation 

 Figure 2 presents the simulated results of transient ignition, flame propagation, and flame attachment for a 

propagating CH4-air triple flame in terms of heat release rate contours. The first image at t=0ms corresponds to an 

instant when the high-temperature ignition source is removed, while the subsequent images show the formation and 

propagation of a triple flame. Following ignition, two reacting volumes (or kernels) are formed, as indicated by the 

image at t=3ms. One propagates downstream and is quickly extinguished. The other propagates upstream towards 

the burner and develops into a triple flame, which is the focus of this investigation. The triple flame structure 

develops at t~18ms. The flame propagates in a quasi-steady manner, i.e., at near-constant flame displacement speed 

(Vf), from z=25mm to z=4mm, exhibiting a well-defined triple flame structure as indicated in the snapshot at 48ms. 

The three reaction zones, namely the rich premixed zone (RPZ), the lean premixed zone (LPZ), and the 

nonpremixed zone (NPZ), can be readily identified in the 18ms and 48ms images. As the flame approaches the 

burner rim (i.e. z≈4mm), the length of the RPZ shortens, and the flame transitions to a double flame, as the LPZ 

disappears. The flame reaches 

the burner rim at 88 ms, and 

during its stabilization at the 

rim, the RPZ extinguishes and 

the flame transitions from a 

double flame to a steady 

nonpremixed flame.  

 Figure 3 presents the 

flame displacement speed (Vf) 

during propagation as a 

function of flame position (df) 

for the 0%H2-, 25%H2-, 

50%H2-, and 75%H2-enriched 

CH4-air flames. The 

instantaneous flame 

displacement speed is 

obtained by calculating rate of 

change of axial position of the 

triple point with time (i.e. 

Vf=(∆z)tri/∆t). Following Won 

et al. [35] the flame surface, 

which is needed for 

determining the triple point, is 

chosen to be the iso-contour 

of 0.0727 H2O mass fraction. The measured flame displacement speed as a function of flame position for a 

propagating CH4-air triple flame, taken from Ref. [47], is also shown in the figure. There is good agreement between 

the predicted and measured flame displacement speeds. Both predictions and measurements indicate that Vf is nearly 

independent of time. Our predictions are also consistent with the measurements of Ko and Chung [26] for 

propagating CH4-air triple flames with different jet inlet velocities. The flame displacement speed decreases as the 

flame gets close to the burner rim (df~2-3mm) and tends to zero as the flame stabilizes at the rim. In addition, results 
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Figure 3: Predicted axial propagation velocity (Vf) as a 

function of axial position from the burner rim (df) for the 

0%H2-, 25%H2-, 50%H2-, and 75%H2-enriched CH4-air 

propagating flames. The measured axial displacement 

flame speed (Vf) for a CH4-air propagating flames is also 

included for validation of the numerical simulations. 

in Fig. 3 indicate that as the amount of H2 in the fuel blend is increased, the flame displacement speed progressively 

increases, and the flame reaches the burner rim in shorter time. The increase in Vf is due to an increase in the flame 

propagation speed, Stri (discussed later), which in turn is due the enhanced chemical reactivity, diffusivity, and 

preferential diffusion effects caused by H2 

enrichment. The aspects dealing with the effects 

of H2 enrichment on the flame propagation 

characteristics, including stretch-flame speed 

interactions, are further discussed in Section 3.4. 

 

C. Flame Base Structure 

In order to spatially resolve the various 

reaction zones of the propagating flame more 

clearly, we have previously developed a modified 

flame index [28,29], defined as 
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Here the mixture fraction (f) is defined 

following Bilger [48], and GFO is the flame index 

proposed by Takeno and coworkers [49]. With 

this definition, ξM =1 represents a rich premixed 

zone, -1 a lean premixed zone, and |0.5| a 

nonpremixed zone for hydrocarbon flames. Since 

identification of the various reaction zones is 

more relevant in regions of high reactivity, i.e. 

where the heat release rates are significant, we 

have computed ξM only in regions where the heat 

release rate is at least 1% of the maximum heat 

release rate. 

Figure 4 presents ξM contours for propagating CH4-air flames established with different H2 enrichment. The 

contours are shown when the flames are at two different positions, the first one at z=17mm corresponding to quasi-

steady propagation, and the second one near the burner rim (z≈2) when the flames are in the attachment process at 

the burner rim. For all the four cases considered, the ξM contours clearly indicate that during quasi-steady flame 

propagation, the flames exhibit a triple flame structure at the flame base. The LPZ is weakened with H2 addition as 

indicated by the reduction of the lean premixed wing. For all the four cases, as the flames get close to the burner rim, 

the LPZ extinguishes and the triple flame transitions to a double flame containing the rich premixed (RPZ) and 

nonpremixed (NPZ) zones. As these four flames are stabilized at the burner rim, the RPZ gets extinguished due to 

insufficient mixing near the rim, and the flames exhibit a single (NPZ) flame structure. 

Since H2-air premixed flames exhibit wider flammability limits than typical hydrocarbon-air premixed flames, it 

is relevant to examine the effect of H2 enrichment on the flammability limits of propagating CH4-air triple flames. 

Figure 5 presents the four flames, discussed in the context of Fig. 4, in terms of heat release rate contours, 

streamlines, and equivalence ratio contours. The equivalence ratio is computed using φ=(f(1-fs)/(fs(1-f))), which 

implies that the stoichiometric line (φ=1.0) coincides with the stoichiometric mixture fraction (fs) line. Previous 

investigations [47] have used an equivalence ratio φu=YF/(νYox), where ν is the stoichiometric fuel-air mass ratio) 

based on the reactants’ mass fractions in the unburnt mixture. However, the propagating triple flame structure is 

better characterized using φ instead of φu, since φu=1.0 line does not coincide with fs in the burnt region, although it 

does in the unburnt region. For the 0%H2-enriched flame, the region of high reactivity (red color) extends from 

φ=0.46 to φ=1.58, which correspond, respectively, to the lean and rich flammability limits of CH4-air premixed 

flames. [50,51,52]. There is, however, still significant reactivity beyond these φ values, implying that a triple flame 

extends the flammability limits due to synergistic interactions among the three reaction zones. The H2 enrichment 

further extends these flammability limits, since it enhances flame reactivity as well as interactions between the 

reaction zones. For instance, for the 75%H2-enriched flame, the region of high reactivity (red color) extends from 
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Figure 4. Flame structures of various H2-enriched CH4-air flames are 

shown through the modified flame index (ξM) contours during quasi-

steady flame propagation (a) and flame attachment (b). 

 
Figure 5:  Computed heat release rate contours (rainbow scheme) (q), 

equivalence ratio contours (red lines) (φ), and flow field streamlines (black 

lines) (v) for 0%H2-, 25%H2-, 50%H2-, and 75%H2-enriched CH4-air 

propagating flames. 

φ=0.14 to φ=2.54. H2 addition also 

increases both the mixture fraction 

gradient and flame curvature, as 

indicated by the collapsed φ lines near 

the flame base. Moreover, since H2 

enrichment decreases the stoichiometric 

mixture fraction (fs), the flame becomes 

more asymmetric with respect to φ=1.0 

line. For example, fs is 0.055 for the 

0%H2-flame, and decreases to 0.044 for 

the 75%H2-enriched flame. 

Consequently, the flow divergence 

ahead of the flame base becomes more 

asymmetric with increasing H2 content. 

Therefore, the effect of H2 enrichment is 

to significantly extend the flammability 

limits, decrease the radius of curvature 

at the triple flame base, increase the 

mixture fraction gradient, and make the 

flow divergence more asymmetric with 

respect to the stoichiometric line. These 

effects influence the flame dynamics, as 

discussed in the following sections. 

D. Stoichiometric Flame Structure 

Our simulations indicate that in 

addition to the enhanced flammability 

limits, H2 enrichment also causes a 

significant increase in the flame 

propagation speed of triple flames. 

Since the flame speed is strongly 

influenced by preferential mass 

diffusion effects, we examine in this 

section the effect of H2 enrichment on 

preferential diffusion. The preferential diffusion effect can be demonstrated by comparing the structure of H2-

enriched propagating triple flames 

along the stoichiometric mixture 

fraction with that of the 

corresponding stoichiometric planar 

flames.   

Lateral diffusion of heat and 

species plays an important role in 

determining the structure of 

propagating triple flames. With fuel 

blends (say) containing fuels A and 

B with unequal diffusivities, 

preferential diffusion of fuel species 

can lead to localized regions of 

higher concentration of fuel A 

compared to B, and this may 

significantly affect the flame 

propagation characteristics. This 

preferential diffusion effect becomes 

more significant in propagating 

triple flames compared to that in 

planar flames due to the presence of 
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lateral diffusion. In order to characterize this effect, we compare the structure of H2-enriched propagating triple 

flames along the stoichiometric mixture fraction with that of the corresponding stoichiometric planar flames. Figure 

6 presents these flame structures in terms of the temperature, axial velocity, and major species (CH4, O2, H2O, H2, 

CO2, and CO) profiles for the four H2-enriched triple flames (discussed in the context of Figs. 4 and 5) and the 

corresponding stoichiometric planar flames. The two structures are superimposed at the location of the maximum 

heat release rate. The peak flame temperature for triple flames is lower than that for the corresponding planar 

premixed flames, and this may be attributed to the effects of lateral heat transport and stretch in triple flames. The 

peak flame temperature, however, increases with H2 addition for both triple and planar premixed flames.  

The presence of preferential diffusion in the case of triple flames can be observed by comparing the CH4 and H2 

mass fraction profiles for the triple flames and the corresponding planar flames in Fig. 6. For the 0%H2-enriched 

case, the CH4 mass fraction profiles for the triple flame is almost identical to that for the planar premixed flame. 

However, with increasing H2 enrichment, the CH4 mass fraction becomes increasingly smaller while H2 mass 

fraction becomes larger in triple flames than those in planar flames, indicating the preferential diffusion of H2 over 

that of CH4. The reduction in CH4 mass fraction due to preferential diffusion is further indicated by the reduced CO 

and CO2 mass fractions and the increased H2O mass fractions for the triple flames compared to those for the planar 

flames. Therefore, the preferential diffusion of H2 in H2-enriched propagating triple flames leads to localized higher 

concentration of hydrogen, which enhances the flame propagation speed.  
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Figure 6. Comparison of the temperature, axial velocity, reactants (CH4, H2, and O2), and products (CO2, CO, 

and H2O) mass fraction profiles between the instantaneous flame structure along the stoichiometric mixture 

fraction line of simulated axisymmetric propagating triple flames (solid) discussed in the context of Fig. 7 and 

the corresponding stoichiometric planar flames (dashed). Both structures are superimposed at the location of the 

maximum heat release rate peak. 
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Figure 7: Normalized flame propagation speed (Stri/SL
0
) plotted 

as a function of distance from the burner rim (df) for the 0%H2-, 

25%H2-, 50%H2-, and 75%H2-enriched CH4-air propagating 

flames. 

Another important observation from Fig. 6 

is that the axial velocity in the case of triple 

flames reaches a minimum ahead of the flame 

due to the flow divergence effect. This 

minimum velocity is associated with the triple 

flame propagation speed (Stri). For stationary 

lifted triple flames, Ruetsch et al. [30] and Im 

and Chen [33] have shown this minimum 

velocity to be close to the stoichiometric planar 

flame speed (SL). However, for upstream 

propagating triple flames, this minimum 

velocity becomes negative (cf. Fig. 6) due to 

flow reversal ahead of the flame. This is 

consistent with the results reported by Qin et al. 

[25]. As the amount of H2 in the fuel blend is 

increased, the minimum flow velocity increases 

in magnitude, indicating that the flame 

propagation speed also increases. 

E. Flame Dynamics at the Triple Point 

In order to examine the flame dynamics and 

stretch-flame speed interactions, the flame  

speed (Stri), and the hydrodynamic (κh), 

curvature-induced (κc), and total (κ) stretch 

rates at the triple point are extracted from our 

simulations, using the following equations [25, 

33, 53]: 
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  (3a) 

                    
κh = ∇ ⋅ Vfluid − nn : ∇Vfluid                       (3b) 

                          κ c = Sd (∇ ⋅ n)                                          (3c)           

     κ = κh + κ c              (3d) 

In Eq. (3a) the scalar ϕ is represented by the H2O mass fraction (YH2O=0.0727 [26]). Note that a density-

weighted flame speed (Sd
*
) is being used following Im and Chen [33]. Here Sd

*
 represents the local flame speed 

along the flame surface, while Sd
*
 at the triple point yields the flame propagation speed (Stri). In addition, the far-

field flame speed (UF), which represents the global triple flame speed is evaluated using [33,54]: 

              fetriF VUSUU =−=− 0     (4) 

Here U0 is the local maximum flow velocity along the stoichiometric mixture fraction line (fs) ahead of the flame, 

which is not affected by flow divergence, whereas Ue is the local minimum flow velocity along fs ahead of the 

flame. Note that if the flame were to be stabilized as a lifted flame, its displacement speed is zero (Vf=0), and then 

UF=|U0| and Stri=|Ue|. 

Figure 7 presents the normalized flame propagation speed (Stri/SL
0
) as a function of distance from the burner rim 

(df) for the four H2-enriched CH4-air triple flames. Here SL
0
 is the stoichiometric unstretched planar flame speed, 

which is computed for each of the four H2-enriched flames using the Chemkin package [55] with GRI 1.2 chemistry 

model [41]. The SL
0
 values for the four flames are provided in Table 1. Several important observations can be made 

from this figure. First, with increasing H2 enrichment, Stri increases due to the enhanced chemical reactivity, 

diffusivity, and preferential diffusion caused by H2 addition. Second, the ratio Stri/SL
0 
is less than unity, implying that 

the effect of stretch is to reduce the flame speed for these flames. This aspect is further discussed later in this 

section. Third, the difference between Stri and SL
0
 is reduced with increasing H2 enrichment, implying that the flame 

becomes less sensitive to stretch rate with H2 addition. Finally, Stri varies during flame propagation. Both of these 

aspects are also discussed later in this section.  
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Figure 8. Normalized far-field flame speed (UF/Stri) as 

a function of distance from the burner rim (df) for the 

0%H2-, 25%H2-, 50%H2-, and 75%H2-enriched CH4-

air propagating flames. 
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Figure 9. Normalized flame propagation speed 

(Stri/SL
0
) as a function of Karlovitz number (Ka) for 

the flames discussed in the context of Fig. 7. 

Ruetsch et al. [30] and Im and Chen [33] showed that UF/Stri is proportional to the square root of the density ratio 

(i.e. √(ρu/ρb)) for small mixture fraction gradients. In order to confirm this relationship for our simulations, we 

present in Fig. 8 the normalized far-field flame speed (UF/Stri) as a function of flame position (df) for the flames 

discussed in the context of Fig. 5. It is interesting to note that for all H2-enriched flames, UF/Stri≈2.5 during quasi-

steady flame propagation. Our simulations also indicate that the square root of the density ratio remains nearly 

constant (√(ρu/ρb)≈ 2.6) for all the four flames during propagation. While Ruestch et al. [30] and Im and Chen [33] 

reported this relationship for triple flames under idealized conditions, our simulations demonstrate a similar 

relationship under more complex conditions. For instance, Ruetsch et al. [30] used global chemistry with constant 

thermodynamics and transport properties to establish perfectly symmetric non-buoyant propagating triple flames in a 

uniform flow field, while our simulations include detailed chemistry as well as variable transport and 

thermodynamic properties, and show that the flow 

redirection effect (i.e., UF/Stri≈√(ρu/ρb)) is observed 

for propagating triple flames under more complex 

conditions, such as nonuniform flow field, presence 

of buoyancy, flame radiation, and asymmetric flow 

divergence upstream of the flame. 

In order to examine the stretch-flame speed 

interactions, we present in Fig. 9 the normalized 

flame propagation speed (Stri/SL
0
) as a function of 

Karlovitz number (Ka) for the flames discussed in 

the context of Fig. 7. Based on the flame stretch 

theory, SL
0
/ Stri=1+MaKa [56], where the Karlovitz 

number is given by Ka=δL
0
.κ/Stri, and the Markstein number (Ma) is equal to the negative of the slope of each curve 

in this figure. The flame propagation speed decreases almost linearly with increasing Ka for all cases, implying that 

these flames are diffusive-thermally stable [56, 57]. 

For a positively stretched flame base, its convex nature 

towards the fresh mixture defocuses the heat, while 

focusing the deficient reactant. Thus, for Le>1.0, the 

defocusing effect dominates, leading to a negative 

correlation between flame propagation speed and 

stretch. In addition, results in Fig. 9 indicate that the 

propagating triple flames generally becomes less 

sensitive to stretch (i.e., less diffusive-thermally 

stable) as H2 enrichment increases, as indicated by the 

decrease in the slope (i.e. –Ma). This is consistent with the 

results shown in Fig. 7. Previous experimental and 

numerical studies have shown that the flame speed 

decreases linearly with stretch for stoichiometric outwardly 

propagating spherical CH4-air and H2-air flames (Ka>0), 

and that the latter is less sensitive to stretch [56,57]. 

Therefore, our results are consistent with those reported in 

the cited studies. Our results are also consistent with the 

experimental results of Huang et al. [17] who observed that 

 SL
0
 (mm/s) δδδδL

0
 (mm)

1
 

0%H2-100%CH4 400.0 0.47 

25%H2-75%CH4 497.0 0.44 

50%H2-50%CH4 693.0 0.37 

75%H2-25%CH4 1163.0 0.33 

 

Table 1. Unstretched flame speeds (SL
0
) and thicknesses 

(δL
0
) of H2-enriched CH4-air stoichiometric planar 

premixed flames, computed using the Chemkin package  

and GRI-Mech. 1.2 chemistry model. 
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for outwardly propagating spherical flames burning a stoichiometric mixture of natural gas and hydrogen with air, 

the increase in H2 content decreases the Markstein number, implying greater tendency towards diffusive-thermal 

instability. 

IV. Conclusions 

  The effects of H2 enrichment on the flame structure, dynamics, and stretch-flame speed interactions for 

propagating triple flames are characterized.  

1.  Following ignition, a well-defined triple flame is formed that propagates upstream with a nearly constant 

displacement speed (Vf) along the stoichiometric mixture fraction line. As this flame approaches the burner, it 

transitions to a double flame, and subsequently to a nonpremixed flame as it stabilizes at the burner rim. With 

increase in H2 concentration in the fuel blend, both the flame displacement speed and propagation speed (Stri) 

increase progressively due to the enhanced chemical reactivity, diffusivity, and preferential diffusion caused by 

H2 enrichment.  

2. The propagating triple flame structure is substantially modified with H2 enrichment, which increases the flame 

curvature and mixture fraction gradient near the triple point. The addition of H2 also enhances interactions 

between the reaction zones, which extend the flammability limits associated with CH4–air triple flames. In 

addition, H2 enrichment makes the flow divergence ahead of the flame more asymmetric with respect to the 

stoichiometric mixture fraction line. Consequently, the triple point does not coincide with the flame leading 

edge, which is located at the local minimum flame curvature. This distinction is important in the context of 

determining the flame propagation speed (Stri), since experimental studies have generally reported the flame 

speeds at the leading edge, while numerical investigations have reported these values at the triple point.  

3.  The flame dynamics at the triple point is also significantly modified with H2 enrichment. In addition to the 

enhancement in flame propagation speed (Stri), H2 addition considerably increases both the hydrodynamic and 

curvature-induced stretch, and hence the total stretch. Moreover, the stretch-flame speed interactions are 

substantially modified, as H2 enrichment reduces the flame sensitivity to stretch, i.e., it decreases the Markstein 

number (Ma) and increases flame tendency towards diffusive-thermal instability (i.e. Ma→0). These results are 

consistent with the previously reported experimental results for outwardly propagating premixed spherical 

flames burning a stoichiometric mixture of natural gas and hydrogen with air. 

4.  For all the H2 enriched methane-air flames investigated in this study, the flame propagation speed decreases 

linearly with stretch. This is consistent with previous studies which have shown a negative correlation between 

flame speed and stretch for stoichiometric CH4-air and H2-air premixed flames with an effective Lewis number 

greater than one. While Stri decreases linearly with stretch, the ratio Uf/Stri (Uf being the far-field flame speed) is 

found to be proportional to the square root of the unburned to burned density ratio (√(�u/�b)). This is an 

important result because it implies that the flame stretch theory and flow redirection effect, which have 

previously been discussed in the context of idealized flame configurations, also apply to more complex flames 

such as H2-enriched CH4-air triple flames propagating in a non-uniform flow field.  
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Abstract

The counterflow flame system established between lean-methane–air and lean-hydrogen–air streams is
investigated experimentally and numerically. A two-dimensional model known as UNICORN was used for
the simulation. Detailed measurements for temperature and species concentrations were obtained along the
centerline using Raman spectroscopy. A double-state behavior for this flame system was identified in the
numerical simulations, which was later confirmed by the experiments. For the given flow conditions, the
flame system can have either a single-flame or a double-flame structure depending on the way those con-
ditions were achieved. Detailed comparisons were made between measurements and calculations for the
two flame structures. Calculations for various lean methane–air mixtures and stretch rates were performed
to understand the double-state behavior of counterflow premixed flames. It was found that the flame sys-
tem exhibits double-state behavior only for leaner ð/CH4

< 0:74Þ methane–air mixtures. Aerodynamic and
chemical structures of the flames in different stretch-rate regimes were analyzed. When stretch rate on the
flame system is increased, the flame transitions from a double-flame to a single-flame structure due to aero-
dynamic-cooling process. When stretch rate is decreased, the flame does not transition back to the double-
flame structure due to stretch effects on molecular diffusion. However, for ð/CH4

> 0:81Þ, decrease in
stretch rate increases flame temperature due to lack of stretch-induced cooling and returns the flame struc-
ture to a double-flame one. For a narrow range of equivalence ratios (0.74–0.81) counterflow premixed
flames exhibit a hysteresis property.
� 2006 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

Keywords: Premixed flames; Extinction; Stretch rate; Double states; Lean combustion
1. Introduction

Lean combustion is of interest due to its poten-
tial advantages in limiting thermal NOx emissions
and in increasing fuel consumption efficiency.
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doi:10.1016/j.proci.2006.08.028

* Corresponding author. Fax: +1 937 656 4110.
E-mail address: vrkatta@erinet.com (V.R. Katta).

Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
Typically, diluted fuel–air mixtures are obtained
through either available excess air or exhaust-gas
recirculation. Lean combustion has been used in
gas turbines and direct injection spark ignition
(DISI) engines. However, a critical problem in
using lean combustion is that it tends to produce
unburned hydrocarbon pollutants. For example,
in DISI engines, ultra-lean combustion is achieved
by charge stratification. The fuel/air mixture is
ute. Published by Elsevier Inc. All rights reserved.

estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 572



2 V.R. Katta et al. / Proceedings of the Combustion Institute xxx (2007) xxx–xxx

ARTICLE IN PRESS
inhomogeneous, leading to the simultaneous for-
mation of lean, rich and stoichiometric regions.
For the inhomogeneous reactants, Haworth
et al. [1] simulated turbulent inhomogeneous com-
bustion in DISI engines and found that hydrocar-
bon-rich fragments and oxidizer penetrate behind
the primary heat-release zone to form a secondary
reaction zone and, thereby, pollutants. Flames
occurring in an inhomogeneously mixed fuel and
air regions are also examples of partially premixed
combustion. Some of this partially premixed mix-
ture is so lean that it does not burn. However,
such ultra-lean mixtures may still combust if hot
products interact with it. That is, under certain
conditions, the lean mixture region can burn and
thus reduce the potential pollutants. The focus
of this work is to study interaction of lean mixture
with hot products that are needed to maintain the
lean region burning. Partially premixed flames
have been studied widely. In particular, the down-
stream interaction of two premixed streams was
investigated by Sohrab et al. [2]. On the other
hand, most practical flames are stretched to differ-
ent extents. The stretch effects combined with
other aspects such as the effect of Lewis number
or curvature will modify flame structure signifi-
cantly [3,4]. Considering the various conditions
that exist simultaneously in inhomogeneous fuel/
air reaction, a set of CH4/air flames with a wide
range of equivalence ratios and stretch rates
impinging upon counterflowing hot products are
studied experimentally and numerically. The
opposed jet burner that generates nearly flat
flames are widely used to study chemical kinetics
and species transport under aerodynamic stretch.
Using the counterflow jet flames, partially pre-
mixed CH4/air versus air flame structures were
investigated [5,6]. Structures of the lean partially
premixed CH4 and C3H8 flames established
between the fuels and the hot products have also
been investigated [7–9]. In general, premixed
flames [10,11] are much less sensitive to stretch
than diffusion flames [12]. In the present work,
stretch effects on the flame structure of lean
CH4/air mixtures are studied using a two-dimen-
sional, detailed transport, complex chemistry
numerical model.
2. Numerical model

A time-dependent, axisymmetric mathematical
model known as UNICORN (Unsteady Ignition
and Combustion using ReactioNs) [13,14] is used
for the simulation of the unsteady counterflow
premixed flames. It solves for axial- and radial-
momentum equations, continuity, and enthalpy-
and species-conservation equations on a stag-
gered-grid system. A clustered mesh system is
employed to trace the large gradients in flow vari-
ables near the flame surface. A detailed chemical-
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
kinetics model (GRI Version 1.2) of Gas Research
Institute [15] is incorporated into UNICORN for
the investigation of methane–hydrogen flames. It
consists of 32 species and 346 elementary-reaction
steps. Thermo-physical properties such as enthal-
py, viscosity, thermal conductivity, and binary
molecular diffusion of all the species are calculated
from the polynomial curve fits developed for the
temperature range 300–5000 K. Mixture viscosity
and thermal conductivity are then estimated using
the Wilke and Kee expressions, respectively.
Molecular diffusion is assumed to be of the bina-
ry-diffusion type, and the diffusion velocity of a
species is calculated using Fick’s law and the effec-
tive-diffusion coefficient of that species in the mix-
ture. A simple radiation model based on the
optically thin-media assumption [16] is incorpo-
rated into the energy equation. Only radiation
from CH4, CO, CO2, and H2O is considered in
the present study. Radiation from soot is not con-
sidered, which is justified for the nearly non-soot-
ing lean premixed flames studied.

The finite-difference forms of the momentum
equations are obtained using an implicit QUICK-
EST scheme [17], and those of the species and
energy equations are obtained using a hybrid
scheme of upwind and central differencing. At
every time step, the pressure field is accurately cal-
culated by solving all the pressure Poisson equa-
tions simultaneously and using the LU (Lower
and Upper diagonal) matrix-decomposition tech-
nique. The computational domain is bounded
between sets of inflow boundaries in the axial
direction and between the axis of symmetry and
outflow boundaries in the radial direction. The
boundary conditions are treated in the same way
as that reported in earlier papers [17,18].
3. Experiment

The counterflow burner used in this study was
designed by Seshadri et al. [19] which has been
extensively considered for hydrogen- and hydro-
carbon-fueled diffusion flames and for hydrocar-
bon-fueled premixed flames. With the
honeycomb inserts, rather than wire screens, it
has also been used for the studies of lean H2/air
premixed flames [20]. The schematic diagram of
the burner along with the supplied flows is shown
in Fig. 1. The burner system consists of 25-mm
diameter inner nozzles that are separated by
12.6 mm. Methane–air mixture was issued from
the top nozzle while hydrogen–air mixture was
issued from the bottom nozzle. The honeycomb
flow straighteners inserted in the flow supplies
yielded uniform exit velocities [20]. A low-speed
nitrogen flow was issued from the top and bottom
outer nozzles for protecting the flame from the
room-air disturbances. The exit temperature for
all the gases was 300 K. Measurements of major
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 573
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species and temperature were made along the cen-
terline using a non-intrusive, Raman-scattering
diagnostic system [8,20]. Experiments were per-
formed for various equivalence ratios and stretch
rates. Details of eight flames that were classified
into three groups are given in Ref. [20]. For exam-
ple, Group A includes three flames with the same
CH4/air mixture (with an equivalence ratio of
0.68) and lean H2/air mixture (with an equivalence
ratio of 0.28) but subjected to different stretch
rates [20]. In this study, two additional flames
are measured with a slightly leaner CH4–air mix-
ture (/ = 0.64).
4. Results and discussion

Two-dimensional calculations for the premixed
flame system developed between the upper and
lower nozzles were made using UNICORN code
on a grid system that has 421 · 101 node points
in the axial (z) and radial (r) directions, respective-
ly. Flat velocity profiles were used at the nozzle
exits. Computed results in the form of tempera-
ture and OH-concentration distributions for a
typical flame in Group A are shown in Fig. 1.
The global stretch rate (defined as the ratio
between twice the velocity difference and the noz-
zle separation) applied on this flame was 90 s�1.
Even though the computational domain was
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
extended to 20 mm in the radial direction, only
the data up to 15 mm is shown in Fig. 1. Calcula-
tions have yielded a double-fame structure with
methane flame (lower) burning more intensely
than the hydrogen one (upper). Former flame is
also shorter (in the radial direction) than the lat-
ter. Detailed comparisons made between the com-
puted and measured temperature and species
profiles along the centerline [21] suggested that
UNICORN code with GRI-V1.2 chemical kinet-
ics predicts the flame structure accurately.

Increasing the velocities of the hydrogen- and
methane-fuel jets increases the applied stretch rate
on the double-flame system and decreases the sep-
aration between the two flames. At a certain
stretch rate, the methane flame extinguishes and
the flame system switches from a double-flame
structure to a single-flame one. Interestingly, sig-
nificant differences developed between the predic-
tions and measurements when the stretch rate was
increased to 204 s�1. While experiments produced
a single flame, calculations have predicted a dou-
ble-flame structure. Repeated calculations with
different grid sizes and for stretch rates slightly
higher and lower than 204 s�1 failed to predict
the single-flame structure. Note that calculations
made by Cheng et al. [20] using OPPDIF code
also resulted in a double-flame structure for this
stretch-rate condition. Their efforts in using differ-
ent chemical kinetics models have also failed.
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 574
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Additional calculations are performed for
understanding the discrepancy between the pre-
dicted and measured flame structures for the
204-s�1-stretch-rate case. Typically, finite-rate
chemistry calculations for a flame are performed
using an initial solution that is either generated
by a global-chemistry model or constructed from
a known solution at different flow conditions.
Occasionally, such calculations are also per-
formed from a cold-flow solution and by using a
high-temperature ignition spot. In the present
study, calculations for the flame at a given stretch
rate are performed from a known solution at a
lower stretch rate. Note that this approach result-
ed in accurate predictions of the double-flame
structure for low-stretch-rate cases and the sin-
gle-flame structure for the high-stretch-rate cases,
but failed to predict the single-flame structure for
the low-stretch-rate 204-s�1 case. While repeating
the calculations for the 204-s�1 case using different
initial conditions, accidentally one calculation was
provided with a high-stretch-rate flame as initial
solution. Surprisingly, that calculation converged
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
to a single-flame structure – just the way that
was seen in the experiments, and gave the first
indication for the existence of two stable states
for the methane–air/hydrogen–air flame system.

For understanding the double-state behavior
of the counterflow premixed flames, experimental
and numerical studies are performed on a flame
system with UCH4

¼ 0:64, UH2
¼ 0:28. Calcula-

tions are performed first for a low-stretch-rate
case using the global-chemistry solution as the ini-
tial data and then for higher-stretch-rate cases
using previously obtained solution as the initial
data. Calculations are repeated for all the
stretch-rate cases starting from the highest-
stretched flame and then by decreasing the stretch
rate. Peak temperature (Tf) along the centerline
computed for various stretch rates are shown in
Fig. 2. Data computed with increasing-stretch-
rate approach are shown with open circles and
those computed with decreasing-stretch-rate
approach are shown with solid circles. Solid and
broken lines are drawn through the symbols for
clarity. For all the stretch rates P168 s�1 flame
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 575
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system has a unique solution independent of how
that strain rate was arrived at. There is a slight
scatter in the temperature data as the planar
flames formed in the counterflow burner tend to
oscillate weakly. For all the stretch rates
<168 s�1 flame system has two stable states;
namely, A and B. Therefore, flame temperature
in this regime depends on the way the stretch rate
was achieved, i.e., through increasing or decreas-
ing. Note, the double-state behavior is also con-
firmed with OPPDIF code and using increasing-
and decreasing-stretch-rate approaches.

Experiments for the UCH4
¼ 0:64–UH2

¼ 0:28
flame system at a given stretch rate are performed
first by establishing the flame using a blow torch
and then significantly perturbing the flame using
a metal wire. Inline with the computations, exper-
iments have also shown the existence of two stable
states. The two peak temperatures measured for
the 143-s�1-stretch-rate case are shown in Fig. 2
using solid squares. Good agreement between pre-
dictions and experiments was found for both
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
states (A and B). Computed-flame images in terms
of temperature distributions corresponding to
these states are shown in Fig. 2 as insets. Several
observations can be noted from the flame
behavior:

1. Transition from state A to B occurs sharply
with a small change in stretch rate.

2. Once the flame system is in state B, it is not pos-
sible to bring it back to state A through chang-
ing stretch rate. State A was achieved through
the use of global-chemistry solution as initial
condition in the calculations and through the
use of flame torch for ignition in the
experiment.

3. Peak temperature decreases (from 1722 K) with
stretch rate when the flame system is in state A
and increases (from 1160 K) when it is in state
B.

Detailed comparisons between the predicted
and measured structures of the 143-s�1-stretch-rate
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 576
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flame system for states A and B are shown in Figs. 3
and 4, respectively. Temperature and species distri-
butions along the centerline are compared. Here, z
is the distance from the top nozzle. Locations of the
stagnation points are indicated with vertical lines.
Note that the flow and boundary conditions for
the flame systems shown in Figs. 3 and 4 are identi-
cal. The only difference between these two flame
systems is in the way they were arrived at, i.e., in
the initial conditions. The double-flame structure
of state A (Fig. 3) is well reproduced. The meth-
ane–air mixture produced a flame on the left side
(z � 5.4 mm) of the stagnation point with a peak
temperature of �1720 K and the hydrogen–air
mixture produced a flame on the right side
(z � 8.1 mm) with a temperature of �1300 K.
When the flame system is operating in state B
(Fig. 4), the methane flame extinguished and only
the hydrogen flame is established at z � 7 mm with
a peak temperature of �1320 K. Due to lack of
methane combustion only trace amounts of CO
and CO2 are produced. Complete depletion of
methane in Fig. 4 is resulting from the counterflow
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
geometry rather than from combustion. Over all,
very good agreement between experiment and cal-
culations is achieved for the flames in the two differ-
ent states.

>The major distinction between the flames in
states A and B is that methane is burning in one
state (A) and is not in the other (B). This means
that the temperature resulting from hydrogen–
air combustion is not sufficient for igniting the
methane–air mixture with U = 0.64. It is known
that ignition temperature for fuel-lean mixture
decreases with equivalence ratio. Therefore, for a
particular equivalence ratio >0.64 the counterflow
premixed flame system may not exhibit double-
state behavior. For verifying this hypothesis a ser-
ies of calculations are performed by using meth-
ane–air mixtures with different equivalence
ratios. Both the increasing- and decreasing-
stretch-rate approaches are used. Equivalence
ratio for H2/air mixture was not changed
ðUH2

¼ 0:28Þ.
Computed peak flame temperatures along the

centerline for various CH4/air equivalence ratios
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 577
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are shown at different stretch rates in Fig. 5. Sym-
bols represent the data obtained while increasing
the stretch rate and solid lines are the curves fitted
through this data. Broken lines represent the
curves passing through the data obtained while
decreasing the stretch rate. The transition at
which flame system jumps from state A to B is
shifted to higher stretch rates as the CH4/air
equivalence ratio is increased. Moreover, transi-
tion took place over a wider range of stretch rates
in higher CH4/air-equivalance-ratio cases. Unlike
in the case of UCH4

¼ 0:64, where flame system
exhibited double-state behavior, the decreasing-
stretch-rate data (broken line) for UCH4

¼ 0:811
followed the increasing-stretch-rate data (solid
line) – suggesting that the flame system did not
posses double-state behavior. Nevertheless, the
flame system still has a double-flame structure
for stretch rates <610 s�1 and a single-flame struc-
ture (with methane flame being extinguished) for
stretch rates >700 s�1. More interestingly, for
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
intermediate CH4/air equivalence ratios such as
0.76 and 0.78, flame system exhibits hysteresis.
For example, in UCH4

¼ 0:76 case, flame system
stays in state A (double-flame state) until the
stretch rate is increased beyond 500 s�1, but it
does not come back to state A from state B until
the stretch rate is decreased to 430 s�1. Such a
brief hold back in state B could lead to combus-
tion-induced noise if stretch rate on the flame sys-
tem were cyclically varied as in unsteady
counterflow experiments [22,23].

Reasons for the products-supported premixed
flames to exhibit double-state behavior can be
understood by studying the differences in flow
and chemical structures of flame systems formed
under different stretch-rate regimes. Flames in
regimes marked as I, II, and III in Fig. 5 for
CH4/air equivalence ratio of 0.74 are considered
for this purpose. While regimes I and II represent
flames in states A and B, respectively, at a stretch
rate of 250 s�1, regime III represents the flame in
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 578
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state B at a stretch rate of 600 s�1. Temperature,
velocity, and heat release rate distributions along
the centerline for the flames in regimes I, II, and
III are shown using solid lines in Figs. 6a, 7a,
and 8a, respectively. Concentrations of H and
CH radicals and oxygen consumption rates for
the three flames are shown using solid lines in
Figs. 6b, 7b, and 8b, respectively. Stagnation
points are marked with U = 0 lines. Broken lines
in Figs. 6–8 represent the data obtained for the
flame systems stretched 10% more than those in
I, II, and III (i.e., 275, 275, and 660 s�1),
respectively.

As shown in Fig. 6, both methane and hydro-
gen flames are present in regime-I flames. Heat
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
release rate and temperature generated by the
methane flame are higher than those generated
by the 0.28-equivalence-ratio hydrogen flame.
Because of the counterflow configuration heat
generated by the hotter methane flame heats
the cooler hydrogen flame [24]. Consequently,
the temperature of the methane flame is lower
and that of the hydrogen flame is higher com-
pared to their respective adiabatic flame temper-
atures. Note the less-than-unity Lewis number of
the hydrogen fuel further increases the flame
temperature when the flame is stretched [4]. Heat
release rate and oxygen consumption rate indi-
cate that the reaction zones of the two flames
are well separated. However, temperature and
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 579
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H-mole-fraction distributions suggest a strong
interaction between the two flames through prod-
uct species. These flames come closer when the
stretch rate on the system increases (compare sol-
id and broken lines in Fig. 6), which results in
more interaction between the two flames. As a
result, the temperature of the methane flame
decreases further and that of hydrogen flame
increases further; which, as shown in Figs. 2
and 5, translates into a decrease in peak temper-
ature of the flame system with stretch rate (for
regime I flames).

Extinction temperature for hydrogen flames
(�1150 K) [25] is less than that of methane flames
(�1500 K) [26]. As a result, the methane flame
extinguishes first when the temperature of the meth-
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
ane–air/hydrogen–air flame system decreases and
the structure of the double-flame system transitions
into a single-flame one (regime II) as shown in
Fig. 7. Unburned methane gas in this mode diffuses
into the products generated by the hydrogen flame
and a part of it gets decomposed (low-temperature
chemistry) and releases a small amount of heat. Sig-
nificant drop in oxygen consumption rate and CH
and H mole fractions also suggest incomplete com-
bustion of methane fuel. Nevertheless, reaction
zones for the two fuels came close to each other
and interacting directly. Note the peak in heat
release rate from methane decomposition appear-
ing on the hydrogen side of the stagnation point.
As diffusion fluxes increase with stretch rate, heat
release rate and temperature also increase (compare
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 580
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the solid and broken lines in Fig. 7). This translates
into an increase in peak temperature of the flame
system with stretch rate (for regime II flames) as
shown in Figs. 2 and 5.

Either from regime I or regime II, at higher
stretch rates the flame system moves into regime
III. Methane fuel diffuses into the products of the
hydrogen flame and participates in low-tempera-
ture chemistry. According to flamelet theory for
non-premixed combustion [27] reaction-zone tem-
perature decreases, even though heat release rate
continues to increase, with stretch rate due to
reduced reaction-zone thickness and, thereby,
increased heat losses (compare solid and broken
lines in Fig. 8). This translates into a decrease in
peak temperature of the flame system with stretch
Please cite this article as: Viswanath R. Katta et al., Inv
ings of the Combustion Institute (2006), doi:10.1016/j
rate (for regime III flames) as shown in Figs. 2
and 5.

Double-state behavior of counterflow pre-
mixed flames can be explained by considering
their characteristics in different regimes (I, II and
III). High-energy ignition sources such as a blow
torch establish state-A flames with methane and
hydrogen burning in regime I. When stretch rate
is increased, flame temperature decreases due to
aerodynamic heat loss and the flame system tran-
sitions to state B when the methane flame extin-
guishes. Such a transition occurs at relatively
low stretch rates in regime II for leaner meth-
ane/air mixtures. When stretch rate on a state-B
flame with /CH4

< 0:74 (regime II) decreases, the
flame temperature also decreases due to a drop
estigations on double-state behavior ..., Proceed-
.proci.2006.08.028. 581
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in diffusion fluxes. The flame remains in state B as
the temperature can not reach the ignition value
for the methane–air mixture. Therefore, for leaner
methane/air mixtures, the flame system allows two
stable states at a given stretch rate and exhibits
double-state behavior. When stretch rate on a
moderately lean state-A flame ð/CH4

> 0:74Þ
increases it transitions into state B in regime III.
If stretch rate of this state-B flame is decreased,
then flame temperature increases due to drop in
stretch-induced cooling (flamelet description)
and the flame system transitions to state A when
flame temperature reaches its ignition value. For
these equivalence ratios, the flame system does
not exhibit double-state behavior.
5. Conclusions

The counterflow flame system established
between lean-methane–air and lean-hydrogen–air
streams was investigated experimentally and
numerically. A two-dimensional model known as
UNICORN was used for the simulation. GRI
version 1.2 chemical kinetics involving 32 species
and 346 one-way elementary reactions was used.
Detailed measurements for temperature and
species concentrations were obtained along the
centerline using Raman spectroscopy. A double-
state behavior for this flame system was first
identified in the numerical simulations, which was
later confirmed by the experiments. A good agree-
ment between measurements and calculations was
obtained for the flame in different states.

Calculations for various lean methane–air mix-
tures were performed to understand the double-
state behavior of the counterflow premixed flames.
Aerodynamic and chemical structures of the flames
at different stretch rates were obtained through
increasing-stretch-rate and decreasing-stretch-rate
approaches. It was found that flame system exhibits
double-state behavior only for leaner ð/CH4

<0:74Þ
methane–air mixtures. When stretch rate is
increased, the flame transitions from a double-
flame to a single-flame structure due to aerodynam-
ic cooling. When stretch rate is decreased, the flame
does not transition back to the double-flame struc-
ture due to stretch effects on molecular diffusion.
However, for /CH4

> 0:74, decrease in stretch rate
increases flame temperature due to a decrease in
stretch-induced cooling and returns the flame struc-
ture to a double-flame one. For a narrow range of
equivalence ratios (0.74–0.81) counterflow pre-
mixed flames exhibited a hysteresis property.
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The primary and secondary recirculation zones, which are formed in between the fuel and oxidizer 
jets of a centerbody burner, transport fuel across the centerbody to the oxidizer jet and establish a 
flame anchored to the rim of the centerbody. Experimentally it was found that the sooting 
characteristics of a centerbody burner change dramatically when the operating conditions are 
altered systematically. A time-dependent, axisymmetric, detailed-chemistry CFD model is 
developed for the studies of soot in a 46-mm-diameter centerbody burner. Combustion and PAH 
formation are simulated using Wang-Frenklach (99 species and 1066 reactions) and NIST (197 
species and 2800 reactions) mechanisms. Soot is simulated using a two-equation model of 
Linstedt. Calculations are performed for different flow conditions in which concentration of 
ethylene was reduced gradually without altering the fuel and oxidizer flow rates. Numerical 
experiments are performed for determining the effect of soot radiation on flame structure. The 
flame weakening in the transition region of the leading and trailing flame sections is found to 
result from soot radiation. Amazingly similar flame and soot structures are obtained with the two 
chemical-kinetics mechanisms considered.  

1. Introduction 

Particulate matter with particle sizes of 2.5 microns or less (PM2.5) is perhaps the most 
important of all air pollutant because these small particles can penetrate deep into the lungs and 
cause significant health problems.  In 2005, the EPA proposed revisions to the National Ambient 
Air Quality Standards (NAAQS) that would reduce the PM2.5 24-hour standard from 65 µg/m3 
to 35 µg/m3. Essentially all of the solid particles (soot) produced in gas turbine engines are 
PM2.5 emissions.  Indeed, the major source of PM2.5 emissions produced by the Department of 
Defense (DoD) is gas turbine engine powered aircraft. In 2004, DoD aircraft produced about 
4.2x1010 kg of PM2.5 emissions. This corresponds to the production of about 2.1x1023 soot 
particles. Much of these emissions occur in local areas around active air bases. 

The formation, growth, transport, and burnout of soot are perhaps the most complex and least 
understood processes in flames and combustion systems. Soot particles containing several-
thousand carbon atoms are formed in flames from simple fuel molecules within a few 
microseconds [1]. However, these soot precursor particles on a much longer time scale interact 
with the gas-phase molecules during the surface-growth process, colloid with each other in the 
agglomeration process and react with oxygenated species in the oxidation process. All of these 
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chemical and physical two-phase processes occur simultaneously in typical nonpremixed or 
premixed flames. In gas turbine combustors, these processes are further complicated by the 
burning of practical fuels, consisting of thousands of species, and the actions of turbulent flow.  
There is a significant science base for understanding the soot processes; however, it is inadequate 
to provide accurate soot models that can aid in the design of future low sooting gas turbine 
combustors burning current and future alternative fuels.  Thus, there is a pressing need to expand 
the science base in ways that foster the development and evaluation of accurate CFD models for 
designing low sooting combustion systems. 

The Strategic Environmental Research and Development Program (SERDP) office recently 
started a comprehensive fundamental soot research initiative involving five principal research 
groups and eight supporting groups. The objectives of these coordinated programs are: (1) to aid 
the DoD in meeting current and future NAAQS PM2.5 regulations and (2) to establish the 
fundamental science base needed to develop and validate soot models that can be used to design 
low PM2.5 emission combustor in future gas turbine engines burning practical hydrocarbon 
fuels.  One of the SERDP sponsored programs involves a strongly coupled, mutually supportive 
experimental and simulation effort that investigates soot processes in different burners.  The 
burner designs progress in complexity in a way that the effects of chemical kinetics, diffusion, 
flame stretch, recirculation, and turbulence on the soot processes can be systematically studied.  
The computational part of this effort is to use a state-of-the-art, Navier-Stokes based 2D CFD 
code to aid in designing experiment, predicting and interpreting results, and evaluating soot and 
chemistry models for the suite of burners.  The CFD code used for this purpose is called 
UNICORN (UNsteady Ignition and COmbustion using ReactioNs) [2,3]. 

This paper describes the simulations performed by UNICORN using a simple soot model for the 
centerbody flames.  Predictions for the changes in flame and soot characteristics when the fuel is 
diluted with nitrogen are presented. Effects of soot radiation on flame and soot structures are also 
presented. Calculations are performed using two detailed chemical-kinetics models for assessing 
the predictive capabilities of the state-of-the-art mechanisms for ethylene combustion. Rather 
extensive calculations and the comparisons made with the experimental flames are presented in a 
companion paper that evaluates the suitability of a centerbody for studying sooting process [4]. 

2. Mathematical Model 

A time-dependent, axisymmetric mathematical model known as UNICORN (Unsteady Ignition 
and Combustion using ReactioNs) [2,3] is used for the simulation of the unsteady combusting 
flows in the centerbody combustor. It solves for u- and v-momentum equations, continuity, and 
enthalpy- and species-conservation equations on a staggered-grid system. The body-force term 
due to the gravitational field is included in the axial-momentum equation for simulating 
vertically mounted flames. A clustered mesh system is employed to trace the steep gradients in 
flow variables near the flame surface. A detailed chemical-kinetics model developed by Wang 
and Frenklach [5] is incorporated into UNICORN for the investigation of PAH and soot 
formation in ethylene flames. It consists of 99 species and 1066 elementary-reaction steps. A 
more comprehensive mechanism that involves 197 species and 2800 reactions [6], developed by 
NIST, has also been incorporated into UNICORN code for validation and future use purposes. 
Thermo-physical properties such as enthalpy, viscosity, thermal conductivity, and binary 
molecular diffusion of all the species are calculated from the polynomial curve fits developed for 
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the temperature range 300 - 5000 K. Mixture viscosity and thermal conductivity are then 
estimated using the Wilke and Kee expressions, respectively. Molecular diffusion is assumed to 
be of the binary-diffusion type, and the diffusion velocity of a species is calculated using Fick's 
law and the effective-diffusion coefficient of that species in the mixture. A simple radiation 
model based on the optically thin-media assumption is incorporated into the energy equation [7]. 
Only radiation from CH4, CO, CO2, H2O, and soot is considered in the present study. Soot 
radiation is modeled as blackbody type [8].  

Computational soot models based on the fundamental physics of soot formation and oxidation 
are not yet available. The research groups around Moss [9] and Lindstedt [10] have made some 
progress in modeling soot formation using semi-empirical models based on the mechanisms of 
particle inception, agglomeration, surface growth, and oxidation. Both the groups utilized two 
equation models with transport equations for particle number density, Ns, and soot mass fraction, 
Ys. The source terms in these soot transport equations are obtained using Lindstedt’s model [10], 
which is based on the simplifying assumption that nucleation and growth are first-order functions 
of acetylene concentrations. Soot oxidation was considered primarily due to the presence of O2 
and OH. Finally, soot agglomeration was treated as a source term in the soot number density 
equation. 

The finite-difference forms of the momentum equations are obtained using an implicit 
QUICKEST scheme [11,12], and those of the species and energy equations are obtained using a 
hybrid scheme of upwind and central differencing. At every time step, the pressure field is 
accurately calculated by solving all the pressure Poisson equations simultaneously. The LU 
(Lower and Upper diagonal) matrix-decomposition technique is used. The boundary conditions 
are treated in the same way as that reported in earlier papers [13]. This model has been 
extensively validated [2] by simulating various steady and unsteady counterflow [14-16] and 
coflow [17,18] jet diffusion flames and by comparing the results with experimental data. 

3. Results and Discussion 

The geometry of the centerbody burner was described in detail in Ref. 4. It consists of a 46-mm-
diameter disc enclosed in a cylindrical chimney with an annular gap of 17 mm. A 7.6-mm-
diameter jet is located at the center of the disc through which fuel (a mixture of ethylene and 
nitrogen) is injected at a velocity of 1.25 m/s. A mixture of air and nitrogen is flowed through the 
annular gap also at the same velocity. Calculations for the flames of the centerbody burner are 
made using a 301x161 grid system. 

Simulations are performed on a Personal Computer with 2.0 GB of memory. Execution times 
strongly depend on the number of species considered in the model and the grid size. Typically 
with 99 species and 1066 reactions (Wang-Frenklach model) on a 301X161 grid system 
simulations took ~30 s/time-step on AMD-Opteran-250 computer. Steady state solution for each 
case is obtained in about 10,000 time steps.  

In order to understand the flame structures associated with the centerbody burner, calculations 
are made for two fuel-flow cases. While pure ethylene is used as fuel for the first case, a 44-
percent-diluted ethylene-nitrogen mixture is used for the second case. For both cases less sooty 
flames are obtained by reducing the oxygen concentration in the annular flow. The oxygen-to-
nitrogen ratio used in the annular flow is 0.20 (which is achieved by adding 25% nitrogen to air). 
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Note, the fuel and oxidizer jet velocities are held constant at 1.25 m/s with uniform distribution 
for both cases. 

Results obtained for pure-fuel case are shown in Fig. 1. Axisymmetric representation of the 
flame is used while displaying the data. Centerbody with fuel- and oxidizer-jet openings is 
displayed at the bottom of each of the figures 1(a) and 1(b). While velocity vectors are 
superimposed on the temperature field on the left half of 1(a), streamlines are superimposed on 
soot-volume-fraction distribution on the right half. Similarly, iso-concentration contours of 
ethylene (black lines) and OH (red lines) are superimposed on oxygen concentration field on the 
left half of 1(b) and those of benzene are superimposed on acetylene concentration field on the 
right half. Streamlines and velocity vectors show the two recirculation zones associated with the 
centerbody flames. These recirculation zones are formed due to the separation between the fuel 
and oxidizer jets. However, due to the differences in the momentum, the recirculation zone 
closer to the oxidizer jet (primary recirculation zone, PRZ) is much larger than the one closer to 
the fuel jet (secondary recirculation zone, SRZ). These recirculation zones play a vital role in 
transporting fuel toward oxidizer and in establishing a flame along the outer edge of the 
centerbody. The leading portion of the flame curves along the outer edge of the PRZ and then 
transitions into the trailing nonpremixed jet flame when PRZ is terminated at z ~ 30 mm. Even 
though it is not that obvious, the SRZ and the PRZ terminate at the same height. Both 
temperature and OH profiles suggest that flame is becoming weak in this transition region. 

As seen in Fig. 1(a), most of the soot is located within the PRZ and is not symmetrically 
distributed within the recirculation zone This suggests that soot is formed in PRZ rather than 
formed somewhere else and transported into the recirculation zone. In fact, a significant portion 
of the fuel-side flame zone is within PRZ and all most all of the acetylene is produced along the 
outer edge of the PRZ, which is then transported toward its center. As the soot model used in the 
current simulations is based on acetylene, soot in Fig. 1(a) is also being generated and grown 
within the PRZ. Interestingly, soot doesn’t seem to accumulate in the SRZ. Velocity vectors and 
streamlines in Fig. 1(a) suggest that the flow is nearly parallel to the flame surface and turns 
inward as it approaches the end of the recirculation zone. The flow pattern and residence times 
need to be analyzed to better understand the sooting behavior of the centerbody flames.  

Results obtained for the diluted-fuel case are shown in Fig. 2. The shown variables and the 
display schemes used are identical to those used in Fig. 1. As expected, the addition of nitrogen 
in the fuel decreases the flame temperature. Interestingly, the decrease in soot volume is more 
dramatic than what one would expect based on changes in temperature. A quick look at the 
velocity and temperature fields suggest that the flame surface has moved into the core of the 
vortex especially the section where it transitioned from recirculation-supported leading flame to 
normal nonpremixed trailing flame. Such flame movement can be expected as the stoichiometric 
surface shifts closer to the fuel jet with fuel dilution. On the other hand, the sizes of the PRZ and 
SRZ in the diluted-fuel case are nearly the same as those in the pure-fuel case with the heights 
being ~ 30 mm. Since the recirculation zones behind the centerbody are established due to the 
fuel and oxidizer jets, they are not affected by the fuel dilution (molecular weights of nitrogen 
and ethylene being the same). However, as the viscosity of the fluid in the upper portion of the 
recirculation zones decreased due to lower flame temperature, the centers of the recirculation 
zones moved downstream in the diluted-fuel case. Consequently, with fuel dilution, flame 
surface shifts toward the center of the PRZ; while, the latter moves downstream (closer to the 
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flame surface). The changes in flame-recirculation-zone interaction [4] led to a dramatic 
decrease in soot formation in diluted-fuel case.   

Radial distributions of temperature and axial velocity along the centers of the PRZs for pure-fuel 
and diluted-fuel cases (heights of 9 and 11 mm, respectively) are shown in Fig. 3(a).  The 
distributions of soot volume fraction and number density are shown in Fig. 3(b). The radial 
locations of the centers of the PRZs are marked on the velocity profiles with solid circles. As 
noted earlier, the structure of the recirculation zone did not change much with fuel dilution. The 
flame temperature decreased by ~ 120 K while the gas temperature at the PRZ center increased 
over 200 K. A three-fold decrease in soot volume fraction due to nitrogen addition to fuel is 
noted in Fig. 3(b). Soot number density, which peaks on the fuel side of the peak-temperature 
location, decreased by 50%. Even though the soot number density increased in the core region of 
PRZ with fuel dilution, the soot volume decreased dramatically.  

The centerbody flames seem to produce a significant amount of soot in the leading portion of the 
flame and within the recirculation zones. Computations for these flames were performed 
assuming that radiative heat loss from soot follows that of a blackbody. Such an assumption is 
known to over estimate the actual losses. To determine the effect of soot radiation on the flames 
shown in Figs. 1 and 2 calculations are repeated by turning it off. Flame and soot structures 
obtained without soot radiation are shown in Figs. 4(a) and 4(b) for the pure- and diluted-fuel 
cases, respectively. Note the changes in the scales used for the color maps for these figures 
compared to those used in 1 and 2. 

As expected, the flame temperature decreased by as much as 100 K when the soot radiation was 
considered in the model. The decrease was more in the sooty pure-fuel flame. This drop in flame 
temperature could be responsible for the significant decrease in soot concentration predicted with 
soot radiation turned on. Even though the flame structures were significantly changed due to soot 
radiation, the recirculation zones (PRZ and SRZ) were not significantly affected. Interestingly, 
the flame weakening, in the leading-flame-to-trailing-flame transition region observed in Figs. 1 
and 2, disappeared when soot radiation was ignored. The soot volume distributions in Figs. 4(a) 
and 4(b) do not indicate any increase in soot in this region. It is not clear why temperature in this 
transition region was more affected by soot radiation than in the leading-flame or trailing-flame 
regions. Moreover, even though the soot levels in diluted-fuel case are one-third of those in pure-
fuel case, the flame-weakening behavior is similar in both the flames—suggesting that soot 
radiation itself is not responsible for such behavior.  

Calculations for the pure-fuel and diluted-fuel cases are also performed using a more 
comprehensive chemical-kinetics model developed by NIST for ethylene fuel. Temperature, soot 
and species structures obtained for pure-fuel case are shown in Fig. 5 and those for the diluted-
fuel case are shown in Fig. 6. Variables shown and the display schemes used for these figures are 
identical to those used in Fig. 1. Amazingly identical flame structures are obtained with Wang-
Frenklach and NIST mechanisms for both the flame cases. The soot structures are also very 
similar. However, acetylene and benzene concentrations predicted by NIST mechanism are 
notable lower than those predicted by Wang-Frenklach mechanism. Such a discrepancy in the 
predictions of these two mechanisms was previously noted in heptane opposing-jet flames 
studies [19]. Detailed measurements are required for sorting out the differences in these 
predictions, which will be the focus of our future work.              
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4. Conclusions 

In a companion paper [4], it was experimentally found that the sooting characteristics of a 
centerbody burner could change dramatically with changes in operating conditions.  UNICORN 
was successful in predicting the change in shape of the sooting flame.  This paper describes the 
UNICORN code and provides predictions of the sooting characteristics not reported in [4]. A 
time-dependent, axisymmetric, detailed-chemistry CFD model is used to simulate the ethylene-
air combustion in a 5.6-mm-diameter centebody burner. Combustion and PAH formation are 
simulated using Wang-Frenklach (99 species and 1066 reactions) and NIST (197 species and 
2800 reactions) mechanisms. Soot is simulated using a two-equation model of Linstedt. 
Calculations are performed for different flow conditions in which concentration of ethylene was 
reduced gradually without altering the fuel and oxidizer flow rates. The structures of the primary 
and secondary recirculation zones that are formed between the fuel and oxidizer jets are not 
greatly affected by this dilution. However, as the fuel dilution increased, the flame formed 
outside the PRZ moved into the recirculation zone and altered the sooting characteristics. 
Numerical experiments are performed for determining the effect of soot radiation on flame 
structure. The flame weakening in the transition region of the leading and trailing flame sections 
is found to result from soot radiation. Amazingly similar flame and soot structures were obtained 
with the two chemical-kinetics mechanisms used in this study.           

Acknowledgments 

Financial support for this work was provided by Strategic Environmental Research and 
Development Program (SERDP, Charles Pellerin), the Air Force Office of Scientific Research 
(AFOSR, Julian Tishkoff) and the Air Force Contract #F33615-00-C-2068 (Vince Belovich). 

References 

1. Kennedy, I. M., Prog. Energy Combust. Sci. 23:95 (1997) 
2. Roquemore W. M., and Katta, V. R., Journal of Visualization, 2 (2000) 257. 
3. Katta, V. R., Blevins, L. G., and Roquemore, W. M., Combust. Flame 142:33-51 (2005). 
4. Roquemore, M., Katta, V., Belovich, V., Pawlik, R., Lynch, A., Miller, J., Stouffer, S., 

Justinger, G., Zelina, J., Roy, S., and Gord, J., “Experimental and Numerical Studies of 
Centerbody Flames,” Paper No. P44, 5th US Combustion Meeting Organized by the Western 
States Section of the Combustion Institute  
and Hosted by the University of California at San Diego, March 25-28, 2007. 

5. Wang, M., and Frenklach, Combustion and Flame 110 (1997) 173. 
6. Tsang W., and Babushok, V., “Detailed mechanism for PAH species”  manuscript in 

preparation, National Institute of Standards and Technology, Gaithersburg, MD, 2004 
7. Annon., Computational Submodels, International Workshop on Measurement and 

Computation of Turbulent Nonpremixed Flames, http://www.ca.sandia.gov/TNF/ 
rdiation.html, (2001). 

8. Guo, H., Liu, F., Smallwood, G. J., Combustion Theory and Modeling, Vol. 8, 2004, pp. 475-
489. 

9. Mauss, F., Schäfer, T. and Bockhorn, H., Combust. Flame 99:697-705 (1994). 

589



5th US Combustion Meeting – Paper # D37  Topic: Soot 

7 

10. Lindstedt, R.P., in Soot Formation in Combustion: Mechanisms and Models (H. Bockhorn, 
Ed.), Springer-Verlag, Heidelberg, 1994, pp.417-439. 

11. Leonard, B. P., Comput. Meth. Appl. Mech. Eng. 19:59 (1979). 
12. Katta, V. R., Goss, L. P., and Roquemore, W. M., AIAA Journal, Vol. 32, No. 1, 1994, p. 84. 
13. Katta, V. R., Goss, L. P., and Roquemore, W. M., Int. J. Num. Methods Heat Fluid Flow, 

Vol. 4, No. 5, 1994, p. 413. 
14. Katta, V. R., Meyer, T. R., Brown, M. S., Gord, J. R., and Roquemore, W. M., Combust. 

Flame 137 (2004) 198-221. 
15. Katta, V. R., Carter, C. D., Fiechtner, G. J., Roquemore, W. M., Gord, J. R., and Rolon, J. C., 

Proc. Combust. Inst. 27:587-594 (1998). 
16. Katta, V. R., Meyer, T. R., Gord, J. R., amd Roquemore, W. M., Combust. Flame 132:639 

(2003). 
17. Katta, V. R., and Roquemore, W. M., AIAA J. 36:2044 (1998). 
18. Grisch, F., Attal-Tretout, B., Bouchardy, P., Katta, V. R., and Roquemore, W. M., J. Nonlin. 

Opt. Phys. Mater, 5:505 (1996). 
19. Katta, V. R., and Roquemore, W. M., “Effect of Nitromethane on Soot Formation in Heptane 

Jet Diffusion Flame”, Proceedings of 4th Joint Meeting of the U. S. Sections of the 
Combustion Institute, 2005. 

 

590



5th US Combustion Meeting – Paper # D37  Topic: Soot 

8 

 
     (a) (b) 
 
Fig. 1. Centerbody flame with pure fuel calculated using detailed chemical kinetics. (a) Velocity 
vectors and streamlines are superimposed on temperature (left half) and soot-volume-fraction 
(right half) fields, respectively. (b) Iso contours of ethylene and benzene are superimposed on 
oxygen (left) and acetylene (right) fields, respectively. Red contours represent OH.        
 

 
     (a) (b) 
 
Fig. 2. Centerbody flame with diluted fuel. Velocity, temperature, streamlines and soot volume 
fraction are shown in (a) and ethylene, oxygen, OH, acetylene and benzene are shown in (b). 
Color scales are same as the ones used in Fig. 1.     
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     (a) (b) 
 
Fig. 3. Effect of fuel dilution on (a) flame and vortex structure and (b) soot and particle 
distributions. Vortex centers are shown in (a) with filled circles.     
 

   
     (a) (b) 
 
Fig. 4. The effects of radiation on flame structure and soot formation in pure-fuel (a) and diluted-
fuel (b) cases. Velocity and streamlines are superimposed on temperature (left half) and soot-
volume-fraction (right half) fields, respectively. Note the changes in the ranges used for the 
variables.     
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This paper describes the preliminary evaluation of a centerbody burner as a tool for 
developing and evaluating soot models.  The burner consists of a 46-mm diameter disk 
symmetrically located in an 80-mm diameter annular quartz duct.  A 7.6-mm diameter 
fuel jet is located at the center of the disk.  A mixture of air and excess nitrogen is 
supplied to the annular duct at a flow rate of 250 SLPM.  Ethylene fuel, mixed with 
nitrogen, is supplied to the central fuel jet at a flow rate of 3.4 SLPM. Three flames are 
studied. They have the same air and fuel velocity (1.2 m/s) and similar vortex 
characteristics. Different sooting flame characteristics are achieved by varying the N2 
dilution in the fuel and air. For example, with no N2 dilution almost the entire surface of 
the flame is sooting. The two flames with N2 dilution have donut and ring shaped sooting 
structures.  All three of the flames have the interesting characteristic that the soot path 
lines have spiraling trajectories that terminate at the center of the recirculation zone. 
Simulations, using a 2D, CFD-based code (UNICORN), correctly estimate the structures 
of the recirculation and flame zones.  Also, reasonable estimates are presented for the 
global structure of the unusual sooting surfaces of the three flames. This is somewhat 
surprising consider the rudimentary soot model used in UNICORN.  However, the soot 
model is not sufficiently developed to capture the spiral trajectories of the soot particles. 
The spiraling path lines are correctly estimated using a particle-tracing program and flow 
field data from UNICORN.  Other computational experiments are presented that give 
insights into the interesting sooting characteristics of these flames. 

 
1. Introduction 
 
Particulate matter with particle sizes of 2.5 microns or less (PM2.5) is perhaps the most 
important air pollutant because these small particles can penetrate deep into the lungs and 
cause significant health problems.  In 2005, the EPA proposed revisions to the National 
Ambient Air Quality Standards that would reduce the PM2.5 24-hour standard from 65 
µg/m3 to 35 µg/m3. Essentially all of the solid particles (soot) produced in gas turbine 
engines are PM2.5 emissions.  Indeed, the major source of PM2.5 emissions produced by 
the Department of Defense (DoD) is gas turbine engine-powered aircraft. In 2004, DoD 
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aircraft produced about 4.2x1010 kg of PM2.5 emissions. This corresponds to the 
production of about 2.1x1023 soot particles. Much of these emissions occur in local areas 
around active air bases. 
 
The formation, growth, transport, and burnout of soot are perhaps the most complex and 
least understood processes in flames and combustion systems. Soot precursor particles 
containing several thousand-carbon atoms are formed a few microseconds in simple 
flames. However, on a much longer time-scale the soot precursor particles interact with 
gas-phase molecules during the surface-growth process, collide with each other in the 
agglomeration process, and react with oxygenated species in the oxidation process. All of 
these chemical and physical two-phase processes occur simultaneously in typical 
nonpremixed or premixed flames. In gas turbine combustors, these processes are further 
complicated by burning practical fuels, consisting of thousands of species, and the actions 
of turbulent flow.  There is a significant science base for understanding the soot 
processes; however, it is inadequate to provide accurate soot models that can aid in the 
design of future low-sooting gas turbine combustors burning current and future 
alternative fuels.  Thus, there is a pressing need to expand the science base in ways that 
foster the evaluation and development of accurate CFD models for designing low-sooting 
combustion systems. 
 
The Strategic Environmental Research and Development Program (SERDP) office 
recently started a comprehensive soot research initiative to meet the scientific challenges 
facing the Department of Defense in meeting current and future NAAQS PM2.5 
regulations in and around airbases.  The objective of the SERDP program is to establish 
the fundamental science base needed to develop and validate soot models that can be 
used to design low PM2.5 emission combustors in future gas turbine engines burning 
practical hydrocarbon fuels. The SERDP program involves five principal research groups 
and eight supporting groups. One of the SERDP sponsored programs involves a strongly 
coupled, mutually supportive experimental and simulation effort that investigates soot 
processes in different burners.  The burner designs progress in complexity in such a way 
that the effects of chemical kinetics, diffusion, flame stretch, recirculation, and turbulence 
on the soot processes can be systematically studied.  A centerbody burner was selected to 
study the effects of a laminar recirculation zone on the soot processes. 
 
The centerbody configuration, also referred to in the literature as a bluff-body burner or 
coannular jets with a large separation, is selected for these studies because it has been 
used for many years to aid the evaluation and development of combustion models 
(Roquemore, 1983), (Sturgess 1984), (Correa, 1992), (Fallot, 1997), (Liu, 2005), (Kempf, 
2006), and (Merci, 2006). It has a simple geometry with clean inlet conditions for 
modeling, clear optical access for use of laser diagnostics, and can be operated at 
conditions that give radically different flow fields and flame structures for evaluating and 
developing models. The ability to dramatically change the flow field by changing the 
inlet flow rates was first observed by (Yule 1980) for non-reacting flows and by others in 
reacting flows (Roquemore 1980), (Masri 1984), (Dally 1998), (Namazian 1989), 
(Esquiva-Dano 2001).  In this paper, the effects due to changing the flow field are not 
exploited.  Instead, laminar flames are studies in which the flow fields are about the same 
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but their sooting surfaces are radically different. To our knowledge, a centerbody burner 
has never been used to study soot at similar laminar flow conditions. 
 
This paper presents a preliminary evaluation of the suitability of the centerbody burner 
for studying soot. Experimental images of three unusually shaped sooting flames are 
compared with soot predictions made with a 2D simulation called UNICORN (UNsteady 
Ignition and COmbustion using ReactioNs). The visualized sooting flame structures, flow 
fields, and soot transport are compared with predictions made with UNICORN. 
 
2. Simulations and Modeling (UNICORN) 
 
UNICORN (UNsteady Ignition and COmbustion using ReactioNs) code is a time-
dependent, axisymmetric mathematical model, which is used for the simulation of steady 
and unsteady reacting flows. It has been developed over a fourteen-year period (Katta, 
1993) and has evolved hand-in-hand with experiments designed to test its ability to 
predict ignition, extinction, stability limits, and the dynamic and steady state 
characteristics of diffusion and premixed flames burning various fuels (Roquemore and 
Katta, 2000). UNICORN uses the simplified soot model by (Lindstedt, 1994) and a 
detailed chemical kinetics model for ethylene (Wang and Frenklach, 1997).  A simple 
radiation model based on the optically thin-media assumption is incorporated into the 
energy equation for treating radiation heat loss from gaseous species (Annon, 2001). Only 
CH4, CO, CO2, and H2O are considered as radiating species in the present study. Heat 
losses from soot particles are computed assuming blackbody radiation from the carbon 
soot particles (Guo, 2004).  A more detailed description of UNICORN is given in (Katta 
2004 and 2007). 
 

3. Experimental Set-up 

The experimental set-up is shown in Fig. 1. The centerbody is contained in a vertical 
wind tunnel designed to provide a smooth flow into the test section.  The centerbody is a 
46-mm diameter disk with a 7.6-mm diameter fuel jet located at its center. The 
centerbody is symmetrically mounted in an 80-mm ID quartz tube that extends 25 cm 
from the face of the centerbody. Ethylene fuel is used in these studies because a detailed 
chemistry mechanism exists (Wang, 1997), and because it has been widely used in soot 
studies (Smooke, et al. 2005).  A YAG laser and cylindrical lens are used to form a laser 
sheet for visualizing the soot characteristics of the flames. Mie scattering images from 
soot particles are collected with a digital camera mounted normal to the laser sheet. 

The experiments are designed so the laminar flow fields are about the same for the 
different flow conditions. However, the sooting flame structures are dramatically 
different. The volumetric flow rate of the mixture of air and excess nitrogen in the 
annular duct is 250 SLPM, and the flow rate for the ethylene fuel and nitrogen mixture in 
the central fuel jet is 3.4 SLPM. Since the molecular weight of ethylene is about the same 
as air and nitrogen, maintaining the same flow rates for the different experiments is 
equivalent to maintaining constant momentum in the air and fuel jets. Because of this, the 
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recirculation zone established by the centerbody has about the same size and shape for 
the different flames. Nitrogen addition is used to change the soot characteristics of the 
flames by dilution/chemistry effects. The average velocity of the air and fuel is about 1.2 
m/s for all of the experiments.  According to (Roquemore, 1986), this flow condition 
would correspond to a fuel jet that penetrates the recirculation zone established by the 
annular air jet. 

Results and Discussion 

The purpose of this paper is to determine if the centerbody burner is suitable for long-
term soot studies and evaluating soot models.  In the past, we have extensively used 
visualization techniques to study flames and evaluate models such as UNICORN 
(Roquemore and Katta 2000). Simple flames were selected that had distinguishing 
features that could be easily visualized.  A model that could not capture the 
distinguishing features obviously needed additional work. Although this approach is not 
sufficient for evaluating models, it does demonstrate a necessary requirement that the 
models correctly predict unusual flame features.  This strategy of studying simple flames 
with distinguishing characteristics is adopted for this preliminary evaluation of 
UNICORN and a simple soot model. 

Dramatically different sooting flame structures can be achieved by changing the N2 
dilution in the fuel and/or air jets.  This is illustrated by comparing the flame photographs 
shown in Figs 2a, 3a, and 4a.  The yellow flame represents the sooting surfaces. In Fig. 
2a, the sooting surface starts about 1 mm above the face of the centerbody and appears to 
follow the shear layer of the recirculation zone. A blue flame is located along the outer 
rim of the sooting flame surface. It results from chemiluminescence of species such as 
CH and C2 and is a reasonable marker for the stoichiometric flame surface. In all three 
flames, soot forms on the fuel rich side of the stoichiometric surface just as one would 
expect for diffusion flames. 

The sooting surface of the flame shown in Fig. 3a has a donut shape. The base of the soot 
surface has lifted about 6 mm and the attached blue flame is anchored about 1 mm above 
the centerbody face.  This donut shaped sooting surface is obtained by adding N2 to the 
air and fuel in a way that keeps their total flow rates constant. Further decreasing the fuel 
flow and increasing N2 results in a thin, soot ring structure and an attached blue flame as 
noted in Fig. 4a.  These unusual flame structures are well suited for evaluating 
UNICORN and the soot model.  However, some caution must be used in comparing 
photographed and computed flames. Only the outer edges of the observed and computed 
flame surfaces should be compared.  This is because the flame photographs are 2D 
images of 3D surfaces, and the presented calculations are 2D cross sections through the 
center of the flame. The only locations where the images overlap are at the outer surfaces. 

596



Paper # D36 Topic: Soot  
 

Parts (b) and (c) of Figures 2, 3, 4 present the calculated temperature, fuel volume 
fraction, soot volume fraction, and the soot radiation intensity contours along with the 
velocity vector fields. The calculated velocity vectors and fuel volume fraction contours 
give insight into the flow field and the processes involved in establishing and maintaining 
a flame. For example, the fuel mass fraction contours on the right side of the (b) figures 
illustrates how a small fraction of the fuel is entrained into the recirculation zone, mixed 
with hot products, and transported radially outward along the centerbody face where it 
mixes with the annular air and ignites and burns at stoichiometric conditions. This high-
temperature, stoichiometric flame can be directly compared with the blue flames in the 
photographs in Figs. 2a-4a.  The yellow flames in the photographs are due to blackbody 
radiation from the soot particles and can be directly compared with the computed 
radiation intensity from the soot. However, the radiation intensity depends exponentially 
on temperature so that a small quantity of soot in the higher temperature regions can 
dominate the soot radiation pattern.  Thus, the calculated radiation intensities do not 
indicate the regions of highest soot concentration as shown by the soot volume fraction 
contours in the (c) images. The flame photographs and the contour plots have a one-to-
one scaling, so they can be directly compared. 

UNICORN calculations capture the unusual shapes of the sooting flames and many of the 
details of the combustion process. This is noted by using enlarged transparent overlays to 
compare the observed and computed flames in Figs. 2-4. When this is done, the 
computed soot radiation intensity in Fig. 2c and the blue flame in Fig. 2a overlay almost 
perfectly. A near perfect overlay is also obtained when the observed sooting flame 
surface in Fig. 2a is compared with the computed radiation intensity surface in Fig. 2c. 
The calculations show that the radiation intensity surface is just inside the high 
temperature flame surface shown in Fig. 2b just as observed in the flame photograph.  
Similar overlay comparisons of the flame surfaces in Figs. 3 and 4 also show reasonable 
agreement.  Indeed, the calculated soot radiation intensities have similar donut and ring 
type sooting structures as those observed in the flame photographs.  The major difference 
is that the calculated radiation intensities are displaced several millimeters downstream of 
the observed donut and ring surfaces. The agreement is surprisingly good considering the 
simple nature of the soot model. 

UNICORN predicts that the highest soot concentrations are located inside the 
recirculation zone. This is noted in the calculated soot volume fraction contours shown in 
Figs. 2c-4c. The soot is also predicted to be concentrated around the vortex center, as 
shown by the superimposed velocity vector fields. This prediction can be evaluated using 
Mie scattering from a 2D laser sheet. 

Laser sheet-lit images in Figures 5a and 6a show soot path lines that spiral towards the 
center of the recirculation zone. The soot appears to form near the centerbody face and 
can be easily tracked as the particles progress towards the vortex center. The soot tends to 
accumulate at the vortex center where visual observations indicate they either burn up or 
grow to the point that they fall to the centerbody face. This very unusual phenomenon is 
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not new.  It was observed more than 20 years ago in studies with a similar centerbody 
burn on an Air Force Office of Scientific Research program (Roquemore, 1986).  
However, its’ importance to soot studies was not recognized.  The current version of 
UNICON cannot directly simulate this spiraling motion since soot is treated as a gas in 
the current model. 

It is intriguing to consider what causes the spiral trajectories of the soot particles shown 
in Figs. 5a and 6a. To explore possible answers to this question, a particle-tracking 
program embedded in UNICORN is used (Katta, 2005). It is a Lagrangian-based program 
with Newtonian particle dynamics and includes drag, thermophoretic (Goldhirsch, 1983), 
and gravitational forces. This particle-tracking program is used to explore the path lines 
of particles released in the sooting zone of the flames. 

It is evident from Fig. 5b that 5-micron diameter carbon particles, released at the location 
where the UNICORN calculations show soot is first formed, follow spiral path lines like 
the soot particles observed in Fig. 5a.  There are other interesting details that are also 
captured in the path-line calculations. For example, the center and size of the observed 
and computed vortices are almost identical and the spiral tracks have similar 
characteristics.  In Fig. 5a, the widths of the path lines are broader where the particles 
turn and start their downward motion towards the centerbody. The widths of the path 
lines become narrower as the particles approach the vortex center.  This phenomenon is 
captured by the calculation as noted by the path lines on the right side of Fig. 5b.  In this 
figure, more particles are released over a slightly wider region than is shown by the 
image on the left side of Fig. 5b. This implies that the broadening results from the 
number of soot particles and, to a lesser extend, the region in which they are produced.  
Since the particle-tracking program does not have a mechanism for destroying the 
particles, the observed narrowing of the path lines must result from some other effect that 
is not currently understood. 

The nature of the forces causing the spiral particle path lines in Figs. 5a and 6a is not 
clearly understood. Spiral trajectories for heavy particles in a Burgers vortex have been 
calculated by (Marcu, 1995).  They found that if the Stokes number is less than 16 π2A 
where A is equal to ν / Γ  (viscosity/circulation), then the radially outward centrifugal 
force is less than the inward drag force. When this happens, the particles spiral towards 
the vortex center. This analysis does not directly apply to our problem because the fluid 
in a spiraling Burgers vortex is transported towards the vortex center, which is not the 
case for the centerbody-stabilized vortex.  However, the spiral motion does depend on 
particle size. Figure 7a illustrates what happens when massless particles are released 
close to the centerbody face in the shear region where the calculations show soot is first 
formed. The black lines are the particle tracks.  The massless particles do not spiral 
toward the vortex center but form a closed path that follows the outer region of the 
recirculation zone. Particle-tracking calculations (not presented) with 0.05, 1, and 5-
micron diameter carbon particles result in spiral path lines. However, the calculated 
particle tracks shown in Fig. 7b illustrate that 50-micron diameter carbon particles have 
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sufficient momentum to carry them down stream without being entrained into the 
recirculation zone.  Thus, there is a range of particle sizes that will exhibit a spiral 
motion. Perhaps the type of nondimensional analysis performed by (Marcu, 1995) when 
applied to a bluff-body stabilized vortex can provide the conditions resulting in spiral 
path lines. 

The particles experience several forces that could contribute to their spiral motion. These 
forces include drag, thermophoresis, shear, and gravity. For the particles to spiral towards 
the vortex center, these forces must interact in a way that produces a net centripetal 
(inward directed) force. The two major forces are believed to be thermophoresis and 
drag. Their interaction could be very simple. Drag causes the particles to lose energy, and 
the thermophoresis pushes them towards the vortex center. The result is a spiraling 
motion of the particles. More studies are planned to determine if this simple explanation 
is correct. 

The soot in the donut flame also has a spiral motion as noted in Fig. 6a.  However, the 
path lines are different from those in Fig. 5a in that they have a very tight spiral that is 
almost contained in the sooting donut structure. UNICORN with particle-tracking 
calculations shown in Fig. 6b capture some but not all of observed details. For example, 
UNICORN correctly predicts the location of the vortex center, but the particle tracks are 
about the same size as those calculated for the full sooting flame show in Fig. 5a.  Thus, 
the tightly spiraling path lines shown in Fig. 6a are not predicted.  For the sooting ring 
flame shown in Fig. 4a, close visual inspection reveals that the soot particles have a very 
tight spiral trajectory that is about the same size as the sooting ring structure.  Visual 
observations show that the sooting ring is actually distributed around the vortex center 
ring of the axisymmetric recirculation zone. UNICORN with particle tracking does not 
predict this very tight spiral motion. 

Soot oxidation or burn-up may be responsible for the tight spiral motion in the donut and 
ring flames.  The sooting, donut flame is formed by adding N2 to both the fuel and air.  
The sooting ring is formed when more N2 is added to the fuel.  For nonpremixed jet 
flames, adding N2 to the fuel causes the stoichiometric flame surface to move towards the 
centerline of the burner. This also appears to happen in the centerbody flame.  The flame 
surfaces in Figs. 3 and 4 move towards the burner center line as the N2 is added to the 
fuel. This is evident in both the flame photographs and the computed temperature 
contours shown in Figs. 3 and 4. Thus, adding N2 brings the flame surface closer to the 
vortex center.  In the ring shape, sooting flame (Fig. 4a), the actual flame surface appears 
to pass through the vortex center.  For this case, consider what happens to the soot 
particles as they spiral around the vortex center. The particles with the larger radii must 
pass through the high-temperature flame zone.  If these particles are burned up in the 
high-temperature flame, they will vanish and so will their path lines. Indeed, the only 
path lines that will be observed are those close to the vortex center that don’t pass 
through the high-temperature flame or, if they do, their travel time is sufficiently small 
that they are not completely oxidized. Thus, we believe that soot particles with large radii 
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burn-up as they pass through the flame zone. This leaves only the particles with small 
radii that do not pass through the flame. They appear as tight spirals observed for the 
donut and ring flames. 

Summary and Conclusions 

Dramatically different sooting, laminar flames can be established with a centerbody 
burner. These flames have different sooting structures and other interesting features that 
make them desirable for soot model evaluation and development. For example, three 
flames, with different N2 dilution in the fuel and air, exhibit full, donut, and ring-shaped 
sooting structures.  Furthermore, the soot particle entrainment into the recirculation is an 
interesting phenomenon.  Their path lines spiral toward the vortex center in all of the 
flames. However, the spiral path lines are more tightly wrapped for the donut flame than 
for the fully sooting flame.  The spiral path for the ring flame is wrapped so tight that it is 
only about the size of the sooting ring.  The different sooting flame shapes are calculated 
with UNICORN with an accuracy that is surprising good considering the rudimentary 
nature of the soot model.  UNICORN treats the soot as large gas molecules and does not 
currently predict the path lines of actual soot particles.  Thus, UNICORN could not 
directly predict the spiral motion of the soot particles. However, it has a particle-tracking 
program that did indirectly simulate the spiral motion by tracking 5-micron diameter 
carbon particles that are released in a region where soot starts to form. The particle-
tracking program did not correctly calculate the tight spiral motion of the donut and ring 
sooting flames.  The tight spirals may result because soot particles, in large orbits about 
the vortex center, tend to burn up as they pass through the high-temperature flame, thus 
leaving only the particles with smaller radii (tighter orbits) around the vortex center.  The 
spiral path lines of the soot are postulated to result as the drag force reduces the energy of 
the particles and the thermophoretic force pushes them towards the vortex center. 
However, there are other factors that must be considered. For example, particle-tacking 
calculations show that massless particles follow a closed path around the recirculation 
zone and do not spiral towards the center, whereas the inertia of 50-micron diameter 
carbon particles carries them downstream without being entrained into the recirculation 
zone. Thus, there is a size range that has not been well quantified in which particles will 
not have a spiral motion. More detailed studies of these flames are planed in the future. 
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Figure 1. Experimental set-up showing flow controllers, test section, and laser sheet lighting arrangement.  
A digital camera (not shown) is set up normal to the laser sheet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

603



Paper # D36 Topic: Soot  
 

                           (a)                                                          (b)                                                     (c) 
 
Figure 2. (a) Photograph of sooting flame structure for an airflow rate of 250 SLPM and fuel flow rate of 
3.4 SLPM. UNICORN calculations of: (b) temperature (left) and fuel volume fraction (right); and (c) 
relative soot volume (left) and normalized soot radiation intensity (right). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          (a)       (b)                                                    (c) 
 
Figure 3. (a) Photograph of sooting flame structure for an airflow rate of 200 SLPM and 50 SLPM N2 and 
fuel flow rate of 2.1 SLPM and 1.3 SLPM N2. UNICORN calculations of: (b) temperature (left) and fuel 
volume fraction (right); and (c) relative soot volume (left) and normalized soot radiation intensity (right). 

                         (a)                                                            (b)                                                   (c) 
 
Figure 4. (a) Photograph of sooting flame structure for an airflow rate of 200 SLPM and 50 SLPM N2 and 
fuel flow rate of 1.5 SLPM and 1.9 SLPM N2. UNICORN calculations of: (b) temperature (left) and fuel 
volume fraction (right); and (c) relative soot volume (left) and normalized soot radiation intensity (right). 
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                            (a)                                                                             (b) 
 
Figure 5. (a) Photograph of sooting flame and laser sheet image of the soot structure for an airflow rate of 
250 SLPM and fuel flow rate of 3.4 SLPM. (b) Cross section of the computed path of 5-micron carbon 
particles released where the computations estimate the soot is initially formed.  Flow conditions of (a) and 
(b) are the same. 
 

                            (a)                                                                            (b) 
 
Figure 6. (a) Photograph of sooting flame and laser sheet image of the soot structure for an airflow rate of 
200 SLPM and 50 SLPM N2 and fuel flow rate of 2.1 SLPM and 1.3 SLPM N2. (b) Cross section of the 
computed path of 5-micron carbon particles released where the computations estimate the soot is initially 
formed.  Flow conditions of (a) and (b) are the same. 
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                                     (a)                                                                                          (b) 
 
Figure 7. UNICORN calculations of: (a) tracks of mass-less particles and (b) tracks of 50-micron diameter 
carbon particles.  Soot volume fraction is shown on the left side of each figure and soot radiation intensity 
is shown on the right side.  Calculations are for an airflow rate of 250 SLPM and fuel flow rate of 3.4 
SLPM. 
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1   Introduction 
 
    Laminar flamelet is an asymptotic concept introduced by Peters [1] for describing turbulent flames. If the 
relevant chemical time scales are short compared to the convection and diffusion time scales, according to 
flamelet concept, combustion takes place within asymptotically thin layers embedded in the turbulent flow. In 
other words, laminar flamelet concept allows turbulent fluctuations in a reaction layer to be treated as variations 
to the flame structure rather than deviations to the structure itself. The usefulness of laminar flamelet concept in 
modeling turbulent flames comes from the assumption that the local instantaneous composition and temperature 
of the mixture in a nonpremixed system could be modeled as being the same as those in a stretched laminar 
flame [2]. The mixture fraction and scalar dissipation rate are commonly used in linking the turbulent flame 
structure to that of the laminar flame. At a critical value of scalar dissipation rate laminar nonpremixed flame 
extinguishes due to large mixture fraction gradients. The reaction zone in physical space under such critical 
conditions becomes so narrow that diffusive heat loss will lead to quenching. This scalar-dissipation-rate analogy 
has been used in flamelet theories in modeling extinction and ignition phenomena in turbulent flames. Flamelet 
theories have been successful applied to the modeling of various nonpremixed flame systems [3]. 
    A necessary condition for the flamelet concepts to be applied is that the reaction zone must be thinner than the 
smallest scales of the turbulence, which is Kolmogorov length scale. Performing asymptotic expansion for high 
Damkohler numbers for hydrogen flames, Bilger [4] derived an expression for reaction rate and argued that 
flamelets are not asymptotically thin due to the influence of reverse reactions; which means that the reaction 
zones must be broadened due to chemical equilibrium. Even though, the regular asymptotic analysis and the non-
reacting experimental data used by Bilger [4] are not ideal for judging the validity of the flamelet theories, they 
certainly raised important issues about the applicability of the flamelet theories to the turbulent-combustion 
process. It has been widely recognized that highly resolved measurements and numerical simulations are needed 
for addressing the existence of laminar flamelets in turbulent-flow environment [5].  
    Recent numerical simulations of micro-vortex/flame interactions [6] suggested that vortices that are smaller 
than a millimeter in size cannot stretch a laminar nonpremixed flame. Instead, they destroy the flame structure 
during the interaction process. Even though these findings pose questions on the validity of the laminar flamelet 
concept, they could not disapprove the existence of infinitely thin reaction layers. A weak hydrogen-air 
nonpremixed flame is aerodynamically stretched in the present study for identifying the limits, if any, on the 
reaction layer thickness. The effect of chemical equilibrium on reaction layer thickness is also investigated.      

2   Mathematical Model 
 
    A time-dependent axisymmetric model known as UNICORN (UNsteady Ignition and COmbustion using 
ReactioNs) [7] is used for the simulations of steady flames associated with an opposed-jet burner. This model 
solves the Navier-Stokes and species- and energy-conservation equations written in the cylindrical-coordinate (z-
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r) system. A detailed-chemical-kinetics model is employed for describing the hydrogen-air combustion process. 
This model consists of 13 species--namely, H2, O2, H, O, OH, H2O, HO2, H2O2, N, NO, NO2, N2O, and N2--and 
74 elementary reactions (37 forward and 37 backward) among the constituent species. The rate constants for this 
H2-O2-N2 reaction system were obtained from Ref. [8]. 
    Temperature- and species-dependent property calculations are incorporated in the model. The governing 
equations are integrated on a nonuniform staggered-grid system. An orthogonal grid having rapidly expanding 
cell sizes in both the axial and the radial directions is employed. The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST scheme [9], and those of the species and energy equations 
are obtained using a hybrid scheme of upwind and central differencing. At every time step, the pressure field is 
calculated by solving the pressure Poisson equations simultaneously 
and utilizing the LU (Lower and Upper diagonal) matrix-
decomposition technique. UNICORN has been validated previously by 
simulating various steady and unsteady opposed and coflow jet 
nonpremixed flames [7,10]. 
    The opposed-jet-flow burner, shown in Fig. 1, consists of two 
concentric nozzle systems. Fuel (a mixture of hydrogen and nitrogen) 
is issued from the top nozzle (d0 = 20 mm) while air is issued from the 
bottom. Low speed nitrogen shroud flows (D0 = 30 mm) are used for 
both the fuel and air jets. The top and bottom nozzles are separated by 
20 mm. A flat nonpremixed flame is formed between the fuel and air 
jets in the neighborhood of the stagnation plane. The weak flame 
established with hydrogen-to-nitrogen ratio of 0.38 is aerodynamic 
stretched by increasing the fuel and air jet velocities simultaneously. 
The z-r coordinate system and a typical computed flame are shown in 
Fig. 1. Note, only one half of the flame shown in this figure is 
calculated. A non-uniform 801 x 51 mesh system distributed over a 
physical domain of 20 x 20 mm in the region between the upper and 
lower nozzles is used. An uniform mesh spacing of 0.02 mm in the 
axial (z) direction across the flame width and a rapidly increasing grid 
spacing in the radial (r) direction starting from 0.02 mm spacing at the 
axis of symmetry are achieved with this grid system.   

3   Results and Discussion 
 
    The steady-state flame shown in Fig. 1 represents a weakly stretched laminar flame obtained with fuel and air 
jet velocities of 0.4 and 0.3 m/s, respectively. As the velocities of the fuel and air jets increased, flame becomes 
thinner and its temperature decreases. Flame extinguishes for a critical set of velocities. Variations in flame 
(peak) temperature and peak heat-release rate along the centerline with respect to scalar dissipation rate at 
stoichiometry (χst) are shown in Fig. 2 for velocities ranging from 0.3 m/s through 21 m/s. Scalar dissipation rate 
(χ) is calculated from mixture-fraction formulation of Bilger [4] and using 1 m2/s for diffusion coefficient [11]. 
Results are labeled with “normal kinetics” while the open circles represent the values of the maximum-stretched 
flame. Further stretching of the flame resulted in extinguishment. The opposed-jet flame shown in Fig. 1 
extinguished when the temperature dropped to 1140 K at which the scalar dissipation rate was 1.12 s-1. To 
understand the role of chemical equilibrium on flame structure, calculations for the opposed-jet flame are 
repeated after increasing or decreasing the rates of the chemical reactions. Three sets of data with modified 
reaction rates are shown in Fig. 2. Results obtained after reducing the rates of the 37 forward reactions by half 
are shown with dash-dot lines, those obtained after doubling the rates of the forward reactions are shown in 
broken lines, and those obtained after doubling the rates of both the forward and reverse reactions are shown in 
thin lines. Changes in reaction rates affected not only the maximum stretch rate that can be applied on this flame 
but also the temperature at which extinction takes place. In general, temperature and heat release rates at 
extinction are higher with faster reactions. At a given scalar dissipation rate (χst) temperature and heat release 
rate of the flame increase with the reactivity of the system and such increase is more pronounced at higher χst. 

  
 
Fig. 1. Schematic diagram of the 
opposed-jet-flow burner modeled. 
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This behavior can be explained from the chemical-nonequilibrium state of the flame. Increase in reaction rates 
enhances reactivity in the flame zone and, thereby, shifts the flame more into equilibrium. 
    Flame thickness estimated based on the full width of the temperature profile is shown in Fig. 3 for different χst 
values and for different chemical kinetics. Thicknesses of the flame at the time of extinction are marked with 
open circles. As the stretch rate increased on the steady opposed-jet flame, its thickness decreased as suggested 
by the laminar flamelet theory. However, contrary to the assumption that stretched flames become infinitely thin 
prior to extinction, flame thicknesses at extinction obtained with normal, reduced and enhanced kinetics are all 
within the range of 1 and 2 mm. More interestingly, the thickness Vs χst plot suggests that flame thickness is 
asymptotically approaching a finite value (~ 1 mm).  
    One could argue that temperature profile may not necessarily represent the reaction zone thickness as the it 
will be influenced by the thermal and molecular diffusive transport. Typically, intermediate radical species such 
as OH, O, and H that have short lifespan are confined to reaction zones. Variations of flame thicknesses obtained 
from the full width of OH and O radical distributions are shown in Figs. 4 and 5, respectively. For a given scalar 
dissipation rate, reaction zone thicknesses obtained from OH and O radical distributions are about one half of 
that obtained from temperature. Figs. 4 and 5 suggest that the radical-based reaction-zone thicknesses are also 
asymptotically approaching a finite value as the scalar dissipation rate on the flame is increased. It is important 
to note that even the smallest thickness of 0.5 mm represents a radical profile that has been resolved with a large 
number (25) of grid points, and hence, the asymptotic thicknesses shown in Figs. 3-5 are not limited by the grid 
distribution. 
    An examination of Figs. 4 and 5 further reveals that when the forward reaction rates (kf) are reduced by half, 
the thickness of the reaction zone has increased for the similarly stretched flames (equal scalar dissipation rates). 
When the forward reaction rates are increased by 100% the reaction zone thickness decreased for the similarly 
stretched flames. On the other hand, when the reverse reaction rates (kb) are also doubled the reaction zone 
thickness did not change much. This suggests that the flames calculated using twice the normal reaction rates are 
in chemical equilibrium and any further increase in reaction rates doesn’t decrease the reaction-zone thickness. 
Which means flames are broadened (from infinitely thin reaction zone) not due to finite-rate chemistry, but due 
to equilibrium condition.  
    Calculations made with different reaction rates suggest that a minimum reaction zone thickness exists for 
flames that are aerodynamically stretched. For the hydrogen flame considered in this study, the minimum 
reaction zone thickness is in the range 0.5-1.0 mm, depending on the radical species used for obtaining the 
thickness. Consequently, flamelet theory cannot be applied to hydrogen-air nonpremixed flames for turbulent 
fluctuation length scales that are smaller than 0.5 mm. This was also evident in our previous studies [6] on 
vortex/flame interactions in which vortices smaller than 0.5 mm in diameter failed in stretching the flame.                       

4   Conclusions 
 
    A numerical study has been performed for determining the minimum possible thickness for a nonpremixed 
hydrogen-air flame. The flat flame formed between the counter flowing fuel and air jets is stretched through 
increasing jet velocities. A time-dependent model, known as UNICORN, that incorporates 13 species and 74 
reactions among the constituent species has been used for the simulation of opposed-jet hydrogen-air 
nonpremixed flame. Numerical experiments were performed through changing the reaction rates. It is found that 
a nonpremixed flame can only be stretched to a minimum thickness prior to its extinction. Contrary to the 
flamelet description for laminar stretched flames, the reaction zone thickness for a hydrogen-air nonpremixed 
flame can asymptotically reach a value in the range 0.5-1.0 mm, depending on the radical species used for 
measuring the thickness. This finding has an important bearing on turbulence modeling based on flamelet theory.  
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Fig. 2. Response of a steady state flame to aerodynamic 
stretch for different (fast vs slow) chemical kinetics. 
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Fig. 3. Thickness (based on Temperature) of a steady 
state flame at different stretch rates and with different 
(fast vs slow) chemical kinetics. 
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Fig. 4. Thickness (based on OH concentration) of a 
steady state flame at different stretch rates. 
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Fig. 5. Thickness (based on O concentration) of a 
steady state flame at different stretch rates. 
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Evaluation of Chemical Kinetics Models for Heptane 
Combustion 

Viswanath R. Katta* 
Innovative Scientific Solutions, Inc., Dayton, OH, 45440 

and 

William M. Roquemore† 
Propulsion Directorate, Wright-Patterson Air Force Base, OH, 45433 

Computational fluid dynamic (CFD) -based predictions are presented for nonpremixed 
and premixed flames burning vaporized heptane fuel. Three chemical kinetics models are 
incorporated into a time-dependent, two-dimensional, detailed-chemistry, CFD model 
known as UNICORN. The first mechanism is the San Diego (SD) mechanism (52 species and 
544 reactions), the second one is the Lawrence Livermore National Laboratory (LLNL) 
mechanism (160 species and 1540 reactions), and the third one is the National Institute of 
Standards and Technology (NIST) mechanism (197 species and 2926 reactions). Numerical 
models are validated through simulating an opposing-jet nonpremixed flame that was 
previously studied experimentally. Models are also tested for their accuracies in predicting 
strain-induced extinction and autoignition. Compared to traditional one-dimensional models 
for opposing-jet flames, two-dimensional simulations are found to give results closer to the 
experimental values. All three mechanisms are reasonably close to each other in predicting 
co-axial jet nonpremixed and premixed flames. SD mechanism is found to be slightly stiffer 
than the other two mechanisms, especially in solving for premixed combustion. While LLNL 
kinetics resulted in a steady Bunsen-type premixed flame, SD and NIST mechanisms yielded 
cellular-type flame structures for the same flow conditions.        

I. Introduction 

Detailed chemical kinetics for describing combustion of higher hydrocarbon fuels involves several hundred 

species and several thousand elementary reactions. The need for more accurate and presumably larger chemical-
kinetic mechanism is being strongly driven by the escalating costs of petroleum-based fuels and the need to develop 
alternate fuels. Indeed, new fuel mechanisms are being rapidly developed. Traditionally, such newly developed 
mechanisms are validated through the simulations of zero- and one-dimensional flames using codes such as 
RUN1DL,1 OPPDIF,2 and CHEMKIN3 and comparing the results with the available experimental data. Extensive 
experimental data for the intermediate species concentrations are required for obtaining a reasonably calibrated 
kinetics mechanism. However, it is not always feasible to obtain concentrations of the numerous hydrocarbon 
intermediates generated during the combustion of complex hydrocarbon fuels. As a result, validation of newly 
developed complex chemical-kinetics mechanisms using traditional approaches can only be partially performed.  

One of the dangers in using partially validated mechanisms is that the simulations for a reacting flow under 
certain conditions may look reasonable, but may result in poor simulations under different conditions. This was 
demonstrated by Katta et al.4 using recently developed mechanisms for JP-8 fuels. Three JP-8 mechanisms were 
investigated. One came from Ranzi’s group, the second one from University of Utah, and the third one came from 
the Propulsion Directorate of the Air Force Research Laboratory (AFARL/PR). These three mechanisms were 
                                                           
* Senior Engineer, vrkatta@erinet.com, 2766 Indian Ripple Road, AIAA Associate Fellow. 
† Senior Scientist, melvyn.roquemore@wpafb.af.mil, Building 5, 1950 Fifth Street, AIAA Fellow. 
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developed independently and validated using the limited experimental data on ignition delay and flame speeds. The 
Violi mechanism (Ranzi’s group)5 has 161 species and 1538 reactions, which includes some global-type reactions, 
the University of Utah mechanism6 has 208 species and 2186 reactions, and the Mawid mechanism (AFRL/PR)7 has 
216 species and 3000 reactions. These three mechanisms were incorporated into UNICORN and calculations were 
performed for a variety of two-dimensional flame systems. It was found that the flame structures predicted by these 
mechanisms were radically different from each other and more importantly the blowout characteristics of a 
nonpremixed flame varied significantly from mechanism to mechanism. Disappointingly, the partially validated 
chemistry models were found to be of only limited use in the simulations of multidimensional flames. Thus, there 
exists a great need for validating these complex mechanisms through the simulation of multidimensional flames 
using robust and efficient CFD codes that can handle large chemical-kinetics mechanisms.8  

Chemical-kinetic-mechanisms that describe oxidation of n-heptane (n-c7H16) have been developed by numerous 
investigators.9-10 n-Heptane is a primary reference fuel for octane rating in internal combustion engines. Extensive 
experimental work has been performed for validating/developing detailed mechanisms for n-heptane.11-12 However, 
these mechanisms were not tested for their ability to predict multi-dimensional flames. This is, in part, due to lack of 
detailed experimental data in laboratory jet flames and, in part, due to lack of robust CFD models that can perform 
multi-dimensional calculations using large chemical kinetics. UNICORN is a time-dependent two-dimensional 
numerical model that is being developed for simulating the dynamic characteristics of nonpremixed and premixed 
flames using very large chemical kinetic mechanisms.8 This paper describes the predictions made for n-heptane 
flames using three detailed chemical kinetics models.   

II. Mathematical Model 
UNICORN (UNsteady Ignition and COmbustion using ReactioNs) code13,14 is a time-dependent, axisymmetric 

mathematical model, which is used for the simulation of unsteady reacting flows. It is capable of performing direct 
numerical simulations (DNS) and has been developed over a ten-year period. Its evolution has been in conjunction 
with experiments conducted to test its ability to predict ignition, extinction, stability limits, and the dynamic 
characteristics of nonpremixed and premixed flames of various fuels. It solves for u- and v-momentum equations, 
continuity, and enthalpy- and species-conservation equations on a staggered-grid system. The body-force term due 
to the gravitational field is included in the axial-momentum equation for simulating vertically mounted flames. A 
clustered mesh system is employed to trace the large gradients in flow variables near the flame surface. Three 
detailed chemical-kinetics models developed for heptane- combustion are incorporated. First one is San Diego (SD) 
mechanism.15 It consists of 52 species and 544 elementary reactions. The second one is Lawrence Livermore 
National Laboratory (LLNL) mechanism.16 It consists of 160 species and 1540 reactions. And the third one is 
National Institute of Standards and Technology (NIST) mechanism.17 It consists of 197 species and 2926 reactions. 
Thermo-physical properties such as enthalpy, viscosity, thermal conductivity, and binary molecular diffusion of all 
the species are calculated from the polynomial curve fits developed for the temperature range 300 - 5000 K. Mixture 
viscosity and thermal conductivity are then estimated using the Wilke and Kee expressions, respectively. Molecular 
diffusion is assumed to be of the binary-diffusion type, and the diffusion velocity of a species is calculated using 
Fick's law and the effective-diffusion coefficient of that species in the mixture. A simple radiation model based on 
the optically thin-media assumption is incorporated into the energy equation.18 Only radiation from CH4, CO, CO2, 
and H2O is considered in the present study. 

The finite-difference forms of the momentum equations are obtained using an implicit QUICKEST scheme,19,20 
and those of the species and energy equations are obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the LU (Lower and Upper diagonal) matrix-decomposition technique. Different 
types of boundary conditions such as adiabatic wall, isothermal wall, symmetric surface, outflow, and inflow can be 
applied to the boundaries of the computational domain.21 

The simulations presented here are performed on a single cpu, AMD Opteron Personal Computer with 2.0 GB of 
memory. Typical execution time is ~30 s/time-step for the coaxial-nonpremixed-flame simulations. Steady state 
solutions are typically obtained in about 2,000 time steps starting from the solution obtained using the global 
combustion chemistry model. 

III. Results and Discussion 
Multidimensional-flame simulations using UNICORN can be performed on a Personal Computer with 2.0 GB of 

memory. Execution times strongly depend on the number of species considered in the chemical-kinetics model and 
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the grid size. The calculations made with different heptane chemical kinetics models are presented in the following 
subsections:    

A. Validations for Flame Structure 
The opposing-jet flame considered for validating the numerical models is formed between pre-vaporized heptane 

and air jets. This flame represents a weakly stretched laminar flame and the experiments were carried out by Seiser 
et al.11 The burner for gaseous reactants is made up of two opposing ducts with inner diameters of 22.2 mm through 
which reactants are introduced. The distance between the ducts is 10 mm. The mixture of n-heptane vapor and 
nitrogen is introduced from the bottom duct while air is introduced from the top duct. The temperatures of the fuel 
and air jets are 338 and 298 K, respectively. Experiments were conducted for different strain rates (velocities) and 
measurements for temperature and species were made along the burner centerline. For model validation purpose the 
data obtained at strain rate of 150 s-1 is considered.  
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Here, V1 and V2 represent the velocities of the fuel and air, respectively and ρ1 and ρ2 represent the respective 

densities. L is the separation between the fuel and oxidizer ducts. Fuel is composed of 15% heptane and 85% 
nitrogen. The fuel and air velocities used for the 150-s-1 flame are 0.342 and 0.375 m/s, respectively. Two-
dimensional simulations for the flowfield between the upper and lower ducts are performed using a 301x41 variable 
grid system. This grid yielded a mesh spacing of 33 μm across the flame surface in the axial direction. Calculations 
for this flame are performed using the three chemical kinetics models. The three steady state flames obtained are 
shown in Fig. 1. Temperature distributions color-coded with rainbow color scheme (red and violet representing 300 
and 1700 K, respectively) are shown in Fig. 1. The nonpremixed flame formed between the two reactant ducts is 
slightly curved upward toward air duct. All three mechanisms resulted in nearly identical flames in shapes and sizes. 

Temperature and axial-velocity distributions along the centerline across the flame are shown in Fig. 2. While the 
computed profiles are shown with lines temperature measurements obtained by Seiser et al.11 are plotted with solid 
symbols. Even though the moments of the fuel and oxidizer jets were matched, the stagnation plane (plane 
perpendicular to the centerline and passing through U = 0 location) is located ~ 0.5 mm away from the midsection 
toward the fuel duct. The peak-temperature surface is located ~ 0.2 mm away from the midsection toward the air 
duct, which is also the case in the experiments. All three mechanisms resulted in nearly identical temperature and 
velocity profiles. Calculated temperature profiles compare well with measured one. Maximum temperature predicted 
by NIST mechanism is ~ 40 K lower than that obtained with SD or LLNL mechanism. 

Distributions of fuel, oxygen, H2O, and CO2 along the centerline are shown in Fig. 3 along with the measured 
one. Once again, all three models predicted nearly the same distributions for these species. Comparisons with 
experiment are also reasonable. However, this is not the case for the other species such as fuel and radical species. 
Distributions of H2, CO and C2H2+C2H4 are shown in Fig. 4 and those of CH4, C3H6 and C2H6 are shown in Fig. 5. 
In general, models are over predicting the concentrations for all these species. Note similar discrepancies between 
measurements and calculations were also obtained with a one-dimensional model CHEMKIN in conjunction with a 
shortened version of SD mechanism.11 While SD and NIST mechanisms predict the same H2 concentrations LLNL 
mechanism is resulting in ~ 25% more. Differences in the predictions made by the three mechanisms may be noted 
for all the species shown in Figs. 4 and 5. However, these differences did not cause any deviations in the overall 
flame structures shown in Figs. 1 and 2. It will be interesting to see the impact of these differences on the structures 
of the co-axial premixed and nonpremixed jet flames.            

B. Validations for Strain-Induced Extinction 
Using the burner described in the previous section Seiser et al.12 have obtained strain rates for extinguishing the 

flames. Selecting a particular value for the n-heptane-nitrogen ratio in the fuel jet and a matching ratio (based on 
flame-sheet location) for the air and nitrogen in the oxidizer jet Seiser et al.12 obtained critical conditions for 
extinction. They performed these experiments by varying the fuel and oxidizer jet velocities while allowing only a 
small change in the flame location by matching the momentums of these jets. Calculations with UNICORN code 
with SD, LLNL, and NIST mechanisms are performed for obtaining critical extinction conditions for a specific n-
heptane-nitrogen ratio. The temperatures of the fuel and oxidizer streams are 345 and 298 K, respectively. Fuel is 
composed of 28.2% n-heptane and 71.8% nitrogen by volume. Oxidizer is composed of 20.5% oxygen and 79.5% 

613



46th AIAA Aerospace Sciences Meeting and Exhibit, Reno, NV, Jan. 07-10, 2008. AIAA-2008-1015 

 
American Institute of Aeronautics and Astronautics 

 

4

nitrogen. Reactant ducts are separated by 10 mm. Calculations with the three mechanisms are repeated by gradually 
increasing the fuel and oxidizer jet velocities until the flame is extinguished. Incremental changes to the velocities 
were decreased as the flame approaches extinction conditions. Due to an imbalance between the heat produced in 
the flame and heat transported away from the flame, maximum temperature decreases with strain rate (or velocity). 
A typical strained flame obtained at near-extinction limit is shown in Fig. 6. Since only the central part of the flame 
is strained due to the impinging reactant jets maximum temperature decreased only in this region. Flame became 
thin, but not infinitely thin, compared to the weakly strained one in Fig. 1.  

Results obtained in the form of changes to the maximum temperature with increase in strain rate are shown in 
Fig. 7. Strain rate measured for the critical flame (just prior to extinction) is also shown in Fig. 7 with a hatched 
rectangle. Significant differences are found in the flame responses predicted by the three mechanisms. LLNL 
mechanism is giving the most stable flame with a critical extinction strain rate of 447 s-1. This compares well with 
the measured value of 460 s-1. NIST mechanism, which predicts lower maximum temperatures (Fig. 2), resulted in 
flame extinction for a strain rate of 340 s-1. SD mechanism, which predicts higher temperatures in weakly strained 
flames (Fig. 2), resulted in extinction for a strain rate of 405 s-1. Interestingly, one-dimensional calculations 
performed for this flame using LLNL mechanism by Seiser et al.12 obtained an extinction strain rate of 520 s-1 which 
is ~ 13% higher than the measured value. The two-dimensional simulations performed in this study using the same 
mechanism resulted extinction strain rate that is only 3% lower than the measurements. This suggests that the one-
dimensional assumption for the flowfield at higher strain rates is not appropriate. Such differences in extinction 
conditions between the one-d and two-d simulations were also note by Katta et al.22 in partially premixed flames.             

C. Validations for Autoignition 
Using opposing-jet flame configuration Seiser et al.12 have conducted autoignition experiments. They issued n-

heptane-nitrogen mixture from the bottom duct and heated air from the top duct. Autoignition condition was reached 
by gradually increasing the air temperature. The volume fraction of n-heptane in the fuel jet was kept constant at 
15% while the fuel temperature is maintained at 378 K. Experiments were performed for different strain rates. For 
validation purpose calculations for this configuration are performed for a strain rate of 400 s-1. Two-dimensional 
simulations using SD, LLNL, and NIST mechanisms are performed by gradually increasing the air temperature. 
Since autoignition depends not only on temperature but also on induction time, calculations for this problem must be 
performed sufficiently long in time—beyond the time required for establishing a steady-state flowfield. Temperature 
distribution obtained for a 1282-K-airflow case is shown in Fig. 8. This is computed using SD mechanism and flame 
has not been established, as autoignition did not take place. However, when the airflow temperature is increased by 
another degree to 1283 K autoignition took place. 

Heated air mixes with the relatively cold fuel in the region surrounding the stagnation plane. Mixing of fuel and 
oxygen also simultaneously takes place. A combination of local equivalence ratio, strain rate and temperature 
determines the whether autoignition takes place or not. Therefore, one should not refer air temperature itself to as 
autoignition temperature and the ability of a chemical kinetics mechanism in predicting autoignition must be 
assessed by simulating the entire flowfield. Two-dimensional calculations are performed using three mechanisms. It 
is observed that temperature and OH concentration in the mixing region increase exponentially with air temperature. 
Therefore, for tracing autoignition process, computed results in the form of maximum temperature and OH 
concentration at different air temperatures are shown in Fig. 9. The conditions at which autoignition took place in 
the calculations are marked with solid circles. The air temperature at which autoignition took place in the 
experiment is shown with hatched rectangle. Among the three mechanisms, NIST one is predicting autoignition 
process closer to the experiment. One-dimensional calculations performed with LLNL mechanism12 resulted 
autoignition when air temperature was 1237 K. Two-dimensional calculation with the same mechanism predicted 
(Fig. 9) autoignition at 1264 K. In comparison experiment has suggested 1204-K air temperature for autoignition. 
However, there is about 50 K error margin associated with the measurements made by Seiser et al.12              

D. Simulation of a Co-Axial Jet Premixed Flame  
     Flame speed is another characteristic parameter of fuel-air mixture, which needs to be represented accurately by 
the chemical kinetics employed. For understanding the flame-speed characteristics of the chemical-kinetics 
mechanisms calculations are performed for a Bunsen-type coaxial premixed flame using the three kinetics models. 
To allow for possible flashbacks in premixed systems a 5-mm-long fuel tube is included in the calculations. The 
inner and outer radii of the tube are 5.6 and 6.4 mm, respectively. Preheated stoichiometric fuel and air mixture at 
400 K exits the fuel tube at an average velocity of 1.6 m/s. A parabolic, fully developed velocity profile is assumed 
at the inlet of the fuel tube. A computational grid of 201x107 is used for discretizing the physical domain of 20 cm x 
5 cm in axial and radial directions, respectively. While calculations with LLNL and NIST mechanisms were carried 
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with a time-step of 0.05 ms, calculations with SD mechanisms had to be carried with a time-step of 0.02 ms due to 
the difficulties with convergence. Results obtained with SD, LLNL, and NIST mechanisms are shown in Figs. 10, 
11, and 12, respectively. Temperature distributions color-coded with rainbow scheme (violet representing 300 K and 
red representing 2300 K) are shown in 10a, 11a, and 12a. Similarly, H2-mole-fraction distributions between 0 and 
0.002 are shown in b figures, O2-mole-fraction distributions between 0 and 0.233 are shown in c figures and OH-
mole-fraction distributions between 0 and 0.005 are shown in d figures.   
     Since the velocity profiles used in all the calculations shown in Figs. 10-12 are the same, the surface area of the 
inner cone (or the height of the inner cone for equal base diameters) directly represent the flame speed. As seen from 
Figs. 10a and 12a the SD and NIST mechanisms yielded nearly identical inner cone shapes and heights and, hence, 
have the same flame speeds. Both are exhibiting cellular flame structures. In fact, calculations with these two 
mechanisms did not reach a steady-state solution. On the other hand, calculations made with LLNL mechanism 
resulted in a steady flow with a smooth flame surface. Also, burning velocity estimated from inner cone height of 
Fig. 11c is nearly 20% less than that obtained with the other two mechanisms. These differences and similarities in 
burning velocities obtained with different mechanisms are inconsistent with the extinction and autoignition 
properties obtained previously.   

E. Simulation of a Co-Axial Jet Nonpremixed Flame  
     Flat flames obtained in opposing-jet configurations provide a good platform for testing the chemical-kinetics 
mechanisms. However, unlike most practical flames, opposing-jet flames do not have stability issues, as they do not 
posses leading edges. The role of chemical kinetics in the stability of jet flames is significant and, therefore, 
proposed chemical-kinetics mechanisms must also be tested for their ability in predicting nonpremixed jet flames as 
well. The advantage of codes like UNICORN is that once a chemical-kinetics mechanism is incorporated they can 
be used for the simulation of both opposing- and coaxial-jet flames. 
     Calculations for n-heptane coaxial nonpremixed jet flame are performed using the three chemical-kinetics models 
considered in the present work. The simulated burner has a central fuel tube of 0.6-cm radius and is surrounded by a 
5-cm radius coflowing air. Preheated n-heptane at 400 K is issued at a velocity of 2.2 cm/s. Coannular flow consists 
of room-temperature air issued at a velocity of 9.2 cm/s. Such low-velocity conditions were chosen so that stable 
flames are established with all the three chemical-kinetics models. A computational grid of 201x71 is used for 
discretizing the physical domain of 20 cm x 5 cm in axial and radial directions, respectively. Grid clustering is used 
for placing most of the grid lines in the flame zone. Initial conditions (flame) for the detailed-chemistry calculations 
are obtained from the simulation using a global-chemistry UNICORN code. Calculations with all three mechanisms 
were carried using a time-step of 0.05 ms. 
     Results for the coaxial nonpremixed jet flame obtained with the SD, LLNL, and NIST mechanisms are shown in 
Figs. 13, 14, and 15, respectively. Temperature distributions color-coded with rainbow scheme (violet representing 
300 K and red representing 2100 K) are shown in 13a, 14a, and 15a. Similarly, H2-mole-fraction distributions 
between 0 and 0.004 are shown in b figures, O2-mole-fraction distributions between 0 and 0.233 are shown in c 
figures and OH-mole-fraction distributions between 0 and 0.003 are shown in d figures.  
     In general, all three models predict nearly the same flame shape with tips burning hotter than the bases. The 
flames are anchored to the burner rim on the outer edge. There are several differences in these predictions. LLNL 
mechanism predicts higher H2 concentration inside the flame than that predicted by NIST mechanism, which is 
higher than that predicted by SD mechanism. First part of this difference is consistent with the predictions made for 
the opposing-jet flame (Fig. 4); however, the second part is not. In opposing jet flame both the SD and NIST 
mechanisms yielded nearly the same H2 concentrations. OH predicted by NIST mechanism is lower than those 
predicted by the other two mechanisms. Oxygen tends to leak from the flame base into the fuel jet for SD and NIST 
mechanisms while flame base is tightly anchored to the burner rim in LLNL simulation. This is consistent with the 
burning velocities obtained with Bunsen-type-premixed-flame calculations.                   

 

IV. Conclusion 
A computational study was performed to elucidate the differences in the combustion characteristics predicted by 

different detailed chemical kinetics modes for n-heptane fuel. Three chemical kinetics models are considered in the 
present study. They are 1) San Diego (SD) mechanism (52 species and 544 reactions), 2) Lawrence Livermore 
National Laboratory (LLNL) mechanism (160 species and 1540 reactions), and 3) National Institute of Standards 
and Technology (NIST) mechanism (197 species and 2926 reactions). These mechanisms were incorporated into a 
time-dependent, two-dimensional, detailed-chemistry, computation-fluid-dynamics model known as UNICORN. 
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Numerical models are validated through simulating an opposing-jet nonpremixed flame that was previously studied 
experimentally. Models are also tested for their accuraciees in predicting strain-induced extinction and autoignition. 
Compared to traditional one-dimensional models for opposing-jet flames, two-dimensional simulations are found to 
give results closer to the experimental values. Predictions are made for two-dimensional nonpremixed and premixed 
jet flames burning vaporized heptane fuel. All three mechanisms are reasonably close to each other in predicting co-
axial jet nonpremixed and premixed flames. SD mechanism is found to be slightly stiffer than the other two 
mechanisms, especially in solving for premixed combustion. While LLNL kinetics resulted in a steady Bunsen-type 
premixed flame, SD and NIST mechanisms yielded cellular-type flame structures for the same flow conditions.   
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Fig. 1. Opposing-jet non-premixed heptane flame 
simulated using (a) SD mechanism, (b) LLNL 
mechanism, (c) NIST mechanism. Global strain rate is 
150 s-1. Temperature distributions are shown between 
300 and 1700 K.   
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Fig. 2. Distributions of temperature and axial velocity 
plotted along the centerline. Lines represent profiles 
computed using different chemical kinetics 
mechanisms and symbols represent measurements of 
Seiser et al.11 Global strain rate is 150 s-1.  
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Fig. 3. Distributions of fuel, oxygen, H2O, and CO2 
plotted along the centerline. Lines represent profiles 
computed using different chemical kinetics 
mechanisms and symbols represent measurements of 
Seiser et al.11 Global strain rate is 150 s-1.  
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Fig. 4. Distributions of intermediate fuel species H2, 
C2H2+C2H4, and CO plotted along the centerline. 
Lines represent profiles computed using different 
chemical kinetics mechanisms and symbols represent 
measurements of Seiser et al.11 Global strain rate is 
150 s-1.  
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Fig. 5. Distributions of intermediate species CH4, 
C3H6, and C2H6 plotted along the centerline. Lines 
represent profiles computed using different chemical 
kinetics mechanisms and symbols represent 
measurements of Seiser et al.11 Global strain rate is 
150 s-1.  
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Fig. 6. Near-extinction opposing-jet non-premixed 
heptane flame simulated using SD mechanism. Global 
strain rate is 408 s-1. Temperature distribution is 
shown between 300 and 1800 K.   
 

1600

1650

1700

1750

1800

150 200 250 300 350 400 450 500

T m
ax

 (K
)

Strain Rate (s-1)

SD Mechanism

LLNL Mechanism

NIST Mechanism

M
ea

su
re

d 
Ex

tin
ct

io
n 

St
ar

in
 R

at
e

 
Fig. 7. Maximum flame temperatures obtained at 
different strain rates. Solid circles represent extinction 
conditions.   
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Fig. 8. Temperature distribution between the opposing 
jets of premixed heptane-air fuel and 1282-K air. 
Global strain rate is 400 s-1. Temperature distribution 
is shown between 300 and 1300 K.   
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Fig. 9. Maximum temperatures and OH concentrations 
obtained for different air temperatures. Solid circles 
represent ignition conditions.   
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Fig. 10. Premixed flame calculated using SD mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Fig. 11. Premixed flame calculated using LLNL mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Fig. 12. Premixed flame calculated using NIST mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Fig. 13. Non-premixed flame calculated using SD mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Fig. 14. Non-premixed flame calculated using LLNL mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Fig. 15. Non-premixed flame calculated using NIST mechanism. Distributions of (a) T, (b) H2, (c) O2, and (d) OH 
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Abstract  

As the detailed chemical-kinetics mechanisms are usually developed and validated through the simulation of 
zero- and one-dimensional flames, their performance in predicting a multidimensional flame must be tested prior to 
using them in a combustor design. Predictive capabilities of various detailed chemical-kinetics mechanisms for 
ethylene-air combustion are investigated in this paper through the simulation of a nonpremixed jet flame. A time-
dependent, axisymmetric mathematical model is used for the flame simulation. Five detailed chemical-kinetics 
models; namely, 1) Wang-Frenklach mechanism (99 species and 1066 reactions), 2) Wang-Colket mechanism (171 
species and 2002 reactions), 3) San Diego (SD) mechanism (52 species and 544 reactions), 4) NIST mechanism (197 
species and 2926 reactions, and 5) LLNL mechanism (160 species and 1540 reactions) are considered. A two-equation 
soot model is used in conjunction with the detailed-chemistry models for the simulation of sooty ethylene flames. 
Calculations are made with and without soot for identifying the impact of soot model on the chemistry models and 
vice versa. It is found that all the five chemistry models predict a nonpremixed jet flame equally well when soot was 
not considered. However, when soot was included predictions deviated from each other and San Diego mechanism 
yielded results that are closest to the experiment.   

 

                                                           
* Corresponding author: vrkatta@erinet.com 
Proceedings of the 2008 Technical Meeting of the Central States Section of The Combustion Institute 

Introduction 
Detailed chemical kinetics for describing combustion 

of hydrocarbon fuels involves several hundred species 
and several thousand elementary reactions. Traditionally, 
mechanisms are developed and validated through the 
simulations of zero- and one-dimensional flames using 
codes such as RUN1DL [1], OPPDIF [2], and CHEMKIN 
[3] and comparing the results with the available 
experimental data from shock tube, opposing-jet burner, 
premixed-flat-flame burner, etc. Extensive experimental 
data for the concentrations of intermediate species are 
required for obtaining a reasonably calibrated kinetics 
mechanism. However, it is not always feasible to obtain 
concentrations of the numerous hydrocarbon 
intermediates and, as a result validation of complex 
chemical-kinetics mechanisms is often partially 
performed. On the other hand, chemical-kinetics 
mechanisms are developed, in part, for the simulation of 

flames in aircraft combustors, which are multidimensional 
in nature. It is risky to make predictions for a practical 
flame using a partially validated chemical kinetics 
without knowing how it performs under convection-
diffusion environment. A two dimensional, nonpremixed 
ethylene flame is simulated in this paper using five 
detailed chemical kinetics models and the results are 
compared with the experimental data. Details of these 
simulations and comparisons are described in this paper.  

A two-dimensional numerical model known as 
UNICORN (Unsteady Ignition and Combustion using 
ReactioNs) [4] that has the capability to incorporating 
large detailed chemical-kinetics mechanisms was 
developed at AFRL/RZ for the simulation of dynamic 
nonpremixed and premixed jet flames. This model is 
being used for studying flame systems and evaluating 
large chemical mechanisms and soot models on programs 
sponsored by the Air Force Office of Scientific Research 
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(AFOSR) and the Strategic Environmental Research and 
Development Program (SERDP).           

 
Numerical Model 

A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [4, 5] is used for simulating co-axial jet 
nonpremixed flames. It solves for u- and v-momentum 
equations, continuity, and enthalpy- and species-
conservation equations on a staggered-grid system. The 
body-force term due to the gravitational field is included 
in the axial-momentum equation for simulating vertically 
mounted flames. A clustered mesh system is employed to 
trace the large gradients in flow variables near the flame 
surface. Five detailed chemical-kinetics models available 
in the literature for ethylene combustion are incorporated 
into UNICORN for the investigation of sooty 
nonpremixed flames. The first mechanism considered is 
Wang-Frenklach mechanism [6]. It consists of 99 species 
and 1066 elementary reactions. This mechanism has been 
extensively validated using shock-tube and flat-flame-
burner data. The second one is Wang-Colket mechanism 
[7]. It has been developed from Wang-Frenklach 
mechanism by considering wider range of experimental 
data [8]. It consists of 171 species and 2002 elementary 
reactions. Third one is San Diego (SD) mechanism [9]. It 
consists of 52 species and 544 elementary reactions. The 
fourth one is National Institute of Standards and 
Technology (NIST) mechanism [10]. It consists of 197 
species and 2926 reactions. The fifth one is Lawrence 
Livermore National Laboratory (LLNL) mechanism [11]. 
It consists of 160 species and 1540 reactions.  

Thermo-physical properties such as enthalpy, 
viscosity, thermal conductivity, and binary molecular 
diffusion of all the species are calculated from the 
polynomial curve fits developed for the temperature range 
300 - 5000 K. Mixture viscosity and thermal conductivity 
are then estimated using the Wilke and Kee expressions, 
respectively. Molecular diffusion is assumed to be of the 
binary-diffusion type, and the diffusion velocity of a 
species is calculated using Fick's law and the effective-
diffusion coefficient of that species in the mixture. A 
simple radiation model based on the optically thin-media 
assumption is incorporated into the energy equation [12]. 
Radiation from only CH4, CO, CO2, and H2O is 
considered. Radiation from soot is treated as that from a 
blackbody [13].  

The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme [5] and those of the species and energy equations 
are obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is 
accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the LU (Lower and 
Upper diagonal) matrix-decomposition technique. The 
boundary conditions are treated in the same way as that 
reported in earlier papers [14]. 

This study utilized a two-equation model for soot 
with transport equations for particle number density, Ns, 
and soot mass fraction, Ys. These equations can be written 
for unsteady flow as 

 
∂ρNs

∂t
+∇⋅ ρVNs( )−∇⋅ ρDNs

∇Ns( )=ωN s
 (1) 

 
∂ρYs

∂t
+∇⋅ ρVYs( )−∇⋅ ρDs ∇Ys( )=ωs   (2) 

 
where V is the velocity vector, ρ is density, D is the 
molecular diffusion coefficient, and ω is the production 
term from chemical reactions. The two source terms in 
Eqs. 1 and 2 are obtained using Lindstedt’s model [15], 
which is based on the simplifying assumption that 
nucleation and growth are first-order functions of 
acetylene concentrations. 

 
Results and Discussion 

Sooting characteristics of a vertically mounted 
laminar nonpremixed ethylene-air jet flame were studied 
experimentally by Santoro et al [16, 17]. The atmospheric 
pressure, co-annular burner used in those experiments 
consists of 11.1-mm-inner-diameter fuel tube with a wall 
thickness of 0.8 mm which is enclosed in a 102-mm-
inner-diameter brass cylinder. Several inserts such as 
ceramic honeycomb, brass screens and glass beads were 
used in the annular gap between the two tubes to give 
uniform exit velocity for the air flowing through this gap. 
The fuel tube, which extends 2.5 mm above the burner 
surface, is also partially filled with glass beads for flow 
conditioning. A 46-cm-long glass chimney is mounted on 
the outer brass cylinder for protecting the flame from 
room-air disturbances. Details of the experimental 
procedure and the measurement techniques are given in 
References 16. 

 Detailed temperature and species measurements 
were obtained for a nonpremixed flame in which pure 
ethylene was issued at a velocity of 3.91 cm/s from the 
fuel tube. Coannular flow consists of room-temperature 
air issued at a velocity of 8.8 cm/s. Calculations for this 
flame are performed using the five chemical-kinetics 
models; namely, Wang-Frenklach, Wang-Colket, San 
Diego, NIST and LLNL mechanisms listed previously. A 
computational grid of 301x101 is used for discretizing the 
physical domain of 46 cm x 5.1 cm. Grid clustering is 
used for placing most of the grid lines in the flame zone. 
As a result the grid spacing obtained in the flame zone is 
0.2 mm in both axial and radial directions. Initial 
conditions (flame) for the detailed-chemistry calculations 
were obtained from the simulation performed using a 
global-chemistry UNICORN code. Calculations with all 
five mechanisms are carried using a time-step of 0.05 ms. 

None of the five chemical-kinetics models considered 
in the present study were developed taking sooting 
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characteristics into account. The two-equation soot model 
described earlier is added to each of these five chemical-
kinetics models for predicting soot in nonpremixed 
flames. Since soot affects other species concentrations 
directly through its formation and oxidation and indirectly 
through heat radiation, it is important to understand the 
performance of a chemical-kinetics mechanism with and 
without having soot model added to it. Hence, 
calculations for the ethylene nonpremixed flame are first 
performed without adding the soot model and the results 
are compared with the measurements in Figs. 1 and 2. 

Predicted and measured radial distributions of 
temperature and CO2 mole fraction are compared at 15-
mm, 40-mm, and 70-mm above the fuel-tube tip in Figs. 
1(a), 1(b), and 1(c), respectively. Amazingly, all five 
chemical-kinetics mechanisms resulted in similar 
distributions at all heights--with San Diego mechanism 
giving slightly higher temperatures. On the other hand, 
some differences in the predicted concentration 
distributions for species such as CO and C2H2 may be 
noted in Fig. 2. For example, San Diego mechanism is 
giving higher CO concentrations while LLNL mechanism 
is predicting higher C2H2 concentrations.    

Figures 1 and 2 also illustrate the discrepancies that 
exist in both temperature and species concentrations when 
compared with the experimental data. Such discrepancy, 
in general, got worsened with height in the flame. At 70 
mm, measured temperatures are lower than the 
predictions by as much as 500 K. However, considering 
the fact that the predicted temperatures are close to the 
measurements in the flame zone (r ~ 6. 5 mm) near the 
burner exit (z < 15 mm), it may be concluded on ad hoc 
basis that radiation from soot is affecting the temperature 
distribution in the flame. Calculations are then repeated 
for the same flame using the five chemical-kinetics 
mechanisms listed previously and by adding the two-
equation soot model. Results in the form of temperature 
and species distributions at different heights in the flame 
are shown in Figs. 3 and 4. 

A dramatic decrease in temperatures is observed 
when calculations considered soot in the flame. At 70 
mm, predicted peak temperatures matched well with the 
measurements. Even though the temperatures predicted 
using different chemical-kinetics models with soot are in 
general closer to the measured values the variations 
among the predictions are much larger than those 
observed when soot was not considered (Fig. 1). 
Interestingly, no improvement in the predictions of 
species (CO2 and CO) concentrations was achieved by 
considering soot. Drop in predicted temperatures below 
the measured values closer to the burner exit (at z = 15 
and 40 mm) suggest an over correction for the radiation 
from soot. Consistently, all five models have over 
predicted the amount of soot near the burner exit. Also, 
the two-equation soot model, independent of the chemical 
kinetics used, failed to predict the shape of the soot 
distribution. While measurements suggest a shoulder-like 

soot distribution models have predicted bell-shaped 
distributions, especially, in the downstream locations. 
Among the five chemical-kinetics mechanisms 
considered, level of soot concentration predicted by San 
Diego mechanism compared better with the 
measurements. Such an assessment on San Diego 
mechanism holds good even for the temperature and 
species predictions.     

Impact of soot on temperature is shown in Fig. 5 
through plotting temperature distributions with and 
without considering soot in Figs. 5(a) and 5(b), 
respectively. Data obtained with San Diego mechanism 
was used. Predicted soot-volume-fraction distribution is 
shown in Fig. 5(c). When soot was not considered peak 
(or flame) temperature remained the same at different 
heights. Radiation from soot cooled the flame with height 
and transformed it into an open-tipped (flame tip burning 
less intensely) one.  

Plots similar to those shown in Fig. 5 were generated 
using the data obtained with Wang-Frenklach mechanism 
and are shown in Fig. 6. The major difference in the 
predictions made with San Diego and Wang-Frenklach 
mechanisms is in the distribution and magnitude of soot 
volume fraction. Latter mechanism not only predicted 
higher amounts of soot in the flame but also provided 
significant delay in the generation of soot near the burner 
exit.                 

              
Conclusions 

Predictive capabilities of various detailed chemical-
kinetics mechanisms were investigated through the 
simulation of a nonpremixed ethylene-air jet flame. This 
flame was investigated experimentally in the past and 
detailed measurements for temperature and species 
concentrations are available. A time-dependent, 
axisymmetric mathematical model known as UNICORN 
(Unsteady Ignition and Combustion using ReactioNs) was 
used for the flame simulation. Five detailed chemical-
kinetics models; namely, 1) Wang-Frenklach mechanism 
(99 species and 1066 reactions), 2) Wang-Colket 
mechanism (171 species and 2002 reactions), 3) San 
Diego (SD) mechanism (52 species and 544 reactions), 4) 
NIST mechanism (197 species and 2926 reactions, and 5) 
LLNL mechanism (160 species and 1540 reactions) were 
considered. A two-equation soot model was used for 
simulating the sooty ethylene flame.  

Initial calculations made without adding the soot 
model revealed that all five mechanisms result in flame 
structures that are close to each other. However, the 
predicted temperatures were found to be significantly 
higher, especially in the downstream locations, than the 
measured ones. Inclusion of soot model improved the 
temperature predictions but no significant improvement in 
the prediction of species concentrations was achieved. 
Among the five mechanisms, San Diego mechanism with 
two-equation soot model resulted in soot and temperature 
that were closest to the measurements. On the other hand, 
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none of the mechanisms was able to predict the 
experimentally observed shoulder-like soot distribution.          
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Fig. 1. Comparison of radial distributions of temperature 
and CO2 mole fraction obtained using several chemical-
kinetics mechanisms and measurements at (a) 15-mm, (b) 
40-mm, and (c) 70-mm flame heights. Simulations are 
made without incorporating soot sub-model.  
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Fig. 2. Comparison of radial distributions of CO and C2H2 
mole fractions obtained using several chemical-kinetics 
mechanisms and measurements at (a) 15-mm, (b) 40-mm, 
and (c) 70-mm flame heights. Simulations are made 
without incorporating soot sub-model. 
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Fig. 3. Comparison of radial distributions of temperature 
and CO2 mole fraction obtained using several chemical-
kinetics mechanisms and measurements at (a) 15-mm, (b) 
40-mm, and (c) 70-mm flame heights. Simulations are 
made after incorporating a two-equation soot sub-model. 
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Fig. 4. Comparison of radial distributions of CO mole 
fraction and soot volume fraction obtained using several 
chemical-kinetics mechanisms and measurements at (a) 
15-mm, (b) 40-mm, and (c) 70-mm flame heights. 
Simulations are made after incorporating a two-equation 
soot sub-model. 
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Fig. 5. Flame structure simulated using San Diego mechanism. (a) Temperature obtained without soot sub-model, and 
(b) temperature, and (c) soot volume fraction obtained with soot sub-model.  
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Fig. 6. Flame structure simulated using Wang-Frenklach mechanism. (a) Temperature obtained without soot sub-
model, and (b) temperature and (c) soot volume fraction obtained with soot sub-model. 
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Abstract

The effects of H2 enrichment on the propagation of laminar CH4–air triple flames in axisymmetric coflow-
ing jets are numerically investigated. A comprehensive, time-dependent computational model, which employs a
detailed description of chemistry and transport, is used to simulate the transient ignition and flame propagation
phenomena. Flames are ignited in a jet-mixing layer far downstream of the burner. Following ignition, a well-
defined triple flame is formed that propagates upstream along the stoichiometric mixture fraction line with a
nearly constant displacement velocity. As the flame approaches the burner, it transitions to a double flame, and
subsequently to a burner-stabilized nonpremixed flame. Predictions are validated using measurements of the dis-
placement flame velocity. As the H2 concentration in the fuel blend is increased, the displacement flame velocity
and local triple flame speed increase progressively due to the enhanced chemical reactivity, diffusivity, and pref-
erential diffusion caused by H2 addition. In addition, the flammability limits associated with the triple flames are
progressively extended with the increase in H2 concentration. The flame structure and flame dynamics are also
markedly modified by H2 enrichment, which substantially increases the flame curvature and mixture fraction gra-
dient, as well as the hydrodynamic and curvature-induced stretch near the triple point. For all the H2-enriched
methane–air flames investigated in this study, there is a negative correlation between flame speed and stretch, with
the flame speed decreasing almost linearly with stretch, consistent with previous studies. The H2 addition also
modifies the flame sensitivity to stretch, as it decreases the Markstein number (Ma), implying an increased ten-
dency toward diffusive–thermal instability (i.e. Ma → 0). These results are consistent with the previously reported
experimental results for outwardly propagating spherical flames burning a mixture of natural gas and hydrogen.
© 2008 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

There is a worldwide interest in developing hydro-
gen-based combustion systems, due to growing en-
vironmental concerns and the deteriorating supply–
demand scenario with regard to fossil fuels. Fossil fu-
els are nonrenewable and a major source of pollutants,
Published by Elsevier Inc. All rights reserved.
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including CO2, NOx , UHC, and soot. In contrast, hy-
drogen represents a potentially unlimited source of
energy that is environmentally clean, with NOx be-
ing the major undesirable pollutant. There are, how-
ever, significant difficulties associated with hydrogen
storage due to its high flammability limits, low igni-
tion energy, and low volumetric energy content. There
are also many unresolved issues with regard to H2
combustion, such as knock, detonation, preignition,
and flashback. In this context, hydrogen–hydrocarbon
fuel blends offer a very promising alternative, as they
can synergistically resolve the storage and combus-
tion problems associated with hydrogen and the emis-
sion problems associated with fossil fuel combustion.
Consequently, there has been considerable interest in
investigating the combustion and emission character-
istics of hydrogen–hydrocarbon fuel blends.

Several studies have been reported on the perfor-
mance and emission characteristics of internal com-
bustion engines using hydrogen–fossil fuel blends.
These include studies dealing with a diesel engine us-
ing a hydrogen–vegetable oil blend [1] and spark ig-
nition engines using a hydrogen–gasoline blend [2,3],
a hydrogen–natural gas blend [4–8], and a hydrogen–
methanol blend [9]. Bauer and Forest [10] investi-
gated the effect of hydrogen addition on the perfor-
mance of methane-fueled vehicles. It was shown that
the wide flammability limits of hydrogen makes it
possible to run SI engines at lower equivalence ra-
tios using a hydrogen–methane blend, which lowers
cylinder temperature and thereby NOx emission. Al-
Baghdadi [11] also observed a significant reduction
in NOx production in spark ignition engines when a
hydrogen–ethanol mixture was used instead of gaso-
line.

Flame studies using hydrogen–hydrocarbon fuel
blends have also been reported. Choudhuri and Golla-
hali [12] performed an experimental–numerical inves-
tigation of hydrogen–natural gas jet diffusion flames
and observed a reduction in the soot concentration
and emission index of CO (EICO), but an increase
in EINO with hydrogen addition. Rortveit et al. [13]
reported an experimental–numerical study of NOx

emissions in counterflow methane–hydrogen non-
premixed flames. Naha et al. [14,15] studied the
emission characteristics of hydrogen–methane and
hydrogen–n-heptane fuel blends using a counterflow
flame, and observed significant reduction in NOx

emission in hydrogen–n-heptane flames. Fotache et
al. [16] investigated the ignition characteristics of
hydrogen-enriched methane flames at various pres-
sures and identified three ignition limits, namely (i)
hydrogen-assisted ignition, (ii) transition, and (iii)
hydrogen-dominated ignition. Huang et al. [17] mea-
sured the flame speeds for natural gas–hydrogen mix-
tures and observed that the increase in H2 content
increases the flame speed exponentially, while the
Markstein length transitions from positive to nega-
tive, implying a tendency toward diffusive–thermal
instability. Law et al. [18] examined the effect of
adding propane to hydrogen at different pressures
and observed that propane reduces the tendency to-
ward diffusive–thermal instability, whereas a pres-
sure increase promotes diffusive–thermal instabil-
ity, causing flame front wrinkling and higher flame
speeds. Schefer [19] investigated the stabilization
of hydrogen-enriched methane–air swirl-stabilized
premixed flames. It was shown that hydrogen addi-
tion reduces the lean stability limit, allowing stable
burner operation at lower flame temperature that is
in turn beneficial for achieving lower NOx emission.
Similarly, Hawkes and Chen [20] studied hydrogen-
enriched lean premixed methane–air flames and re-
ported that hydrogen addition increases flame resis-
tance to quenching, but also increases the tendency
toward diffusive–thermal instability. In addition, the
NO emission was observed to increase, while the CO
emission decreased with hydrogen addition.

Our literature review indicates that while many
important combustion and emission characteristics of
hydrogen–hydrocarbon fuel blends have been investi-
gated, the flame propagation characteristics of such
fuel blends have not been examined. A fundamen-
tal understanding of the flame propagation charac-
teristics of various fuel blends is important for the
design of future combustion devices, such as spark
ignition engines and gas turbine combustors, burn-
ing fuel blends. These characteristics are also impor-
tant for the design of flame arrestors, which require
laminar flame speed data for different fuel blends
over a wide range of conditions. For example, a Ven-
turi flame arrestor employs a flow restriction to in-
crease the local mixture velocity above the local
triple flame speed in order to capture a propagating
flame.

In this paper, we report a fundamental investiga-
tion on the propagation characteristics of H2-enriched
CH4–air flames in a laminar nonpremixed jet. The
major objective is to examine the effects of H2 enrich-
ment on the propagation characteristics of CH4–air
flames in nonuniform mixtures in which the flame
is subjected to flow nonuniformity and mixture frac-
tion gradients, as well as curvature-induced, hydro-
dynamic, and unsteady stretch effects. A propagating
flame is established by igniting the fuel–air mixture
in the far field of a jet issuing a H2–CH4 mixture
in a coflowing air jet. The ignition event is simu-
lated by providing a small high-temperature zone con-
taining small amounts of H and OH radicals. This
high-temperature zone generates an ignition kernel
that propagates upstream and rapidly develops into
a triple flame, which then propagates upstream to-
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ward the burner rim. The effects of hydrogen enrich-
ment on the propagation characteristics of this triple
flame are investigated using a comprehensive com-
putational model that includes detailed descriptions
of transport and chemistry. The choice of this con-
figuration is based on several considerations. First,
this configuration is relevant to many combustion sys-
tems, including gas turbines and internal combus-
tion engines [21]. Second, it is difficult to establish
lifted H2–air or CH4–air flames in a jet configura-
tion due to the high mass diffusivity of these fu-
els (Sc < 1) [22]. Third, the present configuration is
well suited to examine the propagation characteristics
of triple flames established using hydrogen–methane
fuel blends and to characterize the effects of hydro-
gen on stretch–flame speed interactions. Finally, in-
vestigations of triple flame propagation in laminar jets
provide fundamental information for the understand-
ing and modeling of turbulent flames. For instance,
the stabilization [23,24] and propagation [25,26] of
turbulent flames often involve triple flames, which are
subjected to a wide range of mixture fraction gra-
dient, stretch, and partial premixing. Consequently,
several previous studies have investigated the effects
of jet velocity [22,26], coflow velocity [27], partial
premixing [25,28,29], heat release [30], and dilution
[28,29] on laminar flame stabilization and propaga-
tion. However, the flame propagation characteristics
associated with fuel blends have not yet been investi-
gated.

It is important to note that a similar configuration
involving triple flames has been employed in previous
studies. Ruetsch et al. [30] reported the first numer-
ical investigation of triple flames and thus laid the
foundation for such studies. They showed that heat
release redirects the flow ahead of the triple flame,
reducing the flow velocity along the stoichiometric
mixture fraction line, which reaches a local minimum
just ahead of the triple flame. For a lifted triple flame,
this local minimum flow velocity was defined as the
local (triple) flame speed (Stri) [30,31] at the triple
point, while the upstream flow velocity was defined
as the far field or global flame speed (UF) [30,31]. In
addition, it was shown that the global flame speed in-
creases with the decrease in mixture fraction gradient,
and in the limit of small mixture fraction gradient, the
UF/Stri ratio is proportional to the square root of the
density ratio of unburnt to burnt mixtures (

√
(ρu/ρb))

across the flame. Qin et al. [25] and Ko and Chung
[26] investigated the propagation of CH4–air triple
flames in laminar jets and observed that the instan-
taneous displacement flame velocity (Vf),

1 which is

1 It is important to note the inconsistencies in the defini-
tions of Stri , UF, and Vf used in the literature. For instance,
the flame velocity in laboratory coordinates, remains
nearly constant during propagation, while the local
triple flame speed (Stri) decreases with flame stretch
and mixture fraction gradient. In addition, the global
flame speed (UF) was found to be about twice the
laminar stoichiometric unstretched flame speed (S0

L),
while it was observed to be considerably higher (3–
6 times) in turbulent jets [32]. It is also interesting
to note that in both laminar [25,26] and turbulent
flows [32] it was observed that an increase in jet ve-
locity decreases the displacement flame velocity but
increases the local flame speed, and that the local
flame speed decreases with axial position due to the
increase in mixture fraction gradient and flame cur-
vature. This further highlights the fact that investi-
gations of laminar triple flames can provide insight
into the stabilization and propagation of turbulent
flames.

Im and Chen [33] investigated the propagation of
H2–air triple flames in a nonpremixed jet. Similarly to
previous studies [30,34], the global flame speed was
found to be proportional to the square root of the den-
sity ratio across the flame. Another important obser-
vation from this study was that for H2–air mixtures,
the flame is shifted toward the air side and becomes
asymmetric with respect to the stoichiometric mix-
ture fraction (fs = 0.0285) line,2 since fs is much
smaller than 0.5. Consequently, the triple point, lo-
cated at the intersection of the stoichiometric mixture
fraction line and the flame surface, does not coincide
with the flame leading edge, which is located at the lo-
cal minimum flame curvature. This shift between the
triple point and the leading edge is important in the
context of determining the triple flame speed, since
the experimental studies have generally reported the
flame speeds at the leading edge [35], while the nu-
merical investigations have computed these speeds at
the triple point [25,29,33]. While this shift is also ob-

Stri is also referred as the edge speed in Ref. [31], as the
local displacement speed in Ref. [33], and as the flame prop-
agation speed in Ref. [25]. Similarly, UF is also referred as
the stabilization speed in Ref. [33] and as the relative prop-
agation speed in Ref. [32]. In addition, Vf is referred as the
flamefront propagation velocity in Ref. [25] and as the net
flame velocity in Ref. [32]. Here, we define Stri as the lo-
cal triple flame speed, UF as the global flame speed, and
Vf as the displacement flame velocity. Note that we use the
term “speed” when referring to flame properties (i.e., rela-
tive velocities with respect to the incoming jet flow velocity
such as Stri and UF), whereas the term “velocity” is used for
absolute velocities (i.e., measured from a fixed coordinate
system such as Vf).

2 Note that for fs = 0.5 the flame will be symmetric with
respect to the stoichiometric mixture fraction line, and the
locations of the triple point and the flame leading edge will
coincide.
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served for hydrocarbon flames, it becomes more pro-
nounced for hydrogen flames, and therefore relevant
to fuel blends containing hydrogen.

The preceding discussion indicates that several
previous studies have focused on the propagation of
triple flames in the context of pure fuels. However, the
flame propagation characteristics of fuel blends have
not been examined as yet.

2. Computational model

The numerical model is based on the solution of
the time-dependent governing equations for a two-
dimensional unsteady reacting flow [36,37]. Using
cylindrical coordinates (r, z), these equations can be
written as

∂(ρΦ)

∂t
+ ∂(ρvΦ)

∂r
+ ∂(ρuΦ)

∂z

= ∂

∂r

(
Γ Φ ∂Φ

∂r

)
+ ∂

∂z

(
Γ Φ ∂Φ

∂z

)

(1)− ρvΦ

r
+ Γ Φ

r

∂Φ

∂r
+ SΦ.

Here t denotes the time, ρ the density, and u and
v the axial (z) and radial (r) velocity components,
respectively. The general form of the equation rep-
resents conservation of mass, momentum, species,
or energy conservation, depending on the variable
used for Φ . The diffusive transport coefficient Γ Φ

and source terms SΦ are described in Ref. [36]. In-
troducing the overall species conservation equation
and the state equation completes the equation set.
A sink term based on an optically thin gas assump-
tion was included in the energy equation to account
for thermal radiation from the flame [38] in the form
qrad = −4σKp(T 4 − T 4

0 ) [39], where T denotes the
local flame temperature, and Kp accounts for the ab-
sorption and emission from the participating gaseous
species (CO2, H2O, CO, and CH4) expressed as
Kp = P

∑
k XiKp,i , where Kp,i denotes the mean

absorption coefficient of the kth species, σ is the
Stefan–Boltzmann constant, and T0 is the ambient
temperature. The value of Kp,i is obtained using a
polynomial approximation to the experimental data
provided in Ref. [39].

The thermodynamic and transport properties ap-
pearing in the governing equations are temperature-
and species-dependent. The thermal conductivity and
viscosity of the individual species were based on
Chapman–Enskog collision theory, following which
those of the mixture are determined using the Wilke
semiempirical formulas [40]. Chapman–Enskog the-
ory and the Lennard–Jones potentials were used to
estimate the binary diffusion coefficient between each
species and nitrogen. The methane–air chemistry is
modeled using a detailed mechanism that considers
31 species and 346 elementary reactions [41]. The
major species included in the mechanism are CH4,
O2, CO2, CO, CH2O, H2, H2O, C2H2, C2H4, C2H6,
CH3OH, and N2, while the radical species include
CH3, CH2, CH, CHO, H, O, OH, HO2, H2O2, C2H,
C2H3, C2H5, CHCO, C, CH2(s), CH2OH, CH3O,
CH2CO, and HCCOH. The mechanism has been val-
idated previously for the computation of premixed
flame speeds and the detailed structure of premixed
and nonpremixed flames [42–44].

The finite-difference forms of the momentum
equations are obtained using the QUICKEST scheme
[45], while those of the species and energy are ob-
tained using a hybrid scheme of upwind and cen-
tral differencing. The pressure field is calculated
at every time step by solving all of the pressure
Poisson equations simultaneously and using the LU
(lower and upper diagonal) matrix-decomposition
technique.

Fig. 1 illustrates the computational domain. It con-
sists of 100 × 50 mm in the axial (z) and radial (r)
directions, respectively, and is represented by a stag-
gered, nonuniform grid system. The reported results
are grid-independent, as discussed in the next section.
The minimum grid spacing is 0.05 mm in both the
r- and z-directions. It is important to note that we
have examined the grid resolution issues in a previ-
ous study [29] and found that a minimum grid spacing
of 0.05 is sufficient to resolve the H and CH radi-
cal layers. An isothermal insert (2 × 0.8 mm) sim-
ulates the inner burner wall. The temperature at the
burner wall was set at 300 K. The inner and outer
jets are set with constant and uniform velocities of
10 and 30 cm/s, respectively. The inner jet issues
a H2–CH4 mixture, while the outer jet issues air.
A propagating flame is established by igniting the
fuel–air mixing layer in the far field (35 mm above
the burner rim). The ignition event is simulated by
providing a small high-temperature zone with a tem-
perature of 2000 K and a rectangular cross-sectional
area of 2 mm2, and containing small amounts of H
and OH radicals. This high-temperature zone gener-
ates an ignition kernel that propagates upstream and
rapidly develops into a triple flame, which then prop-
agates upstream toward the burner rim and eventually
stabilizes at the rim. A detailed numerical algorithm
is developed to determine the propagation character-
istics of this flame, which include the instantaneous
displacement flame velocity and propagation speeds
(i.e., local and global flame speeds), flame structure
and dynamics near the triple point, and flame stretch–
speed interactions for various levels of H2 enrich-
ment.
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Fig. 1. Schematic of the computational grid used in the simulations. The small rectangle shows the minimum grid spacing region
where the propagation flame front is located. A schematic of the computational domain is also shown.
3. Results and discussion

3.1. Validation of numerical model

The algorithm used for the simulation of propa-
gating flames has been extensively validated in pre-
vious studies, using experimental data from burner-
stabilized flames [36,46], lifted partially premixed
flames [37], and propagating partially premixed
flames [25]. The validation has included the compar-
ison of the predicted and measured flame topology,
liftoff heights (Lf), temperature, velocity and concen-
tration fields, and instantaneous displacement flame
velocity (Vf). In the following section, we will pro-
vide an additional validation by comparing the pre-
dicted and measured [47] displacement flame velocity
(Vf) of a propagating CH4–air triple flame.

3.2. Ignition and flame propagation

Fig. 2 presents the simulated results of transient
ignition, flame propagation, and flame attachment for
a propagating CH4–air triple flame in terms of heat
release rate contours. The first image at t = 0 ms
corresponds to an instant when the high-temperature
ignition source is removed, while the subsequent im-
ages show the formation and propagation of a triple
flame. Following ignition, two reacting volumes (or
kernels) are formed, as indicated by the image at
t = 3 ms. One propagates downstream and is quickly
extinguished. The other propagates upstream toward
the burner and develops into a triple flame, which is
the focus of this investigation. The triple flame struc-
ture develops at t ∼ 18 ms. The flame propagates in a
quasi-steady manner, i.e., at near-constant displace-
ment flame velocity (Vf), from z = 25 mm to z =
4 mm, exhibiting a well-defined triple flame structure,
as indicated in the snapshot at 48 ms. The three reac-
tion zones, namely the rich premixed zone (RPZ), the
lean premixed zone (LPZ), and the nonpremixed zone
(NPZ), can be readily identified in the 18- and 48-ms
images. As the flame approaches the burner rim (i.e.,
z ≈ 4 mm), the length of the RPZ decreases, and the
flame transitions to a double flame; i.e., the LPZ ex-
tinguishes. The flame reaches the burner rim at 88 ms,
and during its stabilization at the rim, the RPZ extin-
guishes and the flame transitions from a double flame
to a steady nonpremixed flame.

In Fig. 3, we present the temporal variation of
axial flame position with respect to the burner rim
(df = z−2 mm) for the propagating 0%H2-, 25%H2-,
50%H2-, and 75%H2-enriched CH4–air triple flames.
As the amount of H2 in the fuel blend is increased, the
displacement flame velocity increases, as expected,
and the time taken for the flame to reach the burner
rim decreases considerably. In addition, the simu-
lations indicate that for all four flames depicted in
Fig. 3, the axial flame position (df) varies almost lin-
early with time. This behavior is consistent with the
measurements reported by Ko and Chung [26], who
showed that the flame position of propagating lami-
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Fig. 2. Simulations showing the temporal evolution of ignition and flame propagation in terms of heat release rate contours for
the pure CH4–air flame. The three reaction zones, i.e., the rich premixed (RPZ), nonpremixed (NPZ), and lean premixed (LPZ)
zones, are indicated in the snapshot at t = 48 ms.
Fig. 3. Axial flame position (df) as a function of time for the
0%, 25%, 50%, and 75% H2-enriched CH4–air propagating
flames.

nar CH4–air triple flames in nonpremixed jets varies
linearly with time regardless of the jet inlet velocity.

Fig. 4 presents the instantaneous displacement
flame velocity (Vf) as a function of flame position (df)
for the four H2-enriched CH4–air flames discussed
in the context of Fig. 3. The displacement flame ve-
locity is obtained by calculating the rate of change
of axial position of the triple point with time (i.e.,
Vf = (�z)tri/�t). Note here that based on our simula-
tions the radial component of the displacement flame
Fig. 4. Predicted displacement flame velocity (Vf) as a
function of axial distance from the burner rim (df) for the
0%, 25%, 50%, and 75% H2-enriched CH4–air propagating
flames. The measured Vf for a CH4–air propagating flames
from Ref. [47] is also shown for validation of the numerical
model.

velocity is negligible (i.e., Vf = Vf,z). The flame sur-
face, which is needed for determining the triple point,
is chosen to be the isocontour of the 0.0727 H2O mass
fraction, following Won et al. [35]. The measured dis-
placement flame velocity as a function of flame po-
sition for a propagating CH4–air triple flame, taken
from Ref. [47], is also shown in the figure. There is
633



A.M. Briones et al. / Combustion and Flame 153 (2008) 367–383 373
good agreement between the predicted and measured
values. Both predictions and measurements indicate
that Vf is nearly independent of time. Our predic-
tions are also consistent with the measurements of Ko
and Chung [26] for propagating CH4–air triple flames
with different jet inlet velocities. The displacement
flame velocity decreases as the flame gets close to the
burner rim (df ∼ 2–3 mm) and tends to zero as the
flame stabilizes at the rim. In addition, results in Fig. 4
indicate that as the amount of H2 in the fuel blend is
increased, Vf progressively increases, and the flame
reaches the burner rim in a shorter time (cf. Fig. 3).
The increase in Vf is due to an increase in the lo-
cal triple flame speed, Stri (discussed later), which in
turn is due to the enhanced chemical reactivity, dif-
fusivity, and preferential diffusion effects caused by
H2 enrichment. The aspects dealing with the effects
of H2 enrichment on the flame propagation character-
istics, including stretch–flame speed interactions, are
discussed in Section 3.4.

3.3. Flame base structure

In order to spatially resolve the various reaction
zones of the propagating flame more clearly, we have
previously developed a modified flame index [28,29],
defined as

(2)ξM =
(

f − fS

|f − fS|
)

· 1

2

(
1 + GFO

|GFO|
)

.

Here the mixture fraction (f ) is defined following Bil-
ger [31], and GFO is the flame index proposed by
Takeno and co-workers [48]. Note that GFO can only
distinguish between premixed and nonpremixed reac-
tion zones, while with the modified definition (i.e.,
Eq. (2)), ξM = 1 represents a rich premixed zone,
−1 a lean premixed zone, and |0.5| a nonpremixed
zone for hydrocarbon flames. Since identification of
the various reaction zones is more relevant in regions
of high reactivity, i.e., where the heat release rates
are significant, we have computed ξM only in regions
where the heat release rate is at least 1% of the maxi-
mum heat release rate.

Fig. 5 presents ξM contours for propagating CH4–
air flames established with different H2 enrichment.
The contours are shown when the flames are at two
different positions, one at z = 17 mm corresponding
to quasi-steady propagation, and the other near the
burner rim (z ≈ 2) when the flames are in the at-
tachment process at the burner rim. For all four cases
considered, the ξM contours clearly indicate that dur-
ing quasi-steady flame propagation, the flames exhibit
a triple flame structure at the flame base. The LPZ is
weakened with H2 addition, as indicated by the re-
duction of the lean premixed wing. For all the four
cases, as the flames get close to the burner rim, the
LPZ extinguishes and the triple flame transitions to
a double flame containing the rich premixed (RPZ)
and nonpremixed (NPZ) zones. As these four flames
are stabilized at the burner rim, the RPZ gets extin-
guished due to insufficient mixing near the rim, and
the flames exhibit a single (NPZ) flame structure.

In order to further examine the structures of the
four flames depicted in Fig. 5 during quasi-steady
flame propagation, we present in Fig. 6 the radial pro-
files of heat release rate and reactant species (CH4,
H2, and O2) mass fractions at an axial location z =
20 mm near the flame base. The heat release rate pro-
files have been used in previous investigations [28,
49,50] to identify the global flame structure. For all
four flames, the heat release rate profiles exhibit three
distinct peaks, indicating a triple flame structure. The
triple flame structure is also indicated by the CH4,
H2, and O2 mass fraction profiles. The effect of H2
enrichment is to increase the heat release rate in all
three reaction zones and to reduce the spatial distance
between the nonpremixed and lean premixed reaction
zones, and thereby enhance interaction between them.

Since H2–air premixed flames exhibit wider flam-
mability limits than typical hydrocarbon–air pre-
mixed flames, it is relevant to examine the effect of H2
enrichment on the flammability limits of propagating
CH4–air triple flames. Fig. 7 presents the four flames,
discussed in the context of Fig. 5, in terms of the in-
stantaneous heat release rate contours, streamlines,3

and equivalence ratio contours. The equivalence ra-
tio is computed using φ = (f (1 − fs)/(fs(1 − f ))),
which implies that the stoichiometric line (φ = 1.0)
coincides with the stoichiometric mixture fraction
(fs) line. Previous investigations [47] have used a
different equivalence ratio, namely φu = YF/(νYox),
where ν is the stoichiometric fuel–air mass ratio,
based on the reactants’ mass fractions in the unburnt
mixture. However, the propagating triple flame struc-
ture is better characterized using φ, since the φu = 1.0
line does not coincide with fs in the burnt region,
although it does in the unburnt region. For the 0%
H2-enriched flame, the region of high reactivity (red
color) extends from φ = 0.46 to φ = 1.58, which cor-
respond, respectively, to the lean and rich flammabil-
ity limits of CH4–air premixed flames [51–53]. There
is, however, still significant reactivity beyond these φ

values, implying that a triple flame extends the flam-
mability limits due to synergistic interactions among
the three reaction zones. The H2 enrichment further
extends these flammability limits, since it enhances
flame reactivity as well as interactions between the re-

3 For propagating flames, which represent a dynamic sys-
tem, streamlines are simply used here to indicate an instan-
taneous snapshot of the flow field.
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Fig. 5. Flame structures of various H2-enriched CH4–air flames are shown through the modified flame index (ξM) contours
during quasi-steady flame propagation (a) and flame attachment (b).
action zones. For instance, for the 75% H2-enriched
flame, the region of high reactivity (red color) ex-
tends from φ = 0.14 to φ = 2.54. H2 addition also
increases both the mixture fraction gradient and the
flame curvature, as indicated by the collapsed φ lines
near the flame base. Moreover, since H2 enrichment
decreases the stoichiometric mixture fraction (fs), the
flame becomes more asymmetric with respect to the
φ = 1.0 line. For example, fs is 0.055 for the 0%
H2-flame, and decreases to 0.044 for the 75% H2-
enriched flame. Consequently, the flow divergence
ahead of the flame base becomes more asymmetric
with increasing H2 content. Therefore, the effect of
H2 enrichment is to significantly extend the flamma-
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Fig. 6. Flame structure in terms of heat release rate and (a)
CH4, (b) O2, and (c) H2 radial profiles as a function of radial
distance from the centerline (r) for the 0%, 25%, 50%, and
75% H2-enriched CH4–air propagating flames.

bility limits, decrease the radius of curvature at the
triple flame base, increase the mixture fraction gradi-
ent, and make the flow divergence more asymmetric
with respect to the stoichiometric line. These effects
influence the flame dynamics, as discussed in the fol-
lowing sections.
Table 1
Lean and rich flammability limits of H2-enriched CH4–air
planar and triple flames

Planar flames Triple flames

φLEAN φRICH [53] φLEAN φRICH

0%H2–100%CH4 0.46 [51] 1.58 0.30 2.0
25%H2–75%CH4 – 1.66 0.20 2.4
50%H2–50%CH4 – 1.84 0.14 2.9
75%H2–25%CH4 – 2.00 0.10 3.7
100%H2–0%CH4 0.14 [52] 2.54 – –

In order to further quantify the effect of H2 en-
richment on the flammability limits of propagating
CH4–air triple flames, Fig. 8 presents the heat re-
lease rate profiles for the four flames as a function
of equivalence ratio in the radial direction at an ax-
ial location (z = 20 mm) near the flame base. As the
amount of H2 in the fuel blend is increased, both
the lean and rich flammability limits widen consid-
erably. For instance, the rich flammability limit in-
creases from 2.0 (for the 0% H2-enriched flame) to
3.7 (for the 75% H2-enriched flame), while the lean
flammability limit increases from 0.3 to 0.1. Table 1
summarizes the lean and rich flammability limits of
planar and triple flames.4 As mentioned before, the
triple flame structure exhibits a wider flammability
limit than the corresponding planar premixed flames.
In addition, the equivalence ratio corresponding to the
local maximum heat release rate in the NPZ shifts to
the leaner mixture with H2 enrichment. For instance,
these equivalence ratios are φ = 0.9 and 0.8 for the
0% and 75% H2-enriched flames, respectively. Con-
sequently, the locations of the local maximum heat
release rate and the triple point, which is at the sto-
ichiometric line, do not coincide, and the difference
becomes more pronounced with the increase in H2
enrichment. This has implications for accurately de-
termining the flame speed and stretch–flame speed
interactions for propagating triple flames.

3.4. Stoichiometric flame structure and preferential
diffusion effect

Our simulations indicate that in addition to the
enhanced flammability limits, H2 enrichment also
causes a significant increase in the local flame speed
of triple flames. Since the flame speed is strongly in-
fluenced by preferential mass diffusion effects, we
examine in this section the effect of H2 enrichment
on preferential diffusion. The preferential diffusion

4 The rich and lean flammability limits for each propagat-
ing flame are obtained at 2.5% of the maximum heat release
rate.
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Fig. 7. Computed heat release rate contours (rainbow scheme) (q), equivalence ratio contours (red lines) (φ), and flow field
streamlines (black lines) (v) for 0%, 25%, 50%, and 75% H2-enriched CH4–air propagating flames.
Fig. 8. State relationships in terms of heat release rate ra-
dial profiles as a function of equivalence ratio (φ) at an
axial location of z = 20 mm for 0%, 25%, 50%, and 75%
H2-enriched CH4–air propagating flames in the context of
Fig. 7.

effect can be demonstrated by comparing the struc-
ture of H2-enriched propagating triple flames along
the stoichiometric mixture fraction with that of the
corresponding stoichiometric planar flames.

Lateral diffusion of heat and species plays an im-
portant role in determining the structure of propagat-
ing triple flames. With fuel blends (say) containing
fuels A and B with unequal diffusivities, preferen-
tial diffusion of fuel species can lead to localized
regions of higher concentration of fuel A compared
to fuel B, and this may significantly affect the flame
propagation characteristics. This preferential diffu-
sion effect becomes more significant in propagating
triple flames that in planar flames due to the pres-
ence of lateral diffusion. In order to characterize this
effect, we compare the structure of H2-enriched prop-
agating triple flames along the stoichiometric mixture
fraction with that of the corresponding stoichiometric
planar flames. Fig. 9 presents these flame structures
in terms of the temperature, axial velocity, and major
species (CH4, O2, H2O, H2, CO2, and CO) profiles
for the four H2-enriched triple flames (discussed in
the context of Figs. 7 and 8) and the corresponding
stoichiometric planar flames. The two structures are
superimposed at the location of the maximum heat re-
lease rate. The stoichiometric planar premixed flames
were computed using the freely propagating flame
simulator of CHEMKIN 4.0 [54] with GRI-Mech 1.2
[41]. The peak flame temperature for triple flames is
lower than that for the corresponding planar premixed
flames, and this may be attributed to the effects of lat-
eral heat transport and stretch in triple flames. The
peak flame temperature, however, increases with H2
addition for both triple and planar premixed flames.

The presence of preferential diffusion in the case
of triple flames can be observed by comparing the
CH4 and H2 mass fraction profiles for the triple
flames and the corresponding planar flames in Fig. 9.
For the 0% H2-enriched case, the CH4 mass fraction
profiles for the triple flame is almost identical to that
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Fig. 9. Comparison of the temperature, axial velocity, and reactants (CH4, H2, and O2) and products (CO2, CO, and H2O)
mass fraction profiles between the instantaneous flame structure along the stoichiometric mixture fraction line of simulated
axisymmetric propagating triple flames (solid) discussed in the context of Fig. 7 and the corresponding stoichiometric planar
flames (dashed). The two structures are superimposed at the location of the maximum heat release rate peak.
for the planar premixed flame. However, with increas-
ing H2 enrichment, the CH4 mass fraction becomes
increasingly smaller while the H2 mass fraction be-
comes larger in triple flames than in planar flames,
indicating the preferential diffusion of H2 over CH4.
The reduction in the CH4 mass fraction due to pref-
erential diffusion is further indicated by the reduced
CO and CO2 mass fractions and the increased H2O
mass fractions for the triple flames compared to those
for the planar flames. Therefore, the preferential dif-
fusion of H2 in H2-enriched propagating triple flames
leads to localized higher concentration of hydrogen,
which enhances the local flame speed (Stri).

Another important observation from Fig. 9 is that
the axial flow velocity in the case of triple flames
reaches a minimum ahead of the flame due to the
flow divergence effect. This minimum velocity is as-
sociated with the local triple flame speed (Stri). For
stationary lifted triple flames, Ruetsch et al. [30] and
Im and Chen [33] have shown this minimum velocity
to be close to the stoichiometric planar flame speed
(SL). However, for upstream propagating triple flames
this minimum velocity becomes negative (cf. Fig. 9)
due to flow reversal ahead of the flame. This is consis-
tent with the results reported by Qin et al. [25]. As the
amount of H2 in the fuel blend is increased, the mini-
mum flow velocity increases in magnitude, indicating
that the local triple flame speed also increases.

3.5. Flame dynamics at the triple point

In order to examine the flame dynamics and
stretch–flame speed interactions, the local flame
speed (Stri) and the hydrodynamic (κh), curvature-
induced (κc), and total (κ) stretch rates at the triple
point are extracted from our simulations, using the
following equations [25,33,55]:

S∗
d = ρSd

ρu
, Sd =

(
1

ρ|∇ϕ|
[∇ · (ρD∇ϕ) + ωϕ

])
,

(3a)638
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Fig. 10. Normalized local (triple) flame speed (Stri/S
0
L) plot-

ted as a function of distance from the burner rim (df) for the
0%, 25%, 50%, and 75% H2-enriched CH4–air propagating
flames.

(3b)κh = ∇ · Vfluid − nn : ∇Vfluid,

(3c)κc = Sd(∇ · n),

(3d)κ = κh + κc.

In Eq. (3a) the scalar ϕ is represented by the H2O
mass fraction (YH2O = 0.0727 [26]). Note that a
density-weighted flame speed (S∗

d ) is being used, fol-
lowing Im and Chen [33]. Here S∗

d represents the local
flame speed along the flame surface, while S∗

d at the
triple point yields the local triple flame speed (Stri).
In addition, the global flame speed (UF) is evaluated
using [33,56]

(4)UF − U0 = Stri − Ue = Vf.

Here U0 is the local maximum flow velocity along
the stoichiometric mixture fraction line (fs) ahead of
the flame, which is not affected by flow divergence,
whereas Ue is the local minimum flow velocity along
fs ahead of the flame. Note that if the flame were to
be stabilized as a lifted flame, its displacement flame
velocity would be zero (Vf = 0), and then UF = |U0|
and Stri = |Ue|.

Fig. 10 presents the normalized local triple flame
speed (Stri/S

0
L) as a function of distance from the

burner rim (df) for the four H2-enriched CH4–air
triple flames. Here S0

L is the stoichiometric un-
stretched planar flame speed, which is computed
for each of the four H2-enriched flames using the
CHEMKIN package [54] with the GRI 1.2 chemistry
model [41]. The S0

L values for the four flames are pro-
vided in Table 2. Several important observations can
be made from this figure. First, with increasing H2
enrichment, Stri increases due to the enhanced chem-
ical reactivity, diffusivity, and preferential diffusion
Table 2
Unstretched flame speeds (S0

L) and thicknesses (δ0
L) of H2-

enriched CH4–air stoichiometric planar premixed flames,
computed using the CHEMKIN package [54] and the GRI-
Mech. 1.2 [41] chemistry model

S0
L (mm/s) δ0

L (mm)a

0%H2–100%CH4 400.0 0.47
25%H2–75%CH4 497.0 0.44
50%H2–50%CH4 693.0 0.37
75%H2–25%CH4 1163.0 0.33

a Flame thickness was obtained using the gradient method:
δ0

L = (Tmax −Tmin)/(dT/dx)max. Here T is the temperature
and x is the axial distance in a one-dimensional configura-
tion.

Fig. 11. Normalized global flame speed (UF/Stri) as a func-
tion of distance from the burner rim (df) for the 0%, 25%,
50%, and 75% H2-enriched CH4–air propagating flames.

caused by H2 addition. Second, the ratio Stri/S
0
L is

less than unity, implying that the effect of stretch is
to reduce the flame speed for these flames. Third,
the difference between Stri and S0

L is reduced with
increasing H2 enrichment, implying that the flame be-
comes less sensitive to stretch rate with H2 addition.
Finally, Stri varies during flame propagation. These
aspects are further discussed later in this section.

Ruetsch et al. [30] and Im and Chen [33] have
shown that UF/Stri is proportional to the square root
of the density ratio (i.e.,

√
(ρu/ρb)) in the limit of

small mixture fraction gradient. In order to confirm
this relationship for our simulations, we present in
Fig. 11 the normalized far-field flame speed (UF/Stri)
as a function of flame position (df) for the flames dis-
cussed in the context of Fig. 10. It is interesting to
note that for all H2-enriched flames, UF/Stri ≈ 2.5
during quasi-steady flame propagation. Our simula-
tions also indicate that the square root of the density
ratio remains nearly constant (

√
(ρu/ρb) ≈ 2.6) for
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all four flames during propagation. While Ruetsch et
al. [30] and Im and Chen [33] reported this relation-
ship for triple flames under idealized conditions, our
simulations demonstrate a similar relationship under
more complex conditions. For instance, Ruetsch et al.
[30] used global chemistry with constant thermody-
namics and transport properties to establish perfectly
symmetric nonbuoyant propagating triple flames in a
uniform flow field, while our simulations include de-
tailed chemistry as well as variable transport and ther-
modynamic properties and show that the flow redirec-
tion effect (i.e., UF/Stri ≈ √

(ρu/ρb)) is observed for
propagating triple flames under more complex con-
ditions, such as nonuniform flow field, presence of
buoyancy, flame radiation, and asymmetric flow di-
vergence upstream of the flame.

Fig. 12 presents the hydrodynamic (κh), curvature-
induced (κc), and total (κ) stretch at the triple point
plotted as a function of distance from the burner rim
(df) for the four flames discussed in the context of
Fig. 10. As the H2 enrichment is increased, both κh
and κc and, consequently, the total stretch increase
considerably. The increase in κh can be attributed to
the increased heat release rate at the flame base (cf.
Figs. 6, 7, and 8) due to H2 enrichment, which in
turn increases the normal component of flow velocity
across the flame front, while the tangential compo-
nent remains nearly constant. This flow redirection
effect, which bends the streamlines toward the sto-
ichiometric mixture fraction line, is responsible for
flow divergence ahead of the flame (cf. Fig. 9). The
increase in curvature-induced stretch with H2 enrich-
ment is due to the increase in flame curvature (∇ · n),
as discussed in the context of Fig. 7.

It is worth mentioning that the stretch rates for the
CH4–air flame studied here are comparable to those
reported by Qin et al. [25] and Ko and Chung [26] for
propagating CH4–air triple flames. For instance, the
curvature-induced stretch in the present study is com-
parable to those reported in the cited studies. While
the hydrodynamic stretch (κh) is comparable to that
reported by Qin et al. [25], it is considerably higher
than that reported by Ko and Chung [26]. The differ-
ence could be related to the different flow conditions,
especially the jet velocity and the absence of coflow
in the cited study [26].

In order to examine the stretch–flame speed in-
teractions, we present in Fig. 13 the normalized lo-
cal triple flame speed (Stri/S

0
L) as a function of the

Karlovitz number (Ka) for the flames discussed in the
context of Fig. 10. Based on the flame stretch theory,
S0

L/Stri = 1 + Ma Ka [57], where the Karlovitz num-

ber is given by Ka = δ0
L · κ/Stri, and the Markstein

number (Ma) is equal to the negative of the slope
of each curve in this figure. The local triple flame
speed decreases almost linearly with increasing Ka
Fig. 12. (a) Hydrodynamic (κh), (b) curvature-induced (κc),
and (c) total (κ) stretch rates at the triple point plotted as a
function of distance from the burner rim (df) for the propa-
gating 0%, 25%, 50%, and 75% H2-enriched CH4–air triple
flames.
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Fig. 13. Normalized local (triple) flame speed (Stri/S
0
L) as a

function of Karlovitz number (Ka) for the flames discussed
in the context of Fig. 10.

for all cases, implying that these flames are diffusive–
thermally stable [57,58]. This result is also consis-
tent with the results reported in Ref. [25] concern-
ing flame speed–stretch interactions in a propagat-
ing partially premixed methane–air flame. For a pos-
itively stretched flame base, its convex nature toward
the fresh mixture defocuses the heat, while focusing
the deficient reactant. Thus, for Le > 1.0, the defo-
cusing effect dominates, leading to a negative corre-
lation between local triple flame speed and stretch.
In addition, Fig. 13 indicates that the propagating
triple flames become less sensitive to stretch (i.e.,
less diffusive–thermally stable) as H2 enrichment in-
creases, as indicated by the decrease in the slope (i.e.,
−Ma). This is consistent with the results shown in
Fig. 10. Previous experimental and numerical studies
have shown that the flame speed decreases linearly
with stretch for stoichiometric outwardly propagat-
ing spherical CH4–air and H2–air flames (Ka > 0),
and that the latter is less sensitive to stretch [57,58].
Therefore, our results are consistent with those re-
ported in the cited studies. Our results are also con-
sistent with the experimental results of Huang et al.
[17], who observed that for outwardly propagating
spherical flames burning a stoichiometric mixture of
natural gas and hydrogen with air, the increase in
H2 content decreases the Markstein number, implying
increased tendency toward diffusive–thermal instabil-
ity.

To characterize the effects of curvature and mix-
ture fraction gradient on triple flame propagation,
Fig. 14 presents the normalized local triple flame
speed (Stri/S

0
L) as a function of δ0

L · ∇ · n and Da−1,
which are, respectively, the dimensionless flame cur-
vature and the dimensionless mixture fraction gradi-
ent. Following Ruetsch et al. [30], Da is computed
Fig. 14. Normalized local (triple) flame speed (Stri/S
0
L) as

a function of (a) dimensionless flame curvature (δ0
L · ∇n)

and (b) inverse Damköhler number (Da−1) for the flames
discussed in the context of Fig. 10.

at the location of the local minimum flow velocity
along fs. Results indicate a linear correlation between
Stri/S

0
L and δ0

L ·∇n and between Stri/S
0
L and Da−1 for

all the four cases. As δ0
L · ∇ · n increases, Stri/S

0
L de-

creases, since the premixed wings are weakened and
the propagating triple flame structure resembles more
that of a nonpremixed flame. Similarly, with increas-
ing Da−1, Stri/S

0
L decreases. The response of the lo-

cal triple flame speed to curvature and mixture frac-
tion gradient is consistent with previous investigations
[25,26,30]. Generally, the effect of H2 enrichment is
to reduce the flame’s sensitivity to curvature and mix-
ture fraction gradient, as indicated by a decrease in
the respective slopes.

Finally, in order to isolate the effect of H2 enrich-
ment on Markstein numbers (Ma) from that of flame
structure, Table 3 summarizes the Markstein numbers
for triple flames discussed in the context of Fig. 13
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Table 3
Summary of Markstein numbers (Ma) for H2-enriched
CH4–air planar and triple flames

Markstein numbers (Ma)

Planar flamesa Triple flames

0%H2–100%CH4 0.42 0.55
25%H2–75%CH4 0.26 0.43
50%H2–50%CH4 0.19 0.31
75%H2–25%CH4 0.11 0.39

a Computed under stoichiometric conditions.

and the corresponding counterflow (twin) premixed
flames. The Markstein numbers for the latter flames
are computed using the CHEMKIN package [54] with
the GRI 1.2 chemistry model [41]. The methodol-
ogy is described in Ref. [59]. An important observa-
tion from this table is that triple flames have higher
Ma than the corresponding premixed flames, indicat-
ing greater sensitivity to stretch and higher diffusive–
thermal stability for triple flames.

4. Conclusions

We have presented a numerical investigation on
the propagation characteristics of H2-enriched CH4–
air flames in a nonpremixed jet. Propagating triple
flames are established in axisymmetric coflowing jets
by igniting the fuel–air mixture at a downstream lo-
cation. A time-accurate implicit algorithm that uses
detailed descriptions of transport and CH4–air chem-
istry is used for simulations. The predictions are val-
idated using measurements of the instantaneous dis-
placement flame velocity. The effects of H2 enrich-
ment on the flame structure, dynamics, and stretch–
flame speed interactions for propagating triple flames
are characterized.

1. Following ignition, a well-defined triple flame is
formed that propagates upstream along the sto-
ichiometric mixture fraction line with a nearly
constant displacement flame velocity (Vf). As the
flame approaches the burner, it transitions to a
double flame and subsequently to a nonpremixed
flame, and stabilizes at the burner rim. With in-
creased H2 concentration in the fuel blend, both
Vf and Stri (local triple flame speed) increase pro-
gressively due to the enhanced chemical reactiv-
ity, diffusivity, and preferential diffusion caused
by H2 enrichment.

2. The propagating triple flame structure is sub-
stantially modified by H2 enrichment, which in-
creases the flame curvature and mixture fraction
gradient near the triple point. The addition of
H2 also enhances interactions between the reac-
tion zones, which extend the flammability limits
associated with CH4–air triple flames. In addi-
tion, H2 enrichment makes the flow divergence
ahead of the flame more asymmetric with re-
spect to the stoichiometric mixture fraction line.
Consequently, the triple point does not coincide
with the flame leading edge, which is located at
the local minimum flame curvature. This distinc-
tion is important in the context of determining
Stri, since experimental studies have generally re-
ported flame speeds at the leading edge, while
numerical investigations have reported these val-
ues at the triple point.

3. The flame dynamics at the triple point is also
significantly modified by H2 enrichment. In ad-
dition to the enhancement in local triple flame
speed (Stri), H2 addition considerably increases
both the hydrodynamic and curvature-induced
stretch, and hence the total stretch. Moreover,
the stretch–flame speed interactions are substan-
tially modified, as H2 enrichment reduces the
flame sensitivity to stretch; i.e., it decreases the
Markstein number (Ma) and thus increases the
flame tendency toward diffusive–thermal insta-
bility (i.e., Ma → 0). These results are consis-
tent with the previously reported experimental re-
sults for outwardly propagating premixed spher-
ical flames burning a stoichiometric mixture of
natural gas and hydrogen with air.

4. For all the H2-enriched methane–air flames in-
vestigated in this study, the local triple flame
speed decreases linearly with stretch. This is con-
sistent with previous studies that have shown
a negative correlation between flame speed and
stretch for stoichiometric CH4–air and H2–air
premixed flames with an effective Lewis num-
ber greater than one. While Stri decreases lin-
early with stretch, the ratio UF/Stri (UF being the
global flame speed) is found to be proportional
to the square root of the unburned to burned
density ratio (

√
(ρu/ρb)). This is an important

result because it implies that the flame stretch
theory and flow redirection effect, which have
previously been discussed in the context of ide-
alized flame configurations, also apply to more
complex flames such as H2-enriched CH4–air
triple flames propagating in a nonuniform flow
field.

5. Results also indicate that the flammability lim-
its associated with triple flames are signifi-
cantly wider than those associated with the
corresponding planar premixed flames. Triple
flames also exhibit higher sensitivity to stretch
and greater diffusive–thermal stability than their
corresponding stoichiometric planar premixed
flames.
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ABSTRACT 
     Cavities are incorporated in the designs of the 
future gas-turbine combustors for providing flame 
stability and, thereby, for improving the lean 
blowout characteristics. Recently, a Cavity-inside-
cavity (CIC) design was proposed for the Air Force 
Research Laboratory’s ultra compact combustor 
(UCC). Numerical studies are performed in the 
present study to understand the dynamics of the 
CIC-supported flames. The complex CIC that was 
used in the actual hardware has been simplified for 
making it amenable to two-dimensional models. 
Calculations are performed for the modified CIC 
using a two-dimensional, unsteady, reacting flow 
code known as UNICORN. Direct numerical 
simulations and calculations using k-ε turbulence 
model are performed. A fast, global-chemistry 
model is used for studying the flame dynamics 
inside and in the wake region of CIC. Calculations 
are performed for several CIC geometries generated 
through varying the width of the cavity. The design 
CIC is found oversized for the secondary 
(circumferential) airflow used in UCCs. A detailed 
chemistry model is also used for understanding the 
blowout characteristics of the CIC-supported flames. 
 
 
INTRODUCTION 
     Gas turbine engines have continued to improve 
with innovations in making them smaller, more 
efficient and environmentally friendly. Studies [1] 
have indicated that reheating of the combustion 
products between the high- and low-pressure turbine 
stages in a gas turbine engine could improve the 
specific thrust by as much as 50%. However, as a 

conventional combustor is too large to be 
incorporated for providing the extra heat between 
the two turbine stages, new technologies such as 
Ultra Compact Combustor (UCC) that can maintain 
high-efficiency burning in an extremely short length 
are being developed [2,3]. In the original design of 
UCC a cavity runs around the outer circumference 
of the turbine inlet guide vanes. For improving the 
lean blowout and stability characteristics of the UCC 
a second cavity, referred to as cavity-inside-cavity 
(CIC), is channeled inside the primary one [4,5]. 
Entire fuel used in UCC is injected through this 
cavity. Additional air jets are also provided in CIC 
for increasing fuel-air mixing and for creating a 
stable vortical flow inside the cavity. Because of 
these fuel and air injections into the cavity and the 
high-speed secondary air flowing in the 
circumferential direction over the cavity makes the 
design of CIC complicated.   
     Unsteady flow in and around cavity-type 
geometries occurs in a variety of applications such 
as slotted wind tunnels, slotted flumes, bellows-type 
configurations, and aircraft-engine and airframe 
components. In particular, the unsteady flow in 
aircraft combustors restricts fuel-lean operation and 
degrades flame-stability characteristics. Hsu et al. 
[6] have proposed a simple, compact, and efficient 
method of using cavities to stabilize combustion. 
Since this concept uses a vortex that is trapped in a 
cavity [7] to stabilize the flame, it is referred as the 
Trapped-Vortex (TV) concept. Experimental 
investigations of Hsu et al. [6] indicated that a 
trapped-vortex combustor operates most efficiently 
when fuel and air are injected directly into the 
cavity. However, direct injection of mass (air and/or 
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fuel) into the cavity could alter the geometrical 
criterion derived for locking vortices inside passive 
cavities (i.e., without injection). Because of this 
direct injection cavity flow in a trapped-vortex 
combustor experiences higher residence times and 
fuel-rich environment and may lead to increased 
production of pollutants and soot. Therefore, in 
order to reap the benefits of trapping a vortex inside 
the cavity while not creating excessively long 
residence times for unmixed fuel, cavity size must 
be determined while considering the fuel and air 
injection schemes.  
     In the present work, numerical simulations for 
the reacting flows associated with a CIC for 
different equivalence ratios are made using a well-
tested CFD code UNICORN [8]. A detailed 
chemical kinetics model for gas-phase reactions and 
a two-step model for soot formation are 
incorporated. A global, infinitely fast chemical 
kinetics is also used for performing optimization 
studies on CIC geometry. Numerical results 
obtained for unsteady flames with different CIC 
geometries are compared. 
 
MODEL CONFIGURATION 
     The ultra-compact combustor (UCC) 
conceptually integrates the traditional combustor 
with the preceding compressor exit guide vanes and 
the following turbine inlet guide vanes. Details of 
the UCC design established at Air Force Research 
Laboratory (AFRL) are given in References 2 and 3. 
For improving the flame-stability and lean-blowout 
characteristics, this design included novel 
geometrical features such as cavity-in-cavity (CIC). 
The basic idea of CIC has stemmed from AFRL’s 
trapped-vortex-combustor concept [6,7], which 
successfully used a cavity for trapping the 
recirculation vortex that generally moves around in 
the wake region of a flame holder. The CIC used in 
AFRL’s UCC is described in Reference 5. A 
schematic diagram of the CIC is shown in Fig. 1a. 
CICs are drilled in the longitudinal direction at the 
top surface of a circumferential main cavity. 
Secondary air is injected in the circumferential 
direction at the top surface of the main cavity. The 
primary air of the combustor flowing across the 
circumferential cavity and the secondary air flowing 
across the CIC in the circumferential direction make 
the overall flowfield highly three-dimensional. 
However, the strong secondary air inside the 
circumferential cavity is expected to shield the CIC 
from the primary air and, consequently, flow inside 
a CIC could be assumed as two dimensional with the 
third direction coinciding with the longitudinal 
direction of the combustor. With this assumption, 
flowfield associated with a CIC is modeled as a two-

dimensional one as shown in Fig. 1b. Velocities for 
the secondary air (40 m/s), driver jet A (28 m/s), 
driver jet B (19 m/s), and fuel jet F (1.0 m/s) are 
obtained by matching the flow rates used in the 
experiment [5]. Note that the circular holes through 
which these jets were issued in the experiment are 
treated as slots in the current two-dimensional 
modeling. The widths of jets A and B are set as 1 
mm and that of fuel jet F is set as 3 mm. It is also 
assumed that operation of one CIC doesn’t influence 
the operation the other in its neighborhood. Fuel is 
injected into CIC with a recess at the top plate for 
mimicking spray-nozzle mounting. CIC shown in 
Fig. 1b is modeled with a non-uniform grid system 
having 251X151 points and with a minimum 
spacing of 0.1 mm.                       
 
NUMERICAL MODEL 
     UNICORN (UNsteady Ignition and COmbustion 
using ReactioNs) code [8,9] is a time-dependent, 
two-dimensional mathematical model used for the 
simulation of unsteady reacting flows. It is capable 
of performing direct numerical simulations (DNS) 
and has been developed over a ten-year period. Its 
evolution has been in conjunction with experiments 
conducted for testing its ability to predict ignition, 
extinction, stability limits, and the dynamic 
characteristics of nonpremixed and premixed flames 
of various fuels [10-13]. It solves for u- and v-
momentum equations, continuity, and enthalpy- and 
species-conservation equations on a staggered-grid 
system. A clustered mesh system is employed to 
trace the large gradients in flow variables near the 
flame surface. Detailed chemical-kinetics models for 
various fuels are incorporated. Thermo-physical 
properties such as enthalpy, viscosity, thermal 
conductivity, and binary molecular diffusion of all 
the species are calculated from the polynomial curve 
fits developed for the temperature range 300 - 5000 
K. Mixture viscosity and thermal conductivity are 
then estimated using the Wilke and Kee expressions, 
respectively. Molecular diffusion is assumed to be of 
the binary-diffusion type, and the diffusion velocity 
of a species is calculated using Fick's law and the 
effective-diffusion coefficient of that species in the 
mixture. A simple radiation model based on the 
optically thin-media assumption is incorporated into 
the energy equation.  Radiation from CH4, CO, CO2, 
H2O, and soot is considered [14]. Soot is modeled 
using the two-equation methodology proposed by 
Lindstedt [15]. 
     The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme[9], and those of the species and energy 
equations are obtained using a hybrid scheme of 
upwind and central differencing. At every time step, 
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the pressure field is accurately calculated by solving 
all the pressure Poisson equations simultaneously 
and using the LU (Lower and Upper diagonal) 
matrix-decomposition technique. Different types of 
boundary conditions such as adiabatic wall, 
isothermal wall, symmetric surface, outflow, and 
inflow can be applied to the boundaries of the 
computational domain [16]. 
     Two chemical kinetics models for JP-8-fuel-air 
combustion are used. One is an infinitely fast, 
global-type reaction mechanism involving five 
species, namely fuel, O2, CO2, H2O, and N2. The 
second chemical-kinetics model is Violi’s detailed 
mechanism [17], which consists of 161 reactions and 
1538 reactions (some of them are lumped). Gaseous 
JP-8 fuel in both these mechanisms is treated as a 
surrogate mixture of six parent species (n-dodecane 
30%, n-tetradecane 20%, I-octane 10%, 
methylnaphthalene 20%, tetralin 5% and m-xylene 
15%) that is developed at AFRL [18]. The global 
reaction for this surrogate mixture is 
 
      JP8 + 15.425 O2 => 10.25 H2O + 10.3 CO2. 
 
     While global-chemistry model is used for 
optimizing the size of the cavity, Violi’s detailed-
chemical-kinetics model for JP-8 fuel is used for 
investigating the blowout characteristics of the 
design cavity. Since the prediction of blowout 
phenomenon depends on the extinction 
characteristics of the chemistry model used, Violi 
mechanism is examined for its ability to simulate the 
extinction process of an opposing-jet nonpremixed 
flame.  The physical domain modeled between the 
opposing fuel (mixture of gaseous JP-8 and N2) and 
air jets (14 mm in the axial direction and 20 mm in 
the radial direction) is represented using a 201x31 
grid system, which resulted in a uniform grid 
spacing of 70 μm across the flame. The fuel/N2 ratio 
used is 0.08. Experiments for this flame were 
conducted by Holley et al [19]. Temperatures of the 
fuel and oxidizer streams are set to the measured 
values of 394 and 294 K, respectively. Initially a 
stable flame is established for a low-strain-rate case 
of 28.6 s-1 and then calculations are repeated by 
gradually increasing the strain rate (velocities) until 
the flame along the centerline is extinguished. 
     The predicted flame response to increase in strain 
rate up to extinction limit is shown in Fig. 2. Here, 
the peak temperature along the centerline (r = 0) is 
plotted at different strain rates. Due to chemical 
nonequilibrium, temperature of the flame decreased 
with strain rate. The measured extinction limit of 
150 s-1 is shown with a vertical box. Width of the 
box corresponds to the experimental uncertainty of 
3.5% reported by Holley et al [19]. Violi mechanism 

simulated the flame extinction process reasonably 
well with the predicted extinction strain rate of 136 
s-1 being within 90% of the measured value. 
 
RESULTS AND DISCUSSION 
     Calculations for the cavity-in-cavity geometry 
shown in Fig.1 are performed using the previously 
described detailed kinetics model and also with a 
global, infinitely fast chemistry model. As the latter 
model is simple and fast, it is used for conducting 
parametric studies in search for an optimum cavity 
configuration while the computationally intensive 
former model is used for understanding the flame 
blowout characteristics. Direct numerical 
simulations (without using any turbulence model) 
for the unsteady flowfields associated with the 
design-size CIC are shown in Figs. 3a and 3b. While 
the instantaneous velocity is shown in Fig. 3a the 
temperature field at the same instant is shown in Fig. 
3b. The flow recirculation established in the cavity 
due to the high-speed secondary airflow is confined 
close to the front cavity wall. The driver jets (A and 
B) are ejected out of the cavity near the aft wall. The 
recirculation vortex is unsteady and makes the driver 
jets to flutter. Interestingly, the recirculation zone 
did not extend into the top half (wall side) of the 
cavity, which is filled with the fuel injected from the 
top wall. Fuel is eventually ejected out of the cavity 
along with the driver jets. Two non-premixed flames 
are established (Fig. 3b) along the interfaces 
between the fuel and driver air jets in the cavity 
region and then a wake flame is established between 
the excess fuel ejected out of the cavity and the 
secondary air jet. The unsteady recirculation vortex 
is making the flames to wrinkle. Steady-state results 
obtained after using k-ε turbulence model (Figs. 3c 
and 3d) also suggest that the upper half of the cavity 
is free from strong recirculating flows. Figure 3d 
suggests that the two flames emanating from the 
cavity are smoothly rolling back on to the 
downstream cavity wall. Both the direct numerical 
simulations and k-ε calculations suggest that the 
volume of the cavity is more than what is required 
for trapping the recirculation zones. Flow of 
combustion products along the downstream cavity 
wall suggests that it could influence the flow passing 
over the next CIC. However, for simplicity purpose 
such effects are neglected in the present study and 
pure air is assumed to be flowing over the CIC.              
 
Fuel-Air Mixing: 
     Fuel is injected into CIC with a recession from 
the bottom wall for mimicking the spray-nozzle 
mounting. For improved combustion efficiency and 
lower pollutant formation it is desirable to mix fuel 
with air as quickly as possible. However, as seen 
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from Fig. 3, the weaker recirculation in the cavity is 
not able to effectively transport air into the fuel-jet 
recession and delays fuel-air mixing. To determine 
whether a lower or higher fuel flow rate would 
entrain any air into the fuel-jet-recession region, 
calculations for 0.5 m/s and 2.0 m/s fuel jet 
velocities are carried out. Results in the form of 
instantaneous temperature distributions for these two 
cases are shown in Figs. 4a and 4b, respectively. In 
general, flames are becoming longer in the axial 
direction with increase in the fuel flow into the 
cavity. From these calculations it is clear that 
changing the fuel jet velocity did not increase flow 
recirculation into the upper half of the cavity and air 
is not brought into this region. Consequently, flames 
are not established in the upper half of the cavity. 
However, a comparison among flames in Figs. 4a, 
3a and 4b (with increasing fuel-jet velocity) suggests 
that the wake flame becomes steadier when the fuel 
flow rate is increased. This should be expected as 
the design CIC seems larger than the required one 
for trapping the recirculation vortex and additional 
fuel into the cavity makes it aerodynamically 
smaller and, thereby, reducing vortex shedding into 
the wake flame.  
     For determining the impact of the fuel-jet 
recession on the flame dynamics, calculations are 
repeated after removing the fuel-jet recession. 
Results in the form of temperature distributions for 
1.0 m/s and 2.0 m/s fuel jet velocities are shown in 
Figs. 5a and 5b, respectively. A comparison of 
flames obtained with fuel-jet recession (Figs. 3a and 
4b) and without (Figs. 5a and 5b) for the same flow 
conditions indicates that the fuel-jet recession has 
minimal effect on the flame stability.              
 
Optimization of Main Cavity: 
     Knowing that the main cavity in Fig. 1 is 
oversized for the secondary air used in ultra compact 
combustors, an attempt has been made for 
determining the correct size for CIC for a stable 
combustion. Calculations are repeated after 
increasing or decreasing the width of the cavity 
while not altering the size and location of the fuel 
injection, height of the cavity and other flow 
conditions. Several calculations are made for the 
cavity widths ranging between 5.4 mm and 12.2 
mm. Typical results in the form of instantaneous 
temperature distributions for 5.4, 6.2, 8.2, and 12.2 
mm cavities are shown in Figs. 6a, 6b, 6c, and 6d, 
respectively. Also, results shown in Fig. 3a for 10.2-
mm cavity should be viewed in between Figs. 6c and 
6d as a part of this study. Note that no effort was 
made in synchronizing these results to a particular 
phase of the flowfield. 

     Temperature fields in Figs 6 and 3a indicate that 
irrespective of the width of the cavity the bottom 
half of the cavity, especially in and around the fuel-
jet injector, entrained very little air or combustion 
products. To a lesser significance, it may also be 
noted that the recirculation zone in the lower half of 
the 12.2-mm cavity has penetrated slightly deeper 
into the cavity. This indicates that a much wider 
cavity is required in order the recirculation zone to 
fill it completely. These calculations further suggest 
that the designed cavity not only is oversized but 
also has a height-to-width ratio that is more than 
needed.  A comparison among the instantaneous 
temperature fields in Fig. 6 and 3a reveals that the 
cavity and wake flows are becoming more dynamic 
as the width of the cavity is increased. However, a 
further analysis based on Fourier time-frequency 
decomposition revealed that flow unsteadiness 
decreased first with the cavity width and then 
increased with further increase in the cavity width—
suggesting that there exist an optimum width for the 
cavity in Fig.1 for stable combustion. 
     Dynamic characteristics of the flow are 
quantified by first recording the fluctuations in 
temperatures at different locations inside the cavity 
and within the wake flow over a period of 50 ms and 
then analyzing the data using Fourier-time-
frequency-decomposition technique. Temperature 
data collected at a location z = 27 mm and h = 19 
mm for various cavity widths are shown in Fig. 7a 
and their power spectral densities (PSD) are shown 
in Fig. 7b. This location, marked as P in Fig. 1, is 
close to the aft face of the cavity and is within the 
shear layer of the secondary air and cavity flow. The 
PSDs are normalized to the peak value. Figure 7a 
shows that temperature fluctuations are most severe 
when cavity width is 12.2 mm and minimum when it 
is 6.2 mm. The design cavity width of 10.2 mm 
yielded temperature fluctuations that are only 
slightly weaker than those obtained for 12.2-mm 
cavity and are significantly larger compared to those 
obtained for 6.2-mm cavity. The smallest cavity (5.4 
mm) also resulted in temperature fluctuations that 
are larger than those obtained for 6.2-mm cavity. 
The fundamental frequency of temperature 
fluctuations for larger cavities (10.2 and 12.2 mm) is 
~2100 Hz and it increased to ~2800 Hz for 5.4-mm 
cavity. PSD for 6.2-mm case is negligibly small. 
Strengths of both fundamental and first-harmonic 
frequencies have decreased with cavity size.  
     Temperature data collected at a location (marked 
as Q in Fig. 1) slightly inside the cavity (z = 27 mm, 
h = 20 mm) are shown in Fig. 8. Amplitude of the 
temperature fluctuations is lowest at this location 
also when the cavity width is 6.2 mm. However, this 
minimum amplitude is significantly larger than that 
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obtained at location P. The PSD plot in Fig. 8b 
obtained at location Q also shows that the 
fluctuations with 6.2-mm cavity are weaker than 
those obtained with the other three cavities. 
Interestingly, the maximum amplitude for the 
fluctuations in the design cavity (10.2-mm width) 
appeared for the first harmonic frequency (~4300 
Hz). This could be due to a strong vortex splitting 
occurring inside the cavity. 
     Finally, the dynamics of the flow in the wake 
regions of the cavities are shown in Fig. 9. 
Temperature fluctuations collected at point R in Fig. 
1 (z = 50 mm, h = 18 mm) are shown in Fig. 9a. 
Even at this location the amplitude of fluctuation is 
minimum (at least during some cycles) for 6.2-mm 
cavity. Interestingly, a strong sub-harmonic 
frequency (~1100 Hz) has appeared for this cavity.                                         
 
Calculations with Detailed Chemical 
kinetics: 
     Results obtained with fast, global chemistry 
suggested that flow inside the design cavity (10.2-
mm width) is unsteady due to the dynamics of a 
loosely trapped recirculation zone. Such 
unsteadiness could cause flame blow out, however 
flames shown in Figs. 3-6 are stabilized inside the 
cavity. This false stability could be arising from the 
infinitely fast chemistry used for those simulations. 
For understanding the ability of the flames in getting 
stabilized under the dynamic environment inside the 
10.2-mm cavity, calculations have been performed 
with the detailed-chemical-kinetics model described 
earlier. Due to the large number (162) of species 
used in this mechanism, each calculation took more 
than 300 hours of computer time. A parametric 
study for design optimization based on such detailed 
mechanism requires significant amount computer 
resources and is beyond the scope of the current 
paper. However, calculations can be done using this 
mechanism for understanding flame stability 
characteristics for a given cavity geometry. 
     Detailed chemistry calculations are performed for 
the 10.2-mm cavity and results at two instants are 
shown in Fig 10. Blowout did not occur for this fuel 
flow rate of 1.0 m/s. Instantaneous velocity, 
temperature, fuel (NC12)-concentration and CO-
concentration fields at time t0 are shown in Figs. 
10a, 10b, 10c, and 10d, respectively and those 
obtained 0.2 ms later are shown in Figs. 10e, 10, 
10g, and 10h, respectively. Dynamics of the cavity 
and wake flows obtained with the detailed-chemistry 
model are similar to those obtained with the fast-
chemistry model (Fig. 3). A comparison of velocity 
fields in Figs. 10a and 10e shows that the dynamics 
of the unsteady recirculation vortex, which causes 
the cavity and wake flow to become unsteady. The 

strong recirculation vortex pinches a part of the 
flame and rolls with it. Under weakly and 
moderately dynamic conditions, such flame pinching 
(Fig. 10b) occurs only during a fraction of vortex-
roll-up cycle and flame gets re-establishes as shown 
in Fig. 10f.  
     As seen in fast-chemistry simulations, 
calculations with detailed chemistry also restricted 
the recirculation zone to the lowe half of the cavity. 
As a result, the upper half of the cavity is filled with 
fuel (Figs. 10c and 10g). The dynamic recirculation 
vortex is rolling along the interface of the fuel and 
air around the mid-section of the cavity and pushing 
fuel into air stream intermittently. These blobs of 
fuel pockets are getting burned as they travel 
downstream (Fig. 10g) in the wake of the cavity 
flow. Pockets of combustion product CO in the 
cavity region (Figs. 10d and 10h) also provide 
evidence for intermittent burning taking place in the 
current cavity geometry.                           
 
CONCLUSIONS 
     Calculations for a cavity-inside-cavity (CIC) 
were performed using a two-dimensional, unsteady, 
reacting flow code known as UNICORN. Direct 
numerical simulations and calculations using k-ε 
turbulence model were performed. A fast, global 
chemistry was used for studying the dynamics of the 
flow associated with CIC and for optimizing its size. 
A detailed-chemistry model was used for 
understanding the blowout characteristics of the 
CIC-supported flames. 
1) The design CIC seems oversized for the 

secondary (circumferential) airflow used in ultra 
compact combustors. 

2) The recirculation vortex and its dynamics are 
confined to the lower half of the cavity. Fuel 
injected from the upper wall of the cavity filled 
the space in the upper half. Due to lack of air 
entrainment into this region, no flames were 
formed inside and around the fuel injection 
location. 

3) In order to fill the cavity with air for better fuel-
air mixing, its height must be reduced and for 
properly trapping the recirculation vortex within 
the cavity, its width must be reduced. 

4) A parametric study conducted by changing the 
width of the cavity suggested that an optimum 
size would be ~ 6.2 mm for minimizing the flow 
unsteadiness.     

5) The dynamics of the recirculation vortex 
fragments the flame inside the cavity, however, 
flame blowout was not observed for the fuel 
flow rate considered.    
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 Fig. 2. Predicted temperature of an opposing-jet non-  
   premixed flame under different stretch conditions up to  
 extinction. Calculations are made using Violi detailed-  
 kinetics mechanism. Gaseous JP-8 fuel was used in the 
 experiment and calculations. Measured extinction strain 
 rate is shown with vertical bar. 
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   (b) (d) 
 
Fig. 3. Computed flowfields for the 10.2-mm-size design cavity. Instantaneous (a) velocity and (b) temperature 
fields obtained with direct numerical simulations and (c) velocity and (d) temperature fields obtained from the 
simulations utilizing k-ε turbulence model.     
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 Fig. 1. (a) Schematic diagram of CIC used in UCC. 
(b) Two-dimensional model of simplified CIC. 
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   (a) (b) 
Fig. 4. Instantaneous temperature fields obtained for (a) 0.5 and (b) 2.0 m/s fuel jets. Cavity width is 10.2 mm.   
 

         
   (a) (b) 
Fig. 5.Instantaneous temperature field without fuel-jet recession when fuel velocity was (a) 1.0 or (b) 2.0 m/s. 
 

         
   (a) (b) 
 

         
   (c) (d) 
Fig. 6. Instantaneous temperature fields obtained for (a) 5.4, (b) 6.2, (c) 8.2, and (d) 12.2 mm wide cavities.   
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   (a) (b)  
Fig. 7. (a) Temperature signal and its (b) power spectral density obtained at a point (27 mm x 19 mm) in cavity.   
 

12.2 mm
10.2 mm

6.2 mm
5.4 mm

T 
(K

) x
 1

00
0

t (ms)

0.5

1.0

1.5

2.5

2.0

0 0.2 0.4 0.6 0.8 1.0
 

12.2 mm
10.2 mm
6.2 mm
5.4 mm

N
or

m
al

iz
ed

 P
SD

f (KHz)
1 2 3 4 5

0.0

0.2

0.4

0.6

0.8

1.0

  
   (a) (b)  
Fig. 8. (a) Temperature signal and its (b) power spectral density obtained at a point (27 mm x 20 mm) in cavity.   
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   (a) (b)  
Fig. 9. (a) Temperature signal and its (b) power spectral density obtained at a point (50 mm x 18 mm) in the 
wake of the cavity.   
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   (a) (e) 
 

         
   (b) (f) 
 

         
   (c) (g) 
 

         
   (d) (h) 
 
Fig. 10. Flowfields for the 10.2-mm-size cavity at two different instants obtained through direct numerical 
simulations with detailed chemical kinetics. Instantaneous (a) and (e)  velocity, (b) and (f) temperature, (c) and 
(g) NC12 concentration, and (d) and (h) CO concentration fields obtained at t0 and t0+0.2 ms, respectively.     
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Abstract  
The centerbody burner was designed with an objective of understanding the coupled processes of soot formation, growth, 
and burn-off through decoupling them using recirculation zones. Experimentally it was found that sooting characteristics 
of the centerbody burner could alter dramatically with the changes in operating conditions. One of the interesting 
operating regimes; in which, flame lifts off and forms a column of soot, was identified when oxygen in the oxidizer 
stream was sufficiently reduced. This paper describes the numerical studies performed for understanding the lifted 
flames of the centerbody burner. A time-dependent, axisymmetric, detailed-chemistry CFD model (UNICORN) is used. 
Combustion and PAH formation are modeled using Wang-Frenklach (99 species and 1066 reactions) mechanism and 
soot is simulated using a two-equation model of Lindstedt. Calculations have reasonably predicted the structure of the 
lifted flame. The predicted flame lift-off height matches well with that of the experiment. Recirculation zones formed 
between the flame base and the centerbody transport fuel and its lighter fragments formed in the lifted flame region 
toward the face of the centerbody. Mixing of oxygen and fuel and its fragments between the flame base and centerbody 
establishes a premixed flame in the flame-base region. Numerical studies are conducted by increasing and decreasing the 
coannular flow velocity for determining the stability of the lifted flames. 
 

                                                           
* Corresponding author: vrkatta@erinet.com 
Proceedings of the 2008 Technical Meeting of the Central States Section of The Combustion Institute 

Introduction 
The formation, growth, transport, and burnout of soot 

are perhaps the most complex and least understood 
processes in flames and combustion systems. Soot 
particles containing several-thousand carbon atoms are 
formed in flames from simple fuel molecules within a few 
microseconds [1]. However, these soot precursor particles 
on a much longer time scale interact with the gas-phase 
molecules during the surface-growth process, colloid with 
each other in the agglomeration process and react with 
oxygenated species in the oxidation process. All of these 
chemical and physical two-phase processes occur 
simultaneously in flames. In gas turbine combustors, 
these processes are further complicated by the burning of 
practical fuels, consisting of thousands of species, and the 
actions of turbulent flow.  There is a significant science 
base for understanding the soot processes; however, it is 
inadequate to provide accurate soot models that can aid in 
the design of future low sooting gas turbine combustors.  
Thus, there is a pressing need to expand the science base 
in ways that foster the development and evaluation of 
accurate CFD models for designing low sooting 
combustion systems. 

The Strategic Environmental Research and 
Development Program (SERDP) office recently started a 
comprehensive fundamental soot research initiative 
involving a suite of burners [2]. The designs of these 
burners progress in complexity in a way that the effects of 
chemical kinetics, diffusion, flame stretch, recirculation, 
and turbulence on the soot processes can be 
systematically studied. The computational part of this 
effort is to use a state-of-the-art, Navier-Stokes based 
CFD code (UNICORN) [3] to aid in designing 
experiment, predicting and interpreting results, and 
evaluating soot and chemistry models. 

The centerbody burner [2], one of the few designs 
selected in the suite of burners for studying soot, consists 
of an annular oxidizer jet and a central fuel jet separated 
by a bluff body. The formation of recirculation zones in 
this burner [4] provides a mechanism for decoupling 
various soot processes and investigating them 
individually. Initial experiments by varying the nitrogen 
dilution in the fuel and/or oxidizer jets [2] suggested that 
very different flames with fully, donut-shaped, or ring-
type soot layers could be obtained. Recent experiments 
have further revealed that a lifted flame with a column of 
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soot extending into the relatively cold regions between the 
flame base and the face of the bluff body can also be 
obtained.  

Lifted flames established in the shear layers of co-
axial jets of fuel and oxidizer were studied by several 
investigators [5, 6], mainly for understanding the 
stabilization mechanisms [7, 8]. However, as the 
recirculation zones in centerbody burner provide 
additional complexity to the stability of the lifted flame, 
further studies must be performed for understanding the 
centerbody lifted flames. This paper describes the 
simulations performed by UNICORN using a simple soot 
model for the centerbody lifted flames. Predictions for the 
changes in flame and soot characteristics when the 
oxidizer is diluted with nitrogen are presented. Structure 
of the base of the lifted flame is studied. Effects of 
oxidizer velocity on flame lift-off height are investigated.           

 
Numerical Model 

A time-dependent, axisymmetric mathematical model 
known as UNICORN (Unsteady Ignition and Combustion 
using ReactioNs) [3, 9] is used for the simulation of the 
unsteady combusting flows in the centerbody combustor. 
It solves for u- and v-momentum equations, continuity, 
and enthalpy- and species-conservation equations on a 
staggered-grid system. The body-force term due to the 
gravitational field is included in the axial-momentum 
equation for simulating vertically mounted flames. A 
clustered mesh system is employed to trace the steep 
gradients in flow variables near the flame surface. A 
detailed chemical-kinetics model developed by Wang and 
Frenklach [10] is incorporated into UNICORN for the 
investigation of PAH and soot formation in ethylene 
flames. It consists of 99 species and 1066 elementary-
reaction steps. Thermo-physical properties such as 
enthalpy, viscosity, thermal conductivity, and binary 
molecular diffusion of all the species are calculated from 
the polynomial curve fits developed for the temperature 
range 300 - 5000 K. Mixture viscosity and thermal 
conductivity are then estimated using the Wilke and Kee 
expressions, respectively. Molecular diffusion is assumed 
to be of the binary-diffusion type, and the diffusion 
velocity of a species is calculated using Fick's law and the 
effective-diffusion coefficient of that species in the 
mixture.  

Soot in the flame is simulated after assuming it as a 
gaseous species and through the solution of two 
conservation equations--one for the soot volume fraction 
and the other for soot number density. Soot nucleation, 
agglomeration and oxidation processes are modeled 
following Lindstedt approach [11]. A simple radiation 
model for gaseous species, based on the optically thin-
media assumption, is incorporated into the energy 
equation [12]. Only radiation from CH4, CO, CO2, and 
H2O is considered in the present study. Radiation from 
soot is modeled assuming it as blackbody type [13].  

The finite-difference forms of the momentum 
equations are obtained using an implicit QUICKEST 
scheme [9], and those of the species and energy equations 
are obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is 
accurately calculated by solving all the pressure Poisson 
equations simultaneously and using the LU (Lower and 
Upper diagonal) matrix-decomposition technique. The 
boundary conditions are treated in the same way as that 
reported in earlier papers [14]. This model has been 
extensively validated [3] by simulating various steady and 
unsteady counterflow [15, 16] and coflow [17, 18] jet 
diffusion flames and by comparing the results with 
experimental data. 

 
Results and Discussion 

The geometry of the centerbody burner was described 
in detail in Ref. 2. It consists of a 46-mm-diameter disc 
enclosed in a cylindrical chimney with an annular gap of 
17 mm. A 7.6-mm-diameter hole is made at the center of 
the disc through which fuel (a mixture of ethylene and 
nitrogen) is injected at a velocity of 1.25 m/s. A mixture 
of air and nitrogen is flowed through the annular gap, also 
at a velocity of 1.25 m/s.  

Concentrations of nitrogen in the fuel and oxidizer 
streams are varied for obtaining different types of flames. 
For example, as discussed in Ref. 2, dilution of fuel jet 
transforms a fully sooty flame into a donut-type sooty 
flame and subsequent dilution of oxidizer jet results in a 
ring-type sooty flame. Further experiments revealed that a 
lifted flame with a column of soot establishes when 
oxygen concentration in the oxidizer becomes sufficiently 
low. Direct photograph of the flame obtained with 14.7% 
oxygen in the oxidizer stream is shown in Fig. 1. No 
nitrogen flow was used in the fuel stream. Glow from the 
flame has illuminated the 46-mm-diameter centerbody. 
Flame has lifted off from the face of the centerbody and 
stabilized at about 13 mm away from it. Radiation from 
CH and other ionized species that earmarks the reaction 
zone may be identified from the blue regions in Fig. 1. A 
column of soot that is extended all the way to the face of 
the centerbody can be identified from orange color. Note 
that this flame is very sensitive to the flow conditions and 
a small variation in flow velocity or nitrogen dilution 
could transition it into an oscillating flame.        

Calculations for the lifted flame shown in Fig. 1 are 
made using a 451x251 grid system. Concentrations of 
ethylene in the fuel jet and oxygen in the oxidizer jet are 
100 and 14.7 percents, respectively. Velocities of the jets 
are 1.25 m/s. Simulations are performed on a Personal 
Computer with 2.0 GB of memory. Execution times 
strongly depend on the number of species considered in 
the chemical-kinetics model and the grid size. Typically, 
with 99 species and 1066 reactions (Wang-Frenklach 
model) on a 451X251 grid system, simulations took ~50 
s/time-step on AMD-Opteran-250 computer. Even 
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though, time-dependent simulations are performed 
assuming that the resulting flowfield could be unsteady by 
nature, only steady state solutions are resulted in about 
10,000 time steps.  

Results obtained for the lifted flame are shown in 
Fig. 1. Axisymmetric representation of the flame is used 
while displaying the data. While iso-concentration 
contours of ethylene (solid gray lines), oxygen (broken 
lines) and OH (solid black lines) are superimposed on 
temperature field in the left half, streamlines are 
superimposed on temperature field in the right half. 
Location of the stoichiometric surface is marked with a 
solid white line. The two recirculation-type vortices 
associated with the centerbody flames may be identified 
from the streamlines. These recirculation vortices are 
formed due to the separation between the fuel and 
oxidizer jets. However, due to the differences in the 
momentum, recirculation vortex closer to the oxidizer jet 
is much larger than the one closer to the fuel jet. These 
recirculation vortices play a vital role in transporting fuel 
across the centerbody toward the oxidizer jet and in 
establishing a nonpremixed flame near the oxidizer jet. 

Calculations have predicted a lifted flame with the 
flame base shifted ~ 13 mm from the centerbody. This 
lift-off height matches well with that observed in the 
experiment (Fig. 1). Flame is stabilized on the outer edge 
of the oxidizer-side recirculation zone where flow 
(streamlines) is diverging. Stoichiometric surface (white 
line) in the flame region also matches well with the outer 
edge of the blue region in Fig. 1. Higher concentration of 
OH radical (black contour lines) near the flame base 
suggests the formation of a reaction kernel [19, 20]. Fuel 
transported by the recirculation vortices is mixing with 
oxygen in the inner region of the oxidizer jet and forming 
a partially premixed region upstream of the flame base.  

Detailed structure of the flame base is shown in Fig. 
3. Here, calculated CH distribution is shown in rainbow 
color palette. Iso contours of temperature and acetylene 
are superimposed using black and gray lines, respectively. 
Velocity vectors are also shown in this figure. The hook-
type CH –concentration distribution in two dimensions 
matches well with the torroidal-type flame ring captured 
in the three-dimensional photograph of the experiment 
(Fig. 1). As depicted by acetylene distribution, ethylene 
fuel is decomposing into smaller fuel fragments in the 
flame region, which are then transported into the region 
between the flame base and centerbody by the 
recirculation vortices. Consequently, flame is established 
from the combustion of oxygen and fuel fragments such 
as methane, hydrogen and acetylene. This is evident from 
the deviation in the location of peak-CH-concentration 
region from the stoichiometric surface computed using 
ethylene and oxygen (white line) near the flame base. 
Thus, the recirculation zones are playing a vital role in 
transporting fuel and its lighter fragments upstream of the 
flame base and in stabilizing it. 

Structure of the flame base is shown in Fig. 4 through 
plotting radial distributions of temperature, axial velocity, 
and reactants and intermediate-species concentrations. 
Note the difference in the ranges for radial distances used 
in Fig. 4(a) and 4(b). The small peak in temperature at r = 
20 mm is resulting from combustion. High temperature (~ 
1300 K) in the regions r < 20 mm is resulting from the 
products that transported by the recirculation zones. 
Significant mixing of fuel fragments and oxygen is taking 
place in the region upstream of the flame base, which 
forms a premixed flame at r = 21 mm as evident from the 
sudden increase in axial velocity. Consumption of lighter 
fuels (H2 and CH4), ethylene and oxygen at this location [r 
= 21 mm in Fig. 4(b)] also suggest the presence of a 
premixed flame. 

For understanding the stability of the lifted flame in 
Fig. 2, calculations are repeated by increasing or 
decreasing the coflow air-nitrogen velocity. For each new 
velocity, flame base has shifted to a new location and 
became stabilized. Flame and flowfields at higher coflow 
velocity (Oxidizer = 1.4 m/s) are shown in Fig. 5 and those 
for a lower coflow velocity (Oxidizer = 1.0 m/s) are shown 
in Fig. 6. As expected, coflow velocity has changed the 
sizes of the oxidizer-side and fuel-side recirculation 
zones. Increasing coflow velocity destabilized the flame 
in Fig. 2. However, as the flame retreats from it stable 
location, more fuel (original and its fragments) mixes 
with oxygen and leads for a stronger premixed flame, and 
thereby, establishes a new stabilization location for the 
flame base. This can be identified from the sharper flame-
base region in Fig. 5 compared to that in Fig. 6.  

Movements of flame base and the center of the 
oxidizer-side recirculation-zone with coflow velocity are 
plotted in Fig. 7. Overall, response of the recirculation 
zone center to the changes in coannular flow velocity is 
weaker than that of the flame base. Interestingly, flame 
base and recirculation zone center are located at the same 
radial distance for Oxidizer < 1.2 m/s. For higher velocities 
flame base moves closer toward the center than the center 
of the recirculation zone. Note lifted flame in the 
experiment (Fig. 1) became unsteady for small changes in 
flow conditions. On the other hand, calculations have 
resulted in a new stable flame when the flow conditions 
are modified. Reason for this difference will be 
investigated in the future.                             
 
Conclusions 

Sooting characteristics of a centerbody burner could 
change dramatically with changes in operating conditions. 
It was experimentally found that flame lifts off and forms 
a column of soot when oxygen in the oxidizer stream was 
sufficiently reduced. This paper describes the numerical 
studies performed for the lifted flames of the centerbody 
burner. A time-dependent, axisymmetric, detailed-
chemistry CFD model (UNICORN) was used to simulate 
the ethylene-air combustion in a 5.6-mm-diameter 
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centerbody burner. Combustion and PAH formation were 
modeled using Wang-Frenklach (99 species and 1066 
reactions) mechanism. Soot was simulated using a two-
equation model of Lindstedt. Calculations have predicted 
the structure of the lifted flame reasonably well. The 
predicted lift-off height matched well with that of the 
experiment. It was found that fuel and its lighter 
fragments formed in the lifted flame region transported 
upstream toward the face of the centerbody by the 
recirculation zones. Mixing of oxygen and fuel and its 
fragments between the flame base and the face of the 
centerbody established a premixed flame in the flame-
base region. While experiments have indicated that 
stability of the lifted flames is highly sensitive to the 
operating conditions, numerical studies conducted by 
increasing and decreasing the coannular flow velocity 
suggested that a stable flame could be established at a 
new location for the given velocity condition. Further 
experimentation and computation are needed for resolving 
this discrepancy.              
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Fig. 1. Photograph of lifted flame obtained in centerbody 
burner with pure ethylene central fuel jet and coannular 
flow of nitrogen-diluted air.
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Fig. 2. Computed lifted flame of centerbody burner. Iso contours of OH (black solid lines), ethylene (gray solid lines), 
and oxygen (broken lines) and streamlines are superimposed on left and right halves, respectively of color temperature 
map. Location of stoichiometric surface is marked with white line on right half.     
 

 
Fig. 3. Close-up view of lifted flame base. Velocity field and iso contours of temperature (black solid lines) and 
acetylene (gray solid lines) are superimposed on color map of CH concentration. Location of stoichiometric surface is 
marked with white line.     
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Fig. 4. Structure of lifted flame base. Radial distributions 
of (a) temperature and axial velocity and (b) 
concentrations of reactants and intermediate species at a 
height of 13.8 mm above centerbody plate.  
 

 
Fig. 5. Lifted flame for higher coannular flow. Velocity 
field and streamlines are superimposed on color 
temperature map. Stoichiometry is shown with white line.  

 
 
Fig. 6. Lifted flame simulated for lower coannular 
nitrogen-air flow. Velocity field and streamlines (gray 
solid lines) are superimposed on color temperature map. 
Stoichiometric surface is shown with white line. 
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Fig. 7. Changes in height (h) and radius (r) of flame base 
location and recirculation zone center with respect to 
increase in coannular nitrogen-air velocity.   
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A time-dependent, two-dimensional, detailed-chemistry computational fluid dynamics model, known as

UNICORN (unsteady ignition and combustion using reactions), is used for solving complex flame problems. The

unique features incorporated in UNICORN for handling extremely large chemical kinetics with ease and efficiency

are discussed. A submixture concept that is used for evaluating transport properties is described. This concept

increases the computational speed by a factor of five for a 208-speciesmechanism and is expected to have even higher

efficiency with larger mechanisms. An implicit treatment for certain reaction-rate terms applied during the solution

of species-conservation equations is described. Moving the reaction-rate source terms to the left-hand side of the

partial differential equations eases the stiffness problem that is typically associated with combustion chemical

kinetics. Computational speeds are further improved in UNICORN by completely integrating the chemical-kinetics

mechanisms with the solution algorithm. A software-generated computational fluid dynamics approach is used to

avoid the tedious and near-impossible task of manually integrating a large chemical-kinetics mechanism into a

computational fluid dynamics code. Several calculations demonstrating the abilities of the UNICORN code are

presented. Chemical-kinetics mechanisms up to 366 species and 3700 reaction steps are incorporated, and

simulations for unsteady multidimensional flames are performed on personal computers. Making use of the

robustness and efficiency of theUNICORNcode, detailed chemicalmechanisms developed for JP-8 fuel are tested for

their accuracy, and a parametric study on the role of parent species of a surrogate mixture in predicting flame

extinguishment is performed. Ease of changing chemical kinetics in theUNICORNcode is demonstrated through the

investigation of effects of additives in JP-8 fuel.

Nomenclature

Ci = chemical symbol for the ith species
Dij = diffusion coefficient in a binary mixture of the ith

and jth species
Di;mix = binary-diffusion coefficient of the ith species in a

mixture
f�Yi� = first variable used in the modified species-

conservation equation
g�Yi� = second variable used in the modified species-

conservation equation
Iji = availability of the ith species in the reactants of the

jth reaction
Jji = availability of the ith species in the products of the

jth reaction
kj = rate of the jth reaction
Mi = molecular weight of the ith species
Ns = number of species in the chemical kinetics
NR = number of reactions in the chemical kinetics
p = pressure
r = radial distance
T = temperature
t = time

u = axial velocity component
V = velocity
v = radial velocity component
Xi = mole fraction of the ith species
Xmin = minimum mole fraction in submixture
Yi = mass fraction of the ith species
z = axial distance
�fjT = flame thickness based on temperature distribution
�fjOH = flame thickness based on hydroxyl-radical

distribution.
�i = error in the ith species in percent
@=@t = differential operator with respect to t
� = simulation time
�0 = simulation time when Xmin � 0
�i, �mix = thermal conductivity of the ith species and mixture,

respectively
�i, �mix = viscosity of the ith species and mixture, respectively
�0i;j = stoichiometric coefficient for the ith species

appearing as reactant in the jth reaction
�00i;j = stoichiometric coefficient for the ith species

appearing as product in the jth reaction
� = density
�, �0 = functions
�st = scalar dissipation rate at stoichiometry
��1;1�� = reduced collision integral
! = production rate
r = Laplace operator

I. Introduction

D ETAILED chemical kinetics for describing combustion of
aviation fuels involves several hundred species and several

thousand elementary reactions. The need for more accurate and
presumably larger chemical-kinetics mechanisms is strongly driven
by the escalating cost of petroleum-based fuels and the need to
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develop alternative and Fischer–Tropsh fuels. Indeed, new fuel
mechanisms are being developed at a rapid pace. Traditionally, such
newly developed mechanisms are validated through the simulations
of zero- and one-dimensional flames using codes such as RUN1DL
[1], OPPDIF [2], and CHEMKIN [3] and comparing the results with
available experimental data. Extensive experimental data for the
intermediate species concentrations are required for obtaining a
reasonably calibrated kinetics mechanism. However, in many cases,
it is not feasible to obtain concentrations of the numerous
hydrocarbon intermediates that are generated during the combustion
of complex hydrocarbon fuels such as JP-8. As a result, newly
developed, complex chemical-kinetics mechanisms can be only
validated partially using traditional approaches.

One of the risks in using partially validated mechanisms is that the
simulations for a reacting flow under one set of conditions may
appear to be reasonable, whereas under a different set of conditions
they may be poor. This was demonstrated by Katta et al. [4] using
recently developed mechanisms for JP-8 fuels. Three JP-8
mechanisms were investigated: one from Ranzi’s group at
Politeccnico di Milano, the second from the University of Utah,
and the third from the Propulsion Directorate of the Air Force
Research Laboratory (AFRL/RZ). These mechanisms were
developed independently and validated using the limited experi-
mental data on ignition delay times and flame speeds. The Violi
mechanism (Ranzi’s group) [5] has 161 species and 1538 reactions,
including some global-type reactions; the University of Utah
mechanism [6] has 208 species and 2186 reactions, and the Mawid
Mechanism (AFRL/RZ) [7] has 216 species and 3000 reactions.
These three mechanisms were incorporated in UNICORN [8]
(unsteady ignition and combustion using reactions), and calculations
were performed for a variety of two-dimensional flame systems. It
was found that the flame structures predicted by these mechanisms
were radically different and, more important, that the blowout
characteristics of a nonpremixed flame varied significantly from
mechanism to mechanism. Disappointingly, the partially validated
chemistry models were found to be of only limited use in the
simulation of multidimensional flames.

Thus, a second-level validation must be performed on partially
validated chemistry models through the simulation of two- or three-
dimensional flames and by comparing the global features such as
flame shape, size, and liftoff height. As these global quantities can
easily bemeasured in the laboratory, a second-level validation for the
detailed-chemistry models can be performed if computational fluid
dynamics (CFD) codes that can incorporate large-chemical-kinetics
mechanisms and perform simulations for multidimensional flames
are available.

Advances in computer hardware technology and the need to
improve the understanding of combustion phenomena such as
flame stability, pollutant formation, and lean blowout have led to
the development of CFD codes with detailed chemical kinetics [9–
11]. However, due to the fact that computational time increases
significantly with the size of the chemical-kinetics mechanism
used, CFD code developments are limited to either simple fuels,
such as hydrogen [12], methane [13], and ethylene [14], that are
described with smaller detailed mechanisms (less than 100
species) or to complex fuels such as propane [15], heptane [16],
and JP-8 [17] that are described with reduced mechanisms (tens of
species).

A two-dimensional numerical model known as UNICORN [8],
which has the capability to incorporate detailed chemical-kinetics
mechanisms, has been developed at AFRL/RZ for the simulation of
dynamic, nonpremixed, and premixed jetflames. Thismodel is being
used for studying flame systems and evaluating large chemical
mechanisms and soot models on programs sponsored by theU.S. Air
Force Office of Scientific Research and the Strategic Environmental
Research and Development Program.

The present paper describes extension of the UNICORN code to
incorporate very large chemical-kinetics mechanisms and to
simulatemultidimensionalflames efficiently and accurately. Various
simulations that were performed for demonstrating the capabilities of
the modified UNICORN code are discussed.

II. Mathematical Model

The UNICORN code [8,18] is a time-dependent, axisymmetric
mathematical model that is used for the simulation of unsteady
reacting flows. It is capable of performing direct numerical
simulations and has been developed over a 10-year period. Its
evolution has been in conjunctionwith experiments conducted to test
its ability to predict ignition, extinction, stability limits, and the
dynamic characteristics of nonpremixed and premixed flames of
various fuels. It solves for u- and v-momentum equations, and
continuity, and enthalpy- and species-conservation equations on a
staggered-grid system. The body-force term due to the gravitational
field is included in the axial-momentum equation for simulating
vertically mounted flames. A clustered mesh system is employed to
trace the large gradients in flow variables near the flame surface.
Detailed chemical-kineticsmodels for various fuels are incorporated.
Thermophysical properties such as enthalpy, viscosity, thermal
conductivity, and binary molecular diffusion of all of the species are
calculated from the polynomial curve fits developed for the
temperature range 300–5000 K. Mixture viscosity and thermal
conductivity are then estimated using the Wilke [19] and Kee [20]
expressions, respectively. Molecular diffusion is assumed to be of
the binary-diffusion type, and the diffusion velocity of a species is
calculated using Fick’s law and the effective-diffusion coefficient of
that species [21] in the mixture. A simple radiation model based on
the optically thin-media assumption is incorporated into the energy
equation.

The finite-difference forms of the momentum equations are
obtained using an implicit QUICKEST (quadratic upstream
interpolation for convective kinematics with estimated streaming
terms) scheme [18,22], which is fourth-order accurate in space and
third-order accurate in time. The species and energy equations are
descretized using a hybrid scheme of upwind and central
differencing, which is second-order accurate in both time and space.
At every time step, the pressure field is accurately calculated by
solving all of the pressure Poisson equations simultaneously and
using the lower and upper diagonalmatrix-decomposition technique.
The overall accuracy of the calculations made by the UNICORN
code is estimated to be second-order or better in both time and space.
As demonstrated in the past [23], it is possible to simulate two-
dimensional turbulent flows (where no significant variation in flow
variables exists in the third dimension) using UNICORN. However,
for brevity, the scope of the present paper is limited to steady and
unsteady laminar flames. Different types of boundary conditions
such as adiabatic wall, isothermal wall, symmetric surface, outflow,
and inflow can be applied to the boundaries of the computational
domain [24].

III. Computational Procedure

In theory, the mathematical model described previously is
sufficient for the simulation of multidimensional flames using large
chemical kinetics. However, because of limitations on computational
resources and difficulties associated with incorporating chemical-
kinetics models, to obtain a multidimensional-flame solution using a
large chemical-kinetics mechanism within a reasonable amount of
time is a daunting task. Four computational techniques have been
incorporated in UNICORN to make it efficient and robust in
simulating multidimensional flames on personal computers.

A. Nonuniform Grid System

The accuracy of a simulation performed using a finite-difference
scheme depends on the grid resolution. Typically, one obtains a grid-
independent solution by performing calculations on increasingly
finer meshes until the solution attains quasi-steady state (mesh
independent). The finite-difference forms of the governing equations
in the UNICORN code are obtained on a nonuniform, orthogonal
mesh system and are solved using semi-implicit procedures [18].
These procedures, due to fewer restrictions on the time step, allow the
use of rapidly expanding grid sizes in both the axial and the radial
directions. Because the reaction-zone of a flame is confined to a
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narrow region within the high-temperature zone, grid distribution
must be sufficiently fine in that region. Variable grid systems are
constructed a priori while enforcing clustering of grid points in the
neighborhoods of the reaction zones, while allowing the grid spacing
to expand rapidly as the grid points are located away from these
regions. This facilitates the use of a minimum number of grid points
for the simulation of a given flame. Calculations are made first on a
coarse-grid system and then on a fine-mesh system, using the
previously obtained solution as the initial conditions. The implicit
procedures used in the UNICORN code permit stable calculations,
even when large variations in grid spacing are present between the
coarse- and fine-mesh systems. Overall, fewer grid points and
systematic progress toward a fine-mesh solution allow the
UNICORN code to perform multidimensional simulations with
large chemical kinetics efficiently.

B. Calculation of Transport Properties

As described previously, the transport properties for the mixture
are calculated using Wilke’s [19] and Kee’s [20] empirical
expressions. Mixture thermal conductivity �mix and viscosity �mix

can be calculated as follows for a mixture with Ns species:

�mix �
XNs
i�1

�i

�
1� 1:065

2
���
2
p
Xi

XNs
k≠i

Xk�ik

��1
with

�ik �
�1� ��0i =�0k�1=2�Mi=Mk�1=4�2

�1�Mi=Mk�1=2

(1)
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�i

�
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���
2
p

4Xi

XNs
k≠i

Xk�
0
ik

��1
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�0ik �
�1� ��i=�k�1=2�Mi=Mk�1=4�2

�1�Mi=Mk�1=2
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Here, �i and �i are thermal conductivity and viscosity of the
individual species, respectively, andMi andXi are species molecular
weight and concentration, respectively. Similarly, the effective-
diffusion coefficient of the ith species in a mixture [21] is calculated
using the empirical expression

Di;mix �
1 � XiPNs
i≠j Xj=Dij

with

Dij �
2:628 	 10�3

p�2��1;1��i;j

�
T3�Mi �Mj�

2MiMj

�
1=2

(3)

Dij is the binary-diffusion coefficient between species i and j, and

�
�1;1��
i;j is the reduced collision integral. Calculation of the mixture

transport properties for systems with a large number of species is
laborious and requires farmore computational time than that required
for solving the conservation equations or the reaction rates.
Examination of Eqs. (1) and (2) suggests that, in a system havingNs
species, � and �0 must be evaluated (N2

s -Ns) number of times at each
grid point. For example, in a systemof 300 chemical species,� and�0

must be evaluated 89,700 times each, which is nearly 18 times more
than the number of calculations required for evaluating reaction rates
for 5000 reactions. As Ns increases, evaluation of �mix and �mix

becomes increasingly time consuming. However, in multidimen-
sional-flame calculations, most of the species will be present in trace
amounts in regions away from the flame zone and only in parts per
million levels in the flame zone. Because trace concentrations of
species do not affect the thermal conductivity or viscosity of the
mixture, it is possible to increase the speed of the calculations by
considering only those species that are in significant concentrations.
This can be accomplished by creating a submixture at every grid
point through elimination of all species that are below a specified
concentration in the entire mixture and then evaluation of transport
properties using only the submixture. Note that diffusion coefficients

Di;mix are evaluated by usingEq. (3) and considering all of the species
in the mixture, because the benefit of using the submixture in this
case is minimal.

In the simulation of a two-dimensional nonpremixed jet flame,
increasing the speed of the calculations through use of the
submixture concept is demonstrated in Fig. 1. A 208-species, 1093-
reaction, chemical-kinetics model for JP-8 fuel is used for this
demonstration. Calculations for the flame are repeated by changing
the minimum concentration allowed in the submixture. The
computational time for each simulation is normalized with that
required by the original simulation that considered all of the species
while evaluating the transport properties. The minimum concen-
tration allowed in the submixture is shown in log scale on the
horizontal axis. For each simulation percentage error, �i is obtained
first by calculating the difference in the concentration of the ith
species predictedwith the submixture concept and that of the original
simulation and then by normalizing this difference to the original
value. Errors estimated based on the peak H radical and byphenyl
poly-aromatic-hydrocarbon concentrations at a flame height of 4 cm
are shown in Fig. 1. Note that errors in the concentrations of major
species, temperature, and velocity are negligible.

A dramatic reduction in calculation time (by a factor of five) is
achieved by considering species whose concentrations are>10:0�03

for transport-property evaluation purposes, whereas the errors
introduced are<1% in minor- and trace-species concentrations. It is
important to note that the reduction shown in Fig. 1 is for the entire
flame simulation (not just for the transport-property calculation)
which gives some indication of the large percentage of
computational time required for calculating mixture transport
properties alone. Because the increase in speed of calculation is
proportional to the square of the number of species, the benefit of
using submixtures becomes more pronounced as the number of
species in the chemical-kinetics model increases.

C. Handling Stiff Equations

Species-conservation equations can be written as following using
Fick’s law of diffusion for binary mixtures and the effective-
diffusion coefficient Di;mix for the ith species in the mixture.

@�Yi
@t
�r 	 ��YiV � �Di;mixrYi� � _!i (4)

Here, the source term _!i is the rate of production of the ith species
that must be calculated from the adopted chemical-kinetics
mechanism, which is written in the following form:

XNs
i�1

�0i;jCi!
kj XNs

i�1
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Here, Ci represents chemical symbol for the ith species and NR
represents the total number of reactions in the chemical-kinetics
mechanism. Note that all reactions in the mechanism are written as
forward reactions.

In general, because of the high reaction rates (and, hence, large _!i
values) associated with the combustion processes, species-
conservation equations become very stiff; traditionally, small time
steps are used in solving Eq. (4) to overcome this stiffness problem.
However, such an approach places severe restrictions on
multidimensional-flame simulations because the flow time scales
associated with certain domains such as recirculation and coflow-
entrainment regions are several orders of magnitude larger than the
chemical time scales. Therefore, special techniques are required for
solving Eq. (4) with larger time steps in multidimensional-flame
simulations. After expanding the source terms into destruction and
production terms, Eq. (4) can be rewritten as

@�Yi
@t
�r 	 ��YiV � �Di;mixrYi�

� �
XNR
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and then as
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(7)

where Iji � 1 if the ith species is a reactant in the jth reaction,

otherwise Iji � 0, and where Jji � 1 if the ith species is a product in
the jth reaction, otherwise Jji � 0.

Because the mass fraction of the ith species explicitly appears in
the destruction terms (first set of terms on the right-hand side) of
Eq. (7), they can be shifted to the left-hand side of the equation for
treating them implicitly. Species-conservation equations are then
rewritten, after linearizing the destruction terms with respect to Yi,
as
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which then takes the following implicit form in terms of Yi:

@�Yi
@t
�r 	 ��YiV � �Di;mixrYi� � f�Yi� 	 Yi � g�Yi� (9)

Here, f�Yi� and g�Yi� are functions of chemical-kinetics parameters
and species mass fractions. Values of these functions are calculated
from the data available after the previous time step’s solution.

Special caremust be takenwhen the ith species appears in both the
reactants and the products of a reaction. Implicit treatment of the
destruction terms significantly enhances the stability of the
numerical scheme [25] and allows time steps much larger than those
allowed by Eq. (9). However, because f�Yi� and g�Yi� in Eq. (9) are
temporarily treated as constants based on the previous time step’s
data, the solution procedure previously described for the species-
conservation equations represents a semi-implicit algorithm. Note, a
fully implicit algorithm can be derived by constructing Jacobian
matrices for all of the species involved in the production and

destruction terms in Eq. (6), but such procedures become memory
and computational-time intensive and may become restrictive in
performing multidimensional-flame simulations [26]. Because the
primary goal for the development of the UNICORN code is to
simulate multidimensional flames using large chemical-kinetics
mechanisms, memory-intensive fully implicit algorithms were not
used.

D. Incorporating Large Chemical Kinetics

Detailed chemical-kinetics for describing combustion of aviation
fuels could involve hundreds of species and thousands of reactions.
Such large mechanisms can be used for performing multidimen-
sional reacting-flow simulations by either calculating the reaction
rates _!i in Eq. (4) at each grid point, through calling a mechanism
subroutine (such as CHEMKIN) [27] or integrating the mechanism
with a CFD code [28,29]. Because the former approach does not
require any manipulation of the chemical-kinetics mechanism that
has been supplied in a standard format (for example, CHEMKIN
format [3]), it eliminates any possible errors in using the chemical-
kinetics mechanism for a multidimensional-flame simulation.
However, such a calling-mechanism approach puts a significant
burden on computational resources. Also, it may become an
impractical approach for even amoderately largemechanism,mainly
due to the fact that general-purpose codes such as CHEMKIN
perform a number of overhead calculations each time they are called.
Furthermore, the calling-mechanism approach requires the chemical
source terms to be treated explicitly, as in Eq. (4), which is known for
its limitations in handling stiff reactions.

Incorporating large chemical-kinetics mechanisms in a CFD code,
either through Eq. (4) or Eq. (9), is a formidable task and highly
susceptible to typographical and programming errors. Moreover, the
implicit treatment of the reaction-rate terms in Eq. (9) and the need
for continuous evaluation of functions f�Yi� and g�Yi� (as and when
new information about a species is available) to ensure a stable-
solution procedure make the large chemical-kinetics mechanism
incorporation extremely difficult. Because of these difficulties,
scientists/engineers rarely use large mechanisms for performing
multidimensional reacting-flow simulations. As described in the
previous subsection, theUNICORNcodewas developed based on an
implicit algorithm for chemical reactions, and the reaction
mechanism must be integrated with the code.

UNICORN uses an innovative approach to achieve efficient
calculations for reacting flows with large chemical-kinetics
mechanisms. This approach involves the development of a logic
program that “reads” a chemical mechanism of any size into
UNICORN and automatically configures it in such a way that the
calculations run efficiently. To understand this approach, one must
realize that UNICORN is optimized for each kinetic mechanism to
ensure that reacting flows using the mechanism can be computed
efficiently and accurately. Some background is required to
understand, in general, how this is accomplished. The UNICORN
code is developed based on an implicit algorithm for chemical
reactions, which requires that the reaction mechanisms be integrated
with the code. During the early development stages of UNICORN,
small chemical mechanisms for fuels such as hydrogen and methane
were incorporated manually: a very cumbersome and time-
consuming task. For example, the total time required for
incorporating a 21-species, 81-reaction mechanism into UNICORN
was about amonth, including the time for debugging and finding and
correcting typographical and programming errors. Such devel-
opmental time was expected to increase to several months for
medium-size mechanisms with less than 100 species. This seemed to
be an impractical approach for largemechanismswithmore than 200
species. To circumvent this problem, a special logic program has
been written that directly reads the chemical-kinetics data that are
prepared and distributed in standardCHEMKIN format andwrites an
efficient, robust version of the UNICORN code for that chemistry.
With this approach, a UNICORN code that is optimized for a specific
chemical-kinetics model can be developed in a few hours,
independent of its size.
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The logic program that generates a new UNICORN code in
FORTRAN language for the given chemical-kinetics model directly
reads the kinetics data prepared in standard CHEMKIN format. This
logic program has been rigorously tested on smaller mechanisms to
ensure that it generates an error-free UNICORN code for the given
chemistry. In this way, human involvement in preparing the CFD
code is minimized; hence, errors associated with it are eliminated.
Using this software-generated CFD strategy (i.e., accurate
development of a modified UNICORN code), a number of
reacting-flow simulations have been performed. These include
1) ethylene flames with 99 species and 1066 reactions [30],
2) propane flames with 105 species and 1200 reactions [31],
3) methane� halon flames with 92 species and 1644 reactions [32],
and 4) heptane flames with 366 species and 3698 reactions [33].

IV. Results and Discussion

Multidimensional-flame simulations using UNICORN can be
performed on a personal computer with 2.0 GB of memory.
Execution times depend strongly on the number of species
considered in the chemical-kinetics model and the grid size. The ease
of use and efficiency of the UNICORN code in handling stiff and
large chemical kinetics are demonstrated in the following
subsections.

A. Studies on Flame Thickness

The opposing-jet flame shown in Fig. 2 is formed between
hydrogen and air jets and represents a weakly stretched laminar
flame. The fuel and air jet velocities used are 0.4 and 0:3 m=s,
respectively. A 13-species, 74-reaction H2-O2-N2 chemical-kinetics
model is used for simulating this flame. As the velocities of the fuel
and air jets increase, the flame becomes thinner and its temperature
decreases. The flame extinguishes for a critical set of velocities (or
strain rates or scalar dissipation rates). Two theories are used to
describe the flame-extinction process. According to laminar-flamelet
theory [34], the reaction layer of a flame becomes infinitely thin
before the flame is extinguished. On the other hand, the distributed-
reaction-zone theory of Bilger [35] suggests that the reaction layers
are broadened because of chemical equilibrium and that flames
cannot be stretched to infinitely thin surfaces. Let us consider the
opposing-jet flame shown in Fig. 2 for understanding the flame-

extinction process and, particularly, the limits, if any, for flame
thickness.

Numerical experiments are performed through increasing the
reaction rates in an attempt to approach asymptotically infinitely thin
reaction zones. Increasing the reaction rates renders the species-
conservation equations stiffer and challenges the numerical
algorithm in handling stiff equations. Four sets of data with
modified reaction rates are shown in Fig. 3. The results of flame-
thickness estimates based on the full width of the temperature profile
at various scalar dissipation rates�st are shown in Fig. 3. Thicknesses
of the flame at the time of extinction are marked with open circles.
Flame thicknesses obtained after reducing the rates of the 37 forward
reactions by one-half are shown with dash-dot lines, whereas that
obtained after doubling the rates of the forward reactions is shown
with a broken line. Note that increasing or decreasing the forward
reaction rates alone (without changing the reverse reaction rates) in a
chemical-kinetics mechanism could alter the equilibrium character-
istics of the chemical system; hence, such studies should be strictly
limited to evaluating the stability of the numerical scheme. Results
obtained after doubling the rates of the forward and reverse reactions
are shown with thin lines, and those obtained after increasing the
rates of both the forward and reverse reactions by an order of
magnitude are shown with dotted lines. Changes in reaction rates
affect not only the maximum scalar dissipation rate (or stretch rate)
that can be applied on this flame, but also the temperature at which
extinction takes place. In general, temperature and heat release rates
at extinction are higher with faster reactions. At a given scalar
dissipation rate �st, the temperature and heat release rate of the flame
increases with the reactivity of the system. The increase is more
pronounced at higher�st. This behavior can be explained considering
the chemical-nonequilibrium state of the flame. An increase in the
reaction rates enhances the reactivity in the flame zone and, thereby,
shifts the flame more into equilibrium.

Figure 3 suggests that the thickness of the steady opposed-jet
flame decreases, as described by the laminar-flamelet theory, when
the stretch rate is increased.However, contrary to the assumption that
stretched flames become infinitely thin before extinction, flame
thicknesses at extinction obtained with normal, reduced, and
enhanced kinetics are all within the range of 1 and 2 mm. More
interestingly, the thickness vs�st plot suggests that flame thickness is
asymptotically approaching a finite value (
1 mm).

One could argue that the temperature profile might not necessarily
represent the reaction-zone thickness because it is influenced by the
thermal and molecular diffusive transports. Typically, intermediate
radical species such as OH, O, and H that have a short life span are
confined to reaction zones. Variations of flame thicknesses obtained
from the full width of OH radical distributions are shown in Fig. 4.
For a given scalar dissipation rate, reaction-zone thicknesses
obtained from OH radical distributions are about one-half of those

Fig. 2 Opposing-jet nonpremixed flame subjected to strain rates up to

extinction limit.
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obtained from temperature. Figure 4 suggests that the radical-based
reaction-zone thicknesses are also asymptotically approaching a
finite value as the scalar dissipation rate on theflame is increased. It is
important to note that even the smallest thickness of 0.5 mm
represents a radical profile that has been resolvedwith a large number
(25) of grid points; hence, the asymptotic thicknesses shown in
Figs. 3 and 4 are not limited by the grid distribution.

Calculations made with different reaction rates suggest that a
minimum thickness exists for the reaction zone of a flame that is
aerodynamically stretched. For the hydrogenflame considered in this
study, the minimum reaction-zone thickness is in the range 0.5–
1.0 mm, depending on the radical species used for obtaining the
thickness. A similar study of methane flames also suggested that the
minimum reaction-zone thickness (based on OH distribution) for
those flames is also 
0:5 mm.

B. Studies on Ethylene–Air Jet Nonpremixed Flames

Calculations for an inverse diffusion flame (IDF) were made with
UNICORN using three chemical-kinetics models for ethylene–air

combustion. Thefirstmodel is proposed byWang andFrenklach [36]
and consists of 99 species and 1066 elementary-reaction steps; the
second is developed by the National Institute of Standards and
Technology (NIST) and consists of 225 species and 1634 elementary
reactions [37]; the third is a more comprehensive mechanism
assembled by NIST and consists of 366 species and 3698 reactions
[37]. Note that all of these mechanisms for ethylene–air combustion
are well validated for high-temperature chemical processes, and one
should expect similar flame shapes and temperature and major-
product-concentration distributions. Larger mechanisms contain
additional chemical kinetics required for predicting pollutant
formation. The simulated IDF burner consists of a 1-cm-diam central
air jet and a 3-cm-diam coannular fuel jet [31,38]. The air and
ethylene flow velocities are 35 cm=s and 7 cm=s, respectively.
Axisymmetric calculations were made on a physical domain of
200 � 50 mm using a 401 � 121 nonuniform grid system. The
steady-state flames obtained with the threemechanisms are shown in
the left halves of Figs. 5a–5c in plots of isotemperature gray-scale
distributions. The three mechanisms predicted the same flame height
and peak temperature (2440 K). Typical execution times for these
calculations are 30 s=time step with the Wang–Frenklach
mechanism, 65 s=time step with the NIST smaller mechanism,
and 114 s=time step with the NIST larger mechanism. Steady-state
flames were obtained in about 2000 time steps, starting from the
solution obtained with a global-chemistry UNICORN code.

Various studies of normal jet nonpremixed flames (i.e., with the
fuel jet at the center) suggest that when the annular airflow is low
(<40 cm=s), the flame tends to flicker with the development of
buoyancy-induced vortices outside the flame surface. Generally, the
flickering frequency for these flames is independent of or weakly
dependent on fuel-jet diameter, fuel type, and airflow velocity. The
low annular fuel velocity of
7 cm=s and the high-enthalpy ethylene
fuel (flame temperatures are about 2400K) used for the IDF create an
appropriate environment for flame flicker. To investigate the
possibility that the IDF oscillates naturally, unsteady calculations
were performed for the same flow conditions using all three
chemical-kinetics mechanisms. Surprisingly, the unsteady simu-
lations resulted in a flame with large vortices forming outside the
flame surface. Stably oscillating unsteady flames were obtained
within 10,000 time steps of the calculations. Instantaneous
temperature fields of the unsteady IDF that were simulated using the
three mechanisms are shown in the right halves of Figs. 5a–5c.
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Fig. 5 Steady-state (left) and unsteady (right) ethylene–air, inverse nonpremixedflames simulated using a)Wang–Frenklach, b)NIST, and c) enhanced

NIST mechanisms. Temperature distributions are shown.
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Whereas the phases of the flames in Figs. 5a and 5b are matched, the
phase of the flame in 5c is selected such that it is 180 deg from the
other two. The unsteady temperature field upstream of the flame tip
(0< z < 18 mm) plotted in Fig. 5c is similar to that of the steady-
state flames shown in Figs. 5a–5c. However, the large vortical
structure
30 mm in length that formed in the downstream location
distorted the temperature field of the unsteady flame. When this
vortical structure moved closest to the burner surface (z� 0), it
squeezed the high-temperature region and made the flame
temporarily shorter in Figs. 5a and 5b than the steady-state flame.
Calculation time for the unsteady simulation performedwith the 366-
species, 3698-reaction mechanism was 
128 s=time step, and the
solution in Fig. 5c was plotted after 15 days of calculations.

Benzene concentrations predicted by the three ethylene–air
combustion models (Wang–Frenklach, NIST, and comprehensive
NIST) are shown in Figs. 6a–6c, respectively. Steady-state and
unsteady solutions are shown on the left and right halves of these
images, respectively. Although nearly identical temperatures are
predicted by the Wang–Frenklach and the two NIST mechanisms
(Fig. 5), the benzene concentrations predicted by these mechanisms
are quite different. The Wang–Frenklach mechanism yielded only

50% of benzene that was predicted by the two NIST mechanisms.
Although peak benzene concentration in the steady-state flame was
established near the flame tip (z
 20) in the Wang–Frenklach
mechanism (left half of Fig. 6a), it was established near the flame
base in the NIST mechanisms (left halves of Figs. 6b and 6c).
Interestingly, the buoyant vortex formed outside the flame surface in
the unsteady simulation (Fig. 6b) has increased the benzene
concentration significantly near its leading edge (z
 45 in Fig. 6b).
Obtaining near identical solutions (Figs. 5 and 6) with different-size
chemical-kinetics mechanisms is as expected and demonstrates the
accuracy of the UNICORN code in incorporating large chemical-
kinetics mechanisms.

C. Studies on JP-8–Air Nonpremixed Jet Flames

Axisymmetric calculations were performed for the opposing-jet
JP-8 flame (similar to that shown in Fig. 2) using the UNICORN
code. Four detailed chemical-kinetics models, namely, Violi-small
[5], Violi-large [5], Zhang [6], and Mawid [7], were used for
representing JP-8–air combustion. The Violi-small mechanism

consists of 161 reactions and 1538 reactions (some of them are
lumped) [5] . The Violi-large mechanism consists of 216 species and
9654 reactions (some of them are also lumped). The Zhang
mechanism [6] consists of 208 species and 2186 elementary
reactions. The Mawid mechanism [7] consists of 226 species and
3230 elementary reactions. Whereas the first three mechanisms use
their own surrogate mixtures for representing JP-8 fuel, the Mawid
mechanism employs one of the three surrogatemixtures developed at
AFRL/RZ [39]. The chemical compositions of these surrogate
mixtures are given in Table 1. The physical domain between the two
nozzles (14 mm in the axial direction and 20 mm in the radial
direction) was represented using a 201 � 31 grid system, which
resulted in a uniform grid spacing of 70 �m across the flame. The
fuel=N2 ratio used in the calculations was 0.08. Experiments for this
flame were conducted by Holley et al. [40]. The temperatures of the
fuel and oxidizer streams were set to the measured values of 394 and
294 K, respectively. Initially, a stable flame was established for a
low-strain-rate case of 28:6 s�1. The corresponding fuel and oxidizer
velocities were 0.2 and 0:2 m=s, respectively. Calculations for this
flame were repeated by gradually increasing the strain rate
(velocities) until the flame along the centerline was extinguished.
The entire procedure, starting from establishing an initial flame to
obtaining an extinguished flame, was repeated with each chemical-
kinetics mechanism and surrogate mixture.

The flame response to an increase in strain rate predicted by
different chemical-kinetics models is shown in Fig. 7. Here, the peak
temperature along the centerline (r� 0) is plotted at different strain
rates. Because of chemical nonequilibrium, the temperature of the
flame decreased with strain rate. Data from each chemical-kinetics-
model calculation up to the extinction limit are shown in Fig. 7. The
measured extinction limit of 150 s�1 is shown with a vertical box.
The width of the box corresponds to the experimental uncertainty of
3.5% reported by Holley et al. [40]. Calculations with the Mawid
mechanism [7] were made using three surrogate mixtures identified
as surrogate 1, surrogate 2, and surrogate 3. JP-8 fuel represented in
the Violi mechanisms [5] is identical to surrogate 1. Among the four
chemical-kinetics models considered, the Violi mechanisms
predicted extinction strain rate more accurately than the other two.
The Violi-small and the Violi-large mechanisms yielded nearly the
same relationship between peak temperature and strain rate. A small
but gradual deviation in peak temperature at higher strain rates

Fig. 6 Benzene concentrations in ethylene–air, inverse nonpremixed flames shown in Fig. 5. Calculationsmade with a)Wang–Frenklach, b) NIST, and

c) enhanced NIST mechanisms.
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predicted by these two mechanisms should be noted. The extinction
strain rate of 136 s�1 predicted by these two mechanisms is within
90% of the measured value.

The elementary-reaction-based model developed by Zhang [6]
yielded the most stubborn flame from an extinction point of view,
even though the flame itself was not as strong (based on peak
temperature) as the ones predicted by the semi-elementary-reaction-
based mechanisms of Violi [5]. The importance of an accurate
surrogate mixture for representing JP-8 fuel is evident from the
calculations made with the Mawid mechanism [7]. The three
surrogate mixtures yielded different temperature-strain-rate relation-
ships (Fig. 7). Surrogate 1 yielded the lowest flame temperatures,
which decreased further and rather rapidly with strain rate.
Surrogates 2 and 3 yielded nearly the same extinction limits, with the
latter mixture resulting in a slightly closer extinction limit when
compared with the measured value. Interestingly, the flame
temperature predictedwith surrogate 2was higher than that predicted
with surrogate 3 when the strain rate was low, and lower when the
stain rate was high. The major difference among the surrogate
mixtures is that surrogate 1 contains additional parent compounds
such as hexadecane (10.2%), cyclooctane (4.7%), methylnaph-
thalene (3.9%), tetramethylbenzene (4.4%), and butylbenzene
(4.6%). A numerical experiment was conducted by systematically
removing these compounds from surrogate 1. Calculations were
repeated for the opposing-jet flame for different stretch rates; the
results are shown in Fig. 8 and suggest that removal of hexadecane
from the surrogate 1 mixture significantly increases the flame
temperature (
108 K) and the extinction limit predicted by the
Mawid mechanism.

Calculations for a JP-8 coaxial nonpremixed jet flame were
performed using the four chemical-kinetics models. The simulated
burner has a central fuel tube of 0.6 cm radius and is surrounded by a
5 cm radius coflowing air. A preheated fuel–N2 mixture at 500 K and
with 90% fuel by mass was issued at a velocity of 2 cm=s. The
coannular flow consisted of room-temperature air andwas issued at a
velocity of 5 cm=s. A computational grid of 151 � 61 was used for
discretizing the physical domain of 10 � 5 cm in axial and radial
directions. Grid clustering was used for placing most of the grid
points in the flame zone. Initial conditions (flame) for the detailed
chemistry calculations were obtained from the simulation using a
global-chemistry UNICORN code.

Results for the coaxial nonpremixed jet flame obtained with the
Violi-small, Violi-large [5], and Zhang [6] models are shown in
Figs. 9a–9c, respectively. Here, isocontours of methylcyclohexane
(in dashes) and H2 (in solid lines) are superimposed on the
temperature distribution (in gray scale) on the left half of each figure.
Isocontours of benzene (dashes), OH (solid lines), and temperature
(in gray scale) are shown on the right halves.

In general, all three chemistry models predicted nearly the same
flame shape, with the base region burning hotter than the tip region.
Flames are slightly shifted from the inlet boundary as imposed by the
stability criterion of the nonpremixed jet flames. However, several
important differences exist in these predictions. The Violi-small and
Violi-large mechanisms [5] resulted in nearly the same flames,
except that the latter mechanism generated more H2 and benzene
inside the flame, and methylnaphthalene (MCH) was present in
locations slightly farther downstream in the core region (Figs. 9a and
9b). The thermal layer (flame thickness) is wider for the Violi-large

Table 1 Representation of JP-8 fuel in various chemical-kinetics models

Mawid mechanism [7]

Fuel components Violi-small
mechanism [5]

Violi-large
mechanism [5]

Zhang
mechanism [6]

Surrogate 1 Surrogate 2 Surrogate 3

n-decane (n-C10H22) 0 0 0 16.2 0 25
n-dodecane (n-C12H26) 30 30 73.5 21 30 25
n-tetradecane (n-C14H30) 20 20 0 15.6 20 20
n-hexadecane (n-C16H34) 0 0 0 10.2 0 0
i-octane (I-C8H18) 10 10 5.5 5.7 10 5
Cyclooctane (c-C8H16) 0 0 0 4.7 0 0
Methylnaphthalene MCH (C11H10) 20 20 10 5.1 20 5
1-methylnaphthalene (C11H10) 0 0 0 3.9 0 0
Tetralin (C10H12) 5 5 0 4.1 5 0
1, 2, 4, 5-tetramethylbenzene (C9H12) 0 0 0 4.4 0 0
Butylbenzene (C10H14) 0 0 0 4.6 0 0
m-xylene (C8H10) 15 15 0 4.5 15 0
Toluene (C7H8) 0 0 10 0 0 20
Benzene (C6H6) 0 0 1 0 0 0
Molecular weight 144.38 144.38 151.3 156.87 144.38 146.89
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flame, which resulted in a hotter core region in Fig. 9b. As expected
from the opposing-jet-flame calculations (Fig. 7), which suggested a
much higher extinction strain rate for the Zhang mechanism [6], the
coaxial nonpremixed flame predicted by this mechanism (Fig. 9c) is
much closer to the inflow boundary than those predicted by the other
models. Although there was 1% benzene in the surrogate mixture of
the Zhang mechanism, it was all being consumed quickly in the core

region and did not enhance the benzene produced in the flame region
(Fig. 9c).

D. Studies on Effect of Di-Tertiary-Butyl-Peroxide on JP-8 Flames

Di-Tertiary-Butyl-Peroxide (DTBP) additive is known for
improving the ignition characteristics of hydrocarbon fuels. It has

Fig. 9 Structure of JP-8 nonpremixed flame predicted using a) Violi-small, b) Violi-large, [5], and c) Zhang [6] mechanisms. Isocontours of MCH

(dashed) andH2 (solid) superimposed on temperature distribution on left half; isocontours of benzene (dashed) and OH (solid) superimposed on right

half.

Fig. 10 Effect of DTBP additive on a) low-speed, nonpremixed jet flame, b) base flame, and c) flames with 10 and 15% additive added to fuel jet,

respectively. Temperature distributions shown on left half of each flame; phenanthreneC14H10 (gray scale) andOH (contours) concentrations shown on

right half.
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been shown experimentally that the addition of DTBP alters gas-
phase combustion [41] and, in some cases, soot production. Drop-
tube [42] experimental results indicated that adding DTBP to fuel
could reduce the amount of soot produced. For investigating the
effects of DTBP on a JP-8 flame, a detailed chemical-kinetics model
developed by Bozzelli [43], consisting of 98 species and 724
additional reactions, was added to the Zhang JP-8 mechanism [6].
The final Zhang–Bozzelli chemical-kinetics model derived for
studying the effects of DTBP on JP-8 fuel has 306 species and 2910
reactions. The flame chosen for this study was a pure nonpremixed
flame formed between gaseous JP-8 fuel and air. The velocity of the
fuel, injected from a 1.0-mm-diam tube at room temperature, was
0:2 m=s. The annulus air velocitywas 0:05 m=s. DTBP additivewas
added to the fuel jet by replacing an equal amount of JP-8, such that
the exit velocity of the fuel jet was not altered. Axisymmetric
calculations for this nonpremixed jet flame were performed for
various concentrations of DTBP on a nonuniform grid system of
151 � 71.

Results obtained for the base flame (without addition of DTBP)
are shown in Fig. 10a, and those for the flames with 10 and 15%
DTBP added to the fuel jet are shown in Figs. 10b and 10c,
respectively. Whereas gray-scale distributions of isotemperature are
shown on the left halves of these figures, gray-scale distributions of
phenanthrene (C14H10) are shown on the right halves. Distributions
of the OH radical are superimposed in the right halves of the
images. Phenanthrene was selected as a representative polycyclic-
aromatic-hydrocarbon species that traces soot inception and growth.
Figure 10a suggests that significant preheating of fuel before
entering the flame zone is taking place. The flame, in general, is
burning intensely in the tip region, with lower temperatures in the
shoulder region. The peak temperature is about 2000 K. Fuel at
room temperature exists for only a distance of 
5 mm in the fuel
jet, at which location low-temperature ignition is taking place.
Parent compounds of the JP-8 surrogate are decomposing into
lower hydrocarbon fuels (such as C2H4, CH4, and H2) between this
ignition location and the flame surface (peak-temperature location).
Almost all of the phenanthrene produced in this flame is located
upstream of the flame tip. Based on the phenanthrene distribution, it
is expected that soot in this flame will develop along the axis of
symmetry and in the neighborhood of the flame tip. The effects of
DTBP on JP-8 fuel appear to be marginal. Addition of 10% DTBP
reduced the flame size slightly (
2 mm in height), as shown in
Fig. 10b. As expected, DTBP improved the ignition characteristics
of the fuel. Note a decrease in the height of the room-temperature
fuel jet and an increase in the OH concentration when 10% DTBP
was added. Interestingly, phenanthrene concentration decreased by

50%. These effects became more pronounced, as shown in
Fig. 10c, when 15% DTBP was added to the fuel jet. To confirm
this, further studies must be conducted using DTBP chemistry along
with other JP-8 chemical kinetics (Violi-large [5], and Mawid [7]).
The robust UNICORN code is capable of performing multidimen-
sional calculations for a nonpremixed jet flame using these
mechanisms.

V. Conclusions

The multidimensional CFD model UNICORN has been
extensively validated in the past by simulating various steady and
unsteady opposing- and coflowing-jet premixed and nonpremixed
flames, and by comparing the results with experimental data [8],
lending confidence in the accuracy of the simulations made using
UNICORN for the structures of dynamic flames. To prepare for
current and future demands for simulations of multidimensional
flames established from commercial fuels, a robust and efficient
UNICORN code that could handle large chemical-kinetics
mechanisms with ease was developed. Following a software-
generated CFD approach, a separate UNICORN code for a given
chemical-kinetics mechanism was prepared. This approach virtually
eliminated the human errors that occur when incorporating large
chemical-kinetics mechanisms in a CFD code. The efficiency of the
UNICORN code has been improved through the use of a submixture

concept while evaluating transport properties and rapidly expanding
grid systems. The robustness of the UNICORN code has been
improved bymaking use of an implicit approach for solving species-
conservation equations with large chemical source terms. Several
sample simulations have been presented for demonstrating the
abilities of the UNICORN code in handling very large chemical-
kinetics mechanisms. Handling of stiffness, caused by the large
source terms associated with combustion chemistry, has been
demonstrated in the study on laminar-flamelet theory for stretched
laminar nonpremixed flames where limits on flame thickness were
examined through increasing the reaction rates by an order of
magnitude. Efficiency of the calculations was demonstrated by
conducting a parametric study on the role of parent compounds of a
JP-8 surrogate mixture in predicting flame extinguishment.
Retention of the accuracy of the UNICORN code while using very
large chemical-kinetics mechanisms was demonstrated by
simulating a naturally oscillating buoyant nonpremixed flame using
models with 99 species, 1066 reactions; 225 species, 1634 reactions;
and 366 species, 3698 reactions. Ease of incorporating large
chemical-kinetics models was demonstrated in a study of additive
effects on a JP-8 flame conducted by merging Zhang’s JP-8
mechanism [6] with Bozzelli’s Di-Tertiary-Butyl-Peroxide mech-
anism [43].
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One of the important design criteria in the development of Pulse Detonation Engines 
(PDEs) is to reliably transition detonation generated in the ignition tube into a larger main 
tube in a shortest distance possible. It is thought that asymmetrically aligning the ignition 
and main tubes would enhance detonation transition. An exploratory numerical study was 
conducted for understanding detonation expansion in asymmetrically joined tube 
assemblies. A computational fluid dynamics (CFD) code based on flux corrected transport is 
used for the simulation of two-dimensional detonation wave formed from a pair of ignition 
sources in a smaller ignition tube and expanded into a larger main tube. A large number of 
geometries obtained by varying the tube sizes and offsets (asymmetry) are investigated. It is 
found that expansion of detonation destroys its cellular structure and generates strong 
triple-shock points near the walls.  Asymmetric expansion creates triple-shock points that 
are stronger than those generated in symmetric expansion. Interaction of strong triple-shock 
points with walls often leads to galloping detonations. For severe expansion ratios symmetric 
configuration resulted in a deflagration wave (failed detonation) while asymmetric 
configurations yielded successful detonation transition from ignition tube to main tube.        

I. Introduction 

Pulse Detonation Engines (PDEs) operate with a higher thermal efficiency than the conventional, constant-
pressure combustion engines [1]. PDEs also provide a very high specific impulse thrust at operating frequencies of 
few hundred Hz. They can be designed without the use of any rotating machinery or valves in the flow path. 
However, the design and operation of the PDEs are complicated by the unsteady, high-speed, pulsed combustion. To 
reduce the deflagration-to-detonation transition (DDT) time several conceptual procedures have been proposed. The 
combustible mixture in the main chamber can be ignited using detonation wave that was generated in a much-
smaller, pre-detonation (or ignition) chamber. The primary concern in such approach is the success of the 
transmission of detonation wave from pre-detonation chamber to main chamber. Previous studies have indicated that 
the maximum expansion a detonation can successfully go through is of the order of 100%--placing a severe 
restriction on the detonation-tube diameter [2]. In order to achieve detonation in large-size tubes, innovative 
techniques need to be developed for improving the detonations (such as overdriven detonations) in the ignition 
chamber and for reliably transitioning detonation into the main chamber. One of the concepts thought about for 
providing a reliable transmission of detonation into a larger main chamber was to join the ignition chamber to the 
main chamber with a degree of asymmetricity. It is believed that the complex wave structures generated during 
asymmetric expansion of cellular detonation wave would eventually strengthen the detonation itself. This problem 
of sustaining detonation in large-diameter tubes is investigated in the present paper using numerical techniques.  

The detailed cellular structure of gaseous detonations has been studied using experimental techniques since 
1960’s. However, only in the late 1970’s Taki and Fujiwara [3] and later Oran et al. [4] were able to numerically 
simulate the cellular detonation structure for the two-dimensional case. Both the experiments and simulations have 
identified that the number of cells in a cellular detonation wave is a consequence of the chemistry of the problem 
which is characterized by the reaction-zone length scale. The cell size was also found to be independent of the 
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channel width. After Taki and Fujiwara’s first simulation [3] a number of numerical studies using cellular 
detonations have been performed during the past two decades [5-7].    

An important concern in using cellular detonation wave as a source for the burning of the reactants stems from 
the stability of the cellular detonation wave. Experimentally it was found that the stability of the detonation wave 
increases with tube diameter. For example, a sudden increase in the tube diameter may not quench the detonation if 
the diameter is greater than thirteen cell widths [8]. As shown by St-Cloud et al. [9] and Moen et al. [10], a finite 
perturbation may lead to complete destruction of one-cell-width detonations. Therefore, a small but sudden 
expansion of detonation (or ignition) hotspot may result in a deflagration wave. Similarly sudden expansion of a 
detonation with fewer cells may also result in deflagration combustion. In the present numerical paper, expansion of 
detonation wave in asymmetrically joined tube assemblies are studied through systematically changing the diameters 
and offset between the ignition and main tubes. Numerical results are analyzed through the generation of movies of 
the instantaneous pressure fields in the tubes.   

II. Mathematical Model 
The conservation equations for mass, momentum, energy and the two progress variables are solved in Cartesian 

coordinate system [11]. The gas mixture considered in the numerical investigations is a stoichiometric hydrogen-
oxygen fuel diluted with Ar/He by 70%. This mixture is known to generate a very stable detonation [3]. The 
hydrogen-oxygen reactions are represented by the two-step reaction mechanism of Korobeinikov [12]. This model 
has been successfully applied in the past for addressing various two-dimensional unsteady detonation problems 
[3,13]. The Chapman-Jouguet (C-J) Mach number of the premixed gas mixture considered is 4.8. The speed of 
sound, which is used for non-dimensionalizing velocities, in the unburned mixture is 529.16 m/s. 

The present simulations used an explicit 2nd-order MacCormack predictor-corrector technique with 4th-order 
FCT (Flux Corrected Transport) scheme for capturing the shock waves accurately. Grid systems up to 3001x451 
points are constructed with a criterion of ∆x=∆y=2L*/9. Here, L* is the induction length--a characteristic distance 
related to the unburned gas mixture. For the hydrogen-oxygen mixture considered in the present study L* is 0.2933 
cm. The cell width λ of a stably propagating detonation simulated with this mixture is ~ 2.60 cm. Note that this cell 
width is independent of the size of the tube used. Consequently all the dimensions reported in this paper are non-
dimensionalized with λ. Every calculation is started after filling the channel with combustible mixture and then by 
igniting the mixture at specified regions. For the ignition purpose, two circular areas of 9-grid-points radius each are 
selected near the closed end of the ignition tube and then replaced the fuel mixture within this region with the 
combustion products. In constant-width channels, a stably propagating multi-dimensional detonation wave 
establishes as the combustion products push the flame front. 

III. Results and Discussion 
The detonation code employed for the current investigation on detonation wave propagation through 

asymmetrically placed tubes was previously used in performing studies on detonation propagation in various size 
straight tubes [14], tubes with porous walls [15] and tubes with obstructions [16]. The deflagration-to-detonation 
process in a tube having a width of λ was successfully simulated using a single ignition point. The stably 
propagating detonation wave with two transverse waves was successfully established from a single ignition spot 
after ~1000 time steps. The interaction between the transverse and detonation wave resulted in two triple-shock 
points and, thereby, a single detonation cell. Detonation velocities obtained at the upper and lower walls and at the 
mid-section showed that the reflection of a triple-shock point from the wall and the interactions between two triple-
shock points result in locally increased propagation velocity. However, the average non-dimensional propagation 
velocity of the detonation was 4.96, which is close to the Chapman-Jouguet (C-J) velocity for the mixture 
considered. The geometry considered for studying detonation propagation from a small ignition tube with a width of 
H1 to the main tube with a width of H2 is shown in Fig. 1. These two tubes are attached such a way that their 
symmetric planes are offset by δ. The lengths of the ignition and main tubes are 24λ and 48λ, respectively. Two 
ignition sources are provided near the closed end of the ignition tube. Ignition sources are enclosed in open cavities 
such that the reflections from cavity walls provide quicker transition from ignition-induced deflagration wave to 
final detonation wave. Even though one ignition source is sufficient for initiating detonation in a small tube, two 
ignition sources are used in the present study for making sure that a stable propagating detonation wave establishes 
in the wide range of ignition-tube widths considered. This is demonstrated in Figs. 2-4.            
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Fig. 1. Schematic diagram of the tube array used for studying detonation transition from small (ignition) tube to 

large (main) tube. 
 
 

A. Detonation Initiation 
Calculations for detonation formation in a 3.6λ-wide ignition tube were performed using a grid system of 

151x1001. Results in the form of instantaneous pressure distributions in different sections of the tube are shown in 
Fig. 2. Ignition kernels have grown to the extent of interacting with the cavity walls in 3 μs [Fig. 2(a)]. The shock 
waves emanated from the cavities established a detonation front by the time combustion reached half way in the 
ignition tube [Fig. 2(b)]. A stably propagating detonation with 7-8 triple-shock points (~3.5 cells) developed by the 
time it reached the exit of the ignition tube. The structure of the detonation wave exiting the ignition tube is shown 
in Fig. 2(c). The high-pressure regions in this figure represent interaction between two triple-shock points. 
Detonation initiation and propagation in a 4.8λ-wide ignition tube are shown in Fig. 3. These calculations are 
performed using a 201x1001 grid-system. Ignition sources provided in this calculation were identical to those used 
in 3.6λ calculation. For accommodating the smaller cavities in the wider ignition tube the widths of the cavity walls 
were increased [Fig. 3(a)]. This resulted in additional expansion when shock waves emanated from the cavities. 
However, a strong detonation wave was established in the mid-section of the ignition tube [Fig. 3(b)]. The 
detonation wave exiting the tube has about ten triple-shock points [Fig. 3(c)]. Note that unlike in Fig. 2(c) the triple-
shock points in Fig. 3(c) are not evenly spaced. This suggests that the detonation wave has not sufficiently 
developed in the 24λ-long ignition tube. In contrast, calculations made for a 6λ-wide ignition tube resulted in a 
under-developed detonation by the time combustion front reached the tube exit [Fig. 4(c)]. Pressure distribution in 
Fig. 4(c) suggests only about 10 triple-shock points that are unevenly distributed developed on the detonation front. 
Note that a stably propagating detonation front should have 12 triple-shock points in this 6λ-wide tube. The 
development of fewer triple-shock points may be understood by examining the detonation structure at the mid-
section of the tube [Fig. 4(b)]. Significant expansion of shock waves while exiting the cavities due to thicker walls 
[Fig. 4(a)] quenched the detonation near the symmetry plane. Collision of triple-shock points near the tube walls 
generated strong triple-shock points. These strong triple-shock points in a longer ignition tube should generate 
additional cells and should yield a stably propagating detonation with 7-8 cells.                  

B. Detonation Propagation in Main Tube 
A number of calculations were performed for understanding detonation transition from ignition tube to main tube 

using the three ignition tubes described in Figs. 2-3 and various main tube sizes. Details of the tube sizes and layouts 
are summarized in Table 1. Note, offset (δ/λ) zero means ignition and main tubes are symmetrically attached and 
maximum δ/λ for each tube combination represents a configuration in which lower walls of the tubes are aligned 
(Fig. 1). Different grid systems were used for accommodating tube widths listed in Table 1. However, the grid 
resolution of 42 points per λ in both the longitudinal and vertical directions was maintained in all the calculations. 
Each calculation was started with ignition sequence and continued till the detonation wave front reaches the exit of 
the main tube, which represents ~ 800 μs real time and 25,000 computational time-steps. Instantaneous pressure 
fields were stored after every 200 time-steps (6.2 μs real time) of calculations. Results were analyzed through the 
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movies of pressure fields for understanding the dynamic characteristics of detonation propagation from ignition tube 
to main tube.      

 
Table 1: Geometrical details of ignition and main tubes used in various simulations. 

 
Tube 

Combination 
Initiation 

Tube 
(H1/λ) 

Main 
Tube 
(H2/λ) 

Offset 
(δ/λ) 

1 3.6  4.8  0, 0.12, 0.24, 0.36, 0.48, 0.6 
2 3.6  6  0, 0.12, 0.24, 0.36, 0.48, 0.6, 

0.72, 0.84, 0.96, 1.08, 1.2 
3 3.6  7.2  0, 0.6, 1.2, 1.8 
4 3.6  8.4  0, 0.6, 1.2, 1.8, 2.4 
5 3.6  9.6  0, 0.6, 1.2, 1.8, 2.4, 3.0 
6 3.6  10.8  0, 0.6, 1.2, 1.8, 2.4, 3.0, 3.6 
7 3.6  12  0, 1.2, 2.4, 3.6, 4.2 
8 3.6  13.2  0, 0.6, 1.2, 2.4, 3.6, 4.8 
9 4.8  6  0, 0.12, 0.24, 0.36, 0.48, 0.6 

10 4.8  7.2 0, 0.12, 0.24, 0.36, 0.48, 0.6, 
0.72, 0.84, 0.96, 1.08, 1.2 

11 4.8  8.4 0, 0.6, 1.2, 1.8 
12 4.8  9.6  0, 0.6, 1.2, 1.8, 2.4 
13 6  7.2  0, 0.24, 0.48, 0.6 
14 6  8.4  0, 0.24, 0.48, 0.72, 0.96, 1.2 
15 6  9.6  0, 0.6, 1.2, 1.8 
16 6  10.8  0, 0.6, 1.2, 1.8, 2.4 

 
The following observations are made from the simulations listed in Table 1: 
 
Tube Combination 1. Calculations for the symmetric configuration (δ/λ = 0) yielded smooth expansion of 

detonation from ignition tube to main tube. Initially, where the tubes were joined, the 3-4-cell detonation wave front 
reduced to one-cell wave. However, as the detonation propagated in the main tube additional cells started 
developing. Detonation neither locally nor temporally became deflagration wave. When a small offset of 0.12 was 
introduced to the tube assembly, detonation wave front still reduced to one-cell structure; however, one out of the 
two triple shock points that made-up the cellular structure became much stronger. Even though additional cells were 
developed while the detonation propagated in the main tube, the stronger triple-shock point led to galloping waves 
[15] near the walls, which destroyed the cellular structure of the detonation front. As detonation propagated further 
triple-shock point got weaker and new cells started establishing. Expansion into a 0.24-offset tube reduced the 
detonation wave to a one-triple-shock-point structure, i.e. half a cell. However, the surviving triple point is much 
stronger than those observed in the previous cases. Interaction of this strong triple-shock point with the tube walls 
led to galloping detonations, which then caused the detonation front to attain multi-cell structure. Interestingly, when 
the offset was increased to 0.36, no galloping detonations were observed. In fact, multiple cells were present on 
detonation front throughout the expansion process. Further increase in offset (to 0.48) enhanced cell destruction and 
the process of making one triple-shock point stronger than the rest. A galloping detonation also occurred. On the 
other hand, a stably propagating multi-cell detonation wave front with all the triple-shock points of nearly the same 
strength was established by the time it reached the exit of the main tube. The 0.6-offset case was similar to the 0.48-
offset case, except that more galloping detonation events occurred in the former. 

Tube Combination 2. Expansion through the symmetrically placed tubes (δ/λ = 0) reduced the multi-cell-
detonation structure to single-cell one. Both the triple-shock points that created the cell structure to the detonation 
wave front were stronger than those observed in a stably propagating detonation case. Interestingly, detonation front 
quickly settled into a stably propagating multi-cell structure (~ 12 triple-shock points). When an offset of 0.12 was 
introduced to the tube assembly these two triple-shock points got merged into a single strong triple-shock point. 
Stably propagating detonation was quickly established in this case also. No galloping detonations were observed. 
The 0.24-offset case was similar to the 0.12-offset case except that more triple-shock points (12 vs 10) were 
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established by the time detonation reached the end of the main tube. Even more triple-shock points were established 
in 0.36-offset case (14 vs 12). Such increase in the number of triple-shock points continued for the 0.48-offset case 
(16 vs 14). The two triple-shock points got merged into a single one when offset was increased to 0.6. This led to the 
formation of strong galloping detonation. In fact, cells were created while the detonation wave front was 
accelerating in the galloping detonation event. This offset also produced 16 triple-shock points on the detonation 
front when it reached the exit of the main tube. More but gradually weakening galloping detonation events occurred 
when the offset was increased to 0.72. It is also observed that galloping detonations tend to destroy the existing cells 
on a detonation front while simultaneously establishing newer cells. When the offset was increased to 0.84 
detonation wave nearly became deflagration wave on one side and galloping detonation on the other side during the 
expansion process. A stably propagating wave structure was established by the time detonation reached the exit 
plane of the main tube. The 0.96 and 1.08-offset cases were similar to 0.84-offset case. In all these three cases 
majority of the detonation front became deflagration wave with no cellular structure. However, galloping detonation 
events re-established the detonation wave. 1.2-offset case was similar to previous one. 

Tube Combination 3. Similar to previous cases, triple-shock points during the symmetric expansion of 
detonation in this tube combination also merged into two; thus, yielding a single-cell detonation front. Multiple cells 
were later on developed through cell-splitting process and transition of detonation wave from ignition tube to main 
tube was smooth. In the 0.6- and 1.2-offset cases, one triple-shock point got significantly stronger than the other 
point. Stronger one resulted in galloping detonations whenever it interacted with the tube walls. After several 
collisions at the wall these triple points yielded multi-cell structure rather dramatically. With 1.8 offset expansion of 
detonation into larger main tube resulted in a single triple-shock point. This led to some delay in the establishment 
of multiple cells. However, when they appeared it happened rather quickly. In general more cells developed as the 
tubes offset is increased.  

Tube Combination 4. The symmetric expansion is shown in Fig. 5. Instantaneous pressure fields are plotted at 
three sections of the main tube. As seen Fig. 5(a) detonation wave front lost all the cells when it went through the 
geometrical expansion. Note that (as shown in Fig. 1) the detonation exited from the ignition tube had 3-4 cells. 
However, two strong triple-shock points were survived near the tube walls. Propagation of detonation with these two 
triple-shock points resulted in a single-cell structure [Fig. 5(b)] for some distance. However, through cell-splitting 
process detonation wave front with nearly 10 cells was established by the time it reached the exit of the tube [Fig. 
5(c)]. When the offset of the ignition and main tubes was increased to 1.2, one triple-shock point got stronger than 
the other [Fig. 6(a)]. As shown in Fig. 6(b) propagation of stronger triple-shock created new cells. However, when 
the triple-shock point got too strong it also destroyed the existing cells [Fig. 6(c)]. Asymmetric and insufficiently 
developed detonation front established at the end of the main tube. Process of detonation expansion is shown in Fig. 
7(a) for the 2.4-offset case. Triple-shock points on a detonation wave front become weaker when the detonation is 
subjected to expansion. However, the slowed-down triple-shock points get focused on to the upstream wall and 
generate a strong triple-shock point. This is shown in Fig. 7(b). Further collisions of this surviving triple-shock point 
with the walls generate multi-cell detonation front through cell splitting and/or generating new cells as shown in Fig. 
7(c).       

Tube Combination 5. Two triple-shock points were formed in the symmetric-expansion case. However, since the 
expansion ratio (H2/H1) for this combination is high (~2.7) detonation is not completely developed by the time it 
reached the exit of the main tube. Reminiscence of the initial strong triple-shock point is evident on the detonation 
front at the exit. In 0.6-offset case the strong triple-shock point produced strong explosion-type events latter in the 
tube. These events destroyed the already present cells and created the new ones. As a result at the exit plane 
detonation possessed a structure with only one strong triple-shock point. The 1.2-offset case is similar to previous 
one, but more cells were developed toward exit. The triple-shock point got stronger when the offset was increased to 
1.8, which eventually led to the development of a stable detonation front at the exit of the main tube. While the 
results obtained with 2.4 offset are similar to those calculated with 1.8 offset, creation of new cells and destruction 
of older cells are more evident in the former case. Detonation was not quite well developed at the exit when the 
offset was increased to the maximum value of 2.4. Galloping detonations started establishing in this case. 

Tube Combination 6. One strong triple-shock point established during symmetric expansion of the detonation 
wave into 10.8λ-wide tube. This resulted in a fully developed detonation front in the main tube toward the exit. 
Calculations with offset suggested that detonation front development gets delayed with offset initially and then gets 
accelerated with further increase in offset.  

Tube Combination 7. Detonation front nearly decayed into deflagration wave for the symmetric case. However, 
the surviving triple-shock points could able to re-establish the detonation wave front, which further develops into a 
stable wave by the time it reaches the exit of the main tube. Initial excessive decay of detonation wave was not 
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evident when tubes were joined with some offset. Detonation develops into a stable wave front for all the offset 
conditions.   

Tube Combination 8. Detonation failed to expand into the main tube that is 3.7 times wider than the ignition tube 
when it was attached symmetrically. Instantaneous pressure fields obtained at different sections of the main tube are 
shown in Fig. 8. The two triple-shock points developed from the merging of triple-shock points on the detonation 
front exited from the ignition tube during the initial expansion process [Fig. 8(a)] did not gain sufficient energy for 
triggering a galloping detonation, which is needed for re-establishing a decaying detonation wave. The detonation 
wave gradually decayed into a deflagration wave [Figs. 8(b)-8(d)]. However, when a small offset (0.6) was provided 
to the tube assembly, one triple-shock point got stronger while the other one got weaker [Fig. 9(a) and 9(b)]. The 
stronger triple-shock point was able to re-establish the detonation as shown in Fig. 9(c). The galloping detonation 
developed new cells [Fig. 9(c)] and finally established a stable detonation by the time it reached the exit plane [Fig. 
9(d)]. Even though detonation failed for 1.2-offset case it has survived for longer period of time than the symmetric 
one did. Detonations were successfully established for all other offset cases. Instantaneous pressure fields obtained 
with 3.6 offset are shown in Figs. 10(a)-10(d). 

Tube Combination 9. Detonation exited from the 4.8λ-wide ignition tube transitioned into a 6λ-wide main tube 
smoothly when the tubes were attached symmetrically. In contrast to the previous cases with smaller ignition tube, 
detonation front lost only a few cells during expansion when it emanated from a larger ignition tube. Number of 
cells increased as the detonation propagated in the main tube. A small offset (0.12) to the tube assembly developed 
stronger triple points on one side of the detonation wave and made it curved. Detonation became flat as it 
propagated downstream. Stronger triple-shock point in 0.24-offset case seems to destroy the weaker ones. However, 
it generated new cells once it gathered enough strength. Detonation is still developing at the exit. In 0.36-offset case 
the strong triple-shock point completely destroyed the other triple-shock points. However, it produced new cells 
whenever its interaction with the walls produced strong explosions. Behavior of detonation expansion with other 
two offsets (0.48 and 0.6) was similar to that observed with smaller offsets.  

Tube Combination 10. Smooth transition of detonation wave from ignition tube to main tube was obtained with 
symmetric configuration. However, detonation front was not quite well developed by the time it reached the exit. 
For conditions with offset, in general, stronger triple points developed as the wave expanded asymmetrically. 
Number of stronger triple points decreased with offset. At the same time strength of the survived triple point 
increased with offset. Strong triple-shock points tend to destroy the existing cells and generate new ones. 

Tube Combination 11. Near smooth transition of detonation was obtained in symmetric case. Slightly stronger 
triple-shock points were developed initially. Much stronger triple-shock points were developed in 0.6-offset case 
however they got dissipated to regular strength quickly. Stable detonation front wave was established in main tube 
rather quickly. With 1.2 offset all triple-shock points gradually merged into one strong triple-shock point. Because 
of this at some section in the main tube detonation front contained only one triple-shock point and the rest of the 
wave was smooth. Nevertheless, such smooth wave did not stay long. It convoluted into multi-cell structure rather 
dramatically. Detonation propagation in 1.8-offset case followed that of 1.2-offset case. 

Tube Combination 12. Near smooth transition of detonation was obtained in symmetric case. Slightly stronger 
triple-shock points were developed initially. Two strong triple-shock points have developed in 0.6-offset case. These 
points destroyed the other triple-shock points and cells. However, they did not develop new cells in the main tube 
length considered. Nevertheless, detonation was sustained. In 1.2-offset case, merging of all the triple-shock points 
resulted in a strong explosion near the wall and established a stable detonation wave. Structure of the detonation 
wave near the exit was similar to that obtained with symmetric expansion. Merging of triple-shock points 
transformed most of the detonation wave into deflagration wave in 2.4-offset case. However, a strong explosion 
associated with the united triple-shock point re-established detonation. Strong explosion also created cellular 
structure to the wave front.  

Tube Combination 13. Detonation exited from the 6λ-wide ignition tube transitioned into a 7.2λ-wide main tube 
smoothly when the tubes were attached symmetrically. However, detonation wave was developed partially with 
fewer cells (less than the one expected for a 7.2λ-wide tube). Detonation might develop the remaining cells in a 
longer tube. Interestingly, small offset (0.12) in tube arrangement did not cause much a deviation to detonation 
propagation from symmetric expansion.  However, strong triple-shock points have established when offset was 
increased to 0.36. Propagation of these stronger triple-shock points did not cause the other triple-shock points to 
weaken. Detonation front was partially developed by the time it exited from the main tube. Results for 0.6-offset 
case were similar to those obtained with 0.36 offset. 

Tube Combination 14.  Detonation is significantly distorted while going through symmetric expansion. Stronger 
triple-shock points have developed which then destroyed or weakened the existing cells while generating new ones. 
Detonation expansion in 0.24-offset case established one strong triple point. Rest of the detonation became cell-free. 
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Detonation propagated in this mode for two channel widths before new cells start establishing on the smooth part of 
the wave front. 0.48- and 0.72-offset cases were similar to 0.24 case except that the detonation front never became 
smooth as in the former ones. Triple-shock point in 0.72- and 1.2-offset cases did not get intensified and as a result 
detonation retained its cellular structure through out the propagation. 

Tube Combination 15. Results for this tube combination were similar to those obtained for combination 14 
except that more orderly detonations developed for higher offsets for this tube combination.  

Tube Combination 16. Symmetric detonation propagation from the 6λ-wide ignition tube into a 10.8λ-wide main 
tube is shown in Fig. 11. Detonation was significantly distorted and a strong triple-shock point was established at the 
mid-section of the main tube [Fig. 11(b)]. Detonation front at the exit of the tube [Fig. 11(c)] is still developing as 
the presence of a stronger triple-shock point continues to alter the cell structure. Partial development of detonation is 
more pronounced in the tube arrangements with some offsets (Figs. 12 and 13).   

Times taken by detonation fronts in various tube configurations listed in Table 1 are plotted in Figs. 14, 15 and 
16. In each case times are calculated starting from ignition till the detonation front reached first the mid-section of 
the main tube and then the end section. Variations in detonation arrival times with respect to tubes offset for 3.6λ-
wide ignition tube are shown in Fig. 14. Even though, as discussed earlier, significant variations were noted in 
detonation structures during their propagation in tubes with different offsets, the arrival times shown in Fig. 14 are 
more or less independent of the tubes offset. This confirms the fact that the cellular structure of a detonation wave 
does not alter the average wave propagation speed. Numerically it was confirmed that propagation speeds of planar 
one-dimensional and cellular two-dimensional detonation waves are same and equal to Chapman-Jouguet speed [3]. 
However, expansion of detonation wave into wider tubes created partially weakened detonations (for example Figs. 
9 and 10) which may reduce the average propagation speeds. This is evident in the Figs. 15 and 16 in which 
detonation arrival times are plotted with respect to tube expansion ratios. Detonation arrival times are increasing 
with expansion ratio. A comparison of arrival times in Figs. 15(a) and 15(b) suggests that the average detonation 
propagation speed decreased (or arrival times increased) more when tubes are joined with some offset. However, as 
noted in Fig. 15(a), the survival chance for the detonation to expand into a wider tube increases if tubes are joined 
with some offset.                                 

IV. Conclusion 
A computational study was performed for understanding detonation expansion into a main tube from a smaller 

ignition tube. A computational fluid dynamics (CFD) code based on flux-corrected transport is used for the 
simulation of two-dimensional detonation waves. Detonations are initiated in ignition tubes using two circular 
ignition sources enclosed in open cavities. Ignition tube is joined to the main tube with a specified offset creating 
asymmetric expansion for the detonation wave. A number of ignition-main-tube configurations are obtained through 
changing the tube sizes and offsets. Results are analyzed from the movies of pressure fields generated for each case. 
In general, expansion of detonation destroys its cellular structure and generates strong triple-shock points. It is found 
that asymmetric expansion creates triple-shock points that are stronger than those generated in symmetric expansion. 
Interaction of these stronger triple-shock points with walls often led to galloping detonations. However, the average 
propagation speed is not changed much with asymmetric nature of the tube assembly. For severe expansion ratios 
symmetric configuration resulted in a deflagration wave (failed detonation) while asymmetric configurations yielded 
successful detonation transition from ignition tube to main tube.         
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 (a) (b) (c) 
 
Fig. 2. Initiation and formation of detonation inside a 3.6λ-wide ignition tube. (a) Ignition kernel 3 μs after the 
ignition. Structure of detonation wave inside ignition tube when it is at mid section (b) and while exiting (c). 
 

 
 (a) (b) (c) 
 
Fig. 3. Initiation and formation of detonation inside a 4.8λ-wide ignition tube. (a) Ignition kernel 3 μs after the 
ignition. Structure of detonation wave inside ignition tube when it is at mid section (b) and while exiting (c). 
 

 
 (a) (b) (c) 
 
Fig. 4. Initiation and formation of detonation inside a 6λ-wide ignition tube. (a) Ignition kernel 3 μs after the 
ignition. Structure of detonation wave inside ignition tube when it is at mid section (b) and while exiting (c). 

680



 

 
American Institute of Aeronautics and Astronautics 

 

10

 
 (a) (b) (c) 
 
Fig. 5. Propagation of detonation from 3.6λ-wide ignition tube to 8.4λ-wide main tube. δ/λ = 0. Detonation wave 
structure (a) while going through expansion, (b) at mid-section of main tube, and (c) at exit. 
 

 
 (a) (b) (c) 
 
Fig. 6. Propagation of detonation from 3.6λ-wide ignition tube to 8.4λ-wide main tube. δ/λ = 1.2. Detonation wave 
structure (a) while going through expansion, (b) at mid-section of main tube, and (c) at exit. 
 

 
 (a) (b) (c) 
 
Fig. 7. Propagation of detonation from 3.6λ-wide ignition tube to 8.4λ-wide main tube. δ/λ = 2.4. Detonation wave 
structure (a) while going through expansion, (b) at mid-section of main tube, and (c) at exit. 
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 (a) (b) (c) (d) 
 
Fig. 8. Propagation of detonation from 6λ-wide ignition tube to 13.2λ-wide main tube. δ/λ = 0. Detonation wave 
structure (a) while going through expansion and (b) 124 μs, (c) 230 μs, and (d) 550 μs later. 
 

 
 (a) (b) (c) (d) 
 
Fig. 9. Propagation of detonation from 3.6λ-wide ignition tube to 13.2λ-wide main tube. δ/λ = 0.6. Detonation wave 
structure (a) while going through expansion and (b) 124 μs, (c) 230 μs, and (d) 550 μs later. 
 

 
 (a) (b) (c) (d) 
 
Fig. 10. Propagation of detonation from 3.6λ-wide ignition tube to 13.2λ-wide main tube. δ/λ = 3.6. Detonation 
wave structure (a) while going through expansion and (b) 124 μs, (c) 230 μs, and (d) 550 μs later. 
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 (a) (b) (c) 
 
Fig. 11. Propagation of detonation from 6λ-wide ignition tube to 10.8λ-wide main tube. δ/λ = 0. Detonation wave 
structure (a) while going through expansion and (b) 300 μs and (c) 400 μs later. 
 

 
 (a) (b) (c) 
 
Fig. 12. Propagation of detonation from 6λ-wide ignition tube to 10.8λ-wide main tube. δ/λ = 1.2. Detonation wave 
structure (a) while going through expansion and (b) 300 μs and (c) 400 μs later. 
 

 (a) (b) (c) 
 
Fig. 13. Propagation of detonation from 6λ-wide ignition tube to 10.8λ-wide main tube. δ/λ = 2.4. Detonation wave 
structure (a) while going through expansion and (b) 300 μs and (c) 400 μs later. 
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    (a) 

 

 
    (b) 

 

 
    (c) 

 
Fig. 14. Times required for detonation front for 
reaching mid- and end-sections of main tube for 
different tube offsets. Ignition tube width is 3.6λ. 
Main tube widths are (a) 4.8λ, (b) 7.2λ, and (c) 9.6λ.   

 

 
    (a) 

 

 
    (b) 

Fig. 15. Times required for detonation front for 
reaching 1/4th- and end-sections of main tube for 
different tube widths. Ignition tube width is 3.6λ. 
Tube-offsets are (a) 0 and (b) maximum.  
 

  
Fig. 16. Times required for detonation front for 
reaching 1/4th- and end-sections of main tube for 
different tube widths. Ignition tube width is 6λ. 
Tube-offset is zero. 
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 Vortex-flame interactions are used to study the 
dynamics of unsteady laminar flamelet burning in non-
premixed gaseous and two-phase flows. Such 
interactions provide a tractable numerical and 
experimental regime in which turbulent-like 
phenomena can be evaluated. This work explores a 
number of fundamental parameters that have 
implications for the study of turbulent combustion, 
including scalar dissipation, unsteady flame thickness, 
unsteady strain rate, and a new parameter recently 
proposed to characterize local extinction. Particular 
attention is paid to time-dependent (dynamic) 
phenomena, such as unsteadiness and flame movement, 
that may play a significant role in turbulent combustion 
modeling and validation. Results indicate that a variety 
of features can result in non-idealized flamelet behavior 
in near-unity-Lewis number flames. The sensitivity of 
mixture fraction state relationships to vortex-flame 
effects is analyzed and discussed. 
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Introduction 
 

 Vortex-flame interactions are often considered as 
fundamental building blocks for statistical theories of 
turbulence. Such interactions subject the flame surface 
not only to unsteadiness, but also to deformation. A 
number of experimental and theoretical investigations 
have considered the effects of curvature on unsteady 
flames [1,2]. Experiments designed by Roberts et al., 
[3] and by Rolon [4] have succeeded in producing well-
characterized, repeatable vortex-flame interactions that 
can be used to verify computational and 
phenomenological models.  
 During studies in which a flame surface is subjected 
to stretch, deformation, and translation, a number of 
surprising features of flamelet behavior have been 
discovered: (1) moving curved flames can withstand 
strain rates that are much higher that steady extinction 
limits would suggest, and (2) that vortices coming from 
the air side can quench the flame much easier than the 
ones coming from the fuel side. The effects of vortex 
size have been studied by Takagi et al. [5] and Yoshida 
and Takagi [6], who investigated curvature effects on 
temperature by injecting micro jets toward the flame 
surface. Additional studies by Lee et al. [7] and Finke 
and Grunefeld [8] also considered the effects of 
curvature and preferential diffusion on flame 
temperature and extinction. Such studies have 
demonstrated the importance of considering both 
unsteadiness and flame geometry on flamelet behavior.  
    The combination of a repeatable combusting 
flowfield for experimentation and a laminar flow 
regime for the use of numerical models with complex 
chemistry has provided a means of bridging the gap 
with state-of-the-art turbulence models with simplified 
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chemistry.  Modern K-ε and large-eddy simulations 
(LES), for example, often use a single parameter, 
referred to as the mixture fraction, to track the progress 
of chemical reactions. Temperature and species 
concentrations are assumed to be a direct function of 
this variable through “state relationships.” The latter 
can take the form of look-up tables with corrections for 
Lewis number effects, steady/unsteady strain, and 
scalar dissipation.  
 While simplified numerical models make turbulent 
combustion calculations more tractable, flamelet 
models have also been used to improve the ability of 
advanced experimental diagnostics to track dynamic 
flame behavior. In experiments used to verify the 
performance of LES models, flamelet models have 
been used to infer the mixture fraction based on the 
measurement of a single species such as the hydroxyl 
radical (OH). In this case, vortex-flame dynamics can 
play a significant role not only in bridging the gap 
between laminar and turbulent combustion models, but 
also in bridging the gap between available experimental 
diagnostics and relevant parameters for code validation.  
 The goal of the current work is to study how the 
coupling between unsteady fluid dynamics and flame 
chemistry can be used to improve turbulent combustion 
models as well as advanced combustion diagnostic 
techniques that rely on flamelet assumptions to infer the 
progress of flame chemistry. We first demonstrate the 
ability of numerical and experimental vortex-dynamics 
studies to capture a variety of interactions that are 
common in turbulent combustion but which are not 
easily captured in combustion models with simplified 
chemistry. We then discuss the implications of these 
dynamics for turbulent combustion models and 
experiments. More specifically, we explore the 
following areas: (1) the role of scalar dissipation, flame 
thickness, and unsteady strain on local flame extinction 
for a variety of fuel fractions, vortex sizes, and vortex 
velocities in methane-air flames, (2) differences or 
similarities in extinction behavior between single and 
colliding vortices (a.k.a. moving versus stationary 
dynamically strained flames), and (3) the behavior of 
certain experimental observables for model validation 
in dynamically strained environments.  
 

Experimental Method 
 
 The opposing-jet-flow burner used for the studies of 
unsteady flame structures was designed by Rolon [9] 
and is shown in Fig. 1. The colliding vortex 
configuration shown on the left is used for methane-air 
flames, while the single vortex configuration on the 
right is used for both gaseous methane-air flames as 
well as droplet-seeded two-phase vortex-flame 
interactions. The burner system and experimental set-

up is described in detail in Refs. [9-13]. A flat flame is 
formed between the fuel and air jets having velocities 
of 0.5 to 1.0 m/s. The fuel-to-nitrogen ratio is varied to 
achieve various global mixture fractions. Vortices are 
shot toward the flame surface from either the fuel side 
or the air side, or simultaneously from both sides using 
a piston actuation system. In the colliding vortex 
configuration, vortices from the air and fuel sides are 
timed to meet at the flame and keep the flame stationary 
during the extinction process. Different sizes of fuel- 
and air-side vortices are achieved simply by changing 
the size of the vortex injection tube. The different 
vortex and flame conditions used in this study are listed 
in Table 1 for reference. 
 The laser-based measurement system consists of 
planar laser-induced fluorescence (PLIF) imaging of 
OH and CH, as well as simultaneous particle-image 
velocimetry (PIV), as shown in Fig. 2. Precise timing 
between the lasers, cameras, and piston driving events 
allows vortex repeatability on the same order as the 
computational time scales. Further details on the 
experimental diagnostics system can be found in Refs. 
[12-14].  
 

 

 

Run 
# 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

 2 
 American Institute of Aeronautics and
Table 1. Vortex-flame conditions. 

# of 
Vorti-

ces 

Vortex 
Injection 
Tube Dia. 

(mm) 

Vortex 
Vel. 
(m/s) 

Fuel 
mass 
frac., 

Yf 
1 0.4 9 0.465 

1 3.4 5 0.465 

1 5 3 0.465 

1 5 5 0.465 

1 5 9 0.465 

2 5 1 0.417 

2 5 1 0.465 

2 5 3 0.417 

2 5 3 0.465 

2 5 5 0.1967 

2 5 5 0.305 

2 5 5 0.417 

2 5 5 0.465 

2 5 5 0.515 

2 5 7 0.465 

2 5 9 0.465 
 
 Astronautics 
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Computational Method 
 
 Time-dependent, axisymmetric Navier-Stokes 
equations written in the cylindrical-coordinate  (z-r) 
system are solved along with species- and energy-
conservation equations [15]. A detailed-chemical-
kinetics model has been used to describe the methane-
air combustion process using 31 species and the GRI 
1.2 chemistry model.   
 Temperature- and species-dependent property 
calculations are incorporated. The governing equations 
are integrated on a non-uniform staggered-grid system.  
An orthogonal grid having rapidly expanding cell sizes 
in both the axial and radial directions is employed to 
place more grid points in the strained flame region. The 
finite-difference forms of the momentum equations are 
obtained using an implicit QUICKEST scheme, [16,17] 
and those of the species and energy equations are 
obtained using a hybrid scheme of upwind and central 
differencing. At every time step, the pressure field is 
calculated by solving the pressure Poisson equations 
simultaneously and utilizing the LU (Lower and Upper 
diagonal) matrix-decomposition technique. This model, 
called UNICORN (UNsteady Ignition and COmbustion 
with ReactioNs), has been extensively validated [18] by 
simulating various steady and unsteady counterflow 
[19] and coflow [14,20,21] jet diffusion flames and by 
comparing the results with experimental data. 
 

Results and Discussion 
 
Model Validation 
 
 A typical experimental image of the millimeter-size-
vortex/flame interaction is shown in Fig. 3. This 
represents the OH concentration field captured using 
PLIF measurement technique. It clearly shows the 
significant increase in OH concentration in the head 
region of the vortex. Results obtained from the 
calculations made for the millimeter-size-vortex/flame 
interaction in Fig. 3 are shown on the right-hand side 
of the experimental image. Calculations have also 
predicted the significant increase in the concentration 
of OH in the head region. The computed OH 
distribution matches qualitatively with the uncorrected 
experimental OH-PLIF data. The somewhat broad and 
diffused distribution of OH in the vortex-head region 
of the experiment could be attributed to the alignment 
of laser sheet to the axis of the injection tube. The 
inner and outer radii of the protrusion of the OH layer 
that occurred due to the vortex motion are only ~ 0.3 
and 0.7 mm, respectively; which are of the order of the 
laser-sheet thickness (~ 0.4 mm). Any small 
misalignment of the laser sheet to the centerline of the 
OH protrusion could capture the OH that is present 

circumferentially and make the fluorescence image 
blurry.     
     Both in the experiment and calculation, the 
interaction between millimeter-size vortex and flame 
resulted in local quenching of the latter along the 
stagnation line during the early stages and then the 
flame was reconnected within 1 ms. Calculations as 
well as experiments [22] made with different injection 
velocities resulted in very similar interaction 
sequences; namely, quenching, re-ignition, and an 
increase in temperature above the adiabatic value in the 
head region of the vortex.  
 Results for the colliding vortex configuration are 
shown in Fig. 4. Here, a 2-mm sized vortex is shot 
from above and a 5-mm sized vortex is shot from 
below. The flame extinguishes upon collision of the 
two vortices, and the flame is then entrained in the 
combined vortex structure. The flame morphology and 
timing are remarkably similar in both the computations 
and the experiment, showing that the numerical model 
adequately captures the spatially-evolving features of 
the flow. In order to maintain a more stationary flame, 
calculations on same-sized vortices have subsequently 
been used.  
 
Invariant Flame Extinction Criteria 
 
 Flame extinction is an important parameter affecting 
the flame surface density in turbulent flames, although 
it is not easily considered in turbulent combustion 
models.  In addition, mechanisms that lead to flame 
extinction also alter reaction rate and combustion 
efficiency. As vortices interact with a flame, flame 
intermediates such as the OH radical begin to decrease 
slowly at first, then drop quickly during the extinction 
process, as shown in Fig. 5. The CH radical, on the 
other hand, grows in intensity as the vortex approaches 
and increases chemical reaction rates. CH then declines 
more steeply than OH as flame chemistry comes to an 
abrupt halt.  The entire extinction process can take 
fractions of a millisecond to several milliseconds 
depending on the imposed strain rate and exact 
chemical pathway. CH extinguishes slightly earlier than 
OH, a feature has also been observed in a number of 
experiments using OH and CH PLIF in turbulent 
methane-air flames [23,24]. In these experiments, 
intense regions of CH were found to correspond 
strongly with intense regions of OH, and CH was rarely 
found to extinguish without OH being extinguished as 
well. Such studies indicate that CH is a sensitive 
marker for flame extinction. In addition, CH layer 
thickness can be used for LES model validation. 
Temperature is another marker that is used to assess 
flame progress, but as shown in Fig. 6, there is a 
significant phase lag between the response of OH and 
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where Deff is the thermal diffusivity and the mixture 
fraction, ξ, is defined as the mass fraction of material 
that originated from the fuel stream. It has a value 
which ranges from zero in the oxidizer stream to unity 
in the fuel stream. Because it represents the scalar 
gradient field, it accounts for the time integrated effects 
of strain rate and is more directly coupled to the 
progress of the reaction. This is especially true for 
lower turbulence levels for which the flame surface 
may not be aligned with the direction of principal 
strain. It has been proposed by Santoro et al. [26] as a 
quasi-universal extinction criterion, although it is not 
trivial to measure.  

CH and that of Temperature. We find it useful, 
therefore, to consider the use of OH and CH as 
quantitative markers for flame extinction. In particular, 
we find that for the conditions listed in Table 1, the 
extinction flame temperature for OH and CH is about 
1350K and 1450K, respectively, to within ±5-7%. In 
the current work, the moment of extinction is 
determined by fitting a line to the last 20-40% of the 
OH vs. time plot and determining the zero crossing.  
 In terms of combustion modeling, however, it is 
useful to consider variables that are typically tracked in 
simplified chemistry models.  Several parameters have 
been suggested in the literature. We will consider three 
as follows: a strain rate – temperature relation, scalar 
dissipation, and characteristic reactive layer 
thicknesses.  

 For the calculations reported here, the value of 
scalar dissipation at the stoichiometric surface was 
recorded as the overall reaction rate also peaks at this 
location. The data are shown in Fig. 8 for a set of 
conditions with only one air-side vortex and a set of 
conditions with vortices from both the fuel and air 
sides. Note that the while the case with only one vortex 
is fairly invariant, the case with two vortices shows an 
upward trend with higher levels of the air-side strain 
rate. This means that the flame can withstand higher 
levels of scalar dissipation before extinguishing as the 
vortex velocity increases.  This trend is consistent with 
the findings of Ref. [25] in hydrogen-air dual-vortex-
flame interactions. 

The following strain rate - temperature relation was 
first proposed by Katta et al. [25] based on results in a 
hydrogen-air unsteady counterflow diffusion flames: 

σ =T∞

Ka

dT
dt( )

ext

 

 
It is generally understood that the strain rate, K, 

acting on the flame will increase reactant flux into the 
flame zone. At lower strain rates, the chemical kinetics 
can consume all the reactants entering the flame zone. 
However, at higher strain rates, chemistry may not 
keep-up with the reactant fluxes and, there by, flame 
cooling occurs. As the strain rate (either air or fuel side) 
represents only the reactant fluxes transported into the 
flame zone it does not account for the changes in non-
equilibrium chemistry that is taking place in highly 
stained flames.  

 Because of the difficulty in measuring scalar 
dissipation, Santoro et al. [26] have proposed using a 
mixing layer thickness a substitute for scalar 
dissipation. They argue that since the inverse of the 
scalar gradient is proportional to the mixing layer 
thickness, the mixing layer thickness can be used as an 
invariant extinction criterion. They report that the 
unsteady mixing layer thickness at extinction is very 
similar to that achieved in a quasi-steady manner. Since 
it is difficult to achieve strain rates that are typical in 
turbulent flows using a quasi-steady approach, it is also 
of interest to determine if this scaling is invariant to a 
number of different conditions. Fig. 9 shows an 
example of the change in layer thicknesses for CH, OH, 
and temperature during a vortex-flame interaction. 
Each computed value is normalized to the layer 
thickness in a steady flame. Note that OH and 
temperature are much more affected by the approaching 
vortex than CH. This agrees with the results of Refs. 
[23] and [24], who found that the CH layer thickness 
remained equal to that of their laminar counterparts. 
These were not conclusive, however, because of the 
limited spatial resolution of their imaging system. It is 
also interesting to note that temperature and OH follow 
nearly identical trends. The OH mole fraction is also 
plotted in Fig. 9 to indicate the time of extinction. After 
this time, the layer thickness of OH and CH are no 
longer meaningful. It is also interesting to note in the 

Katta and coworkers found that this parameter, which 
is proportional to the air-side strain rate, Ka, and 
inversely proportional to the temperature-drop rate, 
gave a unique value at the extinction condition for all 
the flames considered in Ref. [25]. Some difference 
was noted for the case of a moving flame as opposed to 
a stationary flame. In the current work, we also found a 
difference between stationary and moving flames, as 
shown in Fig. 7. The difference in these two conditions 
is consistent with the finding of Katta et al. [25] of a 
different value σ for moving versus stationary flames. 

As an alternative to the aforementioned extinction 
criterion, σ, the scalar dissipation rate has also been 
used as a measure of flame extinction. While strain rate 
alone cannot capture the response of the inner reaction 
zone to induced vortex perturbation, scalar dissipation 
is a measure of the scalar gradient field as follows: 

  
χ = 2 Deff

dξ
dz

2
+ dξ

dr
2
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right-hand figure that the change in OH and 
temperature thickness is nearly invariant with vortex 
velocity, size, fuel composition, and whether there are 
one or two vortices. The values of CH, although 
expected to be higher than OH and temperature, are 
unrealistically high because they were measured at the 
time of OH extinction when all the CH has nearly 
disappeared.  
 
Consideration of Experimental Observables  
 

Because of the availability of laser absorption lines 
and powerful Q-switched pulsed lasers, PLIF of species 
such as OH and CH are commonly used to characterize 
unsteady flames. In a series of papers from the same 
authors as Refs. [23] and [34], OH and CH PLIF was 
measured along with instantaneous velocity to 
characterize the structure of turbulent diffusion flames. 
It is of interest that flame extinction and flame 
stabilization can play a significant role in moderately 
turbulent flows. In particular, they found that the 
principal axis of strain was often aligned normal to the 
flame surface in the downstream region of Re > 19,000 
combustion flows. Thus, the single and dual-vortex 
arrangement used here and discussed above is of direct 
relevance to turbulent combustion. Nonetheless, it is 
also of interest to use this burner configuration to 
improve the ability of planar single-shot or point-wise 
time-series measurements to gain insight into the 
accuracy of state-of-the-art turbulent combustion 
models.  

It is already apparent that the OH layer thickness can 
be used as an analogy to the temperature thickness in 
terms of its dynamic behavior. For the strain rate – 
temperature criterion described earlier, it may also be 
possible to use measurements of CH and OH decay 
rates as analogies to the temperature decay rate. 
Evidence for this was found by Lemaire et al. [27], who 
showed that increasing strain rates increased the rate of 
CH decay in gaseous and two-phase vortex-flame 
interactions. These results are shown in Fig. 10 for 
which the Rates of CH decay increase with measured 
peak strain rates of  919, 1687, 1461, and 2363 s-1 for 
Vortices 1A, 2A, 2B, and 4A, respectively [27]. 
Calculations for similar conditions were performed in 
the current work, and an increased rate of decay of CH 
with increasing vortex strength is apparent in Fig. 11 
(left). The correlation between the rate of decay of CH 
and OH with that of temperature is shown on the right 
in Fig. 11. It is notable that this correlation is somewhat 
good for most conditions of Table 1. This indicates that 
in addition to layer thickness, an analogy exists 
between temperature and CH/OH time dynamics. It 
should be noted that CH and OH are not the only 
experimental observables that may be of some use. 

Other quantities such as HCO and CH2O have also 
been proposed [26].   
 In addition to the time dynamics of layer thickness 
and decay rate, it is also useful to study vortex-induced 
perturbations in state relationships use to extract 
mixture fraction from time-series measurements of OH 
and CH [28-30]. In figure 12, three phases of vortex-
flame are shown for run condition 2 (Table 1) – the 
steady state level, profiles when CH is at 50% of the 
steady value and at 5% of the steady value. Note that 
the CH and OH layers peak at lower values of the 
mixture fraction during vortex perturbation from the 
air-side, indicating that the flame intermediates are 
being produced at an effectively leaner condition due to 
the influx of oxidizer.  Note also that the OH and CH 
layers broaden with respect to mixture fraction during 
the interaction. In particular, for example, a steady state 
relationship would not allow CH to exist below a 
mixture fraction of 0.1, according to Fig. 12. Yet, 
during vortex perturbation, CH persists down to nearly 
0.05. The opposite effect may take place for vortices 
impinging from the fuel side. This could have a 
significant impact on the power spectral densities that 
are synthesized from flamelet manifolds for comparison 
with OH and CH time series data for LES model 
validation. It would be of interest to study the effects of 
dual-vortex perturbation on the state relationship as 
well. This gives some idea as to potential impact that 
vortex-flame events can have on transient state 
relationships between combustion intermediates and the 
mixture fraction. 
   A final consideration for how vortex-flame 
interactions can affect experimental observables in 
terms of the transient quenching rate imposed on 
measured species [30]. Not only can the temperature 
change dramatically during an extinction event, for 
example, but the distribution of quenching species may 
also change due to changes in reactant influx. Figure 13 
shows the time-dependent quenching rate for OH (left) 
and CH (right) during the vortex flame interaction of 
Run 2. Note that the quenching rates for both are 
remarkably minor for much of the interaction. It is only 
toward the end of the perturbation that the quenching 
rate for OH drops significantly and that for CH 
increases. The effect of the change is quenching rate is 
best expressed in terms of the change in fluorescence 
quantum efficiency, which for weak laser perturbation 
is simply A/(A+Q), where A is the coefficient for 
spontaneous emission and Q is the total quenching rate 
from all species. The effect on the species profiles near 
flame extinction are shown in Fig. 14, with the CH 
“observed” during an experiment overpredicting CH 
levels and OH being underpredicted.  Note that the 
quenching rate for CH in particular are not known at 
low temperatures, although measurements are currently 
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underway in ongoing vortex-flame experiments.  
 

Conclusions 
  
 Vortex dynamics for a number of non-premixed 
flame configurations were explored in order to 
determine relevant parameters for use in flamelet and 
mixture fraction approaches to turbulent combustion 
modeling. Several possible invariant extinction criteria 
are discussed, including a strain rate – temperature 
parameter, scalar dissipation, and species layer 
thicknesses. The latter was found to be the most 
promising in that it was most invariant for the 
conditions studied here. In addition, a number of 
features of interest to turbulent combustion model 
validation using experimental observables such as OH 
and CH were discussed. These include layer 
thicknesses, decay rates versus temperature decay rates, 
mixture fraction state relationships, and fluorescence 
quenching. The discussion should also apply to other 
experimental observables, a subject of ongoing 
research. The use of unsteady vortex-flame 
perturbations has, therefore been shown to be quite 
useful in helping to bridge the gap between laminar 
combustion models with complex chemistry and 
turbulent fluid dynamics models with simplified 
chemistry.    
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Fig. 1. Schematics of single-phase, dual-vortex (left) and two-phase, single-vortex (right) vortex-flame 
apparatus. 
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Fig. 2. Schematic of the OH/CH  LIF and PIV measurement scheme. 
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Fig. 3. Comparison of experimental and calculated OH distribution during a mm-size vortex-flame 
interaction. The high-intensity region at the tip of the perturbation represents a region of super-adiabatic 

flame temperature. 
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Fig. 4.  Comparison of computed temperature and experimental OH distribution during the collision of 5-
mm and 2-mm vortices at the flame surface.   
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Abstract 
In this experimental study, unsteady strain rate effects on the extinction process of a laminar strained two-phase
flame are pursued during flame/vortex interaction, investigating simultaneously the flow field by Particle Imaging
Velocimetry (PIV), and the reaction zone by Planar Laser Induced Fluorescence (PLIF) of the CH radical. The
influence on the aerodynamic extinction limits for different vortex parameters and for different single- and two-
phase flames is examined. The influence of different flames on the vortex flow is also investigated.
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Introduction
The understanding of  laminar flamelets is of great

interest for turbulent combustion research [1-3], since
turbulent combustion can take place in the laminar
flamelet regime, depending on the relative scales of the
flame front and of the flow perturbations [4]. Extensive
studies of laminar strained flames improved the
knowledge of the coupling between aerodynamics,
diffusion processes and chemical kinetics. 

However in reality, turbulent combustion  takes
place in highly unsteady flows. The characteristic time
scales of the flow perturbations, due to small scales, can
be of the same order as the time scales of diffusion and
reaction. Thus coupling occurs that cannot be
approached by steady analyses [5; 6]. Many studies
have been carried out to investigate the effects of time-
dependent strain on the flame. Darabiha [7] showed for
calculations of an unsteady hydrogen/air opposed-jet
flame with detailed chemistry and transport, that the
flame response decreases when the frequency of strain
rate oscillations increases. He observed that the flame
can exist beyond the steady-state extinction limit for
high frequencies and high strain rates. Delays between
the forcing oscillation and the flame structure response
appear. Using detailed chemistry and transport
calculations of an unsteady methane/air opposed-jet
flame, Egolfopoulos [8] obtained the same results and
explained the flame response delay by diffusion
processes in the diffusive flame layer and accumulation
of reactants. 

The flame front in turbulent non-premixed flames
might be strained unsteadily, but also be curved. The
interaction between a non-premixed counterflow flame
and a vortex takes into account these processes and is
thus a well-suited configuration for investigations [9].
Studies report the strain rate influence [10; 11] during
gaseous vortex-flame interaction. Yoshida et al. [12]
studied experimentally and numerically a counterflow

diffusion hydrogen/air flame strained by an impinging
micro-jet. They found that the flame can resist to a high
strain rate up to 5-10 times the quasi-steady extinction
strain rate. 

Studying multi-phase turbulent combustion is of
great practical and fundamental interest. In many
practical applications, fuel is introduced in a liquid
form, modifying strongly the combustion process. In
multi-phase turbulent flames, many phenomena are
coupled, such as atomization, evaporation, molecular
and turbulent mixing and chemical kinetics.
Understanding and modeling of this coupling is a
present challenge [13]. 

In this paper, simultaneous laser diagnostics are
used to study the interaction between an n-heptane
spray, a vortex ring and a non-premixed counterflow
methane/air flame. The first studies of two-phase
vortex-flame interactions in counterflow diffusion
flames were reported by Santoro et al. [14; 15]. They
compared vortex-induced perturbation and quasi-steady
perturbation using PLIF of formaldehyde and laser
Doppler velocimetry (LDV). They found that strain
rates induced by air-side gaseous vortices are larger than
quasi-steady strain rates, by over a factor of two, for a
range of inlet oxidizer mass fractions. 

The goal of the current investigation is to study the
aerodynamic extinction limits of gaseous and two-phase
flame fronts, submitted to unsteady strain and curvature.
A flat non-premixed flame is established near the
stagnation plane of a counterflow burner, and fuel-side
vortices are introduced. The behavior of the reaction
zone is studied using CH planar laser-induced
fluorescence (PLIF), and vortex-induced strain rate is
measured using particle-image velocimetry (PIV).
Initial work in this configuration [16] focused primarily
on the experimental technique and discerning the effects
of global mixture ratio (i.e. fuel composition). Further
work [17] investigated, through the qualitative CH
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concentrations and flame surface evolutions during the
flame/vortex interaction, the liquid phase effects on the
combustion process and the response of the flame
submitted to strain. This study showed that the
maximum peak strain rate is a relevant parameter for the
extinction process. Here  we focus on flame extinction
limits by analysing in particular the unsteady effects on
the extinction strain rate.

Experimental set-up
Burner

The burner set-up consists of a counterflow burner
with air in the upper and fuel in the lower stream. The
experimental device was previously modified from a
gaseous counterflow burner design [18] to include a
piston-actuated vortex injection system [19] and a
monodisperse spray generator [16]. 

Figure 1 : Counterflow burner used for two-phase
vortex-flame experiments.

The burner (Figure 1) consists of two axisymmetric, 20-
mm diameter counterflow nozzles, with air in the upper
flow and the nitrogen-fuel mixture in the lower flow. A
40-mm diameter flow of nitrogen surrounds each nozzle
to shield the flame from ambient disturbances. The
nozzles are separated by 30 mm. In our study the global
strain rate imposed by the steady injection velocities is
set to about 90 s-1. The fuel is composed of methane
diluted with nitrogen and seeded with n-heptane
droplets produced by an atomizer system, creating a
mono-disperse spray of 2.5-µm mean diameter droplets
for the current flow conditions. The spray is diluted to a
non-dense condition with a volumetric density of 9x106

cm-3. 

Flame Yf Ω (%) Φ
M 0.26 0 4.43
D1 0.27 43 4.43
D2 0.21 52 3.44

Table 1 : Inlet flow conditions for steady strained
flames.

The inlet flow conditions used in this investigation
can be characterized by a number of parameters as listed
in Table 1. They include the fuel mass fraction Yf, the
ratio Ω between the mass of n-heptane droplets and the
total mass of fuel and the global mixture ratio Φ. The
case M refers to a flame with no n-heptane seeding,
cases D1 and D2 refer to two-phase flames. 

Along the centerline of the fuel nozzle, a vortex
injection tube is added, fed by an electronical piston-
actuation system. This controls the volume ejected and
the ejection time, in order to generate vortices of
varying strength. Different vortex sizes can be created
by changing the diameter of the injection tube. The
vortex generation is then controlled by the vortex tube
diameter d and by the expulsing velocity vex of the jet
creating the vortex. These are listed in the Table 2 for
different vortices. The expulsing velocity vex is
calculated, based on incompressible fluid behavior,
from the rise time of the piston, the volume expulsed
and the vortex tube diameter. 

Vortex T1 T2 t1 t2
d (mm) 3.7 3.7 2 2

vex (m/s) 0.35 0.46 0.44 1.2

Table 2 : Vortex generation conditions.

PIV system
In the current study, the vortex flow-field and the

strain acting on the flame have been determined by
digital cross-correlation PIV. Silicon-dioxide particles
are used as seeding material in the air stream, while the
n-heptane droplets are used to collect the Mie scattering
from the fuel stream. The particle and droplet Stokes
numbers in flows of characteristic perturbation times up
to 700 µs (corresponding to strain rates of 1500 s-1), are
as low as 0.04, thus assuring that these tracers can
follow our flows and are well-suited for the PIV
measurements. 

A double-pulsed Nd:YAG laser generates the
overlapping 532-nm PIV-beams with an energy of 200
mJ per beam (Fig. 2). The beams are expanded using a
lens combination forming a sheet of 0.5 mm thickness.
The pulse intervals are varied from 50 µs to 200 µs
depending on the speed of the vortex. A dual-frame
1008x1018 array Kodak Megaplus ES1.0 camera is
used to acquire the two PIV images through an AF
Micro Nikkor 105 mm f/2.8 lens and a 36-mm extension
ring. Thus a magnification ratio of 2.2:1 image-to-CCD
is achieved. 
Mie scattering images are processed using an adaptative
mesh technique with a commercially available PIV
software. A final 32x32 pixel interrogation region and
50% overlap are used, giving a resolution of 290 µm for
non-reactive flows, while, for reactive flows, a final 8x8
pixel interrogation region without overlap is achieved
giving a resolution of 143 µm. 

CH system
The optical arrangement for the detection of the CH

radical by PLIF is also presented in Fig. 2. The laser
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system is composed of a Nd:YAG laser (1064 nm),
doubled to 532 nm and pumping a tunable dye laser
(Rhodamine 640). The dye-laser beam is frequency
mixed with the Nd:YAG fundamental to obtain a
wavelength (389.5 nm) corresponding to the Q1(5)
transition of the B2Σ−-Χ2Π (0,0) absorption band. The
pulse duration is about 7 ns, with a mean energy of 15
to 20 mJ. 

The beam is formed into a laser sheet that matches
with the laser sheets from the PIV lasers in the axis of
the burner. The CH laser sheet has a height of about 2
cm and a thickness of 0.3 mm. The energy distribution
inside the CH laser sheet has been measured by
Rayleigh scattering from nitrogen and Mie scattering
from the droplets and the power density variation inside
the region observed by the camera does not exceed 5%.
In order to further minimise the effects of laser-sheet
intensity variations and molecular quenching of CH, the
laser energy is chosen to nearly saturate the CH
transition. Note that the intention of this study is not a
quantitative determination of CH concentrations, but the
qualitative observation of vortex-flame interaction and
extinction.

Fluorescence from the A-X (0,0) and A-X (1,1)
bands around 430 nm is recorded using a 512x512 array
PI-Max intensified CCD camera with a 58-mm f/1.2
Noct-Nikkor lens, giving a pixel measurement area of
100 × 100 µm2. The CH-layer thickness is about 250
µm. A combination of a 410-nm high-pass and a 450-
nm low-pass filter are used to separate the CH LIF
signal from background scattering. 

Synchronisation system
The precise synchronization of several events,

including vortex generation, three laser pulses, and three
camera exposures is needed for these simultaneous CH
PLIF and PIV experiments. The master delay generator
is driven by the 10-Hz second pulse of the double-pulse
PIV laser. It then triggers the piston driver, CH-PLIF

laser system, and DANTEC PIV controller. The latter
drives the PIV camera and lasers to ensure that all
events occur simultaneously. The CH laser pulse occurs
between the two PIV laser pulses to avoid light
scattering from particles. 

Various phases of the development of the vortex-
flame interaction can be imaged by adjusting the
relative timing between piston actuation and laser
diagnostics. The initial time of the vortex-flame
interaction is defined as the time when the vortex starts
to perturb the CH layer.

Results for non-reactive flows 
Figure 3 presents the velocity field superposed to

the vorticity field in the case of the non-reactive vortex
t2 (see Table 2) for two different times during the vortex
life time. 

t=6ms

D

t=8ms

Figure 3 : Velocity and vorticity fields for vortex t2
in the non-reacting case.
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Figure 2 : Schematic of the simultaneous CH PLIF/PIV system.
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Note that the velocity vectors are presented in the
reference frame of the vortex by subtracting the vortex
translation velocity of about 1 m/s. This frame of
reference highlights the circulating flow pattern and
makes it easier to determine the vortex position as a
function of time. The vorticity field exhibits the vortex
core and also the shear layer created by the gas
expulsion. 

The non-reactive vortex is characterised by two
parameters : the vortex size D and the strain rate Λnr.
The size D of the vortex is determined from the vorticity
field as shown on the right side of figure 3. The local
strain rate Λnr is deduced from the velocity field. Since
flame extinction in the current experiments is observed
to take place at the centerline, the relevant strain rate
induced by the vortex is defined at the axis by the
following formulation :

z
uz

∂
∂

−=Λ

where z is the axial coordinate and uz is the vertical
component of velocity. The peak strain rate occurs near
the stagnation point in the convective frame of
reference. The strain rate Λnr for the non-reactive flows
is chosen equal to the maximum value of the peak strain
rate during the vortex evolution. It takes a value of 840
s-1 in the case of the vortex t2. The PIV resolution of
290 µm leads to 6 measuring points across the velocity
gradient thickness of about 1.5 mm. Results from vortex
size and strain rate determination for the other vortices
are shown in Table 3. 

Results for reactive flows 
Our aim is to study the dynamic response, and

especially the extinction, of single- and two-phase non-
premixed flames submitted to an unsteady strain. The
extinction is, in particular, investigated through
aerodynamic extinction limits and focuses on unsteady
effects of the perturbation on the extinction limits. For
this, two values of the strain rate during the
flame/vortex interaction are measured : one Λr relevant
for the aerodynamic reactive perturbation, another one
Λq relevant for the extinction process. The first is
defined, in the same manner as for the non-reactive
flows, by the maximal value of the peak strain rate
during the vortex evolution. The second one is
measured at the moment of flame extinction, the flame
extinction being depicted by the CH layer extinction.
Data from CH PLIF diagnostics effectively localise the
diffusion flame front and extinction zones (extinction
signal refers to a signal that falls to the level of
background noise) of the two-phase flame. 

Figure 4 presents the extinction process occurring
during the interaction between the two-phase flame D1
(see Table 1) and the vortex t1 (see Table 2). The flame
is visualised by the CH fluorescence, while the flow is
visualised by the velocity field. This interaction
sequence is a  superposition of  CH PLIF and PIV data
obtained by averaging on 10 single laser pulses. 

Time zero

9.2 ms

5 ms

12 ms
Figure 4 : CH fluorescence and velocity fields during
extinction for flame D1 and vortex t1.

At 5ms, the flame is clearly wrinkled but has not
yet been extinguished. In fact the flame moves towards
the stoichiometry line, that is deformed by the fuel
vortex. At 9.2 ms, the flame intensity is clearly
decreasing at the centerline and extinction is fully
established at 12 ms, allowing the droplet-laden vortex
to continue past the flame. The vortex-induced
extinction occurs with an extinction strain rate Λq of 260
s-1, while the characteristic reactive perturbation strain
rate Λr is around 400 s-1. 

The velocity increase, due to the high vortex speed,
increases the gradients and then the species diffusion
velocities. The chemical kinetics can become the
limiting process against the molecular diffusion
transport. If the heat losses used for heating of the cold
reactants, becomes higher than the heat released by the
chemical reactions, flame extinction occurs. The vortex
induced extinction process reveals the finite rate of
chemical kinetics. 

Figure 5 shows the axial velocity profile (crosses),
combined with the vaporization front (dotted line) and
CH peak (plain line) positions during the same
interaction as figure 4 at two different times : 5 ms and
10 ms after the initial time, corresponding respectively
to the occurrence of the maximal strain rate and to the
extinction time. 
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Figure 5 : Axial velocity profiles, peak CH and
vaporisation front positions for the determination of
strain rates (flame D1, vortex t1).

As the PIV measurements on the fuel side are
obtained from Mie scattering of the volatile n-heptane
droplets, velocity determination beyond the vaporization
front is not possible. At the axis, the flow can locally be
described by the Euler equation as a potential flow.
Thus the velocity gradient (the strain rate) is constant
from the external border of the flames thermo-diffusive
layer to the evaporation front [18]. Then the two strain
rates Λr and Λq can be measured at the borderline of the
evaporation front. The very small interrogation mesh

size of 8x8 pixel gives a resolution of 143 µm, with
about 5 measurement points in the velocity gradient
thickness. Strain rate results for the other vortices are
shown in Table 3.

Discussion of results
The results of our study are listed in Table 3 for

some typical interactions between gaseous or two-phase
flames and aerodynamic vortex perturbations. The
abbreviation n.e. refers to an interaction without any
flame extinction. 

The different strain rate values show that the
extinction strain rate is not constant for an identical
flame, contrary to the quasi-steady flame regime. The
flame response to a quasi-steady strain variation is often
represented by the S-curve [20]. The flame extinguishes
at a fixed value of the strain rate, this value depending
only on the initial mixture. In an unsteady regime, the
extinction strain rate is no more constant and tends to
increase with the characteristic strain imposed to the
flame. The extinction limit then depends not only on the
initial mixture composition, but also strongly on the
aerodynamic perturbation. This can be explained by the
fact that the flame response is limited by the diffusion
time, corresponding to the transfer time of the
aerodynamic information from the outer region of the
thermo-diffusive layer, to the inner reactive layer.
During this time delay the strain imposed at the external
flame layer continues to grow. 

The strain rate values listed in Table 3 also show
that the extinction strain rate is not always lower for the
two-phase flame D1 than for the corresponding gaseous
flame M, as it is observed in steady flames [21]. It
shows again that the unsteadiness plays an important
role in the extinction process.

 Another aspect of vortex/flame interaction is the
influence of the flame on the aerodynamic field. This
study is achieved by comparing the vortex-induced
strain rate in the non-reactive flow Λnr and in the
reactive flow Λr. These different values are listed in
Table 3 for different vortices and flames. In the case of
the gaseous flame M, the strain rate is decreased by the
presence of the flame, passing from a value of 380 s-1 to
330 s-1 in the case of the interaction with the vortex T1
and from a value of 470 s-1 to 460 s-1 in the case of the
interaction with the vortex T2.  This can be explained
by viscous dissipation of the vortex flow in the high

     Λr
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Flame M Flame D1 Flame D2
Vortex D

(mm)
Λ nr

(1/s) Λ r
(1/s)

Λ q
(1/s)

Λ r
(1/s)

Λ q
(1/s)

Λ r
(1/s)

Λ q
(1/s)

T1 6 380 330 290 420 330

T2 6 470 460 420 530 520

t1 3.5 840 350 n.e. 400 260

t2 3.5 1270 1300 1300 1100 1100

Table 3 : Vortex diameter and strain rate determined for non-reactive and
reactive flows, as well as for extinction in gaseous and two-phase flames.
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temperature region imposed by the flame. 
While the presence of the flame in the case of

gaseous flows tends to decrease the vortex-induced
strain rate, it seems that, in the case of  the two-phase
flame D1, the gas expansion due to evaporation is the
preponderant phenomenon. This leads to the increase of
the vortex-induced strain rate, passing from a value of
380 s-1 to 420 s-1 in the case of the interaction with the
vortex T1, and from a value of 470 s-1 to 530 s-1 in the
case of the interaction with the vortex T2. 

The flame influence on vortices of different sizes
can also be analysed in the case of the flame D1. The
smaller non-reactive vortex t1 (3.5mm) imposes a much
higher strain rate (840 s-1) than the non-reactive vortex
T2 of 6mm size (470 s-1). However in the presence of
the flame D1 the strain rate imposed by the small vortex
t1 falls down to 350 s-1, corresponding to a vortex
kinetic energy loss of 80 %. This shows that the small
structure experiences a higher kinetic energy dissipation
due to the high flame temperature. 

Conclusions
In this study the vortex strain induced extinction

behavior of purely gaseous and of n-heptane two-phase
flames has been examined.

Extinction limits do not only depend on the flame
composition, but even more on the parameters of the
perturbation. The faster is the perturbation, the higher is
the difference between the unsteady case extinction
strain rate and the extinction limit of the quasi-steady
flame.

 The viscous dissipation of the kinetic energy
strongly modifies the flow in the vicinity of the flame.
These losses are more important if the vortex is small,
modifying the energy transfers between turbulence
scales.
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PIV/PLIF investigation of two-phase vortex–flame interactions: effects
of vortex size and strength

A. Lemaire, T. R. Meyer, K. Zähringer, J. R. Gord, J. C. Rolon

Abstract The evolution of flame surface area and rate of
CH layer extinction are measured during the interaction of
a two-phase counterflow diffusion flame with fuel-side
vortices of varying size and strength. Planar laser-induced
fluorescence (PLIF) of CH is used to mark the flame front
and particle-image velocimetry (PIV) is used to measure
the strain rate field at various phases of the interaction
process. Vortices of similar initial circulation but differing
in size showed widely disparate peak strain rates and CH
decay rates because of varying levels of flame-induced
vortex dissipation. Vortex size is also found to have a
significant effect on flame surface area evolution during
and after extinction, with the presence of droplets playing
a significant role in the latter. Implications of these results
for the fundamental understanding of vortex–flame
interactions are discussed.

1
Introduction
In the flamelet description of turbulent non-premixed
combustion, local strain and curvature increase the scalar
dissipation rate and can result in local flame extinction,
reduced overall reaction rates, and decreased flame sta-
bility (Peters 1986). A number of experimental studies
have used well-controlled vortices to perturb steady H2–air
counterflow diffusion flames and simulate this unsteady
extinction process in a repeatable manner, as reviewed by
Renard et al. (2000). These studies have been used to

generate turbulent combustion diagrams (Thévenin et al.
2000) as well as to study the time evolution of flame sur-
face area (Renard et al. 1999) and strain rate (Katta et al.
1998; Meyer et al. 2003) during gaseous vortex–flame
interaction.

The goal of the current investigation is to study the
extinction process during two-phase vortex–flame inter-
action. A flat non-premixed flame is established near the
stagnation plane of a counterflow burner, and fuel-side
vortices are introduced using an electronically actuated
piston. The behavior of the reaction zone is studied using
CH planar laser-induced fluorescence (PLIF), and the
vortex-induced strain rate is measured using particle-
image velocimetry (PIV). Initial work in this configuration
(Lemaire et al. 2003) focused primarily on demonstrating
the experimental technique and discerning the effects of
global mixture ratio (i.e. fuel composition). Here, the flame
surface evolution and the relative CH mole fraction as a
function of time relative to vortex perturbation are re-
ported while keeping the global mixture ratio constant and
varying the vortex size and strength. Results are presented
for methane–air flames with and without the addition of
n-heptane droplets.

The first studies of two-phase vortex–flame interactions
in counterflow diffusion flames were reported by Santoro
et al. (2000a, 2000b), who used methanol–air spray flames
to avoid the effects of H2 preferential diffusion and to
capture flame phenomena found in practical devices. They
compared vortex-induced perturbation and quasi-steady
perturbation using PLIF of formaldehyde and laser
Doppler velocimetry (LDV). They found paradoxically that
strain rates induced by air-side gaseous vortices are larger
than quasi-steady strain rates by over a factor of 2 for a
range of inlet oxidizer mass fractions. Follow-up work by
Kyritsis et al. (2002) showed that scalar dissipation of
mixture fraction is a more dominant parameter controlling
the extinction process. Nonetheless, strain rate remains an
important parameter in that it is more easily measured
than scalar dissipation in turbulent flames.

The use of CH PLIF as a marker for the flame front
serves multiple goals. The CH radical has been widely used
as a marker for the non-premixed flame zone because it
appears in a narrow region of the flame near the location
of peak temperature (Donbar et al. 2000; Han and Mungal
2000). Unlike the premixed study of Nguyen and Paul
(1996), measurements of OH and CH PLIF in diffusion
flames indicate that CH does not exhibit ‘‘false’’ flame
extinctions (Donbar et al. 2000). The relative CH number
density during vortex–flame interaction is of further
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interest because of the important role of CH in the for-
mation of prompt NO and soot pollutants, its role in NOx

reburning (Thoman and McIlroy 2000), and as a means for
optimizing multidimensional numerical simulations with
complex chemical kinetic models.

2
Experimental apparatus
The burner apparatus and diagnostic approach were pre-
viously described by Lemaire et al. (2003). Thus, only a
brief description is included here for reference, with minor
changes relevant for this study.

2.1
Burner apparatus
The experimental device used for this work was previously
modified from a gaseous counterflow burner design (Ro-
lon et al. 1991) to include a piston-actuated vortex injec-
tion system (Rolon et al. 1995). Several experimental
studies using this apparatus have been reported previously
in the literature (Renard et al. 1999; Fiechtner et al. 2000).
As shown in Fig. 1, the burner consists of two axisym-
metric, 20-mm diameter counterflow nozzles, with air in
the upper flow and a nitrogen–fuel mixture in the lower
flow. A 40-mm diameter shroud flow of nitrogen sur-
rounds each nozzle to shield the flame from ambient
disturbances. The nozzle separation is set to 30 mm in this
case. Vortex tubes of 2 mm and 3.7 mm are added along
the centerline of the fuel nozzle, fed by an electronically
controlled piston-actuation system. Vortices of varying
strength can be generated by controlling the size, stroke,
and rise time of the piston. Only the piston stroke is varied
here. The resulting vortex circulation has been found to be
equal to the square of the ejected fluid volume divided by
the piston rise time and the fourth power of the vortex
tube diameter (Maxworthy 1972). The vortex rotational
and convection velocities have been found to be propor-
tional to the circulation divided by the vortex tube diam-
eter (Roberts and Driscoll 1991; Roberts et al. 1993). The
relevant vortex properties for the current work are listed in
Table 1. They include vortices with equal circulation but
differing size, and vortices with equal size but differing
circulation.

The main modification to the burner apparatus for the
current two-phase vortex–flame experiments is the addi-
tion of a nitrogen-jet atomizer in the fuel stream, described
previously by Rolon et al. (1991) and similar to the
apparatus characterized by Durox et al. (1999). This
atomizer produces a monodisperse field of droplets of
about 2.43–2.83 lm in diameter for the current flow con-

ditions. The spray is further diluted to a nondense con-
dition with methane and additional nitrogen to a
volumetric density of 9·106 cm–3.

The various inlet flow conditions used in this investi-
gation can be characterized by a number of parameters as
listed in Table 1. These include the volume ejected by the
piston, theoretical vortex circulation, measured peak
strain rate along the centerline, CH decay rate normalized
to 1/ms, mass fraction of methane in the fuel y, and steady
nozzle velocities, vOx and vfuel. The global mixture ratio,
defined as the ratio of the initial mass fraction of fuel to
oxygen divided by the corresponding stoichiometric ratio,
is 4.43 for all conditions, as is the piston rise time of
10 ms. Cases 1A and 2A differ in piston stroke and thus
ejected volume and circulation. Case 2B, with no n-hep-
tane seeding, is the gaseous analog of Case 2A. Cases 3A
and 4A have smaller vortex tube diameters and differ only
in piston stroke.

2.2
PIV–PLIF system
Simultaneous diagnostics are performed to characterize
the vortex–flame interaction, with PIV used to assess the
dynamic effect of the vortical flow field on the flame
structure as visualized by CH PLIF.

Particle image velocimetry is performed using silicon
dioxide particles (1–5 lm) in the air stream and n-heptane
droplets in the fuel stream. The use of Mie scattering from
the n-heptane fuel droplets for PIV avoids problems with
agglomeration of solid seed particles in the unvaporized

Fig. 1. Jet in coflow burner used for two-phase vortex–flame
experiments

Table 1. Vortex properties and flow parameters used in the experiments. Global mixture ratio is 4.43 and piston rise time is 10 ms for
all cases

Case Vortex tube
diam. (mm)

Ejected
volume (mm3)

Circulation
(cm2/s)

Meas. peak
strain (s)1)

CH decay
rate (ms)1)

Mass frac. of
methane in fuel y

vOx (m/s) vfuel (m/s)

1A 3.7 37.9 7.7 919 0.076 0.57 0.7 0.5
2A 3.7 49.2 13 1687 0.350 0.57 0.7 0.5
2B 3.7 49.2 13 1461 0.317 1.0 0.7 0.5
3A 2 13.9 13 845 – 0.57 0.59 0.61
4A 2 37.9 90 2363 0.625 0.57 0.59 0.61
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fuel. Overlapping 532-nm beams are generated using a
double-pulsed Nd:YAG laser (Fig. 2) and are formed into
0.5-mm thick vertical sheets using cylindrical
(f=)12.7 mm) and spherical lenses (f=500 mm). Reason-
able particle displacements for various vortex convection
velocities are achieved by varying the pulse interval from
0.050 ms to 0.2 ms. The PIV images are collected using a
dual-frame 1008·1018 (9.07 mm·9.16 mm) array ICCD
camera (Kodak Megaplus ES1.0) equipped with an AF 105-
mm f/2.8 lens (Micro Nikkor) and a 36-mm extension ring.
The image-to-CCD magnification ratio is about 2.2:1.
Postprocessing is performed using custom designed soft-
ware from Innovative Scientific Solutions (USA). An
adaptive mesh is used to obtain typical pixel interrogation
regions of 32·32 with 50% overlap. This results in a 62·62
vector field across each image.

CH PLIF is achieved using the Q1(5) transition
(389.5 nm) in the B2S)–C2P (0,0) absorption band of CH,
obtained by frequency mixing the output of a Nd:YAG-
pumped tunable narrow-band dye laser (rhodamine 640)
with the Nd:YAG fundamental (1064 nm). Laser pulses of
about 7 ns in duration and mean energies between 15 and
20 mJ are formed into 2-cm high x 0.3-mm thick sheets
that are superposed with the PIV laser sheets. The energy
distribution inside the CH laser sheet was controlled by
Rayleigh scattering from nitrogen and Mie scattering from
the droplets. The flame position is placed in the central
region of the laser sheet and remains in this region during
the entire vortex–flame interaction. The power density
variation inside the measurement region does not exceed
5%. In order to further minimize the effects of laser-sheet
intensity variations, laser fluence is adjusted so as to
partially saturate the CH transition. As shown in Fig. 3, the
CH PLIF signal is in the nonlinear regime by 4.5 MW/cm2

(1 mJ).
Fluorescence is collected from the A–X (0,0) and A–X

(1,1) bands around 430 nm while using a combination of
410-nm high-pass and 450-nm low-pass filters to minimize
interferences from background scattering. The CH PLIF
signal is collected using a 2·2 binned 512·512 array
intensified CCD camera (PI-Max) with a 58-mm f/1.2 lens
(Noct-Nikkor) and 20-mm extension ring. An image-to-
CCD magnification ratio of 1.85:1 (20 mm·20 mm region)

is achieved with a pixel measurement area of
100·100 lm2. The limiting resolution based on the Ny-
quist criterion and modulation transfer function (MTF) of
the lens is found to be about 234 lm. This is the smallest
structure that the camera can faithfully discern and is only
slightly better than the steady CH layer thickness of about
250 lm. The current set-up cannot distinguish, therefore,
between a decrease in CH layer intensity and CH layer
thickness, although these effects can be considered anal-
ogous for the purposes of discussing CH layer extinction.

An important source of uncertainty in the CH signal
during vortex–flame interaction arises from temperature-
dependent fluorescence quenching rates. Based on results
of a numerical simulation of a steady counterflow flame
with complex chemistry, the main CH quenching species
(H2O, CO, N2, and CO2) are fairly constant in the region
where CH is present. Quenching from O2 and CH4 nearly
offset each other in the CH region, and temperature varies
by less than 3%. Thus, the CH profile does not require
significant corrections because of variations in tempera-
ture and quenching species across the unperturbed flame.
The overall effect of quenching variations on the CH
profile and CH fluorescence efficiency during flame

Fig. 2. Schematic of the simul-
taneous PIV/PLIF system

Fig. 3. CH PLIF intensity as a function of laser power. A nearly
saturated regime is used in this study with laser powers between
15 and 20 mJ
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perturbation is minimized by operating in a high-energy
regime. Finally, variation in the Boltzman fraction for the
Q1(5) transition of CH is on the order of +25% for the
temperature range applicable during flame extinction
(from 1700 to 1100 K). While nontrivial, such uncertainty
also does not significantly detract from the main focus of
this study, which is the qualitative observation of CH
number density during vortex–flame interaction.

Simultaneous CH PLIF and PIV requires the synchro-
nization of several events, including vortex generation,
three laser pulses, and three camera exposures. The timing
of the CH laser pulse occurs 20 ls before the second PIV
laser pulse to avoid particle scattering on the camera used
for CH PLIF. The vortex–flame interaction can then be
imaged at various phases of its development by adjusting
the relative timing of piston actuation and laser diagnos-
tics. The initial time of the vortex–flame interaction is
defined when the vortex starts to perturb the CH layer.

3
Results and discussion
The velocity profile induced by vortex 2A (Table 1) at
4.5 ms after the vortex arrives at the flame front is shown
in Fig. 4 (right). Note that the vectors are an average of five
images and are presented in the reference frame of the
vortex by subtracting a convection velocity of about
0.56 m/s. This frame of reference highlights the circulating
flow pattern. Since flame extinction in the current exper-
iments is observed to take place at the centerline, the
relevant normal strain rate induced by the vortex is de-
fined as dv/dy, where v is the vertical component of
velocity, and y is the axial coordinate. The vortex imposes
high velocities on the fuel side of the flame. Then the
velocity decreases quickly as the flame is being ap-
proached, where it reaches a minimum. The number of
velocity vectors through the flame is not enough to catch
the thermal dilatation due to the high flame temperature.
However the extinction process induced by high strain

rates is pursued in this study, and the relevant strain is
measured in the near convective region of the outer flame
diffusive layer. The peak normal strain rate of about
1700 s–1 that occurs during the fast velocity decrease is
located prior to the preheat zone of the flame. Therefore
no corrections for thermophoretic effects were necessary
on the measured peak strain rate, as accurate velocity
measurements can be performed prior to the flame preheat
layer (Sung et al. 1994). The standard deviation caused by
vortex repeatability is on the order of about 7% for
velocity and 15% for peak normal strain rate. Adequacy of
PIV resolution is demonstrated as the velocity and strain
rate are found to be ‘‘grid independent’’ for interrogation
regions of 32·32 or less. Peak normal strains along the
centerline during vortex–flame interaction are calculated
using 32·32 interrogation regions and are reported in
Table 1 for all of the flow conditions used in this study.
Values measured at the instant of flame extinction may
have undergone significant dissipation because of heat
release and are not necessarily representative of the rele-
vant strain rate for extinction. In addition to peak strain
rate, vortex circulation is used to help determine the ef-
fects of vortex size and strength on flame surface devel-
opment and CH layer extinction.

The time evolution of the perturbed counterflow flame
as a function of time after vortex arrival is shown in Fig. 5
for vortex 2A. The velocity field is superposed on the CH
fluorescence pattern. The CH layer is located above a
strong fluorescence signal from species on the fuel side of
the flame. Based on a numerical simulation with complex
chemistry, this layer of fluorescence corresponds to the
location of polycyclic aromatic hydrocarbons (PAH). The
PAH are formed around the droplet cloud, between the
cold spray and the high temperature flame, where the n-
heptane evaporates. Interference from this layer is mini-
mized by spatial separation with CH (Fig. 5), and by the
fact that its fluorescence is strongly diminished by the
approaching vortex. When the vortex is interacting with

Fig. 4. Comparison of velocity
and normal strain rate for
vortex 2A (Table 1) using dif-
ferent PIV interrogation re-
gions. Interrogation regions of
32·32 pixels (3 vectors/mm) or
16·16 pixels (6 vectors/mm)
are shown to be adequate for
computing peak strain rates.
Overlap parameter is 50%
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the flame the PAH layer disappears, and only the CH layer
remains until the flame extinguishes in the center. In
describing the evolution of the CH layer in Fig. 5, time
zero is defined as the time at which the vortex starts to
perturb the counterflow flame. At 4.5 ms, the flame is
clearly wrinkled but has not yet been extinguished. The
flame decreases in intensity after this point until extinction
is fully established between 5 to 7 ms, allowing the drop-
let-laden vortex to continue past the flame. The vortex core
remains under the flame until 8 ms and passes through the
flame between 8 ms and 13 ms. A slight outline of the
vortex is visible at 23 ms due to Mie scattering.

In order to obtain qualitative information about the ef-
fects of the vortex on the flame, one can calculate the time
evolution of the flame surface shown in Fig. 6 and the CH
layer centerline intensity shown in Fig. 7 from experimental
images. Data from CH PLIF diagnostics effectively localize
the diffusion flame front and extinction zones (extinction
signal refers to signal that falls to the background noise).
One can define the flame front position by following the
maxima of CH intensity for an average of ten images. Once
the flame front is determined, each segment between two
points is treated as an elementary area and is rotated about
the axis of symmetry using the Guldin theorem. The total
flame surface is the sum of the elementary areas and is
normalized by the value of the nonperturbed flame. The CH
intensity data was calculated using a region of 4·6 pixels at
the centerline of the CH front averaging on ten images.

The centerline CH intensity plotted as a function of
time (Fig. 7) during extinction indicates that the process is
nearly linear with respect to time. The slope of the curve

represents the extinction rate. The vortex velocity field
induces a decrease of the flame surface and of the cen-
terline CH intensity. Comparing flame surface evolutions,
measured extinction rates and maximum peak normal
strain rates, one may show that when the peak normal
strain rate increases, the flame surface and the CH inten-
sity during extinction decrease prior and faster in any
cases presented in Fig. 6 and 7. We may say that the peak
normal strain rate is sufficient to predict the extinction of
the CH layer and is the main controlling parameter of
extinction for the vortices studied in this paper. Com-
paring cases 2A and 2B, two-phase effects can be under-
lined, especially through the earlier decrease of the flame
surface and the higher extinction rate in the case of the
two-phase flame. This supports the finding of Santoro and
Gomez (2002), who found that the latent heat of vapori-
zation of the droplets works to reduce flame temperatures
and weaken the flat counterflow flame. The faster extinc-
tion of the two-phase flame can be explained by heat losses

Fig. 6. Evolution of normalized flame surface area during vortex–
flame interaction. Vortex and flame conditions refer to Table 1

Fig. 7. Relative CH number density during CH layer extinction.
Vortex and flame conditions refer to Table 1

Fig. 5. Sample CH PLIF/PIV sequence of vortex 2A (Table 1)
showing the vortex–flame interaction at various phases of
evolution. Times are relative to when the vortex first wrinkles the
flame
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due to evaporation, lower chemical activity of n-heptane
compared to methane, and higher strain rate due to the
expansion of evaporated n-heptane. The peak normal
strain rate measured is indeed higher in the two-phase
case (CH decay rate of 0.35 s–1) than in the gaseous case
(CH decay rate of 0.32 s–1). As the droplets used in this
experiment are very small the inertia effect on extinction is
probably negligible. However, as shown by the plateau and
the following increase of flame surface of case 2A, the two-
phase flame reignition is faster. Case 2B, where the flame is
not doped by n-heptane droplets, does not show the
constant plateau, and the flame surface area continues to
decrease. The two-phase flame surface increase is not due
to reconnection, but occurs because the edges of the flame
are entrained by the vortex after extinction, thereby
increasing the total surface area. This can be explained by
the excess of unburned n-heptane droplets in case 2A,
which evaporate and contribute to the formation of a
cylindrical flame around the axis. The two-phase case 4A,
which uses the smaller vortex tube of 2 mm, exhibits the
same flame surface evolution characteristics as case 2A,
except that since the vortex is faster, the extinction and
reignition processes are faster due to the fact that the
vortex-induced strain passes through the flame field faster.
One can notice that, still comparing cases 2A and 4A, the
larger vortex of case 2A results in a stronger decrease in
flame surface from the initial nonperturbed flame during
extinction. This is due to the fact when the flame/vortex
impact area is larger, a larger flame area is perturbed,
wrinkled, and extinguished. Cases 2A and 3A have similar
vortex circulation but different vortex sizes. Despite hav-
ing higher vortex velocity (recall, vortex rotational and
convection velocity~circulation/tube diameter), no
extinction takes place for the smaller vortex of case 3A.
Thus, the flame surface area increases in case 3A because
of flame wrinkling and decays back to its original level
after the vortex is dissipated (Fig. 6). This means that a
higher velocity vortex (as in case 3A) does not always
extinguish the flame easier (compared to case 2A). Thus,
vortex circulation is not sufficient to predict extinction. As
the vortex size determines the flame/vortex impact area,
the vortex size corresponds to the area where the local
dynamic strain rate acts upon the flame. Larger areas of
vortex-induced strain lead to higher flame sensitivity to
extinction. In addition, smaller vortices are more subject
to the effects of viscous dissipation induced by heat re-
lease. In fact, vortex 3A has the lowest effective maximum
peak normal strain rate, even lower than case 1A for which
the vortex circulation and convective velocity are very low.
As alluded to earlier, this may be due to the higher level of
energy dissipation experienced by smaller vortices.

Case 3A can be contrasted with case 4A, which has the
same vortex size as 3A but experiences flame extinction
because of a significantly higher peak normal strain rate.
It is worth noting, however, that the level of normal
strain and rate of CH layer extinction is also somewhat
low for Case 4A, considering that its circulation is about
sevenfold that of the other cases. This is consistent with
vortices of smaller size being more susceptible to energy
dissipation due to heat release. This is confirmed by the
velocity and strain rate data presented in Figs. 8 and 9,

for which cases 3A and 4A, respectively, are highly dis-
sipated after interaction with the counterflow flame. The
strain rate in case 4A drops by 60%, for example, within
0.5 ms. This is in contrast with the large but slow vortex
of case 1A (not shown), which maintains its strain rate
level for nearly the entire 20 ms of the flame-extinction
process.

It seems, therefore, that the peak strain rate located
in the near-convective region of the flame diffusive layer
is a significant controlling parameter that accounts for
both initial vortex circulation as well as vortex size. This
is supported by the clear relationship between peak
strain rate and the rate of CH layer extinction shown in
Fig. 10.

Fig. 8. Centerline profiles of velocity and normal strain rate for
vortex 3A (Table 1) at (a) 5 ms and (b) 10 ms after the initiation
of vortex interaction

Fig. 9. Centerline profiles of velocity and normal strain rate for
vortex 4A (Table 1) at (a) 3 ms and (b) 3.5 ms after the initiation
of vortex interaction
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4
Conclusions
The interaction between a vortex and a two-phase non-
premixed flame has been studied using simultaneous CH
PLIF and PIV diagnostics. Under high strain fields as in-
duced by a vortex, the disappearance of the PAH signal
allows one to discriminate the CH layer. Using an adaptive
mesh technique, the PIV system was shown to have ade-
quate resolution for measurements of peak normal strain
during vortex–flame interaction. We deduced from these
measurements the time evolution of some flame–vortex
interaction parameters with single- and two-phase coun-
terflow diffusion flames.

The results of the present investigation show that mi-
cron-sized droplets convected by vortices strongly affect
the postextinction flame surface development. In addition,
the presence of unburned n-heptane droplets causes faster
reignition after the vortex passing through the flame. The
effects of vortex size and velocity are studied in the context
of flame surface area evolution and flame extinction. We
deduce from this study that extinction is not uniquely
determined by convection velocity, vortex size, and cir-
culation, but by a combination of these factors. In con-
trast, the flame experiences rapid extinction rates for
vortices inducing high normal strain rates. It has been
shown that in the vortex–flame interactions studied in this
paper, the peak normal strain rate is the main controlling
parameter for the flame extinction. The rate of CH
extinction can be described conveniently by a single value
since the drop in CH mole fraction is found to be suffi-
ciently linear with respect to time for a variety of condi-
tions.

Based on this investigation, CH PLIF and PIV are
shown to be excellent techniques for evaluating vortex-
induced flame perturbations in hydrocarbon–air systems.
Future work on the current data set includes processing of
a wider range of fuel compositions and vortex conditions
for the development of combustion diagrams and for the
extraction of more conclusive empirical trends.
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Simultaneous PLIF/PIV investigation of vortex-induced annular extinction
in H2-air counterflow diffusion flames

T.R. Meyer, G.J. Fiechtner, S.P. Gogineni, J.C. Rolon, C.D. Carter, J.R. Gord

Abstract High-temporal-resolution measurements of
scalars and velocity are used to study vortex-induced
annular (off-centerline) flame extinction during the
interaction of a propagating vortex with an initially
stationary counterflow hydrogen-air diffusion flame. Such
an extinction process differs from classical one-dimen-
sional descriptions of strained flamelets in that it captures
the effects of flame curvature as well as dynamic strain.
Planar laser-induced fluorescence (PLIF) measurements of
the hydroxyl radical (OH) are used to track flame devel-
opment, and simultaneous particle-image velocimetry
(PIV) is used to characterize the two-dimensional flow-
field. Measurements reveal differences in local normal
strain rate profiles along and across the reaction zone and
indicate that vortex-induced curvature in the annular re-
gion may initiate the extinction process. In addition, the

effect of local flame extinction on vortex evolution and
dissipation is determined from measured vorticity data.

Keywords Counterflow, Vortex, Flame, Extinction,
Diffusion flame

1
Introduction
It is well-recognized that vortices occur readily in turbu-
lent flows. Recent laser-based measurements of species
and velocity in turbulent diffusion flames have revealed
that vortical structures play a significant role in local flame
extinction, curvature, thickness, and stabilization (Watson
et al. 1999; Donbar et al. 2001). Detailed studies of vortical
structures in fully turbulent flames are difficult because
those structures must be tracked in both space and time
with respect to the flame front. Alternatively, fundamental
turbulent flame behavior can be represented by the
interaction of a laminar, non-premixed flame with a
repeatable, spatially propagating toroidal vortex (Rolon
et al. 1995; Samaniego and Mantel 1999). The resulting
data can be used to investigate the effects of unsteady
strain and curvature or to identify fundamental regimes of
vortex-flame interaction (Katta et al. 1998; Fiechtner et al.
1999; Renard et al. 2000; Thévenin et al. 2000; Katta et al.
2003; Lemaire et al. 2003).

While extinction in such vortex-flame studies has typ-
ically been observed to take place at a point located at the
leading edge of the vortex, Katta et al. (1998) predicted
that flame extinction can occur in an annular pattern away
from the centerline under certain experimental conditions.
Experimental observation of this annular extinction was
first reported in a collaborative publication between sci-
entists at the Air Force Research Laboratory and École
Centrale Paris (Thevenin et al. 2000), with a view toward
establishing various regimes of vortex-induced wrinkling
and extinction. The current work focuses on the annular
extinction itself as an archetype for flamelet behavior
under the influence of two-dimensional flowfields. There-
fore, the current investigation of off-centerline extinction
emphasizes flame dynamics induced by vortex rotation in
addition to flow unsteadiness. We provide a detailed
description of the experimental apparatus used to observe
the annular extinction and present possible reasons for its
occurrence. In addition, we examine the effects of flame
extinction or the lack thereof on the vorticity magnitude
and discuss the degree of coupling between the flame front
and vortex flowfield.
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These goals are accomplished using detailed measure-
ments of the time-dependent velocity and concentration
fields in a non-premixed flame supported by air and fuel in
a counterflow burner configuration (Rolon et al. 1995).
Here, a piston is used to inject vortices of varying strength,
and the hydrogen fuel is diluted with nitrogen at various
levels to study the effect of global mixture ratio. Planar
laser-induced fluorescence (PLIF) of the hydroxyl radical
(OH) is used to mark the flame front, and two-color par-
ticle-image velocimetry (PIV) is employed to characterize
the vortex structure. Recently, several researchers have
conducted a number of joint PLIF/PIV experiments in
unsteady flames. Rehm and Clemens (1997) have made
OH-PLIF and PIV measurements in a hydrogen jet flame.
Joint scalar and velocity-field measurements were per-
formed by Frank et al. (1996), Donbar et al. (2001), and
Kothnur et al. (2002) in turbulent flames, and by
Hasselbrink and Mungal (1998) and Watson et al. (1999,
2002) in lifted methane-air diffusion flames. The present
simultaneous OH-PLIF and PIV measurements are the
non-premixed counterpart of the vortex-flame studies of
Driscoll et al. (1994) and Mueller et al. (1995). To explore
the time-dependent nature of the vortex-flame interactions,
a synchronization scheme for precise control of relative
timing between the laser diagnostics and vortex-flame
event is also implemented. A temporal resolution of 10 ls
is achieved with this scheme, allowing the annular extinc-
tion to be observed at various phases of its evolution.

2
Experimental

2.1
Counterflow burner
Several experimental facilities have been implemented to
study vortex-flame interactions, as reviewed by Renard
et al. (2000). For the experiments described in this paper, a
vortex is injected into a flame supported at the mid-plane
of an opposed-jet burner (Rolon et al. 1995) with 25 mm
diameter upper and lower nozzles separated by 40 mm. A
diagram of the burner is shown in Fig. 1. The fuel, con-
sisting of hydrogen diluted with nitrogen, flows from the
upper nozzle; air flows from the lower nozzle. This con-
figuration differs from conventional counterflow flames in
that a tube with 5 mm inner diameter is installed con-
centrically within the lower nozzle. This tube is attached to
a cylinder containing a solenoid-driven piston that forces a
vortex to emerge from the tube and collide with the flat
counterflow flame.

Since vortex formation in non-reacting flow has been
the subject of intense study for many years, a considerable
amount of information is available to aid in characterizing
the injected vortices. As fluid is pumped impulsively from
a nozzle or orifice, a single vortex forms, followed by
additional vortices in the production of a starting jet
(Garside et al. 1943). For a cylindrical volume of fluid that
emanates from a nozzle having length L and diameter D,
Gharib et al. (1998) and Shusser et al. (1998) have shown
that the maximum circulation attainable by a vortex ring is
reached for L/D�4, and that for larger ratios additional
trailing vortex rings form. For the present 5 mm nozzle,

the volume that a vortex can contain, as estimated from
the results of Gharib et al., is �0.4 cm3. The vortex gen-
erator used in the present study can sweep a maximum
volume of �2.5 cm3, for a maximum attainable L/D ratio
of �25. For the experiments described here, comparatively
strong vortices are generated using a 10 ms piston rise
time.

Since the aim of the present study is to produce vortex-
flame events that are similar to those achieved in the
computations of Katta et al. (1998), the piston is allowed to
travel through its maximum range, but the tube is placed
such that the diagnostics are triggered before additional
vortices exit the tube. Models that rely on an artificially
created vortex pair by specifying the vortex field (Ashurst
1993; Poinsot et al. 1987; Rutland et al. 1991) may not be
well represented by our experimental conditions because
of the geometry and vorticity field associated with a time-
evolving pulsed jet. A detailed discussion of vortex for-
mation in our apparatus is given elsewhere (Fiechtner
et al. 2000a, 2000b), with emphasis on the importance of
matching experimental conditions and boundary condi-
tions during comparison of experimental data and model
predictions.

Vortex conditions are monitored carefully to avoid
multiple-vortex or turbulent conditions by examining
scattering images that are acquired with a charge-coupled
device (CCD) camera. Vortex visualization is accom-
plished during alignment of the vortex nozzle using PLIF
of acetone (Fiechtner et al. 1998); a vaporizer is installed
temporarily between the vortex tube and the mass-flow
controller for this purpose. Because acetone changes the
fuel content and character of the counterflow flames, this
visualization is only performed to determine the non-
reacting vortex properties.

The laminar vortices produced experimentally travel
upward within the surrounding oxidizer flow. A flow of air
is supplied to the vortex tube such that in the absence of a
vortex, the exit velocity matches the velocity of the air
emanating from the surrounding nozzle. To minimize the

Fig. 1. Schematic of the non-premixed counterflow vortex-flame
burner
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impact of room-air disturbances, upper and lower guard
flows of nitrogen are supported through outer nozzles,
which are concentric with the respective upper (fuel) and
lower (air) inner nozzles. The hydrogen, nitrogen-diluent,
and air flows are furnished by mass-flow controllers with
respective full-scale ranges of 20, 20, and 30 l/min. A
continuous flow of air is provided to the vortex tube by a
5 l/min controller, while the guard flows for the upper and
lower guard (outer) nozzles are furnished by two 50 l/min
mass-flow controllers. The flow rates of the controllers are
accurate to ±1% of the full-scale range. The experiments
have been repeated for three flame conditions (Table 1).

Seed particles are introduced into the burner flows
when digital PIV measurements of the vortex velocity are
performed. Three particle seeders are installed – one after
the air mass-flow controller, a second after the vortex-air
mass-flow controller, and a third after the junction where
the hydrogen and nitrogen gases are mixed. Each flow is
seeded with hollow spherical ceramic particles with an
approximate mean diameter of 2.4 lm. PLIF experiments
are also performed with unseeded flows to ensure that
there are no significant differences with results from
experiments with seeded flows.

2.2
PLIF/PIV system
A review of PLIF fundamentals can be found in Eckbreth
(1988). The PLIF system in the current experiment in-
cludes a frequency-doubled, Q-switched Nd:YAG laser that
is used to pump a dye laser; this dye laser, in turn, is
frequency doubled. The UV radiation is directed through a
telescope that is adjusted to produce a light sheet with a
height that matches as nearly as possible the 40 mm
burner separation. The resulting beam thickness is
�300 lm, which corresponds to the full width (defined as
the distance between the locations of the 25% peak-
intensity points).

Hydroxyl radicals absorb the laser radiation at
281.3 nm via the R1(8.5) transition of the (1,0) band in the
A-X system. For flame temperatures ranging from 1100–
2200 K, the Boltzmann population fraction for this tran-
sition varies by only 10%. Therefore, large changes in OH
PLIF signal within this temperature range can be attrib-
uted to changes in OH number density rather than changes
in the Boltzmann population fraction for the R1(8.5)
transition. The OH PLIF signal is expected to drop sig-
nificantly below 1100 K and mark flame extinction, both
because of a drop in the Boltzmann population fraction for
the R1(8.5) transition and because chemical reactions are
expected to cease below this temperature (Croonenbroek
1996; Renard et al. 1999; Rolon et al. 1996).

After laser excitation of the R1(8.5) transition, fluores-
cence from the A-X (1,1) and (0,0) bands is detected
normal to the laser sheet through Schott WG-295 and
UG-11 colored-glass filters using a 105 mm focal-length
f/4.5 UV lens. The resulting UV fluorescence is recorded
on an intensified CCD camera with an intensifier gate
width of 100 ns. CCD pixels are binned in 2·2 groups; the
result is an effective array size of 288·192 pixels, with an
imaged area of 25.6·38.4 mm2. The bottom of the image is
flush with the surface of the lower nozzle. A color table is
used, with a maximum value set to 100% of the maximum
signal for each image. The low-signal color of 10% is at
least two standard deviations above the mean background.
Therefore, in cases where ‘‘extinction’’ of the OH layer is
observed, this term refers to signal levels that fall below
this minimum value and are therefore assigned the last
color in the table.

In studies of vortex-flame interactions conducted by
other investigators (see, for example, Najm et al. 1998 and
Paul et al. 1998), LIF was assumed to mark a quantity such
as heat release or burning rate. In the present experiments
OH images are obtained for the direct comparison of
certain spatial and temporal features and for comparison
with the flame structure predicted by Katta et al. (1998);
therefore, no attempt is made to correlate the images with
other quantities, although it has been shown recently that
the OH concentration may be a good indicator of flame
extinction in this configuration (Renard et al. 1999). This
is confirmed experimentally through qualitative Rayleigh
scattering images under similar conditions, although no
attempt is made to determine the exact moment of flame
extinction due to the added uncertainty of increased OH
fluorescence quenching at depressed temperatures.

An introduction to PIV can be found in Raffel et al.
(1998). Measurements of the velocity field in the current
work are carried out using digital two-color PIV (Gogineni
et al. 1998). A color digital CCD with an array of
3060·2036 pixels is used with an imaged area of
26.0·39.0 mm2 (roughly matching the PLIF field of view).
The color CCD camera for PIV and the intensified CCD
array for OH PLIF are aligned using a transparent mask
printed with a graduated scale. Further alignment between
images is performed after each experiment in post-pro-
cessing; a transformation in two-dimensional space is
applied to the PIV images relative to the PLIF images
resulting in a final viewing area of 24.5·36.0 mm2. Two
lasers are employed, with one PIV light sheet being pro-
duced by frequency doubling the output of a Q-switched
Nd:YAG laser (30 mJ/pulse at the test section). The
remainder of this beam is used to pump the dye laser that
is frequency doubled to excite OH. The second PIV light
sheet is produced by pumping a dye laser (employing
DCM laser dye) with a second frequency-doubled,
Q-switched Nd:YAG laser; this results in laser radiation at
640 nm (40 mJ/pulse at the test section). The thickness of
both the red and the green light sheets is set to �700 lm in
the probe region. Due to the size and axisymmetric
geometry of the vortex flowfield, significant gradients are
not expected across this laser-sheet thickness. A digital
delay generator is used to drive the timing of the two lasers
such that the red pulses are delayed precisely with respect

Table 1. Flow rates (LPM) at 21.5�C and 724 mmHg for the three
flames studied in the current investigation. XH2�in�N2

is the
volume fraction of hydrogen in nitrogen diluent

Gas Flame type A Flame type B Flame type C

H2 (SLPM) 5.31 4.67 4.04
N2 diluent (SLPM) 17.0 17.0 17.1
XH2�in�N2

0.24 0.22 0.17
Air (SLPM) 11.2 11.2 11.2
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to the green ones. In the absence of a vortex, the under-
lying counterflow velocity field is probed with red pulses
that are delayed by up to 1 ms with respect to the corre-
sponding green pulses. For the most rapid vortices stud-
ied, the delay between red and green pulses is reduced to
10 ls. The camera shutter is set to open for 1/15 s to
permit detection of both laser pulses by the color CCD
while minimizing interferences from flame emission and
ambient light.

Velocity vectors are calculated using custom-designed
software developed at Stanford (StanPIV – Hasselbrink
1999). This software incorporates several improvements to
standard (single-pass) PIV algorithms and allows recursive
estimation of the velocity field. A correlation area of 32·32
pixels is used in the calculation, corresponding to a cor-
relation area of 0.067 cm2 and a spatial resolution of
400 lm. The latter corresponds to four or five vectors
across the unpurturbed OH layer. Spurious vectors are
filtered using a consistency filter that rejects vectors for
which the square root of (Dxi – Dxo)2 + (Dyi - Dyo)2 is
greater than about one-tenth of the distance across an
interrogation region for three of the eight nearest neigh-
bors. Here, Dx and Dy are the cross-correlation distances,
the subscript i denotes the eight nearest neighbors, and the
subscript o denotes the vector being filtered. The values of
the vectors that are invalidated by the filter are inter-
polated.

2.3
High-temporal-resolution synchronization scheme
Because data on the time-dependent nature of the vortex-
flame interactions are to be analyzed in conjunction with
simultaneous scalar and velocity data, precise synchroni-
zation of several experimental events is required. These
events include the generation and propagation of vortices,

production of laser pulses, and activation of the PIV-
camera shutter and PLIF-camera intensifier. As explained
in the following discussion, the current synchronization
scheme, shown in Fig. 2, was developed to avoid the
inherent jitter caused by long term delays in conventional
delay generators. This problem arises when trying to
synchronize the 0.5 s delay of piston actuation from an
arbitrary-waveform generator (AWG) to the fifth pulse of a
10 Hz laser trigger from a digital delay generator (DDG).
The jitter between 10 Hz clock outputs is one part in 104,
corresponding to a jitter of 50 ls over the 0.5 s period. For
this reason, attempts to synchronize the piston and 10 Hz
clock severely limit the temporal resolution available to
‘‘freeze’’ the vortex-flame events, and require an intensifier
gate width larger than 50 ls (which leads to an unac-
ceptable level of background flame emission).

When the DDG is triggered externally, however, the
jitter between the trigger and a delayed DDG output pulse
is 60 ps plus the output delay divided by 108. Over the
0.5 s period between the first and fifth laser pulses, this
corresponds to a jitter of only 5 ns. Therefore, a 10 Hz
clock is added to the system for driving the lasers, and an
externally triggered master DDG is used to impose a low-
jitter 0.5 s delayed pulse, which pre-empts the fifth pulse of
the 10 Hz clock (note the 50 W power combiner in Fig. 2).
This approach reduces the jitter in the timing of the fifth
laser pulse from 50 ls to <10 ns while maintaining the
nominal 10 Hz repetition rate required by the lasers. The
coincidence unit in Fig. 2 ensures that pre-emptive trig-
gering occurs only when an initiation pulse is output from
the PLIF camera controller.

Other outputs of the master DDG are delayed suitably
and directed to the image detectors. For PIV experiments,
the width of a TTL pulse is adjusted using a gate generator
that closes a relay to trigger the digital PIV camera system.

Fig. 2. Block diagram of the
high-temporal-resolution syn-
chronization scheme enabling
vortex imaging repeatability to
within 10 ls
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For simultaneous PLIF experiments, another master-DDG
output triggers a pulse generator that, in turn, activates the
intensifier of an ICCD camera.

The scheme depicted in Fig. 2 provides precise control
of the relative timing between the laser diagnostics and the
vortex-flame event. To explore the temporal evolution of
the event, data are captured utilizing the following phase-
locked timing sequence: 1) an image is recorded, 2) the
delay between vortex production and the laser/camera
events is adjusted, and 3) another vortex is initiated and a
second image recorded. This process is repeated to acquire
numerous images that are obtained at increasing delays.
An animation is then created by assembling the individual
images in temporal order.

3
Results and discussion
The temporal sequence of OH PLIF images during an
annular extinction is shown in Fig. 3 for Flame A in
Table 1. The temporal delay between images is 10 ls, and
the vortex velocity is 11.5 m/s. The off-centerline break in
the OH layer shown in these figures is very similar in
structure to that observed numerically by Katta et al.
(1998), attesting to the predictive capability of their code.
The 10 ls temporal delay used to resolve the extinction
process demonstrates the success of the synchronization
scheme for repeatable imaging of high-speed vortices and
is similar to that employed in the computations. In the
following discussion, we present PLIF/PIV data for cases

with and without flame extinction to highlight various
features of the vortex-flame interaction process. We then
present more detailed calculations of the normal strain
field and discuss the annular extinction in greater detail.

Simultaneous images of OH PLIF overlaid with
instantaneous velocity vectors from PIV are shown in
Figs. 4 and 5 for cases with no flame extinction (weaker
vortex) and with flame extinction (stronger vortex),
respectively. Inflow conditions match those of Flame C in
Table 1. Each OH PLIF image is normalized to the peak
signal level within the unperturbed region of the flame.
The velocity vectors plotted here correspond to the refer-
ence frame of the vortex and are obtained by subtracting
its convection velocity. The number of vectors is reduced
by 60% for presentation purposes. Figures 4 and 5 also
show vorticity distributions computed by central differ-
encing of the velocity field.

For the case with no flame extinction, shown in Fig. 4,
the vortex velocity is about 4 m/s, and images are sepa-
rated by 9 ms. As the vortex approaches, the flame surface
becomes highly wrinkled and wraps around the leading
edge of the vortex. The flame then burns across the vortex
rollers without being extinguished and continues propa-
gating along the vortex column, as shown in the central
and right-most frames of Fig. 4a. The location of the
vortex structure is shown more clearly in the vorticity
plots of Fig. 4b. The case with flame extinction is shown in
Fig. 5, with a time spacing between frames of 6 ms. The
vortex shown in Fig. 5a breaks the OH layer as it advances

Fig. 3. Sequence of OH PLIF
images with a temporal delay
between images of 10 ls. Con-
ditions are for Flame A (see
Table 1) and incoming vortex
convection velocity of 11.5 m/s
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toward the upper nozzle, after which the flame propagates
into the vortex rollers and begins to reconnect.

The following is a frame-by-frame comparison of
Figs. 4 and 5 to illustrate the effect of flame extinction on
the vortex flowfield. The plot of vorticity in the left-most
frame of Fig. 5b shows that the vortex is stronger than that
of Fig. 4b. As a consequence, the vortex in the central
frame of Fig. 5b induces a local flame extinction and is
able to sustain its rotation. By comparison, the vortex in
the central frame of Fig. 4b is dissipated because of
interaction with the flame and a corresponding increase in
viscosity for the combustion products. In the right-most
frame of Fig. 5b, however, the locally quenched flame be-
gins to reconnect, and the overtaken vortex is even more
strongly dissipated than the vortex of Fig. 4b. This sug-
gests that the laminarization of local turbulence in non-
premixed flames can be achieved through different
mechanisms for vortices of varying strength, with recon-
nection playing a significant role for vortices that are
strong enough to induce a local flame extinction.

Details of the flame extinction process are not evident
in Fig. 5 because of the relatively large time spacing be-
tween images. To explore this process in more detail,
simultaneous OH PLIF and velocity vectors are plotted in
Fig. 6 for three images during the interaction of an 8.25 m/
s vortex with Flame B from Table 1. The flame begins to

thin in an annular region as the vortex approaches in the
left-most frame. A clear break in the OH layer is then
observed in the central frame. Regions I-III in Fig. 6 are
located 0–10 mm along the OH layer, with the centerline
(Region I) located at 0 mm and the annulus (Region II)
located at about 5 mm.

Fig. 7a contains line plots of the relative OH-PLIF sig-
nal and velocity gradient normal to the flame surface,
dUn/dR; data are from the left-most image of Fig. 6, where
Un and R are the velocity and spatial components,
respectively, normal to the flame surface. From this defi-
nition, dUn/dR represents the compressional-strain com-
ponent across the flame. The abscissa of Fig. 7a represents
the distance along the center of the OH layer from Region I
to Region III. The velocity gradient is calculated using a
combination of central differencing and linear interpola-
tion between grid points. Increasing the vector density by
a factor of two did not significantly alter the measured
strain rates, indicating that the velocity gradients are
adequately resolved by the 32·32 interrogation regions
used here. Based on noise in the velocity data, the
uncertainty in measured strain rates is estimated to be
±10%. In Fig. 7a, where strain rates are plotted with
respect to the OH layer, errors in PIV/OH image regis-
tration lead to a final uncertainty of about ±15%. In terms
of shot-to-shot fluctuations in vortex strength and

Fig. 4. a Simultaneous OH-
PLIF and velocity distributions
for a case with no flame
extinction; b superposed
velocity and vorticity distribu-
tions. Conditions are for Flame
C (see Table 1) and an incom-
ing vortex convection velocity
of 4 m/s. Images are 24.5 mm
wide·36 mm high, progress in
time is from left to right, and
images are spaced 9 ms apart
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trajectory, these strain rate measurements are considered
to be repeatable to within ±25%.

According to the plot of relative OH signal in Fig. 7a,
flame extinction begins to occur near Region II in an
annular region away from the jet centerline and within a
region of maximum dUn/dR. By reviewing the left-most
image of Fig. 6, it is clear that this off-axis compressional
strain is induced by the tangential velocity of the rotating
vortex. To compare further the strain rates acting upon the
flame in the centerline and annular regions, line plots of
dUn/dR across the flame in Regions I and II, respectively,

are shown in Fig. 7b for comparison. Unlike in Fig. 7a, the
abscissa of Fig. 7b represents the distance from the center
of the OH layer. The value of dUn/dR toward the fuel side
of the OH layer is slightly higher in the annular region
than at the centerline, with measured peak values that are
within 10% of those predicted by Katta et al. (1998). In
contrast, the experimental and computed air side strain
rates are lower at the annular extinction location than at
the centerline. The spatially integrated strain rate across
the flame is also about 10–15% lower at the annular
extinction location than at the centerline. Uncertainties in

Fig. 6. Simultaneous OH PLIF
and velocity distributions for
Flame B (see Table 1) and an
incoming vortex convection
velocity of 8.25 m/s. Images are
24.5 mm wide·36 mm high,
progress in time is from left to
right, and images are spaced
0.3 ms apart to show three
stages of the extinction process.
Symbols I-III represent regions
located 0–10 mm along the
flame front

Fig. 5. a Simultaneous OH-
PLIF and velocity distributions
for a case with flame extinction;
b superposed velocity and vor-
ticity distributions. Conditions
are for Flame C (see Table 1)
and an incoming vortex con-
vection velocity of 5 m/s.
Images are 24.5 mm
wide·36 mm high, progress in
time is from left to right, and
images are spaced 6 ms apart
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the velocity measurements due to thermophoresis (Sung
et al. 1996) are not expected to alter this analysis signifi-
cantly because strain rates are reported relative to the OH
layer and, presumably, relative to an isocontour of
temperature.

These data indicate that the local strain rate may not be
the controlling parameter in the initiation of annular flame
extinction. Katta et al. (1998) argued instead that the
annular extinction may result from increased local cur-
vature and preferential diffusion. It is apparent from the
central frame of Fig. 6, for example, that flame extinction
is initiated in Region II near a location of maximum
curvature. By fitting the flame profile along 5 mm sectors
at the centerline and annulus, the flame radius for each
region was calculated to be about 10 mm and 5 mm,
respectively, to within ±5%. Due to higher curvature in the
annular region, thermal diffusion per unit area is reduced
on the fuel side by a factor of four compared to the cen-
terline region, while preferential diffusion of hydrogen
would bring an influx of cool, fuel-rich gases into the
annular flame zone and depress the reaction rate. In
contrast with the flame structure of Fig. 6 noted above, the
leftmost image of the non-extinguished flame of Fig. 4a
shows no apparent increase in curvature in the annular
region. Correspondingly, the flame in Fig. 4a is slightly
thinner at the centerline than at the annulus, further
indicating that local variations in curvature may play a
dominant role in the initiation of flame extinction for the
current flow regime.

4
Conclusions
The interaction of a toroidal vortex with a flat, counter-
flow, hydrogen-air diffusion flame captures a number of
important processes in turbulent combustion, including
vortex-induced flame wrinkling, stretch, normal strain,
and unsteadiness. To first order, centerline flame
extinction at the leading edge of the vortex simulates the
effects of unsteadiness and flame stretch. In the current

study, off-centerline strain rates and curvature induced by
the rotational component of the approaching vortex were
determined using simultaneous OH PLIF and PIV. Anal-
ysis of local normal strain rates along the OH layer shows
slightly higher magnitudes near the annular region where
flame extinction is first observed, but measurements
across the flame show a more complex strain rate distri-
bution. In contrast, high local curvature in the annular
region is shown to correlate well with the initiation of
flame extinction. To assess the effects of flame extinction
on the flowfield, plots of vorticity calculated from the PIV
data are used to show that the case with flame extinction
has higher initial vortex strength, but experiences greater
levels of dissipation at later times during flame recon-
nection. Therefore, the ability to obtain measurements of
scalars and velocity in a time-correlated sequence is
demonstrated to be particularly useful in studying the
coupled effects of fluid dynamics and flame chemistry in
dynamically-strained, curved flamelets. Such conditions
more closely simulate the fluid-chemistry interactions that
are typical in turbulent diffusion flames.
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Abstract  
Simultaneous measurements of OH planar laser-induced fluorescence (PLIF) and laser-induced incandescence (LII) are 
used to characterize the flame structure and soot formation process in the reaction zone of a swirl-stabilized, liquid-
fueled gas-turbine combustor. Studies are performed at atmospheric pressure with heated inlet air and overall 
equivalence ratios ranging from 0.5 to 1.15. At low equivalence ratios (φ < 0.8), large-scale structures entrain rich 
pockets of fuel and air deep into the flame layer; at higher equivalence ratios, these pockets grow in size and prominence, 
escape the OH-oxidation zone, and serve as sites for soot inception.  
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Introduction 
Flame stabilization in gas-turbine engines is typically 

achieved with the aid of a recirculation zone established 
behind an air-swirl/liquid-fuel injector. The turbulent 
swirling motion that results from both the air flow and 
liquid injection process is characterized by high shear 
stresses and turbulent intensities that result in vortex 
breakdown and large-scale unsteady motions.1,2 Thus, the 
same turbulent process used for flame stabilization also 
generates unsteadiness that is known to play a key role in 
the formation of pollutant emissions such as carbon 
monoxide (CO), nitric oxide (NO), and unburned 
hydrocarbons (UHC).3-5  

The impact of unsteady effects on soot formation was 
demonstrated by Shaddix et al.,6 who found that a forced 
methane/air diffusion flame produced a four-fold increase 
in soot volume fraction (as a result of increased particle 
size) as compared with a steady flame having the same 
mean fuel-flow velocity. In addition to unsteady effects, it 
has also been shown that the heterogeneous droplet 
distribution resulting from the injection process can lead 
to significant local variations in fuel-air ratio.7,8 In swirl-
stabilized spray flames, therefore, soot can be formed 
under conditions that are locally fuel rich even though the 
overall equivalence ratio may be fuel lean.  

A review of the literature indicates that relatively few 
studies have been performed on the effects of the spray-
flame structure on soot formation.9-11 Understanding these 
fundamental processes is increasingly important for 
minimizing particulate emissions and thermal loading in 
modern high-performance gas-turbine engines. 

The goal of the current investigation is to study the 
effects of unsteadiness and local flame structure on soot 
formation within the turbulent two-phase reaction zone of 
a swirl-stabilized combustor. This is accomplished 
through simultaneous imaging of the soot volume fraction 
and hydroxyl-radical (OH) distribution using laser-
induced incandescence (LII) and OH planar laser-induced 
fluorescence (PLIF), respectively. Residual Mie scattering 
from large droplets, which appears in the OH images but 
does not preclude signal interpretation, is used to a limited 
extent as a spray diagnostic.  
 
Swirl-Stabilized Combustor 

The injector configuration shown in Fig. 1(a) is a 
generic swirl-cup liquid-fuel injector used in ongoing fuel 
studies at the Atmospheric-Pressure Combustor-Research 
Complex of the Air Force Research Laboratory’s 
Propulsion Directorate.12 It employs pressure atomization 
and dual-radial, counter-swirling-air co-flows to entrain 
the fuel, promote droplet break-up, and enhance mixing. 
The 40-mm-exit-diameter swirl cup is installed at the 
entrance of a 15.25 cm × 15.25 cm square-cross-section 
flame tube. After exiting the primary flame zone, pictured 
in Fig. 1(b), the combustion products are allowed to mix 
thoroughly along the 48-cm long flame tube before 
entering a 43-cm-long, 5.7-cm exit-diameter exhaust 
nozzle. 

Changes in overall equivalence ratio from φ = 0.5 to 
1.15 were achieved in the current study by varying the 
pressure drop across the fuel-spray nozzle from about 1.5 
to 10 atm, which resulted in fuel mass flow rates of 1.0 to 
2.2 g/s, respectively.  The fuel flow rate is measured using 
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a Max Machinery positive-displacement flow meter with 
±0.5% full-scale accuracy. The air-flow system consists 
of three Sierra 5600 SLPM mass flow controllers with 
±1% full-scale accuracy. The inlet air is heated to 450 K 
with a constant flow rate of ~ 0.028 kg/s. The air-pressure 
drop across the combustor dome was ~ 4.8 to 5.2% of the 
main supply. Most of the air flow enters the combustor 
through the swirl-cup injector, but a small percentage 
enters through aspiration holes along the aft wall. No liner 
air jets are used in the secondary zone; therefore, the fuel-
air ratio depends almost entirely on the flow rates through 
the injector cup. 

The combustor is optically accessible via 75-mm-wide 
quartz windows along the top and sides for in-situ laser-
based diagnostics.  
 
Measurement System 

The use of OH as a flame marker is typical in studies 
of soot formation in diffusion flames because of its close 
correlation with flame temperature.13,14 The current OH-
PLIF measurement system uses a 330-µm wide sheet 
tuned to the Q1(9) transition at 283.922 nm (in air), which 
has less than a ±2.5% variation in the ground-level 
Boltzmann fraction from 1600 to 2400K. This range of 
temperatures coincides with the equilibrium conditions 
one would expect for JP-8 fuel at equivalence ratios used 
in this study (φ = 0.5 to 1.15).15  

Fluorescence in the linear regime is collected from 
about 306 to 320 nm via the (1,1) and (0,0) bands of OH 
using an intensified charge-coupled device (ICCD) 
camera oriented approximately along the normal to the 
sheet. Two 1-mm thick WG295 Schott Glass filters are 
used in front of the camera lens to reduce scattering from 
droplets at 283.922 nm, and a UG11 filter is employed to 
nearly eliminate flame emission, scattering from the LII 
laser wavelength of 532 nm, and fluorescence from 
polycyclic-aromatic-hydrocarbon (PAH) compounds. A 
105-mm-focal-length f/4.5 UV lens is employed to collect 
the OH fluorescence, and an intensifier gate width of 20 
ns is used to capture the OH signal. Images are typically 
collected with 2x2 binning to obtain adequate resolution 
(512×512) and framing rate (1.4 Hz). The pixel viewing 

area in each 2x2 superpixel is 200×200 µm2. OH PLIF 
signal corrections (typ. ±15%) in the axial direction are 
performed in post-processing based on measurements of 
the laser-sheet profile after each run.  

 (a) (b) 

Fig. 1. (a) Dual-radial swirl-injector geometry and (b)
photograph of near-field flame structure. 

For measurements with low laser irradiance, the effect 
of collisional quenching on fluorescence efficiency must 
also be considered. As a result of offsetting effects in the 
equilibrium combustion products of JP-8, the rate of 
collisional quenching is found to be fairly constant for 
equivalence ratios of less than unity. Under rich 
conditions the conversion of CO to CO2 decreases 
substantially and leads to an increase in collisional 
quenching and a decrease in fluorescence efficiency. In 
the liquid-spray region where lean and rich pockets of 
fuel can co-exist, qualitative signal interpretation must 
take into account a possible variation of ±30% in 
fluorescence efficiency.16 

Mie scattering was obtained using the same optical 
setup as that for the OH LIF system. When tuned on and 
off the OH absorption line, as shown in Figs. 2(a) and (b), 
the intense, highly localized droplet scatter can be 
distinguished from the large, more uniformly distributed 
OH layers. Large droplet clusters appear primarily near 
the injector exit, and single droplets with trailing flames 
are often observed traveling into the recirculation region, 
as shown in Fig. 2(a). The trailing flames of these droplets 
do not appear in the off-line images nor at higher 
equivalence ratios and, therefore, are not attributable to 
scattering off of fuel vapor or fluorescence from 
broadband sources such as PAH compounds. It was found 
that two WG295 color-glass filters and parallel-
polarization detection would provide optimal OH LIF 
sensitivity while minimizing the likelihood of damaging 
the ICCD because of intense levels of droplet scattering. 

The LII system employed in the current study for soot-
volume-fraction imaging operates in the saturated regime 
(measured > 200 mJ/cm2) to reduce the effect of laser-
intensity variations. In this regime, the uncertainty in 
relative soot-volume-fraction measurements is estimated 

2

 (a) (b) 

Fig. 2. Raw signal from OH PLIF and droplet Mie 
scattering while on Q1(9) line of (1,0) band in A-X 
system (left) and droplet Mie scattering while off the OH line 
(right). Overall equivalence ratio is 0.7. 
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to be about ±10% for the full width of the 700-µm thick 
laser sheet.  

After excitation by a laser pulse at 532 nm, the LII 
signal from superheated soot is detected using a 
1024×1024 ICCD camera and an f/1.2, 58-mm-focal-
length glass lens. After 4x4 pixel binning, the 
measurement resolution is about 575×575 µm2. A 500 nm 
short-pass filter is used for detection from 415 to 500 nm, 
which reduces contributions from nascent soot particles, 
OH fluorescence/chemiluminescence, and red-shifted 
fluorescence from PAH compounds. The relatively short-
lived PAH fluorescence is also minimized by employing a 
time-delayed detection scheme. Scattering from the 532-
nm laser source is eliminated through the use of a 532-nm 
zero-degree reflective mirror in addition to the 500-nm 
short-pass filter and delayed detection. A camera delay of 
20 ns after the laser pulse was found to reduce laser 
scatter to nearly the background level while maintaining 
LII signal-to-noise ratios greater than 20:1. The LII signal 
decayed quickly within the first 200 ns after the laser 
pulse. Using a gate width of 50 ns, errors due to particle 
size effects are expected to be minimal (5-10%).17   
 
Results and Discussion 

The average and instantaneous OH distributions at 
overall equivalence ratios (φ) ranging from 0.5 to 1.15 are 
shown in Figs. 3(a) to 3(d). All images are background 
subtracted and corrected for laser-sheet intensity 
variations and laser-sheet divergence. The effect of laser 
attenuation is evident in the lower flame region, with 
signal levels that are 10% less than the upper flame 
region. The false color scale is common for all images 
and varies from 5% to 100% of the maximum OH signal 
as determined by probability density functions at φ = 0.5. 

Two main features of the flame structure become 
apparent when analyzing the series of images in Fig. 3. 
The first is that the flame structure evolves from a single- 
to multi-layer reaction zone. The second is the prominent 
role that turbulence plays in determining this structure.  

A classical five-zone description of pressure-jet 
hollow-cone spray combustion18 consists of a dense spray, 
primary flame zone, rich-premix zone, rich secondary 
combustion zone, and a recirculation zone. The dense 
spray region in the near field is dominated by fuel vapor 
and cannot support combustion. The primary zone is 
formed by the combustion of fuel vapor from small 
droplets. A rich-premix zone is then formed along the 
spray direction due to evaporation of larger droplets. This 
is followed by rich combustion and product recirculation. 

For the current injector geometry, the primary reaction 
zone is highly perturbed by large-scale structures that 
entrain reactants across the entire width of the flame 
layer, as shown in the instantaneous image of Fig. 3(a). At 
higher equivalence ratios, these turbulent motions become 
more prominent and the primary flame zone, labeled in 
Fig. 3(b), becomes more intermittent. Also, an 

intermittent rich-premix region is formed along the inner 
cone of the spray, as labeled in Fig. 3(b). This region 
comes into direct contact with the recirculation zone and 
reacts with any available oxygen, thereby establishing a 

(a) 

A 
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Fig. 3. 200-shot average (left) and instantaneous (right) 
OH PLIF images at equivalence ratios of (a) 0.5, (b) 0.7, 
(c) 0.8, (d) 1.0, and (e) 1.15. False-color scale from 5% to 
100% of the peak average (4100) and instantaneous 
(5250) counts at φ = 0.5. 
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secondary flame zone as labeled in Fig. 3(b). At φ = 0.5, 
the primary and secondary reaction zones are essentially 
merged, and a gradual separation in the flame layers takes 
place at higher equivalence ratios. This phenomenon is 
most visible in the lower half of the average image in Fig. 
3(c), where the primary and secondary reaction zones are 
completely separated by the rich-premix zone. Since the 
air-flow rate is held constant for all test conditions in this 
study, these dynamics can be attributed to the behavior of 
the liquid spray as the injection pressure is increased. 
Experiments and computations based on gaseous-fuel 
injection, therefore, may not capture this behavior.  
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Fig. 4. Probability density functions of OH PLIF at (a) Line A,
(b) Line B, and (c) Line C as marked in Fig. 3. 

To further elucidate the role of intermittency and the 
character of the rich-premix region, it is useful to present 
probability density functions (PDFs) of the OH PLIF 
signal. PDFs are mathematically defined as histograms 
with areas normalized to unity. They are helpful in highly 
intermittent flames for which the ensemble average does 
not accurately represent the instantaneous field. For 
example, they can be used to detect whether an increase 
in OH signal results from an increase in OH within large-
scale structures or from an increase in their frequency of 
occurrence. They can also be used to discriminate against 
Mie scattering, which occurs with much higher camera 
counts than the OH PLIF. 

Figures 4(a) and 4(b) show PDF data for φ = 0.5 and 
0.7, respectively, across the upper flame zone just above 
the dense spray, as shown in Fig. 3. Each profile in Fig. 4 
represents a different downstream position, as noted in the 
legend. At each point, signals from 0 to 6000 counts from 
200 images are tabulated into bins of 200 counts. The 
contribution from droplet scattering, which typically 
occurs with tens of thousands of counts per pixel, is not 
significant at these locations since the PDFs drop to zero 
by 5000-6000 counts. 

The PDF profiles for φ = 0.5 in Fig. 4(a) change 
significantly from 12 - 34.8 mm because of changes in 
large-scale structure dynamics across the flame. The 
PDFs at 12 and 19.6 mm are bimodal in character, with 
the low-signal peak representing cases when the 
measurement point is outside of a flame structure and the 
high-signal peak representing cases then the measurement 
point is within a flame structure. As one crosses the center 
of the flame layer, the PDFs are increasingly weighted 
toward the high-signal peak. Note that both the low and 
high signal peaks are remain “stationary” from 12 mm to 
27.2 mm, indicating that the fluid composition within the 
large scale-structures is nearly constant in this region. 
Beyond 27.2 mm, the PDFs take on a “marching” 
character. Specifically, the PDF profiles are shifting to 
lower signal levels, indicating that large-scale entrainment 
of unburned reactant is reduced in this region.  

The PDF profiles for the upper flame at φ = 0.7 follow 
the same trends as for those at φ = 0.5. This is evident in 
Fig. 4(b) in which the PDFs from x = 12 – 27.2 mm are 
weighted more and more to the high-signal peak. The 

PDFs for the lower flame in Fig. 4(c), however, mark the 
emergence of the rich-premix zone at 27.2 mm. Rather 
than shifting to the high-signal peak, the PDF profile at 
this location shifts back to the low signal peak and is 
similar to the profile shown at 12 mm. This indicates that 
the rich-premix region between the primary and 
secondary zones is similar in terms of large-scale 
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structure dynamics to the unburned reactant layer along 
the outer cone of the spray flame.  

Based on this understanding of the turbulent flame 
structure, it is of interest to determine the location of soot 
inception, how it evolves, and the dynamic behavior that 
controls the rate of soot production. Based on the results 
reported by Shaddix et al.6 in forced flames, it is likely 
that the turbulent flow structure reported in the previous 
section will have a significant impact on soot production.  

Figures 5(a) – 5(c) show simultaneous images of OH 
PLIF and soot volume fraction from LII at φ = 0.8, 1.0, 
and 1.15. The OH PLIF images have the same false color 
scale shown in Fig. 3, while the LII signal is plotted using 
color contours defined by a reverse color scale shown in 
Fig. 5. Analysis of these images reveals an inverse 
correlation between soot volume fraction and OH PLIF 
signal. An exception is in the dense spray region where 
low levels of LII interference are detected due to residual 
droplet scattering. Increasing the time delay for LII 
detection reduces this scatter but also significantly 
reduces the detection of soot incandescence. Instead it is 
sufficient to note that most of the LII signal is detected in 
regions that are free of droplet Mie scattering (as detected 
with the OH PLIF camera) and is attributable to the 
presence of soot. The LII signal is also not likely to come 
from PAH fluorescence, which would appear more 
consistently and have peak signals near the spray region. 
Background images collected without the laser sheet 
show that the contribution from nascent soot 
incandescence is less than 5%.   

(a) 

LIF 

LII 

 

(b)  

(c)  

 

0.05 1.0 
Relative 

LII 
 

Fig. 5. Overlay of OH PLIF and LII images at an
equivalence ratios of (a) 0.8, (b) 1.0, and (c) 1.15. OH
PLIF false-color map same as for Fig. 3. LII shown in
false-color contours from 5% to 100% of the peak signal
in each image. 

For all flow conditions studied here, soot is most often 
generated along the inner cone of the flame. Not 
unexpectedly, this corresponds to the intermittent rich-
premix zone discussed in the previous section. This is 
particularly evident in Fig. 5(a), where soot is shown 
propagating out of this region and into the recirculation 
zone. It is interesting note that soot is seldom observed 
within intermittent regions of low OH signal in the central 
and outer cone. This is not surprising since there are 
likely to be higher levels of oxygen and OH available for 
soot oxidation in this region.  

From observation of simultaneous OH PLIF and LII 
data, as shown in Fig. 5, it is evident that the rate of soot 
production increases significantly with overall 
equivalence ratio. The mechanisms for this increased 
production can now be assessed given knowledge of how 
the soot is formed and how it evolves. As noted in the 
previous discussion, large-scale turbulent motions 
increase the prominence of the rich-premix zones as the 
injection pressure is increased. In addition, the secondary 
reaction zone is weakened as the equivalence ratio in the 
recirculation zone increases. Even at lower overall 
equivalence ratios (φ ~ 0.8), intermittency can result in 
locally rich regions within the recirculation zone.  

Due to a slight asymmetry in the conical flame 
structure, the lower spray region displays a weaker 

secondary reaction zone and, by inference, locally richer 
conditions. In the lower flame of Fig. 5(a), for example, 
there is very little in the way of a secondary reaction zone. 
Correspondingly in Fig. 3(c), large droplets are shown 
entering the recirculation zone with burning wakes in the 
upper half while droplets entering the recirculation zone 
in the lower half do not. Locally rich conditions in this 
lower flame region allow soot produced in the rich-
premix zone to escape the flame layer and undergo a 
much slower oxidation process. In fact, soot production 
takes place almost exclusively in the lower half of the 
combustor for all equivalence ratios, as shown in Fig. 5.  

These observations illustrate the impact of non-
homogeneous fuel-air distributions on soot production. 
Unsteady motions induced by large-scale structures 
enhance soot production to the extent that they allow rich 
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pockets of fuel and air to escape the primary flame layer 
and enter the oxygen- and OH-starved recirculation zone.  

 
Conclusions 

A simultaneous OH PLIF and planar LII system was 
developed, tested, and demonstrated in a liquid-fuel swirl-
stabilized combustor. These combined diagnostics 
provide phenomenological evidence of soot-formation 
mechanisms in this highly turbulent environment by 
mapping the instantaneous flame zone and soot volume 
fraction.  

It was found that large-scale structures play a key role 
in the soot formation process. Intermittent regions of rich 
premixed regions of fuel and air develop between the 
primary flame layer and recirculation zone that serve as 
sites for soot inception. The rate of soot production is 
dependent upon the frequency and spatial extent of these 
regions; the rate of soot oxidation is dependent upon the 
presence of a secondary reaction zone as well as the 
availability of oxygen and OH in this zone. Hence, the 
overall soot volume fraction is highly sensitive to the 
dynamics of the injection process as well as to the local, 
unsteady equivalence ratio. Experimental and numerical 
studies in gaseous combustors may not capture these 
dynamics properly.  
 
Acknowledgements 

We thank Dr. V.M. Belovich, Dr. E. Corporan, Dr. M. 
Dewitt, M. Arstingstall, and C. Frayne for assistance with 
the combustor facility. We also gratefully acknowledge 
useful discussions with Viswanath Katta regarding soot 
formation in unsteady flames. Funding for this research 
was provided by the U. S. Air Force Research Laboratory, 
Propulsion Directorate, Wright-Patterson AFB, under 
Contract Nos. F33615-00-C-2068 and F33615-D-03-
M2829, and by the Air Force Office of Scientific 
Research [Program Monitor: Dr. Julian Tishkoff].   
 
References 
1. Kim, W.-W., Menon, S., and Mongia, H., "Large-

eddy simulation of a gas turbine combustor flow," 
Combust. Sci. Technol. 143:25-62 (1999). 

2. Wang, S., Hsieh, S.-Y., and Yang, V., "Numerical 
simulation of gas turbine swirl-stabilized injector 
dynamics," AIAA paper 2001-0334, 2001. 

3. Heitor, M. V., and Whitelaw, J. H., "Velocity, 
Temperature, and Species Characteristics of the Flow 
in a Gas-Turbine Combustor," Combust. Flame 64:1-
32 (1986). 

4. Bicen, A. F., Tse, D. G. N., and Whitelaw, J. H., 
"Combustion characteristics of a model can-type 
combustor," Combust. Flame 80:111-125 (1990). 

5. Held, T. J., Mueller, M. A., Li, S.-C., and Mongia, 
H., "Data-driven model for NOx, CO and UHC 
emissions for a dry low emissions gas turbine 
combustor," AIAA paper 2001-3425, 2001. 

6. Shaddix, C. R., Harrington, J. E., and Smyth, K. C., 
"Quantitative Measurements of Enhanced Soot 
Production in a Flickering Methane / Air Diffusion 
Flame," Combust. Flame 99:723-732 (1994). 

7. Allen, M. G., and Hanson, R. K., "Digital imaging of 
species concentration fields in spray flames," Proc. 
Combust. Inst. 21:1755-1762 (1986). 

8. Bellan, J., and Harstad, K., "Evaporation, Ignition, 
and Combustion of Nondilute Clusters of Drops," 
Combust. Flame 79:272-286 (1990). 

9. Fang, T. C., Megaridis, C. M., Sowa, W. A., and 
Samuelsen, G. S., "Soot morphology in a liquid-
fueled swirl-stabilized combustor," Combust. Flame 
112:312-328 (1998). 

10. Barbella, R., Beretta, F., Ciajolo, A., D'Alessio, A., 
Prati, M. V., and Tamai, R., "Spray-swirl interaction 
and early pyrolysis of kerosene and light oils spray 
flames produced by simplex pressure atomizer," 
Proc. Combust. Inst. 22:1983-1990 (1988). 

11. Brown, M. S., Meyer, T. R., Gord, J. R., Belovich, V. 
M., and Roquemore, W. M., "Laser-induced 
incandescence measurements in the reaction zone of 
a model gas turbine combustor," AIAA paper 2002-
0393, 2002. 

12. Roy, S., Meyer, T. R., Lucht, R. P., Belovich, V. M., 
Corporan, E., and Gord, J. R., "Temperature and 
CO2-concentration measurements in the exhaust 
stream of a liquid-fueled combustor using dual-pump 
coherent anti-Stokes Raman scattering (CARS) 
spectroscopy," Submitted for publication in Combust. 
Flame, 2004. 

13. Smyth, K. C., Miller, J. H., Dorfman, R. C., Mallard, 
W. G., and Santoro, R. J., "Soot inception in a 
methane/air diffusion flame as characterized by 
detailed species profiles," Combust. Flame 62:157-
181 (1985). 

14. Cignoli, F., Benecchi, S., and Giorgio, Z., 
"Simultaneous one-dimensional visualization of OH, 
polycyclic aromatic hydrocarbons, and soot, in a 
laminar diffusion flame," Opt. Lett. 17:229-231 
(1992). 

15. Turns, S. R., "An Introduction to Combustion," 
McGraw-Hill, New York, 1996. 

16. Meyer, T. R., Roy, S., Belovich, V. M., Corporan, E., 
and Gord, J. R., "Simultaneous planar LII, OH PLIF 
and droplet Mie scattering in swirl-stabilized spray 
flames," Submitted for publication in Appl. Opt., 
2004. 

17. Ni, T., Pinson, J. A., Gupta, S., and Santoro, R. J., 
"Two-dimensional imaging of soot volume fraction 
by the use of laser-induced incandescence," Appl. 
Opt. 34:7083-7091 (1995). 

18. Chigier, N. A., "The atomization and burning of 
liquid fuel sprays," Prog. Energy Combust. Sci. 2:97-
114 (1976). 

 

6 
727



f

ady-state
process
tablished
nges in
d sec-
CFDC)
cess is
-moving

d flame
uenching
toichio-
t be used
um states
nal char-
with the

It is pro-
f change

ws
Combustion and Flame 137 (2004) 198–221
www.elsevier.com/locate/jnlabr/cn

Extinction criterion for unsteady, opposing-jet
diffusion flames

V.R. Katta,a,∗ T.R. Meyer,a M.S. Brown,a J.R. Gord,b and W.M. Roquemoreb

a Innovative Scientific Solutions, Inc., 2766 Indian Ripple Road, Dayton, OH 45440, USA
b Air Force Research Laboratory, Propulsion Directorate, Wright–Patterson Air Force Base, OH 45433, USA

Received 25 April 2003; received in revised form 29 January 2004; accepted 9 February 2004

Abstract

Dynamic flames are known to survive at strain rates that are much higher than those associated with ste
flames. A numerical and experimental investigation is performed to aid the understanding of the extinction
associated with unsteady flames. Spatially locked unsteady flames in an opposing-jet-flow burner are es
and stretched by simultaneously driving one vortex from the air side and another from the fuel side. Cha
the structure of the flame during its interaction with the incoming vortices and with the instability-generate
ondary vortices are investigated using a time-dependent computational-fluid-dynamics-with-chemistry (
code known as UNICORN (UNsteady Ignition and COmbustion with ReactioNs). The combustion pro
simulated using a detailed-chemical-kinetics model that incorporates 13 species and 74 reactions. Slow
vortices produce a wrinkled but continuous flame, while fast-moving vortices create a locally quenche
with its edge wrapped around the merged vortical structures. In an attempt to characterize the observed q
process, five variables—namely, air-side, fuel-side, and stoichiometric strain rates and maximum and s
metric scalar dissipation rates—are investigated. It is found that these characteristic parameters canno
to describe the quenching process associated with unsteady flames. The flow and chemical nonequilibri
associated with the unsteady flames are responsible for changes in the extinction values of these traditio
acteristic variables. However, even though the quenching values of the scalar dissipation rates increase
velocity of the incoming vortices, the variations are much smaller than those observed in the strain rates.
posed that a variable that is proportional to the air-side strain rate and inversely proportional to the rate o
in the flame temperature can be used to characterize the unsteady quenching process uniquely.
 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

Studies of the structure of unsteady flames are
portant for gaining an understanding of fundamen
combustion processes. Such studies provide ins
into turbulent-combustion phenomena and aid the
velopment and evaluation of simplified models th
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can be used in design codes for practical comb
tion systems. Unsteady flames associated with tu
lent combustion are subjected to stretching that va
with time; typically, the time scale for the chang
in strain rate is comparable to those of the chem
(e.g., reaction time) and physical (e.g., diffusion tim
responses of the system. Because of the resulting
equilibrium environment, the structure of a stretch
unsteady flame differs from that of a stretched stea
state flame.
e. Published by Elsevier Inc. All rights reserved.
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Numerous experimental and numerical investi
tions [1–3] have been performed to quantify the sca
structure of steady-state, aerodynamically strain
planar, counterflow diffusion flames. Such stud
have not only provided benchmark experimental d
but also yielded valuable insight into the stead
state behavior of the planar flame that is subjec
to stretch (or strain) rates up to the extinction lim
In practical combustion devices, flames are subjec
to severe unsteadiness that results from the ran
motion of the vortices [4,5]. To retain the analytic
and experimental simplicity offered by planar diff
sion flames, however, the unsteady flame structu
also investigated in counterflow flames by fluctuat
the fuel and air jets simultaneously and sinusoida
[6–8]. Although the results have indicated that u
steady flames can be stretched beyond the ste
state extinction limit [9], these studies are main
focused on understanding the behavior of the fla
when subjected to moderate-amplitude fluctuation
strain rate [7], reactant composition [7,10], and p
tial premixing [11]. Since the extinction strain rat
in general, is higher than the maximum strain rate
which ignition can occur, temporal flame extinction
any time within the fluctuation cycle in a periodical
oscillating counterflow flame could lead to comple
flame extinction. Consequently, strain rates that
lower than the extinction limit are often used in t
periodically oscillating-flame experiments.

Using numerical simulations Ghoniem et al. [1
have demonstrated that partial extinction and reig
tion can occur in a periodically oscillating counte
flow flame when it is subjected to a high-amplitud
high-frequency perturbation. Recently, Egolfopou
[13] provided a detailed analysis of unsteady co
terflow flames and concluded that even though
flame response to strain-rate perturbations diminis
at higher frequencies, the substantial transient eff
that still exist in the flame zone lead to partial extin
tion and reignition. Following these findings, Cuen
et al. [14] proposed the following extinction criterio
for an unsteady flame to be extinguished, the app
strain rate should not only exceed the critical stea
state extinction value but also remain higher ove
characteristic time.

The unsteady extinction criterion proposed
Cuenot et al. [14] uses global quantities such as
plied strain rate, crossover temperature, and cha
teristic time, which are readily available for perio
ically oscillating-counterflow-flame configuration
However, in the case of flames stretched by vortic
such global quantities cannot easily be estima
since the local strain rate and characteristic-time s
strongly depend on the evolution of the vortex (n
that entrainment modifies the vortex-propagation
locity) in the given flowfield. Therefore, an unstea
extinction criterion based on local quantities is a
required for the prediction of extinction during a vo
tex/flame interaction process.

During vortex/flame interactions, which are oft
considered to be the building blocks of statistical t
ories of turbulence, the flame surface is subjected
only to unsteadiness but also to deformation. To
vestigate the effects of curvature on unsteady flam
both theoretical and experimental studies have b
initiated [15–18]. In particular, experiments design
by Roberts et al. [19] and by Rolon et al. [20] ha
generated considerable interest, especially becau
their unique ability to inject a well-characterized vo
tex toward the flame surface. Numerous investi
tions have been performed by varying the size
strength of the vortex in opposing-jet burners [20]
attempts to understand global features such as s
[21,22] and origin [23] effects and localized featur
such as annular-quenching [24] and non-adiaba
equilibrium-temperature [25,26] phenomena.

Recent studies on vortex/flame interactions
Katta and Roquemore [23] revealed that the ext
tion strain rate of an unsteady flame is dependen
whether the flame is traveling or stationary. By is
ing vortices from the fuel and air sides of an opposi
flow jet diffusion flame, they simulated traveling a
stationary unsteady flames. In the traveling unste
flame, not only the strain rate on the flame but also
flame location was changed with time; in the statio
ary unsteady flame, on the other hand, the strain
was varied with time by locking its position spatial
The latter unsteady flames, established by issuing
tices simultaneously from the air and fuel sides,
fered a pathway to understanding the unsteady-fl
structure near extinction.

Several investigators have developed models
27,28] for the study of the interaction between
planar flame and an induced vortex. In all of the
models, it was assumed that an artificially crea
(by specifying the vorticity field) vortex pair inte
acts with a flat flame formed in a parallel flow. A
though this assumption has advantages in explo
interesting aspects of vortex/flame interactions, inv
tigations employing these synthesized vortices do
represent actual interactions in opposing-jet flam
and, hence, cannot facilitate direct comparisons
tween predictions and measurements, making ve
cation of the former very difficult.

Recent advances in computer hardware and
need to improve the understanding of combust
phenomena under complex practical situations h
led to the development of two- and three-dimensio
computational-fluid-dynamics models that incorp
rate detailed chemical kinetics (CFDC) [29,30]. Co
plete simulation of the opposing-jet flame using m
tidimensional models not only eliminated conce
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regarding the simplified analyses but also provid
a valuable tool for studying vortex/flame interactio
in premixed [19,31] and diffusion [20,24] flames.
the present investigation, a well-tested CFDC mo
was used to understand the unsteady flame s
ture near extinction and to characterize the extinc
process.

2. Mathematical model

A time-dependent axisymmetric model known
UNICORN (UNsteady Ignition and COmbustion wi
ReactioNs) [32] was used for the simulation of u
steady flames associated with an opposing-jet-fl
burner. This model solves the Navier–Stokes a
species- and energy-conservation equations writte
the cylindrical-coordinate (z–r) system. A detailed
chemical-kinetics model is employed to describe
hydrogen–air combustion process. This model c
sists of 13 species—namely, H2, O2, H, O, OH, H2O,
HO2, H2O2, N, NO, NO2, N2O, and N2—and 74
elementary reactions among the constituent spe
The rate constants for this H2–O2–N2 reaction sys-
tem were obtained from Ref. [33].

Temperature- and species-dependent property
culations are incorporated into the model. The g
erning equations are integrated on a nonunifo
staggered-grid system. An orthogonal grid hav
rapidly expanding cell sizes in both the axial and
radial directions is employed. The finite-differen
forms of the momentum equations are obtained us
an implicit QUICKEST scheme [34,35], and those
the species and energy equations are obtained u
a hybrid scheme of upwind and central differencin
At every time step, the pressure field is calcula
by solving the pressure Poisson equations simu
neously and utilizing the LU (lower and upper d
agonal) matrix-decomposition technique. UNICOR
has been validated previously by simulating va
ous steady and unsteady counterflow [23,24,27]
coflow [30,36] jet diffusion flames.

3. Results and discussion

3.1. Burner details

The opposing-jet-flow burner used for the inve
tigations of unsteady-flame structures was desig
by Rolon, is shown in Fig. 1, and is described in d
tail in Ref. [20]. A flat flame is formed between fu
and air jets having velocities of 0.69 and 0.5 m/s,
respectively. The hydrogen-to-nitrogen ratio used
the fuel jet is 0.38. Unsteady flames are establis
by injecting vortices simultaneously from the fu
Fig. 1. Schematic diagram of the opposing-jet-flow bur
used for investigations of double-vortex/flame interactio
Nitrogen-diluted hydrogen fuel and air were introduced fr
upper and lower nozzles, respectively. The structure of
steady-state flame is also shown in the form of the
temperature distribution.

and air sides. The collision of these vortices with
flame surface, in general, imposes unsteady str
on the flame. Such a collision involving stronger v
tices may also quench the flame locally and gene
multiple vortices. Studies were performed to inve
tigate various types of vortex-collision/flame inte
actions by incorporating different sizes of fuel- a
air-side injection tubes and varying the injection d
rations. Air-side vortices were generated by inject
a specified amount of air through the syringe tu
(Fig. 1) and then through a 5.0-mm-diameter inj
tion tube. On the other hand, fuel-side vortices w
generated by injecting a specified amount of f
through the syringe tube and then through either a
mm- or a 5.0-mm-diameter injection tube. Two typ
of interactions—namely, unsteady nonstationary
unsteady stationary—are treated in the present
per. Thez–r coordinate system used for the sim
lation of flames associated with the Rolon burne
shown in Fig. 1. Calculations for these axisymm
ric flames were made using a nonuniform 601× 301
mesh system distributed over a physical domain
40× 40 mm, which yielded a mesh spacing of 0.
mm in both the axial (z) and the radial (r) directions
in the region between the two nozzles.
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Fig. 2. Steady-state flame structures along the centerline for the reference flame (broken lines) and “Di = DH2” flame (solid
lines). Points A–D represent mixture fractions at stoichiometric conditions.
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3.2. Steady-state flame structure

Prior to the injection of vortices, a flat flame
simulated for the experimental conditions describ
earlier. The computed steady-state flame in the fo
of isotemperature distributions is shown in Fig.
along with the schematic diagram of the burner. N
that the gravitation force in this simulation is n
glected. The slight upward curvature of the fla
surface develops as a result of the lower density
the hydrogen fuel. Apparently, the velocity differen
used for the fuel and air jets (0.69 vs 0.5 m/s, re-
spectively) did not provide a perfect balance of m
mentum for the two jets, resulting in a slight sh
in the flame location from the burner mid-plane
ward the air jet (lower nozzle). The flame structu
along the centerline (also known as the stagnation
in this opposing-jet-flow configuration) is shown
Figs. 2–4 and is referred to as the reference flame.
fuel, oxygen, and mixture-fraction (ξ ) distributions
are represented in Fig. 2 by broken lines (refere
flame). As a result of nonequilibrium chemistry, h
drogen and oxygen coexist in an overlap region t
is ∼2 mm thick. Although several forms of mixture
fraction definition are available in the literature [37
no particular form has an advantage over the oth
in describing the flame structure, and in many stud
a particular form of mixture fraction is selected ov
others as a matter of convenience [38]. The one u
in the present study is based on the mass fractio
fluid that originates from the fuel jet at a given l
cation [37]. In hydrogen flames this mixture fracti
(ξH) is computed from the following equation:

ξH = wH2

Y0
H2

[(
YH2

wH2

+ YH2O

wH2O
+ YH2O2

wH2O2

)

(1)+ 1

2

(
YH

wH
+ YOH

wOH
+ YHO2

wHO2

)]
.

Here, Yi represents the mass fraction of theith
species,wi represents the molecular weight of t
ith species, and the superscript 0 represents the
in the fuel jet. The stoichiometric value of the mixtu
fraction (ξstoich), calculated based on the flow cond
tions used in this study, is 0.5264. This stoichiome
condition is established (Location A in Fig. 2) on t
oxygen-rich side of the reaction zone.

Fig. 2 shows that the mixture fraction for the re
erence flame did not increase monotonically fr
zero on the air side (z = 0) to unity on the fuel side
(z = 40 mm). Rather, it reached a peak value at ab
z = 19.5 mm and then stayed at a plateau before ris
to unity. This nonmonotonic behavior suggests t
the laminar flame shown in Fig. 1 cannot be uniqu
described in the mixture-fraction domain. For exa
ple, several locations on the flame along the center
have the same mixture-fraction value of 0.63 (Fig.
while the temperatures at these locations vary
tween 1195 and 1510 K.

The nonmonotonic variation in mixture fractio
across the flame, shown in Fig. 2, is specific to the
drogen/air opposing-jet flow considered in this stu
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Fig. 3. Mixture fraction and scalar dissipation rate along the centerline for the reference flame (broken lines) and “Di = DH2”
flame (solid lines).

Fig. 4. Velocity, temperature, and strain rate along the centerline for the steady-state flame shown in Fig. 1.
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To investigate whether such behavior appears in o
forms of mixture fractions, variations of mixture fra
tions obtained from the elemental mass fractions
the oxygen atom (ξO) [37] and the hydrogen and oxy
gen atoms (ξH&O) [39] are displayed in Fig. 2 usin
solid and open symbols, respectively. Note that
latter form of mixture fraction was proposed by Bilg
[39] to take into account the preferential-diffusion e
fects associated with hydrogen flames. The stoic
metric mixture fraction for all three forms is 0.526
The mixture fraction (ξO) obtained using the ele
ment originating from the oxidizer jet (which is O
increases smoothly with distance, and stoichiome
occurs atz = 19.66 mm (Location C), which is on
the fuel side of the reaction zone. As expected,
mixture fraction (ξH&O) calculated based on elemen
732
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originating from both the fuel and the oxidizer je
falls betweenξH andξO, and stoichiometry occurs a
z = 19.45 mm (Location D).

Since the mixture fraction is extensively used
characterizing the structure of a diffusion flame, it
useful to identify the underlying flame properties f
the nonmonotonic behavior of the mixture fractio
In laminar nonpremixed flames, mixing takes pla
through diffusion only; and if the diffusivities of a
species are equal, then the mixture fraction beco
an independent variable with respect to the cho
of species. However, in hydrogen flames the dif
sivity of hydrogen (into nitrogen) is approximate
three times that of oxygen, and the mixture fra
tion does not become an independent variable (ξH �=
ξO �= ξH&O), as shown in Fig. 2. To demonstrate t
preferential-diffusion effect on mixture fraction, ca
culation of the steady flame in Fig. 1 is repeated
assuming that the diffusion coefficients of all of t
species are identical to that of hydrogen and by
forcing the Le= 1 condition for heat transport. Th
distributions of fuel and oxygen concentrations a
the mixture fraction for the “Di = DH2” flame are
shown in Fig. 2 with solid lines. The flame becam
thicker than the reference flame as a result of
creased oxygen diffusion. In this “Di = DH2” flame,
the mixture fraction was monotonically increased
unity from zero, and the stoichiometric value (0.526
appeared atz = 19.1 mm (Location B), where the
mole fraction of oxygen is nearly twice that of h
drogen.

In the reference flame oxygen diffuses much m
slowly (∼0.3 times) than hydrogen. Because of t
lower diffusivity, the oxygen-concentration profile o
the air side is steeper (Fig. 2) than that in the “Di =
DH2” flame; this, in turn, causes the mixture-fracti
(ξH) profile to be steeper on the air side. Similar
water diffuses more slowly in the reference flame th
in the “Di = DH2” flame. This increases the wat
concentration in the flame zone (Fig. 3) and, there
the local value of the mixture fraction—leading to
peak in the profile. Note that the stoichiometric va
of the mixture fraction in the reference flame appe
at a location that is slightly shifted from the stoichi
metric condition based on the reactant mole fract
(i.e., XO2 = 2XH2) toward the air side. In fact, non
of the mixture-fraction definitions yielded stoichi
metric conditions at their respective stoichiomet
values.

The scalar dissipation rateχ is often used to char
acterize a stretched diffusion flame. Based on the m
ture fraction,χ is defined as

(2)χ = 2D

[(
dξ

dz

)2
+

(
dξ

dr

)2
]
.

Here,D is the diffusion coefficient and, for simplic
ity, may be considered to be 1 m/s2. Variations of the
scalar dissipation rate and the mole fractions of H2O
along the centerline are shown in Fig. 3 for both
reference and the “Di = DH2” flames. The steep gra
dient inξH in the former flame resulted in values ofχ

that were significantly higher than those obtained
the latter flame. Furthermore, the reference flame
hibits more than one peak in theχ distribution; this is
true for all of the scalar-dissipation-rate profiles t
were obtained for this flame by employing vario
mixture-fraction definitions. The existence of doub
peaks in the scalar dissipation rate is a particular c
acteristic of a diffusion flame in which preferentia
diffusion and non-unity-Lewis-number effects a
significant. The stoichiometric values of the sca
dissipation rates for both reference and “Di = DH2”
flames are indicated in Fig. 3 by solid circles. In bo
flames the maximum scalar dissipation rates oc
on the air side of the stoichiometric location. T
peak value ofχ in the reference flame is about 20
higher than that at stoichiometric location and appe
∼1 mm on the air side. Since there is no particu
advantage in using one form of scalar dissipation
over the other for characterizing a hydrogen dif
sion flame, the scalar dissipation rate calculated f
Eq. (1) is used in the present study for convenienc

The velocity, temperature, and strain-rate dist
utions along the centerline for the steady flame
shown in Fig. 4. Several investigators have used st
rate to characterize an opposing-flow jet diffusi
flame. However, as seen in Fig. 4, this flame has
single (or unique) strain rate. The various strain ra
that can be defined for this flame are as follows:

(1) global strain rate based on nozzle separation
exit velocities(kglob) = 29.75 s−1,

(2) air-side strain rate(ka) = 48.9 s−1,
(3) fuel-side strain rate(kf ) = 59.6 s−1,
(4) strain rate at the stoichiometric surface(kstoich)

= 68.9 s−1,
(5) peak strain rate(kmax) = 112.5 s−1.

The air- and fuel-side strain rates are obtained fr
the locations where the temperature initially begins
increase from room conditions on the respective si
In a steady-state flame, as shown in Fig. 4, the air-
fuel-side strain rates match the local peak values
the respective sides of the flame zone. However, s
a criterion does not necessarily hold in the case of
steady flames. Therefore,ka andkf are obtained from
the temperature gradient rather than the peak va
for all of the unsteady flames discussed in the pre
paper.

The steady-state flame shown in Fig. 2 repres
a weakly strained laminar flame. The peak strain
733
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on the fuel side is greater than that on the air side
result of the difference in the density of the two je
Even at this low strain rate, the fuel and oxidizer a
not completely consumed simultaneously in the fla
zone. In an overlap region of∼2 mm, both H2 and O2
are present (cf. Fig. 2). The flame (peak-tempera
region) is located atz = 19.2 mm, and its temperatur
of 1560 K is only slightly lower than the correspon
ing adiabatic equilibrium temperature of 1598 K.

The steady-state strain rate of the opposing
flame can be increased by gradually increasing
velocities of the fuel and air jets. Calculations we
repeated with the jet velocities being varied, and
was found that a stable steady-state flame could
obtained for fuel and air jet velocities of 16 an
14 m/s, respectively. These velocities yielded an a
side strain rate (ka), a fuel-side strain rate (kf ), and
a strain rate at the stoichiometric surface(kstoich) of
1410, 1678, and 2460 s−1, respectively. The max
imum scalar dissipation rate (χmax) and the scala
dissipation rate at the stoichiometric surface (χstoich)
for this extinction condition are 1.28 and 0.78, r
spectively. The corresponding peak (flame) tempe
ture was 1130 K. The extinction strain rate and fla
temperature agree favorably with calculations m
by Gutheil et al. [40]. A small increase in eith
air- or fuel-jet velocity from these extinction limit
first caused the flame temperature to decrease b
1130 K and then caused the flame to extinguish, w
its temperature reaching 300 K in<1 ms. Based on
these calculations a steady-state-extinction crite
of 1130 K has been established and was used in
later studies on unsteady flame extinction. Analysis
unsteady flames (shown in a later section) sugge
that the 1130-K criterion for defining extinction
valid for unsteady flames also.

An unsteady strain rate was imposed on the fla
shown in Fig. 1 by issuing vortices simultaneou
from the fuel (top) and air (bottom) nozzles. Vario
unsteady flames were generated by injecting air
fuel through the respective syringe tubes in suc
way that the peak values of the exit velocities were
the range of 2–19 m/s. In the following sections, th
dynamics associated with these vortices is discus
followed by the changes to the flame structure cau
by the impingement.

3.3. Interaction with colliding vortices of
different sizes

Vortices are shot toward the flame surface simu
neously from the air and fuel sides by injecting a sp
ified amount (2.2 cm3) of air and fuel through the re
spective syringe tubes. The flame-quenching proc
with colliding vortices of different sizes is studie
by injecting air through a 5-mm-diameter injectio
tube and fuel through a 2-mm-diameter injection tu
Evolution of the vortices and their interaction wi
the flame surface depend on the injection durat
In general, with shorter injection durations, the ge
erated vortices travel faster toward the flame surf
and affect its structure as the local-flow time sca
approach the chemical time scales. Calculations
measurements are performed to capture the collid
vortex/flame-interaction process for various inject
velocities.

While calculations for peak injection velocitie
of <2 m/s yielded flames that were stretched a
wrinkled but not extinguished anywhere, calcu
tions for higher velocities resulted in flame quenc
ing along the stagnation line and propagation of
flame edge into the multivortex flowfield. Exper
ments were also performed for some of the inject
conditions in an attempt to understand the flam
quenching pattern during the vortex–flame–vor
interaction process. The computed and experime
results for the+5/−5-m/s injection case at differen
stages of the interaction process are shown in Fig
The computed temperature and OH-concentra
distributions are plotted on the left and right halv
of Figs. 5a–5c. The instantaneous locations of
particles that were released from the air and f
nozzles are also shown in these figures to aid
sualization of the flow structures. Air injected fro
the 5-mm-diameter tube generated a vortex, an
grew to 12 mm in diameter by the time (8.1 ms)
reached the flame surface (Fig. 5a). Similarly, d
ing the same time period, the fuel vortex grew
5 mm from its initial size of 2 mm. The collisio
of these two vortices at the flame surface stretc
the flame. The temperature of the flame along
stagnation line decreased to 1140 K, which is n
the quenching limit of 1130 K. In another millise
ond, the double-vortex/flame interaction complet
quenched the flame that was sandwiched between
vortices in the region around the centerline (Fig. 5
As the vortices continued to push against each oth
the hole formed on the flame surface, the edge of
flame wrinkled and propagated into the fuel vortex
evident in Fig. 5c. Similar behavior was observed
the OH-concentration distributions obtained in the
periment through the use of the planar laser-induc
fluorescence (PLIF) technique (Figs. 5d–5f). Deta
of the PLIF measurements made in the Rolon bur
are given in Refs. [41,42]. Considering the difficulti
associated with the alignment of the small tubes
were separated by 40 mm, the symmetric nature
the flowfield obtained in the experiments during t
double-vortex/flame interactions is reasonable.
predictions are qualitatively in good agreement w
the measurement results. The injection velocities
the vortices in the present calculations were estima
734
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t various
rom PLIF
Fig. 5. Comparison of simulated ((a), (b), and (c)) and measured ((d), (e), and (f)) double-vortex/flame interactions a
instants. Particle locations are superimposed on temperature (left) and OH (right) fields of computed data. Raw data f
of OH shown in experimental images. (a) and (d) att0 ms, (b) and (e) att0 + 1 ms, and (c) and (f)t0 + 2 ms.
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from the total amounts of fluid used for injectio
in the experiment—not from the actual velocities
which may have contributed to the discrepancy no
between the experiments and calculations in Fig.

The collision of vortices of different sizes at th
flame surface not only generated unsteady stretc
on the flame but also shifted the flame location d
ing the interaction process. As discussed earlier an
Ref. [23], the translation velocity of the flame during
vortex/flame-interaction process alters the extinct
strain rate, thereby complicating the relationship
tween the unsteady strain rate and extinction. To a
viate this problem, investigations were performed
injecting vortices of the same size from the fuel a
air sides simultaneously. This was achieved thro
the utilization of 5-mm-diameter injection tubes
both the air and the fuel sides.

3.4. Interaction with colliding vortices of the
same size

A wide range of strain rates was imposed on
flame by forcing vortices from the fuel- and a
injection tubes simultaneously by (1) changing
maximum injection velocity and (2) changing the ri
times, as shown in Fig. 6. Here, the imposed velo
with respect to time at the exit of the air-injection tu
is shown for different injection schemes. Identic
negative-velocity profiles were superimposed on
steady flow emanating from the fuel-injection tub
735
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actions.
Fig. 6. Imposed velocity profiles at exits of fuel and air nozzles for generating various types of double-vortex/flame inter
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In the case where the maximum velocity (umax) was
changed, the rate of increase (a0) for the imposed ve-
locity was set at 2450 m/s2 (for example, 1, 2, and 3
in Fig. 6); and in the case where the rise times w
changed, the maximum velocity was set at 19 m/s (for
example, 3 and 4 in Fig. 6). Calculations were p
formed for each case until the interaction reduced
flame temperature to 1000 K, which was well belo
the extinction temperature of 1130 K.

Vortex and flame structures at two instants for t
cases with different maximum velocities are shown
Fig. 7. In both cases, the rate of increase for the su
imposed velocity was set at 2450 m/s2, and the max-
imum velocities were set equal to 5 m/s for the first
case (Figs. 7a and 7b) and 13 m/s for the second cas
(Figs. 7c and 7d). Temperature is shown on the
side, and OH-concentration distributions are sho
on the right. Instantaneous locations of the partic
are superimposed on the temperature-OH plots to
play the structures of the fuel and air vortices. The
posed velocity functions that generate these vort
are shown as Profiles 1 and 2 in Fig. 6. The inj
tion velocity with a 5-m/s maximum value, failed to
cause flame extinction. The temperature decrease
1190 K in 8.35 ms (Fig. 7b) and then remained at t
value during the remainder of the interaction proce
It is evident from Fig. 7 that the flame did not trav
axially while being stretched between the fuel- a
air-side vortices for both velocity cases. In fact,
all of the velocity cases considered for colliding vo
tices of the same size, the flame did not travel wh
being dynamically stretched; this established a
tionary unsteady (no translational component) str
rate on the flame. The flame in the 13-m/s-maximum-
velocity case was nearly extinguished at the center
in 6.1 ms (Fig. 7d), and the temperature decrease
1190 K.

3.5. Unsteady flame structure

The flame structures along the centerline at th
instants for the+13/−13-m/s interaction case ar
shown in Fig. 8. As the flame was being stretch
its thickness and temperature decreased, while
peak-temperature location remained nearly the s
(z ∼ 19.2 mm). Also, the reactant fluxes (gradien
near the flame zone increased with flame stre
The amounts of fuel and oxygen crossing the fla
(Fig. 8) due to nonequilibrium chemistry increas
with flame stretch. The variations in strain rate, m
ture fraction, and scalar dissipation rate along the c
terline at 5.7 and 6.1 ms are shown in Figs. 9 and
respectively. The important quantitieska , kf , kstoich,
χstoich, andχmax are represented in these figures
filled circles. While the strain-rate distributions in th
flame that is sandwiched between the two vortices
quite different from that of the steady-state flame,
scalar-dissipation-rate distributions in unsteady
steady-state flames remain similar. Even though
strain rate has increased significantly (∼2000 s−1) on
both sides of the flame at 5.7 ms (Fig. 9), this h
strain rate has not yet applied on the flame surfa
Air- and fuel-side strain rates have increased only
736
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)
ht sides,
Fig. 7. Interaction of equal-sized counter-traveling vortices with flame at different instants: (a) and (b) for 5-m/s and (c) and (d
for 13-m/s peak-injection-velocity cases. Isotemperature and OH-mole-fraction contours are plotted on the left and rig
respectively.
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1120 and 1416 s−1, respectively, while the maximum
scalar-dissipation rate has increased to 1.03 s−1.

At t = 6.1 ms the flame temperature decrea
to 1150 K, and quenching of the flame was not o
served. However, the air- and fuel-side strain ra
increased to values that were well above the co
sponding steady-state strain rates for extinction.
terestingly, the stoichiometric value of the scal
dissipation rate deviated significantly from its ma
mum value (Fig. 10).

3.6. Extinction criterion for unsteady flames

The unsteady hydrogen flame is considered
be extinguished when its temperature falls bel
1130 K, based on the steady-state-extinction cr
rion discussed earlier. Defining an extinction criter
for unsteady flames based on a critical tempera
seems appropriate since the chemical kinetics and
heat-release rate (or temperature) are closely as
ated and such a criterion is often used in determin
the extinction concentrations for fire-extinguishi
agents [43,44]. The accuracy of this approach is e
uated in this section by investigating several unste
flames under near-extinction conditions. Variations
flame temperature and heat-release rate with time
ing a slow, a moderate, and a fast vortex/flame inte
tion are shown in Fig. 11a. Similarly, the variations
peak production and destruction rates of the OH r
ical are shown in Fig. 11b, and those of the H radi
are shown in Fig. 11c.

As the stretch on the flame is increased, incre
ingly more reactants are forced into the flame zo
As a result, (1) consumption of reactants in the fla
zone increases—yielding an increase in the h
release rate—and (2) the temperature decrease
737
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e

Fig. 8. Instantaneous structures of flame during double-vortex/flame interaction produced using 13-m/s injection velocity.

Fig. 9. Mixture fraction, scalar dissipation rate, and strain rate along the centerline att = 6 ms during double-vortex/flam
interaction produced using a 13-m/s injection velocity.
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a result of the inability of the flame to consum
(burn) all of the reactants. An increase in react
consumption also increases the production and
struction rates for all of the species, with the exc
tion of the OH radical. The production rate of O
decreases monotonically, as shown in Fig. 11b
zero as the flame is stretched. In any case, once
flame begins to extinguish, all the quantities in Fig.
decrease rapidly. It is important to note that exti
tion of a flame is not an instantaneous event bu
process which takes place over a period of time
flame studies, however, the instant at which the
tinction process begins is of most interest and is
one investigated in the present study. In steady-s
738
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Fig. 10. Mixture fraction, scalar dissipation rate, and strain rate along the centerline att = 7 ms during double-vortex/flame
interaction produced using 13-m/s injection velocity.

Fig. 11. Changes in characteristic flame quantities in the neighborhood of extinction when the flame is subjected to slow-,
moderate-, and fast-changing strain rates. (a) Temperature and heat release rate, (b) OH production and destruction rates, (c) H
production and destruction rates.
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Fig. 12. Variations of flame temperature and strain rates with time during two double-vortex/flame interactions.
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flames it was observed that the temperature and h
release rate increase with stretch rate and that
extinction process begins when the flame tempe
ture decreases to 1130 K. As evident from Fig. 1
the heat-release rate in unsteady flames also rea
a maximum value when the temperature decrea
to 1130 K, and any further decrease in tempera
is associated with a sharp decrease in heat-rel
rate. This temperature/heat-release-rate behavio
the same in all of the unsteady flames simulated u
a wide range of vortex velocities (or vortex/flam
interaction times) and strongly correlates with the
havior observed in steady-state flames. Conseque
the 1130-K criterion found in steady-state flames
extended to unsteady flames for determining the t
at which extinction begins. Interestingly, OH and
destruction rates (Figs. 11b and 11c) reach their p
values slightly before the temperature decrease
1130 K, and production of OH ceases∼1 ms prior to
this event. For the fast vortex/flame interaction, O
production ceased att = 3.6 ms and was not appare
in Fig. 11b.

3.7. Characterization of extinction in
unsteady flames

Simulations made for various double-vortex/flam
interactions resulted in local flame extinction alo
the centerline. Traditionally, extinction is charact
ized by the strain rate imposed on the flames [1
However, it has been shown by several authors
the strain rates at which unsteady flames are ex
guished are significantly higher than those at wh
steady-state flames are extinguished [9,23]. Since
strain rate has been found to be an inadequate qua
for describing the extinction behavior of an unstea
flame, several researchers have examined other
ables that might be used for this purpose. The varia
often used is the scalar dissipation rate [45]. The
sults obtained for double-vortex/flame interactions
the present study were used to investigate the
quacy of the strain rate and scalar-dissipation rate
describing the quenching process associated with
steady flames.

3.8. Vortices with different injection masses

The double-vortex/flame interaction shown
Figs. 7a and 7b stretched the flame significantly
did not cause flame extinction. On the other hand,
interaction shown in Figs. 7c and 7d caused local
tinction. These two interactions were obtained by
jecting fluids at different peak velocities. The chang
in temperature and various strain rates during th
interaction processes are shown in Fig. 12. When
injection peak velocity was 3 m/s, the flame temper
ature gradually decreased to∼1300 K and then re
mained at that level, accompanied by some weak
cillations (∼20 K in magnitude). Typically, soon afte
the collision at the flame surface, the double vorti
generate secondary vortices; this, in turn, creates
cillations in the flame temperature. Nevertheless,
this injection the flame was not extinguished. The
side strain rate increased, as expected, with time
740
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ing the double-vortex/flame interaction and reache
maximum value of 1080 s−1. This value is well be-
low the steady-state extinction strain rate of 1410 s−1;
hence, flame quenching would not be expected
this injection condition. The fuel-side strain rate a
that at the stoichiometric location also increased w
time during the interaction process. Interestingly,
stoichiometric strain rate began to deviate incre
ingly from ka andkf as the flame was stretched.

Similar plots for the 13-m/s peak-injection-velo-
city case are also shown in Fig. 12. In this case
flame temperature decreased rapidly to room tem
ature, with flame quenching occurring at∼1130 K.
As discussed earlier, this temperature limit was
tained from the steady-state quenching study.
temperature and various strain rates at the ins
of flame extinction are indicated by solid circles
Fig. 12 for the 13-m/s peak-injection case. It shou
be noted that the air-side strain rate at the time
extinction is∼2600 s−1, which is nearly twice tha
required to quench the flame in a steady-state m
ner. The air- and fuel-side strain rates seem to
crease at the same rate during the interaction proc
the stoichiometric strain rate, on the other hand,
creases much more rapidly, and the value at extinc
(∼5750 s−1) is nearly 2.3 times that obtained for
steady-state flame.

To aid the understanding of the extinction behav
of an unsteady flame, the temperature and strain
behavior for all of the peak-injection-velocity cas
are plotted in Figs. 13 and 14, respectively. Flame
tinction is observed only for the cases with peak inj
tion velocities greater than 5 m/s. As the peak injec
tion velocity is increased above this value, the fla
temperature decreases rapidly. However, the resp
of the flame to the changes in peak injection vel
ity diminishes at higher peak values. For example,
decrease in temperature remains nearly the sam
the 12- and 13-m/s peak-injection cases. Note th
all of the double-vortex/flame interactions shown
Figs. 13 and 14 were obtained by imposing the sa
rate of increase for different peak-injection-veloc
cases, as shown in Fig. 6. This suggests that in
higher peak-injection-velocity cases, the primary v
tex growth—and, thereby, flame extinction—occu
prior to the injection velocity actually reaching th
peak value, which renders a further increase in
maximum velocity trivial with regard to the flame
extinction process.

The increases in air-side strain rate (ka) during
various double-vortex/flame interactions are sho
in Fig. 14. The extinction conditions for cases w
peak injection velocity>5 m/s, determined based o
the 1130-K temperature limit, are indicated by fille
circles. The envelope passing through these cir
separates the flame from its extinction state. In g
eral, the strain rate at which extinction takes pla
increases with applied maximum injection veloci
It is also evident from this figure that an opposing-
flame survives at a strain rate that is much higher t
the steady-state extinction limit (1410 s−1)—if the
flame is subjected to that strain rate rapidly. In ot
words, the faster the flame stretches, the higher
strain rate it can withstand without being quench
Similar behavior was observed in other characteri
parameters such askf , kstoich, χmax, andχstoich.

Vortices generated using a fixed rate of incre
(a0 = 2450 m/s2) in injection velocity traveled to
ward the flame surface and caused the flame to str
However, as evident in Figs. 13 and 14, the stre
applied on the flame surface did not increase in p
portion to the peak value of the injection velocity, a
the maximum imposed air-side strain rate was limi
to ∼2635 s−1 because of the apparent saturation
vortex-penetration velocity. Vortices generated w
peak values>10 m/s caused extinction prior to th
injection velocity reaching its specified peak valu
thus, the peak value became trivial with regard
the quenching process. To circumvent this satura
problem, vortices were generated by injecting fl
at different rates of increase in the injection veloc
(2450–4900 m/s2) and by maintaining the peak in
jection velocity at 19 m/s, as shown in Fig. 6. Such
high peak value was chosen to ensure that extinc
would occur prior to the injection velocity reachin
the peak value even at the slowest rate of injec
(2450 m/s2).

3.9. Vortices with the same injection mass

Calculations for the double-vortex/flame intera
tions were made using the above-mentioned cons
peak-velocity injection scheme. The changes in fla
temperature along the centerline during the inte
tion process for all of the cases are plotted in Fig.
The extinction process in the flame was considere
begin when the temperature decreased to 1130 K.
ther decrease in temperature after the flame is loc
extinguished results from the diffusion and cond
tion of products and heat, respectively, from the fla
zone. As expected, the flame responds uniquel
changes in the acceleration of fluid injection. The ti
at which extinction occurs is inversely proportional
the rate of increase (a0) in the injection velocity.

The changes in air-side strain rate during
vortex/flame-interaction process are shown in Fig.
for variousa0 cases. The stain rates at which extin
tion took place were obtained from the 1130-K-cut
criterion and are indicated by filled circles in this fi
ure. A linear decrease in extinction strain rate w
time can be observed. All of the interactions in Fig.
occur more rapidly than those in Fig. 14 and
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njection

jection
Fig. 13. Variations of flame temperature with time for double-vortex/flame interactions simulated using various peak i
velocities.

Fig. 14. Variations of air-side strain rate with time for double-vortex/flame interactions simulated using various peak in
velocities.
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sustained to much higher air-side strain rates. The
tinction strain rate increased from 2600 to 3200 s−1

when the injection-fluid accelerations were increa
from 2450 to 4900 m/s2. The data in Figs. 14 and 1
clearly indicate that using a unique value of air-s
strain rate, one cannot predict the quenching co
tion of an unsteady flame. In other words, the value
the air-side strain rate at which extinction occurs in
unsteady flame depends on the rate at which the fl
was strained. Changes in fuel-side and stoichiome
strain rates with time for various double-vortex/flam
interactions (forumax = 19 m/s cases) are plotte
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increase

increase
Fig. 15. Variations of flame temperature with time for double-vortex/flame interactions simulated using various rates of
in injection velocity.

Fig. 16. Variations of air-side strain rate with time for double-vortex/flame interactions simulated using various rates of
in injection velocity. Extinction values based on the 1130-K-temperature criterion are indicated by solid circles.
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in Figs. 17 and 18, respectively. Similar to the b
havior of the air-side strain rate, both the fuel-s
and the stoichiometric strain rates increase with tim
It is important to note that these extinction-stra
rate values (obtained from the 1130-K-cutoff criteri
and indicated by solid circles) also decrease w
time—similar to the behavior of the air-side stra
rate values. Figs. 15–17 suggest that none of th
strain rates can characterize an unsteady extinc
process uniquely. However, among the three st
rates, the air-side one is the least sensitive to unste
ness. It decreased by only 585 s−1 when the vortex
interaction time was increased by 1.77 ms, while
fuel-side and stoichiometric strain rates decrease
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increase

d using
by solid
Fig. 17. Variations of fuel-side strain rate with time for double-vortex/flame interactions simulated using various rates of
in injection velocity. Extinction values based on the 1130-K-temperature criterion are indicated by solid circles.

Fig. 18. Variations in strain rate at the stoichiometric location with time for double-vortex/flame interactions simulate
various rates of increase in injection velocity. Extinction values based on the 1130-K-temperature criterion are indicated
circles.
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860 and 2000 s−1, respectively. The reason for th
dependence of extinction strain rate on vortex–fla
interaction time is explained below.

The structures along the centerline of a slow
strained flame (a0 = 2450 m/s2) and a rapidly
strained flame (a0 = 4099 m/s2) just prior to extinc-
tion are compared in Fig. 19. The fuel and oxyg
fluxes (gradients) into the flame zone, the tempera
distributions, and the widths are nearly identical
both flames (Fig. 19a). The mixture-fraction (ξH) dis-
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Fig. 19. Comparison of structures along the centerline
slowly and rapidly strained flames at time of extinctio
(a) Temperature and reactant mole fractions; (b) velocity
mixture fraction.

tributions are also quite similar, as shown in Fig. 1
For all practical purposes, based on the tempera
and species distributions, one might consider th
two flames to be chemically identical. However,
shown in Fig. 19b, their flow structures are qu
different. The rapidly strained flame is subjected
higher velocity gradients (solid line) across the
action zone than the slowly strained flame (brok
line). Since strain rate describes the flow structu
the air-side, fuel-side, and stoichiometric strain ra
are all higher for the former flame. That means t
even though the chemical structures of the two flam
are identical, the strain rates acting on them can
different if the flow structures are different.

In a diffusion flame, fuel and oxygen consumed
the reaction zone enter through convection and di
sion. On the other hand, convective flow also infl
ences the fuel (or oxygen) distribution and, there
modifies the diffusion flux. For example, an increa
in convective flow in thez direction in Fig. 19a brings
more fresh oxygen into the flame zone; this, in tu
increases the oxygen-concentration gradient, e
tually increasing the diffusive flux of oxygen int
the flame zone. When a vortex travels toward
flame surface, it induces convective flow upstre
Fig. 20. Comparison of structures along the centerline at
instants near extinction for a rapidly strained flame. (a) Te
perature and reactant mole fractions; (b) velocity and m
ture fraction.

of the vortex through a pressure wave. Conseque
through diffusion, the fluid in the vortex will be dis
tributed in the region surrounding the vortex. Ho
ever, since diffusion velocities are only on the orde
0.4 m/s (in a 0.8-mm-thick flame), a considerable d
lay will occur between the fluid diffusion and the v
locity imposition—leading to a flow-nonequilibrium
situation. The delay between the imposed velo
and the resulting diffusion was also observed by Eg
fopoulos and Campbell [7] and Takahashi and Ka
[46] in moderately strained flames.

The two flames shown in Fig. 19 are in a flo
nonequilibrium state, with diffusion not yet fully ad
justed to the imposed velocity. As the delay betwe
the diffusion and the imposed velocity increases w
vortex-convection speed, the rapidly strained fla
requires a longer period of time to achieve equi
rium than the slowly strained flame; the result is ide
tical chemical but different flow structures.

To further verify the hypothesis concerning t
flow-nonequilibrium situation in unsteady flames, t
structures along the centerline for the rapidly strain
flame (a0 = 4900 m/s2) at two instants are show
in Fig. 20. While the data represented by solid lin
at t = 4.35 ms are those shown in Fig. 19 for th
flame, those represented by broken lines were
745
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jected to
d based on
Fig. 21. Changes in scalar dissipation rates at stoichiometry in the neighborhood of extinction when flame is sub
slow-, moderate-, and fast-changing strain rates. Scalar dissipation rates are calculated using mixture fractions define
(a) Bilger’s formula [39] and (b) Eq. (1).
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tained 0.05 ms earlier in the double-vortex/flam
interaction process. Although the vortices on the f
and air sides of the flame have moved very near e
other by t = 4.3 ms, the velocity has not change
appreciably during the following 0.05 ms (Fig. 20
of interaction. However, as observed in Fig. 20a,
diffusion layer moved∼0.02 mm toward the peak
temperature location. This movement is consist
with that estimated based on a diffusion velocity
0.4 m/s. The increased fuel and oxygen flux into t
reaction zone cooled the flame (decrease inT ) and
reduced the reactant consumption (increased amo
of fuel and oxygen at the stoichiometric surface).

Since the strain rate computed at a flame lo
tion represents the flow structure at that location
because of the flow nonequilibrium discussed p
viously, an accurate description of the quench
process using strain rate alone is not possible
demonstrated in Figs. 14, 16, 17, and 18. In contr
however, since the scalar dissipation rate (define
Eq. (2)) represents the overall diffusion process,
rate calculated at a flame location could be used
describe the quenching process.

As described previously, Eq. (2) yields differe
forms of the scalar dissipation rate, depending on
mixture-fraction definition used. The sensitivities
the three scalar dissipation rates (obtained base
ξH, ξO, and ξH&O) to the stretching time period o
an unsteady flame are compared by computing th
rates for the three vortex/flame interactions (slo
moderate, and fast) described in Fig. 11. In gene
all of the four scalar-dissipation-rate profiles along
stagnation line during these three vortex/flame in
actions are similar to the ones shown in Figs. 9 and
with two peaks occurring in the flame zone—one n
the stoichiometric location and the other on the f
side of the flame zone. The variations of scalar d
sipation rate at stoichiometry with time during t
three vortex/flame interactions are shown in Fig.
Only scalar dissipation rates obtained with Bilge
mixture fraction (ξH&O) and H-element-based mix
ture fraction (ξH) are shown here (Figs. 21a an
21b, respectively). It should be recalled from Fig
that the stoichiometric location of the Bilger’s mi
ture fraction is nearest to the peak-reactivity locat
(2XH2 = XO2 location), while that of the H-elemen
based mixture fraction is farthest from it. Extinctio
values determined based on the 1130-K criterion
also shown in Fig. 21. It is evident from this fig
ure that the extinction scalar dissipation rates
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different
d circles.
Fig. 22. Variations of the peak scalar dissipation rate with time for double-vortex/flame interactions simulated using
rates of increase in injection velocity. Extinction values based on the 1130-K-temperature criterion are indicated by soli
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tained with ξH&O (Fig. 21a) are more sensitive
the vortex/flame-interaction time than those obtain
with ξH. In fact, based on sensitivity to interactio
time (or vortex speed), the scalar dissipation r
obtained usingξH was least sensitive, followed b
that obtained withξH&O, and, finally, that obtained
with ξO. Because of the lowest sensitivity, the sca
dissipation rate obtained withξH is used for the eval
uation of the scalar dissipation rate for describing
extinction of unsteady flames.

Variations in the maximum value of the sca
dissipation rate and the local value at the stoich
metric surface with time are plotted for each doub
vortex/flame-interaction case in Figs. 22 and 23,
spectively. The respective values at extinction
all of the unsteady flames, determined based on
1130-K criterion, are represented by filled circle
From Figs. 22 and 23, it is apparent that the sc
dissipation ratesχmax andχstoichalso failed to char-
acterize the extinction process in unsteady flam
uniquely, which means that extinction in unstea
flames cannot be predicted using scalar dissipa
rates. However, the variations in extinction valu
with respect to the changes in fluid-injection veloc
seem to be smaller for scalar dissipation rates than
strain rates. The ranges in unsteady extinction va
of various characteristic variables used in the pres
study are shown in Table 1, along with the percent
increases from the respective steady-state limits.
extinction values forχmax in unsteady flames rang
from 1.85 to 2.215 s−1 and are higher only by 4
to 73% than the limit obtained in steady-state flam
(1.28 s−1). Among all of the characterizing variable
χstoichmost nearly represents the unsteady extinc
process, with only a variation of 30 to 53% from t
steady-state limit.

3.10. Unified characterization of extinction in
unsteady flames

The fact that the scalar dissipation rate descri
unsteady flame extinction more closely than the st
rate can be understood by considering the che
cal and flow nonequilibrium processes that deve
in these flames. As the strain rate on the flame
increased, through diffusion, increasingly more re
tants are transported into the reaction zone. At lo
strain rates, the chemical kinetics can consume
of the entering reactants. However, at higher ra
of strain, the chemistry cannot cope with the la
reactant fluxes and, therefore, flame cooling occ
As discussed previously, the strain rate represent
actant fluxes transported into the reaction zone o
in the case of steady-state flames. When flow n
equilibrium occurs, the strain rate does not take i
account the time lag between the diffusion and c
vection processes and, hence, cannot represen
extinction process. Since the scalar dissipation
describes the diffusion process, it is less sensitiv
the flow nonequilibrium that develops in unstea
flames. However, the scalar dissipation rate can
resent the chemical kinetics in the flame zone o
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d using

e

Fig. 23. Variations of the scalar dissipation rate at stoichiometry with time for double-vortex/flame interactions simulate
various rates of increase in injection velocity.

Table 1
Values of various characteristic variables at extinction in unsteady flames

Characteristic Steady-state Values at extinction in unsteady flames

variable extinction limit (s−1) Actual variation (s−1) Percent variation abov
steady-state limit

ka 1410 2610–3195 85–127
kf 1678 3240–4000 93–138
kstoich 2460 5950–7950 142–223
χmax 1.28 1.85–2.215 45–73
χstoich 0.78 1.02–1.193 30–53
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when the diffusion time scale is far greater than
chemical (reaction) time scale—which exists in u
stretched flames where the reactions are limited
the diffusion process. When chemical nonequilibriu
occurs (chemistry-limited situation), the scalar dis
pation rate does not take into account the time lag
tween the diffusion and chemical kinetics and, hen
fails to represent the extinction process. Neverthel
since the scalar-dissipation rate reflects change
diffusion more accurately than the strain rate, the
mer describes the unsteady extinction process m
accurately.

To represent the unsteady-extinction process u
uely, one must consider a variable that takes into
count both the flow- and the chemical-nonequilibriu
processes. Since the strain rate or scalar-dissipa
rate can be used to estimate the former, a para
ter that can be used to estimate the latter is requi
If one assumes that no delay exists between che
cal kinetics and heat-release rate, thendTf /dt (rate
of decrease in flame temperature) represents the
of change in chemical kinetics and, in other wor
the rate of change in the chemical-nonequilibriu
state. Vortices that move more rapidly result in high
dTf /dt values at extinction, and those that mo
more slowly result in lowerdTf /dt values. There-
fore, by defining a variable that is proportional to t
air-side strain rate and inversely proportional to
temperature-decrease rate (dTf /dt ), one can obtain a
universal value for identifying the quenching proce
in unsteady flames.

By considering both the chemical and flow no
equilibrium states of an unsteady flame, a new v
able (σ ) is defined as the ratio of the strain rate to
rate of change in flame temperature as follows:

(3)σ = T∞
ka − ka0

dT /dt
.

f
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Fig. 24. Variations of the new variableσ with time for dou-
ble-vortex/flame interactions simulated using various ra
of increase in injection velocity.

Here,Tf is the flame (peak) temperature, andka0 is
the steady-state air-side extinction strain rate. Va
of σ computed at several instants during various v
tex/flame interactions are plotted in Fig. 24. In ea
case as the vortices issued from the fuel and air s
approach the flame surface,σ decreases with interac
tion time, crosses zero when the instantaneous s
rate reaches the steady-state extinction limit, reac
a minimum value, and then begins to increase.
terestingly, the minimum values ofσ for all of the
double-vortex/flame-interaction cases are the sam
0.39. The striking feature ofσ became evident whe
the extinction condition for each interaction case w
plotted in Fig. 24 (filled circles). The extinction co
ditions coincided with the minima inσ .

The behavior ofσ in Fig. 24 can be interpreted a
follows: (1) the value ofσ at extinction (0.39) is in-
dependent of the interaction time scales, and (2)
extinction condition represents the minima in thet -
vs-σ profile. The first observation suggests that
new variableσ can be used to characterize the exti
tion process in unsteady flames—extinction occ
whenσ = 0.39 in any unsteady flame considered
this study. The second observation suggests tha
tinction in a flame occurs when the behavior ofσ

with respect tot becomes reversed (changing fro
decreasing to increasing). Since no extinction cr
rion was used when plotting variations ofσ with re-
spect tot , the natural development of minima at t
extinction point suggests that the 1130-K-tempera
criterion used in this study for defining the extin
tion state is fairly accurate. Any extinction criterio
based on a flame temperature other than 113
would shift the filled circles in Fig. 24 from the min
ima locations. The values ofσ calculated for the
double-vortex/flame interactions simulated with d
ferent peak-injection velocities (Figs. 13 and 14)
in the range 0.39–0.4. However,σ calculated for the
case of the traveling unsteady flame (Fig. 5) is∼0.3,
suggesting the need to consider flame movemen
the quenching criterion. Interestingly, a variable si
ilar to σ obtained using the scalar dissipation rate
the numerator for representing flow nonequilibriu
failed to predict the extinction process of the unste
flames; in other words, its extinction value depends
the interaction time.

4. Conclusions

Unsteady flames are often studied to gain a b
ter understanding of turbulent-flame structures; s
studies facilitate the development of accurate tur
lence-chemistry interaction models. An experimen
and numerical study has been performed to iden
the time-dependent flame structure that develops
ing an interaction between multiple vortices and
flame surface. A time-dependent model, known
UNICORN, that incorporates 13 species and 74
actions among the constituent species has been
for the simulation of unsteady flames resulting fro
multivortex/flame interactions in opposing-flow h
drogen jet diffusion flames. In the past this mod
has been validated by direct simulation of seve
steady-state and unsteady axisymmetric counter
and coflow jet diffusion flames. Phase-locked exp
iments were conducted, and OH-concentration m
surements were made using the PLIF technique.

A steady-state opposing-flow jet flame was fi
established using the Rolon-burner geometry. S
eral unsteady flames were then obtained by forc
vortices toward the flame surface from both sides
multaneously using injection tubes placed in the f
and air nozzles. When the fuel- and air-side vorti
were of different sizes, the double-vortex/flame int
action yielded a traveling unsteady flame. The co
puted flame-extinction process and the propaga
of flame edge into the fuel-side vortex compared
vorably with the experimental results. To investig
the differences between the steady-state and dyn
extinction processes, stationary unsteady flames w
established by forcing equal-sized vortices from
fuel and air nozzles.

It was found that the air-side strain rate, fuel-s
strain rate, strain rate at stoichiometric location p
scalar dissipation rate, and scalar dissipation rat
stoichiometric location cannot be used to charac
ize the quenching process associated with unste
flames. In general, the extinction values of these v
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ables in unsteady flames are higher than the res
tive ones in steady-state flames, and the differen
increase with vortex speed. Analysis of flame str
tures just prior to extinction revealed that dynam
flames encounter flow and chemical nonequilibriu
environments. The former arises as a result of the t
lag between the diffusion and convection proces
while the latter develops as a result of the time
between the chemical kinetics and diffusion. Sin
strain rates represent neither of these nonequilibr
processes, the values of these characteristic par
ters at flame extinction are found to vary significan
with vortex/flame interaction time. Even though t
scalar dissipation rates represent the flow none
librium accurately, the values of these characteri
parameters at flame extinction also increase with
tex/flame interaction time; however, their variatio
are much smaller than those observed in strain ra
A new variable (σ ) that is proportional to the air
side strain rate and inversely proportional to the r
of change in the flame temperature is proposed
characterize the unsteady extinction process. Duri
double-vortex/flame interaction, it is found thatσ de-
creases with time, reaches a minimum value at ext
tion, and then increases again. All of the station
unsteady flames investigated in the present study w
found to be extinguished when the value ofσ , inde-
pendent of the vortex/flame interaction time, reach
0.39. On the other hand, traveling unsteady flames
pear to be extinguished at a lowerσ value.

Acknowledgments

This work was supported, in part, by the Air For
Office of Scientific Research (Dr. Julian Tishko
Technical Monitor). The experimental setup shown
Fig. 1 was designed and built at the Air Force R
search Laboratory by Drs. P.H. Renard, J.C. Ro
and G.J. Fiechtner under a Joint US–French Col
orative Program. The authors acknowledge Mar
Whitaker for editorial assistance.

References

[1] R.J. Kee, J.A. Miller, G.H. Evans, G. Dixon-Lewis
Proc. Combust. Inst. 22 (1988) 1479–1486.

[2] G. Dixon-Lewis, Proc. Combust. Inst. 23 (1990) 30
324.

[3] H.K. Chelliah, C.K. Law, T. Ueda, M.D. Smooke, F.A
Williams, Proc. Combust. Inst. 23 (1990) 503–510.

[4] H.C. Hottel, W.R. Hawthorne, Proc. Combust. Inst
(1949) 254–266.

[5] W.M. Roquemore, L.-D. Chen, L.P. Goss, W.F. Lyn
in: R. Borghi, S.N.B. Murthy (Eds.), Turbulent Rea
tive Flows, in: Lecture Notes in Engineering, vol. 4
Springer-Verlag, Berlin, 1989, p. 49.
[6] N. Darabiha, Combust. Sci. Technol. 86 (1992) 16
181.

[7] F.N. Egolfopoulos, C.S. Campbell, J. Fluid Mech. 3
(1996) 1–29.

[8] H.G. Im, C.K. Law, J.S. Kim, F.A. Williams, Combus
Flame 100 (1995) 21–30.

[9] T.M. Brown, R.W. Pitz, C.J. Sung, Proc. Combu
Inst. 27 (1998) 703–710.

[10] T. Shamim, A. Atreya, Combust. Flame 121 (2000) 5
74.

[11] T. Shamim, A. Atreya, Combust. Flame 123 (200
241–251.

[12] A.F. Ghoniem, M.C. Soteriou, B.M. Cetegen, O.M
Kino, Proc. Combust. Inst. 24 (1992) 223–230.

[13] F.N. Egolfopoulos, Int. J. Energy Res. 24 (2000) 98
1010.

[14] B. Cuenot, F.N. Egolfopoulos, T. Poinsot, Combu
Theory Modeling 4 (2000) 77–97.

[15] P.H. Paul, H.N. Najm, Proc. Combust. Inst. 27 (199
43–50.

[16] G. Patnaik, K. Kailasanath, Proc. Combust. Inst.
(1998) 711–717.

[17] W.T. Ashurst, Combust. Sci. Technol. 92 (1993) 8
103.

[18] V.S. Santoro, D.C. Kyritsis, A. Linan, A. Gomez, Pro
Combust. Inst. 28 (2000) 2109–2116.

[19] W.L. Roberts, J.F. Driscoll, M.C. Drake, J.W. Ratcliff
Proc. Combust. Inst. 24 (1992) 169–176.

[20] J.C. Rolon, F. Aguerre, S. Candel, Combust. Flame
(1995) 422–429.

[21] P.H. Renard, D. Thevenin, J.C. Rolon, S. Candel, P
Energy Combust. Sci. 26 (2000) 225–282.

[22] D. Tevenin, P.H. Renard, G.J. Fiechtner, J.R. Gord,
Rolon, Proc. Combust. Inst. 28 (2000) 2101–2108.

[23] V.R. Katta, W.M. Roquemore, Proc. Combust. Inst.
(2000) 2055–2062.

[24] V.R. Katta, C.D. Carter, G.J. Fiechtner, W.M. Roqu
more, J.R. Gord, J.C. Rolon, Proc. Combust. Inst.
(1998) 587–594.

[25] K. Yoshida, T. Takagi, Proc. Combust. Inst. 27 (199
685–692.

[26] V.R. Katta, T.R. Meyer, J.R. Gord, W.M. Roquemo
Combust. Flame 132 (2003) 639–651.

[27] T. Poinsot, A. Trouve, D. Veynante, S. Candel, E. E
posito, J. Fluid Mech. 177 (1987) 265.

[28] D. Thevenin, P.H. Renard, J.C. Rolon, S. Candel, P
Combust. Inst. 26 (1996) 1079–1086.

[29] M.D. Smooke, A. Ern, M.A. Tanoff, B.A. Valdati, R.K
Mohammed, D.F. Marran, M.B. Long, Proc. Combu
Inst. 26 (1996) 2161–2168.

[30] V.R. Katta, W.M. Roquemore, AIAA J. 36 (11) (1998
2044–2054.

[31] V.R. Katta, W.M. Roquemore, Calculation of premix
methane–air flame using detailed chemical kinetics
Proceedings of the 1998 Technical Meeting of the C
tral States Section of the Combustion Institute, T
Combustion Institute, Pittsburgh, PA, 1998.

[32] W.M. Roquemore, V.R. Katta, J. Visualization 2 (3/
(2000) 257–272.

[33] M. Frenklach, H. Wang, M. Goldenberg, G.P. Smi
D.M. Golden, C.T. Bowman, R.K. Hanson, W.C. Ga
diner, V. Lissianski, Gas Research Institute Tech
750



V.R. Katta et al. / Combustion and Flame 137 (2004) 198–221 221

te,

h.

A

a,
(3)

ys-
im-
er-

c-
t
4,

8.
.

ics,

rd,

rd,
ac-
,

-

ire

73)

nts
tex
gs
tes
ion

(1)
cal Report No. GRI-95/0058, Gas Research Institu
Chicago, November 1, 1995.

[34] B.P. Leonard, Comput. Methods Appl. Mec
Eng. 19 (1) (1979) 59–98.

[35] V.R. Katta, L.P. Goss, W.M. Roquemore, AIA
J. 32 (1) (1994) 84–94.

[36] F. Grisch, B. Attal-Tretout, P. Bouchardy, V.R. Katt
W.M. Roquemore, J. Nonlinear Opt. Phys. Mater. 5
(1996) 505–526.

[37] J. Warnatz, U. Maas, R.W. Dibble, Combustion, Ph
ical and Chemical Fundamentals, Modeling and S
ulation, Experiments, Pollutant Formation, Spring
Verlag, Heidelberg, 1996, p. 127.

[38] R.W. Bilger, Turbulent flows with nonpremixed rea
tants, in: P.A. Libby, F.A. Williams (Eds.), Turbulen
Reacting Flows, in: Topics in Applied Physics, vol. 4
Springer-Verlag, New York, 1980, p. 65.

[39] R.W. Bilger, Proc. Combust. Inst. 22 (1988) 475–48
[40] E. Gutheil, G. Balakrishnan, F.A. Williams, in: N

Peters, B. Rogg (Eds.), Lecture Notes in Phys
Springer-Verlag, New York, 1993, p. 177.
[41] G.T. Fiechtner, P.H. Renard, C.D. Carter, J.R. Go
J.C. Rolon, J. Visualization 2 (2000) 331–342.

[42] G.T. Fiechtner, C.D. Carter, K.D. Grinstead, J.R. Go
W.M. Roquemore, J.C. Rolon, Flame–vortex inter
tions in a non-premixed H2/N2/air counterflow burner
in: 34th AIAA/ASME/SAE/ASEE Joint Propulsion
Conference & Exhibit, Cleveland, OH, 1998, AIAA 98
3770.

[43] R.S. Sheinson, J.E. Penner-Hahn, D. Indritz, F
Safety J. 15 (1989) 437–450.

[44] A.F. Roberts, B.W. Quince, Combust. Flame 20 (19
245–251.

[45] D.C. Kyritsis, V.S. Santoro, A. Gomez, Measureme
and computations of scalar dissipation rate in vor
perturbed counterflow diffusion flame, in: Proceedin
of the 2001 Technical Meeting of the Eastern Sta
Section of the Combustion Institute, The Combust
Institute, Hilton Head, SC, 2001, pp. 320–323.

[46] F. Takahashi, V.R. Katta, J. Propulsion Power 11
(1995) 170–177.
751



Proceedings of ASME Turbo Expo 2004: 
Power for Land, Sea, and Air 

June 14-17, 2004, Vienna, Austria 

GT2004-54318 

OH PLIF AND SOOT VOLUME FRACTION IMAGING IN THE REACTION ZONE  
OF A LIQUID-FUELED MODEL GAS-TURBINE COMBUSTOR 

 
 

 Terrence R. Meyer, Sukesh Roy, and Sivaram P. Gogineni 
Innovative Scientific Solutions, Inc. 

2766 Indian Ripple Road 
Dayton, OH 45440-3638 

 

 
 Vincent M. Belovich, Edwin Corporan, and James R. Gord 

Air Force Research Laboratory/PRTC 
1790 Loop Road North 

Wright-Patterson Air Force Base, OH 45433 

 

 
 
ABSTRACT 
 Simultaneous measurements of OH planar laser-induced 
fluorescence (PLIF) and laser-induced incandescence (LII) are 
used to characterize the flame structure and soot formation 
process in the reaction zone of a swirl-stabilized, JP-8-fueled 
model gas-turbine combustor. Studies are performed at 
atmospheric pressure with heated inlet air and primary-zone 
equivalence ratios from 0.55 to 1.3. At low equivalence ratios 
(φ < 0.9), large-scale structures entrain rich pockets of fuel and 
air deep into the flame layer; at higher equivalence ratios, these 
pockets grow in size and prominence, escape the OH-oxidation 
zone, and serve as sites for soot inception. Data are used to 
visualize soot development as well as to qualitatively track 
changes in overall soot volume fraction as a function of fuel-air 
ratio and fuel composition. The utility of the OH-PLIF and LII 
measurement system for test rig diagnostics is further 
demonstrated for the study of soot-mitigating additives.  
 
Keywords: Gas-Turbine Combustor, Swirl-Stabilized, Spray 
Flame, Soot Volume Fraction, LII, PLIF. 
 
INTRODUCTION 
 Swirl-stabilized liquid-spray injectors are commonly used 
in gas-turbine engines to achieve compact, stable, and efficient 
combustion. The flowfield in the primary zone of such a spray 
flame is characterized by high shear stresses and turbulent 
intensities that result in vortex breakdown and large-scale 
unsteady motions.1,2 These unsteady motions are known to play 
a key role in the formation of pollutant emissions such as 
carbon monoxide (CO), nitric oxide (NO), and unburned 
hydrocarbons (UHC).3-5 Considerably less is known, however, 
about the mechanisms that lead to soot formation in swirl-
stabilized liquid-fueled combustors. Previous investigations 

have relied on exhaust-gas measurements and parametric 
studies to gain insight into the effects of various input 
conditions on soot loading.6-10 Much of the fundamental 
knowledge concerning soot formation is derived from 
investigations of laminar diffusion flames,11,12 with only a 
limited number of studies having focused on unsteady 
effects.13,14 The importance of considering unsteadiness and 
fluid-flame interactions was demonstrated by Shaddix et al.,14 
who found that a forced methane/air diffusion flame produced a 
four-fold increase in soot volume fraction (as a result of 
increased particle size) as compared with a steady flame having 
the same mean fuel-flow velocity. 
 The goal of the current work is to study soot formation in 
the highly dynamic environment of a swirl-stabilized JP-8-
fueled model combustor. This is accomplished by simultaneous 
imaging of the soot volume fraction and hydroxyl-radical (OH) 
distribution using laser-induced incandescence (LII) and OH 
planar laser-induced fluorescence (PLIF), respectively. 
Residual Mie scattering from large droplets, which appears in 
the OH images but does not preclude signal interpretation, is 
used to a limited extent as a spray diagnostic.  
 The utility of LII for two-dimensional imaging of soot 
volume fraction has been demonstrated in a number of 
investigations15,16 and has been implemented in aircraft engine 
exhaust streams.9,10 Brown et al.17 performed planar LII for 
soot-volume-fraction imaging in the reaction zone of a model 
gas-turbine combustor; their measurements demonstrated LII in 
the primary reaction zone but did not image the turbulent flame 
structure near the exit of the swirl cup. In the current work, we 
extend the work of Brown et al.17 by performing LII at the exit 
of the swirl cup and by the addition of OH PLIF. 
 The use of OH as a flame marker is typical in studies of 
soot formation in diffusion flames because of its close 
correlation with flame temperature.18,19 It has also been 
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employed in a number of investigations of swirl-stabilized 
combustors.20,21 The use of laser-saturated OH LIF for 
quantitative measurements has also been demonstrated,22,23 
although saturation is quite difficult in the case of planar 
measurements. In the current investigation we demonstrate 
semi-quantitative measurements in the recirculation region 
using excitation levels well below saturation. OH-PLIF 
measurements in the liquid-spray region are more qualitative 
because of simultaneous droplet scattering and non-equilibrium 
conditions.  

(a) (b)

 The performance and accuracy of the planar LII and OH-
PLIF systems are characterized in the current work and 
described below. Instantaneous, averaged, and statistical data 
from OH PLIF are then employed to provide insight into the 
turbulent nature of the swirl-stabilized spray flame at various 
equivalence ratios. The physical processes that govern the soot 
formation process are visualized using simultaneous OH PLIF, 
LII, and droplet Mie scattering. Finally, the overall soot volume 
fraction in the primary zone is tracked as a function of fuel 
composition.   

Sampling
ProbeFlame Tube

Exhaust
Nozzle

(c) 

 
Fig. 1. (a) Dual-radial swirl-injector geometry used in the current
study (b) photograph of near-field flame structure, and (c)
photograph of the test rig. 

NOMENCLATURE 
AOH – Rate of spontaneous emission (s-1) 
FB – Boltzmann fraction 
NOH – Number density of OH molecules (m-3) 
QOH – Collisional quenching rate (s-1) 
SOH – relative OH-PLIF signal 
η – fluorescence efficiency  
φ – Equivalence ratio 

 
EXPERIMENTAL SET UP 

 
A.  Swirl-Stabilized Combustor 
 The near-field structure of swirl-stabilized flames is highly 
dependent upon the characteristics of the fuel injector and the 
geometry of the surrounding flame tube. The injector 
configuration shown in Fig. 1 is a generic swirl-cup liquid-fuel 
injector used in ongoing fuel studies at the Atmospheric-
Pressure Combustor-Research Complex of the Air Force 
Research Laboratory’s Propulsion Directorate.24 It employs a 
pressure-swirl atomizer (Delavan model 27710-8) with a 
nominal flow number of 1.6. The 4-cm exit diameter nozzle is 
centrally located in a 15.25 cm x 15.25 cm square cross-section 
dome-type combustor. The spray impinges upon a filming 
surface and is surrounded by dual-radial, counter-swirling-air 
co-flows to entrain the fuel, promote droplet break-up, and 
enhance mixing. The resulting three-dimensional conical flame, 
shown in Fig. 1(b), is composed of several zones including an 
outer droplet-vaporization/preheat region, an inner turbulent 
flame brush region, and a recirculation zone that brings hot 
combustion products upstream along the centerline.25 After 
exiting the primary flame zone, the combustion products are 
allowed to mix thoroughly along the 48-cm long flame tube 
before entering a 43-cm-long, 5.7-cm exit-diameter exhaust 
nozzle that is designed to create a uniform exhaust-gas 
temperature and concentration profile.  
 Changes in overall equivalence ratio from φ = 0.5 to 1.15 
(primary zone equivalence ratio from φ = 0.55 to 1.3) were 
achieved in the current study by varying the pressure drop 
across the fuel-spray nozzle from about 1.5 to 10 atm, which 

resulted in fuel mass flow rates of 1.0 to 2.2 g/s, respectively.  
The fuel flow rate is measured using a Max Machinery 
positive-displacement flow meter with ±0.5% full-scale 
accuracy. The air-flow system consists of three Sierra 5600 
SLPM mass flow controllers with ±1% full-scale accuracy. The 
inlet air is heated to 450 K with a constant flow rate of ~ 0.028 
kg/s. The air-pressure drop across the combustor dome was ~ 
4.8 to 5.2% of the main supply. Most of the air flow enters the 
combustor through the swirl-cup injector, but a small 
percentage enters through aspiration holes along the aft wall. 
No liner air jets are used in the secondary zone; therefore, the 
fuel-air ratio depends almost entirely on the flow rates through 
the injector cup. 
 The combustor is optically accessible via 75-mm-wide 
quartz windows along the top and sides for in-situ laser-based 
diagnostics. In addition, particulate emissions at the exit of the 
exhaust nozzle are characterized using a TSI Model 3022A 
Condensation Nuclei Counter (CNC) to provide a count of 
particles per unit volume (particle number density), and a TSI 
Model 3936 Scanning Mobility Particle Sizer (SMPS) to obtain 
the particle size distribution. Particulate emissions are captured 
and transported to the analytical instruments via an oil-cooled 
probe, which consists of three concentric tubes with three fluid 
passages.  The outermost passage flows recirculating cooling 
oil, which is kept at 150°C for all tests.  The middle annulus 
provides particle-free dry dilution air, and the center passage 
transports the diluted sample to the instruments.  The probe is 
installed facing the flow in the center and near the exit of the 
combustor to help capture a “representative” sample of the 
exhaust and avoid diluting or contaminating with surrounding 
air.  The sample line is heated to 75°C, and the sample is 
diluted at the probe tip to help prevent water condensation and 
particulate loss to the wall due to high wall-sample temperature 
gradients.  Sharp bends in the sample line were avoided to 
reduce particle loss. 
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Fig. 2. Experimental setup for simultaneous OH PLIF and LII in an atmospheric-pressure, swirl-stabilized, liquid fueled, 
model gas-turbine combustor. 

B. OH-PLIF System 
 A review of PLIF fundamentals can be found in Eckbreth 
(1996).26 As shown in the optical set-up in Fig. 2, 50% of the 
laser energy from a frequency-doubled, Q-switched Nd:YAG 
laser (Spectra-Physics Pro290) is used to pump a dye laser 
(Sirah Precision Scan), the output of which is frequency 
doubled to obtain wavelenghts in the (1,0) band of the OH A-X 
system. The dye laser is tuned to the Q1(9) transition at 283.922 
nm (in air), which has less than a ±2.5% variation in the 
ground-level Boltzmann fraction, FB, from 1600 to 2400K. This 
range of temperatures coincides with the equilibrium conditions 
one would expect for JP-8 fuel at equivalence ratios used in this 
study (primary zone φ = 0.55 - 1.3).27 Considering the full 
range of possible temperatures from 1100 to 2400K within 
typical lean and rich flammability limits,28 the Boltzmann 
fraction for this transition varies by up to ±12.5%. The 
maximum laser energy available for OH PLIF was 24 mJ. A 
1.5-m-focal-length spherical plano-convex lens and a −75-mm-
focal-length plano-concave lens are used to form a laser sheet 
that enters the combustor through the top window. The laser-
sheet thickness is 330 µm at full-width-half-max (FWHM) as 
measured by translating a knife-edge across the beam. The 
sheet width is ~ 7 cm, with a 3° full-angle divergence. A near 
top-hat sheet-width profile that drops to zero laser energy 
within about 1 mm is obtained by clipping the wings of the 
laser sheet at the last turning mirror above the combustor.  
 Fluorescence is collected from about 306 to 320 nm via the 
(1,1) and (0,0) bands of OH using an intensified charge-coupled 
device (ICCD) camera (Princeton Instruments PI-MAX SB) 
oriented approximately along the normal to the sheet. Two 1-
mm thick WG295 Schott Glass filters are used in front of the 
camera lens to reduce scattering from droplets at 283.922 nm, 
and a UG11 filter is employed to nearly eliminate flame 
emission, scattering from the LII laser wavelength of 532nm, 
and fluorescence from polycyclic-aromatic-hydrocarbon (PAH) 
compounds. A 105-mm-focal-length f/4.5 UV lens is employed 
to collect the OH fluorescence, and an intensifier gate width of 
20 ns is used to capture the OH signal. Images are typically 
collected with 2x2 binning to obtain adequate resolution 
(512×512) and framing rate (1.4 Hz). The pixel viewing area in 
each 2x2 superpixel is 200×200 µm2.  

 Based on the dimensions of the OH-PLIF laser sheet and 
total laser energy of 24 mJ, it is estimated that the laser 
irradiance of 1.36×107 W/cm2 is two to three orders of 
magnitude lower than the 90-95% saturation level.22,23 The OH-
PLIF signal is, therefore, linearly related to laser-energy 
variations. OH-PLIF signal corrections (typ. ±15%) in the axial 
direction are performed in post-processing based on 
measurements of the laser-sheet profile after each run. Signal 
variation (typ. ±3%) due to the 3° laser-sheet expansion in the 
cross-stream direction is also corrected in post-processing. 
Corrections are not made for laser-energy attenuation due to 
OH absorption and droplet scattering; this leads to signal 
uncertainties of ±10% in the lower region of each image.  The 
effect of this error is substantially reduced in the upper half of 
the combustor where most of the data in this study is extracted. 
Shot-to-shot fluctuations in laser energy add an estimated ±5% 
uncertainty, as determined from data collected in a laminar 
diffusion flame with the same OH-PLIF system.  
 For measurements with low laser irradiance, the effect of 
collisional quenching on fluorescence efficiency must also be 
considered. For a given imaging system and laser irradiance, 
the OH-PLIF signal, SOH, from each pixel volume is 
proportional to the number density of OH, NOH, and the 
fluorescence efficiency, η.26 

OHOH

OH
OHOHOH QA

ANNS
+

=≈ η  (1) 

The fluorescence efficiency is proportional to the rate of 
spontaneous emission, AOH, from molecules in the excited state 
and inversely proportional to the rate at which excited 
molecules are depleted via spontaneous emission and 
collisional quenching, QOH. Collisional quenching is a function 
of the temperature-, pressure-, and species-dependent 
quenching coefficient as well as the number density of the 
species.29 As a result of offsetting effects in the equilibrium 
combustion products of JP-8, the rate of collisional quenching 
is found to be fairly constant for equivalence ratios of less than 
unity. Under rich conditions the conversion of CO to CO2 
decreases substantially and leads to an increase in collisional 
quenching and a decrease in fluorescence efficiency. In regions 
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where equilibrium assumptions are valid, the LIF signal can be 
used along with Eqn. 1 and the Boltzmann fraction, FB, to 
determine the relative OH number density; this will be 
discussed further in the results section. In the liquid-spray 
region where lean and rich pockets of fuel can co-exist, 
qualitative signal interpretation is problematic since the 
fluorescence efficiency could vary by more than ±30% based 
on local conditions. 
 
C. Mie-Scattering  
 Mie scattering was obtained using the same setup as for the 
OH-PLIF system. It was found that two WG295 color-glass 
filters (CVI Laser) and parallel-polarization detection would 
provide optimal OH LIF sensitivity while minimizing the 
likelihood of damaging the ICCD because of intense levels of 
droplet scattering. When tuned off the OH absorption line, as 
shown in Fig. 3(b), the intense, highly localized droplet scatter 
can be distinguished from the large, more uniformly distributed 
OH layers. Large droplet clusters appear primarily near the 
injector exit, and single droplets with trailing flames are often 
observed traveling into the recirculation region, as shown in 
Fig. 3(a). The trailing flames of these droplets do not appear in 
the off-line images nor at higher equivalence ratios and, 
therefore, are not attributable to scattering off of fuel vapor or 
fluorescence from broadband sources such as PAH compounds. 
The droplet-scattering signal intensity is about one order of 
magnitude higher than that of the OH PLIF, but it occurs 
primarily at isolated points. The OH-PLIF signal levels 
(determined from probability density functions) are assigned to 
a false-color table from black to red, while the Mie scattering 
signals are above this range and appear in white. 
 
D.  LII System 
 Some of the first two-dimensional visualizations of soot 
volume fraction using LII were performed by Santoro and co-
workers15 and by Vander Wal and Weiland.16 The effects of 
various parameters such as laser fluence, laser-sheet profile, 
detection wavelength, camera gate width, and camera gate 
delay have been explored in a number of follow-up 
investigations.30-32 A list of reviews on the subject is provided 
by Urban and Faeth.12 The LII optical layout employed in the 
current study is shown schematically in Fig. 2, where 50% of 
the energy from a frequency-doubled Nd:YAG is formed into a 
sheet using a 2-m plano-convex spherical lens and a -50-mm 
plano-concave cylindrical lens. The FWHM thickness of the 

laser sheet is about 700 µm within the measurement volume, as 
measured by traversing a knife-edge across the sheet. As is the 
case for the OH LIF laser sheet, the long 2-m-focal-length lens 
is used to minimize variations in laser-sheet thickness within 
the measured region. The sheet width is ~ 14 cm, with a full 
angle divergence of 6° within the test section. An overall tilt of 
5° is used to overlap the LII and PLIF laser sheets. The wings 
of the LII sheet are clipped prior to the last turning mirror to 
generate a near top-hat profile that drops to zero laser energy 
within about 2 mm. To reduce systematic errors due to intensity 
variations in the laser sheet and due to laser extinction in the 
measurement volume, the LII system is operated in the 
saturated regime, measured in the current system to be above 
200 mJ/cm2. This saturation regime, found at similar fluence 
levels in the literature,30,32 reduces the uncertainty in the 
relative soot volume fraction measurements to about ±10% for 
the full width of the laser sheet. 

(a) (b) 

Fig. 3. Raw signal from (a) OH PLIF and droplet Mie scattering
while on Q1(9) line of (1,0) band in A-X system and (b) droplet
Mie scattering while off the OH line. Overall φ = 0.7. 

 The LII signal is detected using a 1024×1024 ICCD 
camera (Princeton Instruments PI-MAX SB-MG) and an f/1.2, 
58-mm-focal-length glass lens. After 4x4 pixel binning, the 
measurement resolution is about 575×575 µm2. A 500 nm 
short-pass filter (CVI Laser) is used for detection from 415 to 
500 nm, which reduces contributions from nascent soot 
particles, OH fluorescence/chemiluminescence, and red-shifted 
fluorescence from PAH compounds. The relatively short-lived 
PAH fluorescence is also minimized by employing a time-
delayed detection scheme. Scattering from the 532-nm laser 
source is eliminated through the use of a 532-nm zero-degree 
reflective mirror in addition to the 500-nm short-pass filter and 
delayed detection. Light leakage from flame luminosity while 
the ICCD intensifier is gated off is minimized through the use 
of a 25-ms-gate Uniblitz shutter. During post-processing the 
residual background signal from flame luminosity is subtracted 
from each image. A color scale is chosen with a minimum 
value corresponding to 5% above the background and a 
maximum value of 100% of the peak in each image. 
 To optimize the timing of LII detection, data were 
collected in the swirl-stabilized flame for a number of camera-
intensifier-gate delays and widths. A camera delay of 20 ns 
after the laser pulse was found to reduce laser scatter to nearly 
the background level while maintaining LII signal-to-noise 
ratios greater than 20:1. The LII signal decayed quickly within 
the first 200 ns after the laser pulse. The long decay in signal 
after 200 ns is dominated by larger, slow-cooling particles. 
Using a gate width of 50 ns, errors due to particle size effects 
are estimated to be on the order of 5-10%.30   
 
E.  Combined LIF/LII System 
 The OH-PLIF and LII cameras are synchronized using an 
external delay generator driven by the advanced Q-switch TTL 
output of the Nd:YAG laser. The precise camera delay required 
to capture each image is imposed using an onboard timing 
generator in each ICCD controller. The laser pulses are 
coincident to within several nanoseconds so that no fluid 
movement occurs between LIF and LII detection. Because of 
spatial constraints within the test cell, both cameras are 
positioned on the same side of the combustor at slight 3.5° 
angles to overlap the two imaged regions. The PLIF image area 
overlaps the left half of the LII image nearest the injector cup in 
order to minimize off-axis defocusing. After camera alignment, 
registration images are collected for use in post-processing.   
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RESULTS AND DISCUSSION 
 (a)

0.05 1.0
Relative
OH PLIF

AA.  Average and Instantaneous Flame Structure 
 The average and instantaneous OH distributions at overall 
equivalence ratios (φ) ranging from 0.5 to 1.15 are shown in 
Figs. 4(a) to 4(f). All images are background subtracted and 
corrected for laser-sheet intensity variations and laser-sheet 
divergence. The effect of laser attenuation is evident in the 
lower flame region, with signal levels that are 10% less than the 
upper flame region. The false color scale is common for all 
images and varies from 5% to 100% of the maximum OH 
signal as determined by probability density functions at φ = 0.5. 

(b)

 Two main features of the flame structure become apparent 
when analyzing the series of images in Fig. 4. The first is that 
the flame structure evolves from a single- to multi-layer 
reaction zone. The second is the prominent role that turbulence 
plays in determining this structure.  
 A classical five-zone description of pressure-jet hollow-
cone spray combustion33 consists of a dense spray, primary 
flame zone, rich-premix zone, rich secondary combustion zone, 
and a recirculation zone. The dense spray region in the near 
field is dominated by fuel vapor and cannot support 
combustion. The primary zone is formed by the combustion of 
fuel vapor from small droplets. A rich-premix zone is then 
formed along the spray direction due to evaporation of larger 
droplets. This is followed by rich combustion and product 
recirculation. 
 For the current injector geometry, the primary reaction 
zone is highly perturbed by large-scale structures that entrain 
reactants across the entire width of the flame layer, as shown in 
the instantaneous image of Fig. 4(a). At higher overall φ, these 
turbulent motions become more prominent and the primary 
flame zone, labeled in Fig. 4(c), becomes more intermittent. 
Also, an intermittent rich-premix region is formed along the 
inner cone of the spray, as labeled in Fig. 4(c). This region 
comes into direct contact with the recirculation zone and reacts 
with any available oxygen, thereby establishing a secondary 
flame zone as labeled in Fig. 4(c). At overall φ = 0.5, the 
primary and secondary reaction zones are essentially merged, 
and a gradual separation in the flame layers takes place at 
higher equivalence ratios. This phenomenon is most visible in 
the lower half of the average image in Fig. 4(d), where the 
primary and secondary reaction zones are completely separated 
by the rich-premix zone. Since the air-flow rate is held constant 
for all test conditions in this study, these dynamics may be 
attributable to the behavior of the liquid spray as the injection 
pressure is increased, as well as to changes in local equivalence 
ratio. Experiments and computations based on gaseous-fuel 
injection, therefore, may not capture this behavior.  
` To further elucidate the role of intermittency and the 
character of the rich-premix region, it is useful to present 
probability density functions (PDFs) of the OH-PLIF signal. 
PDFs are mathematically defined as histograms with areas 
normalized to unity. They are helpful in highly intermittent 
flames for which the ensemble average does not accurately 
represent the instantaneous field. For example, they can be used 
to detect whether an increase in OH signal results from an 
increase in OH within large-scale structures or from an increase 
in their frequency of occurrence. They can also be used to 
discriminate against Mie scattering, which occurs with much 
higher camera counts than the OH PLIF. 

Fig. 4. 200-shot average (left) and instantaneous (right) OH-PLIF
images at overall φ of (a) 0.5, (b) 0.6, (c) 0.7, (d) 0.8, (e) 1.0, and (f)
1.15. False-color scale from 5% to 100% of the peak average
(4100) and instantaneous (5250) counts at φ = 0.5. 
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 Figures 5(a) and 5(b) show PDF data for overall φ = 0.5 
and 0.7, respectively, across the upper flame zone just above 
the dense spray, as shown in Fig. 4. Each profile in Fig. 5 
represents a different downstream position, as noted in the 
legend. At each point, signals from 0 to 6000 counts from 200 
images are tabulated into bins of 200 counts. The contribution 
from droplet scattering, which typically occurs with tens of 
thousands of counts per pixel, is not significant at these 
locations since the PDFs drop to zero by 5000-6000 counts. 
 The PDF profiles for overall φ = 0.5 in Fig. 5(a) change 
significantly from 12 - 34.8 mm because of changes in large-
scale structure dynamics across the flame. The PDFs at 12 and 

19.6 mm are bimodal in character, with the low-signal peak 
representing cases when the measurement point is outside of a 
flame structure and the high-signal peak representing cases 
when the measurement point is within a flame structure. As one 
crosses the center of the flame layer, the PDFs are increasingly 
weighted toward the high-signal peak such that the low signal 
peak is almost not visible at 27.2 mm. Note that both the low 
and high signal peaks remain “stationary” from 12 mm to 27.2 
mm, indicating that the fluid composition within the large 
scale-structures is nearly constant in this region. Beyond this 
point, the PDFs take on a “marching” character. Specifically, 
the PDF profiles are shifting to lower signal levels. This 
indicates that the influence of large-scale entrainment of 
unburned reactant is reduced in this region. Strikingly similar 
behavior is found in the PDFs of non-reacting turbulent jets, 
with stationary PDFs in regions dominated by large-scale 
structures and marching PDFs in regions dominated by gradient 
mixing.34,35  
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 The PDF profiles for the upper flame at overall φ = 0.7 
follow the same trends as for those at overall φ = 0.5. This is 
evident in Fig. 5(b) in which the PDFs from x = 12 – 27.2 mm 
are weighted more and more to the high-signal peak. The PDFs 
for the lower flame in Fig. 5(c), however, mark the emergence 
of the rich-premix zone at 27.2 mm. Rather than shifting to the 
high-signal peak, the PDF profile at this location shifts back to 
the low signal peak and is similar to the profile shown at 12 
mm. This indicates that the rich-premix region between the 
primary and secondary zones is similar in in terms of large-
scale structure dynamics to the unburned reactant layer along 
the outer cone of the spray flame.  
 
B.  Soot Formation Process 

While understanding the average and instantaneous flame 
structure is important for the purpose of validating turbulent 
models of gas turbine combustion, another main goal of the 
current analysis is to determine how soot is formed in swirl-
stabilized liquid-spray flames. In particular, it is of interest to 
determine the location of soot inception, how it evolves, and 
the dynamic behavior that controls the rate of soot production. 
Based on the results reported by Shaddix et al.14 in forced 
flames, it is likely that the turbulent flow structure reported in 
the previous section will have a significant impact on soot 
production.  

Figures 6(a) – 6(c) show simultaneous images of OH PLIF 
and soot volume fraction from LII at overall φ = 0.8, 1.0, and 
1.15. The OH-PLIF images have the same false color scale 
shown in Fig. 4, while the LII signal is plotted using color 
contours defined by a reverse color scale shown in Fig. 6. 
Analysis of these images reveals an inverse correlation between 
soot volume fraction and OH-PLIF signal. An exception is in 
the dense spray region where low levels of LII interference are 
detected due to residual droplet scattering. Increasing the time 
delay for LII detection reduces this scatter but also significantly 
reduces the detection of soot incandescence. Instead it is 
sufficient to note that most of the LII signal is detected in 
regions that are free of droplet Mie scattering (as detected with 
the OH-PLIF camera) and is attributable to the presence of 
soot. The LII signal is also not likely to come from PAH 
fluorescence, which would appear more consistently and have 
peak signals near the spray region. Background images 
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Fig. 5. Probability density functions of OH PLIF at (a) Line A, (b)
Line B, and (c) Line C as marked in Fig. 4.  
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collected without the laser sheet show that the contribution 
from nascent soot incandescence is less than 5%.   

For all flow conditions studied here, soot is most often 
generated along the inner cone of the flame. Not unexpectedly, 
this corresponds to the intermittent rich-premix zone discussed 
in the previous section. This is particularly evident in Fig. 6(a), 
where soot is shown propagating out of this region and into the 
recirculation zone. It is interesting to note that soot is seldom 
observed within intermittent regions of low OH signal in the 
primary zone. This is not surprising since there are likely to be 
higher levels of oxygen and OH available for soot oxidation in 
this region.  
 From observation of simultaneous OH-PLIF and LII data, 
as shown in Fig. 6, it is evident that the rate of soot production 
increases significantly with overall equivalence ratio. The 
mechanisms for this increased production can now be assessed 
given knowledge of how the soot is formed and how it evolves. 
As noted in the previous discussion, large-scale turbulent 
motions increase the prominence of the rich-premix zones as 
the injection pressure is increased. In addition, the secondary 
reaction zone is weakened as the equivalence ratio in the 

recirculation zone increases. Even at lower overall equivalence 
ratios, intermittency can result in locally rich regions within the 
recirculation zone, particularly in the lower spray region of the 
current set up. In the lower flame of Fig. 6(a), for example, 
there is very little in the way of a secondary reaction zone. In 
Fig. 4(d), large droplets are shown entering the recirculation 
zone with burning wakes in the upper half while droplets 
entering the recirculation zone in the lower half do not. Locally 
rich conditions allow soot produced in the rich-premix zone to 
escape the flame layer and undergo a much slower oxidation 
process.   

(a) 

LIF 

LII 

(b) 
The sensitivity of the rate of soot production to the local 

flame structure is illustrated serendipitously in the current work 
by the asymmetry in the upper and lower halves of the spray 
flame. As noted earlier, the rich-premix region is much more 
prominent in frequency and spatial extent in the lower spray 
region. In fact, soot production takes place almost exclusively 
in the lower half of the combustor for all equivalence ratios, as 
shown in Fig. 6. This asymmetry, which could result from 
misalignment of the injector nozzle, is also detected in time-
averaged images of flame emission and is not due to 
uncertainties in the current measurement system.  
 
C. Applications 

The combined use of planar LII and OH PLIF has been 
shown in the previous discussion to provide valuable physical 
insight into soot formation in the current flame environment. It 
is also of interest to determine whether the simultaneous OH-
PLIF and LII diagnostic can be useful for tracking changes in 
flame composition and soot production with various combustor 
inlet conditions – namely, equivalence ratio and fuel 
composition. In studies of soot mitigating additives, for 
example, it is important to determine whether changes in soot 
production result from changes in the chemical or physical 
properties of the fuel.  

Figures. 7 and 8 demonstrate the ability of the OH-PLIF 
and LII systems to track local equivalence ratio and soot 
production, respectively. Using a region in the recirculation 
zone that is free of droplet scatter, the time- and spatially 
averaged OH-PLIF signal is computed with respect to 
equivalence ratio. This provides a calibration for JP-8 that can 
be used to qualitatively track changes in equivalence ratio. Fig. 
7 is not plotted versus overall equivalence ratio, but with 
respect to an equilibrium calculation27 for JP-8 fuel. The 
validity of equilibrium assumptions in this region have been 
proposed in previous investigations of can-type gas turbine 
combustors.3,4 The temperatures and species concentrations 
from this equilibrium calculation were then used to calculate 
the effect of LIF efficiency and Boltzmann fraction on OH-
PLIF signals. Encouragingly, the fit to the equilibrium 
calculation is quite good, even under rich conditions for which 
quenching corrections are most uncertain. 
 The fit of OH-PLIF signals to equilibrium calculations, 
shown in Fig. 7, indicates that the local equivalence ratio is 
13.5% higher than the overall equivalence ratio. In other words, 
stoichiometric conditions in the recirculation zone are expected 
for overall equivalence ratios of φ = 0.88. This is not surprising 
since images collected at these equivalence ratios show a 
transition from burning to non-burning wakes behind droplets 
that enter the recirculation zone. Differences in local and 
overall equivalence ratio may be partially due to air from the 

(c) 

0.05 1.0 
Relative 

LII 

Fig. 6. Overlay of OH-PLIF and LII images at overall φ of
(a) 0.8, (b) 1.0, and (c) 1.15. OH-PLIF false-color map same
as for Fig. 4. LII shown in false-color contours from 5% to
100% of the peak signal in each image. 
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Fig. 8 Effect of overall φ on normalized soot volume
fraction. LII measurements using a camera gate of 50 ns
are fit with an exponential function. Data from sampling
probe acquired at exit of exhaust nozzle. 

aspiration holes of the aft wall escaping the primary flame zone 
or due to incomplete mixing in the primary flame-recirculation 
region. 
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In Fig. 8, the temporally and spatially averaged relative 
soot volume fraction is plotted as a function of overall 
equivalence ratio for the current spray flame. The LII data show 
an exponential rise in soot volume fraction with equivalence 
ratio. The sampling probe displays a threshold effect at about φ 
= 1.0, below which soot in the exhaust is effectively oxidized 
due to long residence times and the presence of excess air. In 
the primary zone of the combustor, there is less time to oxidize 
the soot. In addition, the primary zone is locally higher in 
equivalence ratio than in the exhaust. 
 Fig. 8 also shows the results of an LII experiment 
performed with a longer gate width of 200ns as opposed to 
50ns. This was performed to assess the sensitivity of the data to 
particle-size effects -- a bias toward higher particle sizes would 
be expected for the longer gate duration of 200 ns. Because of 
normalization, this bias appears as a slight decrease in signal at 
lower equivalence ratios for which particle sizes are expected to 
be smaller. The effect appears to be minimal, indicating that 
detection with a 50 ns gate is also free of particle-size effects. 

Fig. 9. Effect of methyl acetate (C H O ) addition to JP-8
fuel on LII and OH-PLIF si

3 6 2
gnals in primary flame zone of

swirl-stabilized combustor. Signals averaged for 100 shots.

 Since the dependence of soot on equivalence ratio is 
exponential, slight changes in equivalence ratio could easily be 
mistaken for changes in soot particle counts in the exhaust 
stream. This highlights the importance of tracking equivalence 
ratio while performing studies of soot-mitigating additives. An 
example is shown in Fig. 9 where methyl acetate is added to the 
fuel during a test. Note the large decrease in soot volume 
fraction during methyl-acetate addition, as measured by LII; 
this corresponded to a large decrease in particle counts from the 
sampling probe. Note also the increase in OH-PLIF signal; 
according to the results of Fig. 7, this indicates that the fuel 
mixture which initially had an overall φ = 1.05 (local φ = 1.19) 
is becoming leaner.  A certain ambiguity exists, however, 
because the final equivalence ratio could lie on either side of 
the peak OH signal. Using the exponential fit to the data in Fig. 
8, however, the change in LII signal corresponds to an 

equivalence ratio that is slightly on the rich side of the OH 
peak. An overall equivalence-ratio decrease of 0.123 due to 
methyl-acetate addition is measured to within 1% for both the 
OH-PLIF and LII data, and to within 10% of flow calculations. 
The agreement between OH-PLIF and LII data indicates that 
methyl acetate in the current work did not have an effect on 
soot production, except for its effect on equivalence ratio. One 
can envision, therefore, the use of a combined LIF and LII 
system to track the performance of soot-mitigating additives 
without uncertainties in equivalence ratio.  
 
SUMMARY 

A simultaneous OH-PLIF and planar LII system was 
developed, tested, and demonstrated in a JP-8-fueled, liquid-
spray swirl-stabilized combustor. These combined diagnostics 
provide phenomenological evidence of soot-formation 

 8 Copyright © 2004 by ASME 
759



mechanisms in this highly turbulent environment by mapping 
the instantaneous flame zone and soot volume fraction.  

It was found that large-scale structures play a key role in 
the soot formation process. Intermittent regions of rich 
premixed regions of fuel and air develop between the primary 
flame layer and recirculation zone that serve as sites for soot 
inception. The rate of soot production is dependent upon the 
frequency and spatial extent of these regions; the rate of soot 
oxidation is dependent upon the presence of a secondary 
reaction zone as well as the availability of oxygen and OH in 
this zone. Hence, the overall soot volume fraction may be 
highly sensitive to the dynamics of the injection process as well 
as to the local, unsteady equivalence ratio. Experimental and 
numerical studies in gaseous combustors may not capture these 
dynamics properly.  

The utility of the OH-PLIF and LII system was also 
demonstrated for studies of soot formation with fuel-mitigating 
additives. OH PLIF is used to assess changes in flame structure 
and to track qualitative changes in local equivalence ratio. LII 
is used to track the time- and spatially averaged soot volume 
fraction.  

The use of these combined diagnostics provides unique 
information on the soot formation process in highly turbulent 
two-phase flows and represents a unique application to 
practical combustors. To permit more definitive conclusions 
concerning the initiation of soot formation, future effort will 
include the use of double-pulse laser operation to image soot 
evolution.  
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Abstract

Single-shot, dual-pump coherent anti-Stokes Raman scattering (CARS) measurements of N2 and CO2 were
performed in the exhaust stream of a swirl-stabilized JP-8-fueled combustor under sooting conditions. The com
bustor is designed to study particulate formation and particle-size distributions for different flame conditio
therefore is operated at near-stoichiometric overall fuel–air ratios. Various jet fuels and additive concen
were studied. These conditions pose a significant challenge for temperature measurements using sta2
CARS due to strong flame emission and absorption of the CARS signal by the C2 Swan band. With the dua
pump CARS technique employed in this study, the N2 CARS signal is generated at a wavelength (496 nm)
is not absorbed by C2, and concentration measurements of CO2 can be performed. The standard deviations
the single-shot temperature measurements were approximately 3–4% of the mean values for equivalen
ranging from 0.4 to 1.1, whereas those of the single-shot CO2 concentration measurements were between 9
20% of the mean values. Previous single-shot temperature and CO2 concentration measurements using dual-pu
CARS in this liquid-fueled combustor were limited to an equivalence ratio of 0.45, with standard deviati
temperature of about 5–6% of the mean value of 1143 K (Lucht et al., AIAA J. 41 (4) (2003) 679–686
current study demonstrates a significant improvement in the applicability of single-shot CARS temperat
CO2 concentration measurements topractical, swirl-stabilized combustors under sooting conditions.
 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

Keywords: Coherent anti-Stokes Raman scattering; Liquid-fueled combustor; Sooting flames; Temperature measurements
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1. Introduction

Coherent anti-Stokes Raman scattering (CAR
spectroscopy has been widely used for measuring
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temperature and concentration of major species in
acting flows[1]. Measurements have also been p
formed using CARS to determine the temperature
practical combustors and internal-combustion eng
[2–8]. Measurements of temperature using N2 CARS
in practical combustors have the advantage that2
is present almost everywhere at high concentrati
e. Published by Elsevier Inc. All rights reserved.
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However, applying the N2 CARS technique to the
measurement of temperature in practical combus
is always challenging, mainly due to the followin
(1) interference from highly luminous environmen
(2) steering of the laser beams due to density gr
ents, and (3) absorption of the CARS signal by
strong C2 Swan bands[1,9]. Interference from flame
luminosity can be minimized using either a mecha
ical shutter in front of the spectrometer[10] or an
interline-transfer charge-coupled-device (CCD) ca
era for data acquisition[11]. In practical combus
tors with highly sooting environments, the effect
beam steering can be greatly reduced by arran
the CARS beams in a collinear fashion rather than
a folded BOXCARS geometry[1]. The absorption of
the CARS signal by the strong C2 Swan band can b
avoided by shifting the CARS signal generation to
different wavelength region.

Dual-pump CARS, first proposed by Lucht[12],
allows one to shift the N2 CARS signal output away
from 473 nm by shifting one of the pump freque
cies away from 532 nm. This technique also allo
simultaneous concentration measurements of a
ond species, such as O2, CO2, H2, or CO, in addition
to the temperature measurements. The waveleng
the second pump beam is selected so that the C
spectra for the two species under study are obse
at nearly the same frequency, enabling detection w
a single spectrometer and CCD camera and elimi
ing systematic errors due to the wavelength dep
dence of the detection-system efficiency. The du
pump CARS technique has been applied to the sim
taneous measurement of N2–O2 [12,13], N2–H2 [14],
N2–CH4 [15], and N2–CO2 [16].

The dual-pump CARS technique was applied
Lucht et al.[17] in the exhaust stream of a practic
combustor to measure temperature and CO2 concen-
tration from a single laser shot. However, those m
surements were limited to an overall equivalence r
(φ) of less than 0.5. Several other CARS techniqu
such as triple-pump CARS[18], dual-broadband ro
tational CARS[19–21], and simultaneous vibrationa
and rotational CARS[22–25], have also been used fo
temperature and multiple-species concentration m
surements.

The current N2–CO2 dual-pump CARS system
exhibited excellent accuracy for single-shot temp
ature and CO2 concentration measurements in
atmospheric-pressure, near-adiabatic hydrogen
flame seeded with CO2 and stabilized on a Hencke
burner[18]. The standard deviations of the measu
single-shot temperatures and the CO2 concentrations
in this calibration flame were approximately 2.3 a
6% of the mean values, respectively, for a wide ra
of equivalence ratios (φ = 0.25 toφ = 1.2). The ob-
jectives of this investigation were to use the sa
system as in Ref.[18] to perform single-shot tem
perature and CO2 concentration measurements in t
exhaust stream of a liquid-fueled practical combus
under sooting conditions. Measurements were
formed for a number of different jet fuels and additi
concentrations over a wide range of equivalence ra
(φ = 0.4 to φ = 1.1). These measurements are us
to provide benchmark temperature and CO2 statisti-
cal distributions in the exit plane of the combus
and to evaluate the effects of particulate-mitigat
additives on flame chemistry. These measurem
are also used to assess the viability of future du
pump CARS measurements in the reaction zone o
combustor under sooting conditions. These data c
plement laser-induced incandescence (LII) and pla
laser-induced fluorescence (PLIF) measurement
soot volume fraction and OH-radical concentratio
respectively, which are ongoing in the current co
bustor.

2. Experimental setup

2.1. Atmospheric-pressure, swirl-stabilized
combustor

The planar sector rig, shown inFig. 1a, is used in
the Atmospheric-Pressure Combustor Research C
plex of the U.S. Air Force Research Laboratory
study the performance characteristics of model g
turbine-engine combustors. In addition to conve
tional temperature and sampling probes, it has o
cal access on three sides for in situ laser-based d
nostics. The air-flow system consists of three Sie
5600 SLPM mass-flow controllers with±1% full-
scale accuracy and is capable of supplying up
14,200 SLPM of heated air at 530 K. In this inve
tigation air to the combustor was heated to 450
and the flow rate was held constant at approxima
0.0283 kg/s. The air-pressure drop across the co
bustor dome was approximately 5% of the main s
ply. The fuel system is capable of supplying bo
liquid and gaseous fuels and is configured for
current effort to study the performance characte
tics of jet-fuel variants and particulate-mitigating a
ditives using a single swirl-cup injector similar to
General Electric CFM56. The fuel flow rate is me
sured using a Max Machinery positive-displacem
flow meter with±0.5% full-scale accuracy. Change
in equivalence ratio from 0.4 to 1.1 are achiev
by varying the pressure drop across the fuel-sp
nozzle from 0.9 to 8.2 atm, resulting in fuel mas
flow rates of 0.8 to 2.1 g/s. The injector and the
(15.25× 15.25)-cm cross-section flame tube are d
signed to simulate the swirl-stabilized flame stru
ture and residence time of a conventional gas-turb
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icu-
d
tor
(a) (b)

Fig. 1. (a) Illustration of the atmospheric-pressure, swirl-stabilized combustor used for studies of jet-fuel variants and part
late-mitigating additives. The dual-pump CARS probe volume for measurements of temperature and CO2 concentration is place
at the exit plane of the exhaust nozzle just upstream of the particle-sampling probe. (b) Schematic diagram of the swirl-injec
geometry used in this study.
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engine combustor. A schematic diagram of the sw
injector used in this study is shown inFig. 1b. The
swirl-cup liquid-fueled injector used in the curre
study employs pressure atomization and dual-ra
counter-swirling-air co-flows to entrain the fuel, pr
mote droplet break-up, and enhance mixing. After
iting the primary flame zone, the combustion produ
are allowed to mix thoroughly along the 48-cm-lo
flame tube before entering a 43-cm long, 5.7-cm e
diameter exhaust nozzle designed to create a unif
exhaust-gas temperature and concentration profil

The performance characteristics of three jet-f
variants were studied, including JP-8, JP-8X45, an
semi-synthetic jet fuel. Each has a different hydrog
to-carbon ratio and aromatic content, as discus
further below. In addition, data were collected f
various additive candidates consisting of organoph
phates, organometallics,and other compounds use
for particulate mitigation. A particle-sampling prob
was placed at the exit of the convergent exhaust n
zle to extract and transport the sample to the part
lates instrumentation for measuring the number d
sity, mass, and size distribution of soot compoun
simultaneously with the CARS temperature and c
centration data.

In Fig. 1aflow is from left to right, and the injecto
swirl cup can be seen in the back wall of the comb
tor. Chemiluminescence from CH (light blue) appe
near the cup, along with soot luminescence (light re
The dual-pump CARS measurement volume, defi
by the focal point and laser-beam crossing locati
was placed at the center of the exhaust-nozzle
plane, just upstream of the particle-sampling pro
At higher equivalence ratios (>0.7), thermal loading
from flame radiation becomes significant, and it
necessary to thermally isolate the CARS optics
detection system. Failure to do so results in prog
sive deterioration of the CARS signal-to-noise rat
After final beam-alignment procedures and therm
isolation, dual-pump CARS data were typically c
lected for several hours with minimal adjustments
the optical system.

2.2. Dual-pump CARS system

The experimental schematic and energy-level
agrams of the dual-pump CARS system for the
multaneous detection of N2 and CO2 molecules are
shown inFigs. 2a and 2b, respectively. An injection
seeded Nd:YAG laser (Spectra Physics Pro 290
used to pump a narrowband dye laser and a broad
dye laser while also providing a 532-nm CARS pum
beam. The repetition rate of the Nd:YAG laser
10 Hz with a pulse width (FWHM) of approximate
10 ns. The frequency spectrum is single-longitudin
mode due to injection seeding, and the linewi
(FWHM) of the 532-nm output is 0.001 cm−1. The
frequency spectrum of the broadband dye laser
serves as the Stokes beam for each of the gene
CARS signals is centered at approximately 608
with an approximate bandwidth of 200 cm−1. The
narrowband dye laser provides laser radiation at
proximately 560 nm. The bandwidth of the narro
band dye laser beam is∼0.06 cm−1. The combi-
nation of the 532-nm pump beam with the 607-n
Stokes beam produces rovibrational N2 Raman po-
larization that coherently scatters the 560-nm pu
beam, yielding an N2 CARS signal near 496 nm
At the same time, the 560-nm pump beam and
607-nm Stokes beam produce CO2 Raman polariza
tion that scatters the 532-nm pump beam, yieldin
CO2 CARS signal that also appears near 496 nm.
narrowband dye laser is tuned slightly to spectra
separate the N2 and CO2 CARS signals. The energ
in each pump beam at the CARS probe volume
approximately 25 mJ, and the energy in the Sto
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e concen-
(a) (b)

Fig. 2. (a) Schematic diagram of the dual-pump CARS system for the simultaneous measurement of temperature and th
trations of N2 and CO2 at the exhaust stream of a liquid-fueled combustor. (b) Energy-level diagram for the N2–CO2 dual-pump
CARS system.
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Fig. 3. Typical nonresonant spectrum for the CARS se
The spectrum was acquired by placing the CARS probe
ume within an open argon flow tube. The spectrum sho
above was averaged over 200 laser shots.

beam is approximately 15 mJ. The pump and Sto
beams are arranged in a folded BOXCARS geo
etry. The laser beams are focused and recollima
using 500-mm focal-length lenses. The estimated s
tial resolution of the measurements is∼30 µm normal
to the beam direction and∼1.5 mm in the phase
matching direction.

The CARS signals are dispersed by a 1.0
spectrometer (SPEX 1000M) equipped with a 24
groove/mm grating. An Andor back-illuminated, un
intensified CCD camera (Model DU 440BU) with
(2000× 512)-pixel array is used to acquire the CAR
signals. The spectral dispersion of the CARS s
nals is 0.17 cm−1/pixel, and the resolution of th
CARS detection system is approximately 0.54 cm−1.
Fig. 4. Single-shot N2–CO2 dual-pump CARS spectrum ac
quired in the exhaust stream of a JP-8-fueled combusto
an equivalence ratio of 0.6. The solid line represents
experimental spectrum, and the dotted line represents
theoretical spectrum calculated using the Sandia CAR
code.

The resolution of the CARS system was evaluated
fitting the experimental CARS spectrum from roo
air with that of a theoretical one using the San
CARSFT code[26].

The CARS spectra are normalized using a non
onant spectrum to account for the effects of spec
variations in dye power[1]. The nonresonant spec
trum is recorded by placing the beam-overlap reg
within an open argon flow tube. A typical nonres
nant spectrum for the current setup is shown inFig. 3.
The dye-laser spectrum is very stable over the co
of the experiment; the nonresonant spectra acqu
on different days are essentially identical.
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ed over
Fig. 5. N2–CO2 dual-pump CARS spectra for three jet fuels for an equivalence ratio of 0.7. Each spectrum was averag
100 laser shots.
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3. Results and discussion

Temperature and CO2 concentration measure
ments were performed in the exhaust stream of
swirl-stabilized liquid-fueled combustor (seeFig. 1)
over a wide range of equivalence ratios for the th
jet fuels using N2–CO2 dual-pump CARS spec
troscopy. This CARS system exhibited excellent
curacy, as determined from temperature and CO2 con-
centration measurements in a calibrated flame[18].
The calibrated flame was a laminar, premixed ne
adiabatic hydrogen–air flame seeded with CO2 and
stabilized on a Hencken burner. Measurements w
performed at atmospheric pressure. The standard
viations of the measured single-shot temperatures
CO2 concentrations in the calibrated flame were
and 6% of the mean values, respectively, for a w
range of equivalence ratios[18]. Measurements in th
liquid-fueled combustor were performed immediat
after measurements in the calibrated flame with
altering the CARS system. The day-to-day repe
bility of the dual-pump CARS system for the sam
combustor-flow conditions was found to be appro
mately±1% for measured temperatures and±2% for
measured CO2 concentrations.

The jet fuels used for this experiment were JP
JP-8X45, and semisynthetic fuel. The semisynth
fuel consists of 50% JET-A and 50% coal-deriv
compounds. JP-8X45 is a high-energy-density f
that is high in aromatics and cycloparaffins. JP-8
standard military jet fuel, which consists of com
mercial JET-A fuel with additives. The carbon-t
hydrogen ratios for JP-8, JP-8X45, and semisynth
fuels are 0.52, 0.6, and 0.5, respectively. The arom
content of the JP-8, JP-8X45, and semisynthetic fu
is 15.9, 40.8, and 10.0%, respectively, measured u
a standard ASTM D3343-95 method (Annual Book
ASTM Standards, Vol. 05.02, Sect. 5, 1998).
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n
Fig. 6. Probability density functions (PDFs) of temperature determined from single-shot N2–CO2 dual-pump CARS spectra i
the exhaust stream of the combustor for three jet fuels for an equivalence ratio of 0.7.
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The objectives of this study were to perfor
single-shot temperature and CO2 concentration mea
surements at high equivalence ratios under soo
conditions. Previous single-shot temperature and C2
concentration measurements using dual-pump CA
in the exhaust stream of this combustor were li
ited to an equivalence ratio of 0.45[17]. Based on
the current work, it is concluded that this limitatio
was primarily due to misalignment of the CARS sy
tem at high equivalence ratios due to increased
loading. This misalignment decreased CARS sig
levels, significantly reducing the signal-to-noise ra
In addition to the work of Lucht et al.[17], conven-
tional coherent anti-Stokes Raman scattering of2
has previously been used to measure single-shot
peratures in the reaction zone of a JP-8-fueled c
bustor underlean conditions [2]. The success of th
current measurements under stoichiometric and e
rich conditions was achieved by using high-qua
optical mounts and by minimizing heat loading
the optical system. Use of ultra-high-resolution m
ror mounts (Newport Model 610) for all of the CAR
beams helped to increase the signal-to-noise r
of the N2–CO2 dual-pump CARS signal by at lea
one order of magnitude. Heat loading to the opt
and mounts was minimized significantly by care
heat shielding and also by use of cooling fans
strategic locations. In addition to thermal isolati
of the CARS system, increased spatial filtering of
CARS signal beam was necessary to reduce co
butions from luminous combustion products at h
equivalence ratios. Following these procedures
was found after combustor shut-down that the roo
temperature dual-pump CARS signal was reduced
767
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a
Fig. 7. Probability density functions (PDFs) of temperature determined from single-shot N2–CO2 dual-pump CARS spectr
acquired at the exhaust of the JP-8-fueledcombustor for three equivalence ratios.
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only 20% after approximately 7 h of combustor op
ation.

A typical single-shot dual-pump N2–CO2 CARS
spectrum acquired in the exhaust stream of the
8-fueled combustor for an equivalence ratio of 0.6
shown inFig. 4. The solid line represents the expe
imental CARS signal, and the dotted line represe
the theoretical CARS spectrum calculated using
Sandia CARSFT code[26]. The temperature and re
ative CO2 concentration were evaluated by comp
ing the experimental spectrum with a theoretical o
Fig. 5shows the N2–CO2 CARS spectra for the thre
jet fuels for an equivalence ratio of 0.7. Each sp
trum was averaged over 100 laser shots. As is evid
from Fig. 5, JP-8X45 produces the highest temp
ature, likely due to the fuel’s high aromatic/carb
content. Semisynthetic fuel, which consists of 50
coal-derived compounds and 50% JP-8 fuel, is
least sooting among the three (due to its lower a
matic content) and displays the lowest temperat
Temperatures were obtained by fitting only the2
part of the spectrum. Probability density functio
(PDFs) of the single-shot temperature measurem
for the three jet fuels are shown inFig. 6. The over-
all equivalence ratio for these measurements was
The standard deviations of these temperature m
surements were within 3–4% of the mean values.

PDFs of temperature and CO2 and N2 concentra-
tion ratios for the JP-8-fueled combustor derived fr
single-shot data for three equivalence ratios are sh
in Figs. 7 and 8, respectively. CO2 concentrations
are presented with respect to the N2 concentrations
In CARS, in order to determine the exact concen
tions of the interested species one has to know
768
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Fig. 8. Probability-density functions (PDFs) of the ratio of CO2 and N2 concentrations determined from single-shot N2–CO2
dual-pump CARS spectra acquired at the exhaust of the JP-8-fueled combustor for three equivalence ratios.
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nonresonant susceptibility of the medium, which is
possible only if most of the major combustion pro
ucts are known. In practical liquid-fueled combust
it is almost impossible to know the concentrations
various hydrocarbons and other species, all of wh
will contribute to the generation of nonresonant s
nal. That is why in dual-pump CARS the ratio of th
concentrations of the two major species is shown
both species concentrations are determined with
spect to the same nonresonant background. One
can get an approximate idea about the mole frac
of the second species if the nitrogen concentratio
assumed. In Ref.[17], the authors assumed the n
trogen concentration to be 74% and calculated
CO2 mole fraction from the evaluated ratio of CO2
and N2 concentrations. The liquid-fueled combus
data shown in Ref.[17] were limited to very low
equivalence ratios for which this assumption might
reasonable. The results of near-stoichiometric eq
alence ratios presented here are significantly hig
than the equivalence ratios of any previous meas
ments performed in this combustor, single-shot
time-averaged[2,17]. These figures show that th
current setup can also be used to acquire flow-fi
statistics at high equivalence ratios underunsteady
sooting conditions. The standard deviations for
measured temperatures and CO2 and N2 concentra-
tion ratios as determined from single-shot, dual-pu
N2–CO2 CARS spectra are approximately 3–4 a
9–20% of the mean values, respectively. These s
dard deviations are larger than those measured in
calibration flame (2.3 and 6%, respectively) due
769
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ce
Fig. 9. Correlations of temperature and CO2 and N2 concentration ratios for the single-shot CARS data for three equivalen
ratios in the exhaust stream of the JP-8-fueled combustor.
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part to reduced signal-to-noise ratios, as well as
increased unsteadiness and spatial variations in
swirl-stabilized combustor. The increase in comb
tor unsteadiness is verified inFig. 9, which shows
correlation diagrams for the measured CO2 concen-
trations and gas-phase temperatures determined
the single-shot, dual-pump N2–CO2 spectra for three
equivalence ratios. A least-squares fit through the d
points shows a correlated increase in CO2 concen-
tration with temperature, indicating that temperat
fluctuations are accompanied by shot-to-shot fluc
tions in equivalence ratio.

The temperature and the ratio of CO2 and N2
concentration measurements for all three fuels
summarized inFigs. 10a and 10b, respectively. The
increase in the standard deviation of the CO2 mole
fraction with equivalence ratio could be attributed
combustor unsteadiness or CARS system uncerta
as discussed above. As discussed before, the C
system has an inherent temperature uncertaint
∼2% determined from the measurements in a c
brated flame. The rest of the uncertainty in temp
ature measurements will be due to the combustor
steadiness. Both the temperature and the CO2 concen-
tration increase monotonically with equivalence ra
(φ) before reaching a maximum near an equivale
ratio of 1.0, as expected. The temperature and
CO2 concentration begin to decrease beyondφ = 1.0.
Based on C/H ratio, CO2 concentrations for JP-8X
should be higher than JP-8 or the semisynthetic f
as confirmed inFig. 10b, while the semisynthetic fu
should be slightly lower than JP-8, contrary to t
results shown inFig. 10b. The CO2 concentrations
were evaluated by fitting the experimental N2–CO2
dual-pump spectra to theoretical spectra. The fit
results depend on the quality of the acquired spec
770
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led,
N

les and
Fig. 10. (a) Temperature profiles and (b) ratio of CO2 and N2 concentration profiles in the exhaust stream of a liquid-fue
swirl-stabilized combustor for different jet fuels. The uncertainties were calculated based on the analysis of single-shot,2–CO2
dual-pump CARS spectra.

Fig. 11. Comparison of the experimental results with the equilibrium calculations for JP-8 fuel (a) temperature profi
(b) ratios of CO2 and N2 concentration profiles.
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The baselines of the spectra acquired for the semi
thetic fuel were very noisy due to strong backgrou
scattered light. Because of the limited stock of
semisynthetic fuel, we did not get a chance to rep
the experiments with this fuel. However, we were a
to reduce the background scattered light and the fl
luminosity at high equivalence ratios significantly
placing apertures at strategic locations during the
periments with JP-8 fuel. Due to this added spa
filtering, the quality of the spectra acquired for t
JP-8 fuel is excellent.

A comparison with theoretical JP-8 temperatu
and CO2/N2 data from an equilibrium combustio
code[27] is shown inFigs. 11a and 11b, respectively.
The molecular formula of JP-8 fuel is C10.9H20.9and
the heat of formation is−2.48× 105 kJ/K (private
communication, T. Edwards, U.S. Air Force Resea
Laboratory, Wright–Patterson Air Force Base, 200
The measured temperatures are lower than the a
batic flame temperatures by 21% during lean comb
tor operation and by 28% under the richest conditi
(φ = 1.1). The increase in this discrepancy at high
equivalence ratios is expected, due to increased
losses at higher temperatures via heat conduction
soot radiation. The unsteadiness of the flame and
spatial averaging during the measurements also
tribute to the discrepancy between the measured
the calculated temperatures shown inFig. 11a. The
771
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Table 1
Summary of the additive study results with JP-8 fuel at two different equivalence ratios

Additive conc.
(mg/L)

φ = 0.7 φ = 1.1
Fuel: JP-8, additive: KLEEN Fuel: JP-8, additive: KLEEN

Exhaust temp.
(K)

CO2/N2 Particle count
change (%)

Exhaust temp.
(K)

CO2/N2 Particle count
change (%)

0 1540±49 0.135± 0.020 – 1699±64 0.144± 0.025 –
7800 1549±51 0.142± 0.022 11.1 1709±62 0.130± 0.028 –

15,600 1560±48 0.128± 0.020 28.3 1708±72 0.150± 0.022 −19.1
31,200 1558±51 0.144± 0.018 44.0 1724±70 0.134± 0.032 −31.3
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measured CO2/N2 concentrations follow the correc
trend with equivalence ratio, but are about 15%
high under lean conditions. Under stoichiometric to
rich conditions, the difference between measured
theoretical CO2/N2 concentrations decreases to ab
7–9%. These discrepancies are mostly due to is
related to the spectral modeling of the CO2 CARS
spectra[17,18]. These modeling issues are the subj
of ongoing investigation and are beyond the scop
the current work.

As stated earlier, the effects of particulate-mitig
ting additives on temperature and CO2 concentrations
were also studied. It was hypothesized that these
ditives might alter the flame temperature via soot
duction or changes in flame chemistry. The addit
used with JP-8 fuel is known as “KLEEN.” The re
sults of the additive study with JP-8 fuel using du
pump N2–CO2 CARS are summarized inTable 1.
The current dual-pump CARS data show no sign
cant change in the exhaust temperature or CO2 con-
centration for various levels of additive concent
tions with JP-8 fuel. These additives affect the parti
count significantly, but seem to do so through a me
anism that does not alter the final state of the co
bustion products (i.e., temperature and CO2). This
implies that other parameters, such as combustion
ficiency and CO emissions, might also remain re
tively unchanged with additive concentration. A mo
careful study in the primary flame zone where s
production takes place is necessary for more de
tive conclusions regarding the effects of additives
flame chemistry, and is the subject of ongoing inv
tigation. These measurements show that the preci
of the current CARS system is ideally suited for fu
and additive studies in the exhaust stream (as in
current work) or in the primary flame zone (for futu
work).

4. Conclusions

Single-shot temperature and CO2 concentration
measurements were performed in the exhaust str
of a swirl-stabilized, liquid-fueled combustor usin
dual-pump N2–CO2 CARS spectroscopy. Exper
ments were performed withthree different jet fuels
for equivalence ratios ranging from 0.4 to 1.1 und
low to high sooting conditions. Dual-pump CARS a
lows the measurement of temperature, along with
concentration of a second species (in the present c
CO2) with respect to the N2 concentration. The stan
dard deviations of the measured temperature and2
mole fraction as determined from single-shot, du
pump N2–CO2 CARS spectra are approximately 3
and 9–20% of the mean values, respectively, fo
wide range of equivalence ratios. The wide variat
in the single-shot CO2 concentration is due, in par
to the variation in temperature, as shown inFig. 9.
For a fixed equivalence ratio, the CO2 mole fraction
clearly shows an upward trend with temperature
expected. Both the temperature and the CO2 concen-
tration increase with equivalence ratio and reac
maximum value near an equivalence ratio of 1.0
fore beginning to decrease because of excess
Measurements of temperature and CO2 concentra-
tion for a variety of particulate-mitigating additive
show no significant changes within the experim
tal error of the current CARS system. The dual-pu
approach will allow us to pursue future CARS me
surements in the reaction zone of the combustor un
sooting conditions along with laser-induced inca
descence (LII) and planar laser-induced fluoresce
(PLIF) measurements to quantify soot formation a
to study unsteady flame characteristics.
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Abstract 
 
A measurement system that combines several laser-based imaging techniques is developed for characterizing the 
instantaneous flame structure and soot-formation mechanisms in an atmospheric-pressure, swirl-stabilized, liquid-
fueled, model gas-turbine combustor. Planar laser-induced incandescence (LII) is used to map the soot volume 
fraction and planar laser-induced fluorescence (PLIF) of the hydroxyl radical (OH) is used to image the flame zone. 
Mie scattering, which appears as an interference in the OH PLIF signal, is used to a limited extent as a spray 
diagnostic. Optimal excitation and detection parameters to enable the simultaneous use of these techniques in 
turbulent spray flames are discussed, along with analyses of potential sources of error. The data indicate that the 
flame in the near field of the swirl-stabilized injector is highly perturbed by large-scale structures and that fluid-
flame interactions have a significant impact on soot formation. Rich pockets of fuel and air along the interface 
between the spray flame and recirculation zone serve as locations for soot inception, as shown below (left). The 
effect of local equivalence ratio is determined from qualitative analysis of the OH-PLIF data and comparison with 
equilibrium calculations in the recirculation region.  Spatially averaged LII measurements demonstrate that soot 
volume fraction in the primary flame zone increases exponentially with equivalence ratio. This is illustrated in the 
semi-log plot shown below (right) for two different jet fuels. Preliminary results suggest that soot formation in the 
primary zone is strongly dependent on fuel aromatic content.  
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1.  Introduction 
 
Swirl-stabilized, liquid-spray injectors are commonly used in gas-turbine engines to achieve compact, stable, and 
efficient combustion. The flowfield in the primary zone of such a spray flame is characterized by high shear stresses 
and turbulent intensities that result in vortex breakdown and large-scale unsteady motions.1,2 These unsteady 
motions are known to play a key role in the formation of pollutant emissions such as carbon monoxide (CO), nitric 
oxide (NO), and unburned hydrocarbons (UHC).3-5 Considerably less is known, however, about the mechanisms that 
lead to soot formation in swirl-stabilized, liquid-fueled combustors. Previous investigations have relied on exhaust-
gas measurements and parametric studies to gain insight into the effects of various input conditions on soot 
loading.6-10 Much of the fundamental knowledge concerning soot formation is derived from investigations of 
laminar diffusion flames,11,12 with only a limited number of studies having focused on unsteady effects.13,14 The 
importance of considering unsteadiness and fluid-flame interactions was demonstrated by Shaddix et al.,14 who 
found that a forced methane/air diffusion flame produced a four-fold increase in soot volume fraction (as a result of 
increased particle size) as compared with a steady flame having the same mean fuel-flow velocity. 
 
The goal of the current investigation is to study soot formation in the highly dynamic environment of a swirl-
stabilized, liquid-fueled combustor. This is accomplished using simultaneous imaging of the soot volume fraction, 
hydroxyl-radical (OH) distribution, and droplet pattern in the primary reaction zone using laser-induced 
incandescence (LII), OH planar laser-induced fluorescence (PLIF), and droplet Mie scattering, respectively. The 
utility of LII for two-dimensional imaging of soot volume fraction has been demonstrated in laboratory 
investigations15,16 as well as in aircraft-engine exhausts.9,10 Brown et al.17 performed planar LII for soot-volume-
fraction imaging in the reaction zone of a gas-turbine combustor; their preliminary measurements employed LII 
alone for demonstration purposes and did not image the turbulent flame structure near the exit of the swirl cup. In 
the current work, we extend the work of Brown et al.17 by performing LII at the exit of the swirl cup and by adding 
OH-PLIF and Mie scattering diagnostics. 
 
The use of OH as a flame marker is typical in studies of soot formation in diffusion flames because of its close 
correlation with flame temperature.18,19 It has also been employed in a number of investigations of swirl-stabilized 
combustors.20,21 The use of laser-saturated OH LIF for quantitative measurements has also been demonstrated, 22,23 
although saturation is quite difficult in the case of planar measurements. In the current investigation, we demonstrate 
qualitative measurements in the recirculation region using excitation levels well below saturation. OH-PLIF 
measurements in the liquid-spray region are more uncertain because of simultaneous droplet scattering and non-
equilibrium conditions, although meaningful measurements are possible with careful consideration of potential 
errors.  
 
The performance and accuracy of the planar LII, OH-PLIF, and Mie scattering systems are characterized in the 
current work and described below. The combined use of LII, OH PLIF, and droplet Mie scattering is then shown to 
provide insight into the unsteady physical processes that govern soot formation in gas turbine engines. OH PLIF is 
employed to track local equivalence ratio and the effects of flame chemistry. Finally, the current measurement 
system is demonstrated to be useful in assessing the performance soot-mitigating additives. 
 
 
2.  Experimental Setup 

2.1 Swirl-Stabilized Combustor 
 
The near-field structure of swirl-stabilized flames is determined by the characteristics of the fuel injector and the 
geometry of the surrounding flame tube. As shown in Fig. 1, the swirl-cup, liquid-fuel injector used in the current 
study employs pressure atomization and dual-radial, counter-swirling-air co-flows to entrain the fuel, promote 
droplet break-up, and enhance mixing. The 4.3-cm-exit-diameter swirl cup is installed at the entrance of a 15.25-cm 
× 15.25-cm square-cross-section flame tube, as shown in Fig. 2. After exiting the primary flame zone, the 
combustion products are allowed to mix thoroughly along the 48-cm long flame tube before entering a 43-cm-long, 
5.7-cm-exit-diameter exhaust nozzle that is designed to create uniform exhaust-gas-temperature and concentration 
profiles.  
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Fig. 1. Center-mounted swirl injector 
with dual-air counterswirlers. 

The combustor shown in Fig. 2 is used in the Atmospheric-Pressure 
Combustor-Research Complex of the Air Force Research Laboratory’s 
Propulsion Directorate to study the performance characteristics of model 
gas-turbine-engine fuels and fuel additives. An overview of the facility 
is available in the literature,25 although certain aspects relevant to the 
current work are described here for reference. Changes in overall 
equivalence ratio from φ = 0.5 to 1.15 are achieved in the current study 
by varying the pressure drop across the fuel-spray nozzle from about 1.5 
to 10 atm, which results in fuel mass-flow rates of 1.0 to 2.2 g/s, 
respectively.  The fuel flow rate is measured using a Max Machinery 
positive-displacement flow meter with ±0.5% full-scale accuracy. The 
air-flow system consists of three Sierra 5600 SLPM mass-flow 
controllers with ±1% full-scale accuracy. The inlet air is heated to 450 K 
with a constant flow rate of ~0.028 kg/s. The air-pressure drop across 
the combustor dome is ~4.8 to 5.2% of the main supply. Most of the air 
flow enters the combustor through the swirl-cup injector, but a small 
percentage enters through aspiration holes along the aft wall. No liner 
air jets are used in the secondary zone; therefore, the fuel-air ratio depends almost entirely on the flow rates through 
the injector cup. 
 
The combustor is optically accessible via 75-mm-wide quartz windows along the top and sides for in-situ, laser-
based diagnostics. In addition, a sampling probe for measuring particle number density (counts per cubic centimeter) 
via a condensation nuclei counter (CNC) is located at the exit of the combustor.   
 
2.2. OH-PLIF System 
 
A review of PLIF fundamentals can be found in Eckbreth (1996).26 As shown in the optical set-up in Fig. 2, 50% of 
the laser energy from a frequency-doubled, Q-switched Nd:YAG laser (Spectra-Physics Pro290) is used to pump a 
dye laser (Sirah Precision Scan), the output of which is frequency doubled to obtain wavelenghts in the (1,0) band of 
the OH A-X system. The dye laser is tuned to the Q1(9) transition at 283.922 nm (in air), which has less than ±2.5% 
variation in the ground-level Boltzmann fraction from 1600 to 2400 K. As shown in Fig. 3, this range of 
temperatures coincides with the equilibrium conditions expected for JP-8 fuel at equivalence ratios used in this study 
(φ = 0.5 to 1.15).27 Considering the full range of temperatures from 1100 to 2400 K, which are within typical lean 
and rich flammability limits,28 the Boltzmann fraction for this transition varies by up to ±12.5%. 
 

Narrowband 
Dye Laser

FCU

Nd: 
YAG

1/2 Waveplate
and Polarizer

532nm

284nm

Swirl-
Stabilized
Combustor

50%

f = 1.5m
f = 2m

f = -75mm

f = -50mm

ICCD
Cameras

The maximum laser energy available for OH PLIF is 24 mJ. A 1.5-m-focal-length spherical plano-convex lens and a 
-75-mm-focal-length plano-concave lens are used to form a laser sheet that enters the combustor through the top 
window. The laser-sheet thickness is 330 µm at full-thickness-half-max (FTHM) as measured by translating a knife 
edge across the beam. 
A 7-cm, top-hat-like 
sheet-width profile that 
transitions to zero laser 
energy within about 1 
mm is obtained by 
clipping the wings of 
the laser sheet at the 
last turning mirror 
above the combustor. 
The sheet is slowly 
expanding with a 3° 
full-angle divergence. 
 
Fluorescence is col-
lected from about 306 
to 320 nm via the (1,1) Fig. 2. Optical set up for simultaneous OH PLIF and LII. 

 3
776



and (0,0) bands of OH using an intensified charge-coupled-device (ICCD) camera (Princeton Instruments PI-MAX 
SB) oriented slightly off-normal to the sheet. Two 1-mm WG295 Schott Glass filters are used in front of the camera 
lens to reduce scattering from droplets at 283.922 nm. A UG11 filter nearly eliminates flame emission, scattering 
from the LII laser at 532 nm, and fluorescence from polycyclic aromatic hydrocarbons (PAH’s). A 105-mm-focal-
length f/4.5 UV lens is used to collect the OH fluorescence. An intensifier gate width of 20 ns is used to capture the 
OH signal. Images are typically collected with 2x2 binning (512×512) to obtain adequate resolution and framing 
rate. The pixel viewing area in each 2x2 superpixel is 200×200 µm2. Table 1 summarizes the OH-PLIF optical 
parameters. 
 
Based on the dimensions of the OH-PLIF laser sheet and total available laser energy of 24 mJ, it is estimated that the 
maximum laser irradiance of 1.36×107 W/cm2 is two to three orders of magnitude lower than that required to 
achieve 90-95% saturation.22,23 The OH-PLIF signal is, therefore, linearly related to laser-energy variations. OH-
PLIF signal corrections (typ. ±15%) in the axial direction are performed in post processing, based on measurements 
of the laser-sheet profile after each run. Signal variation (typ. ±3%) due to the 3° laser-sheet expansion in the cross-
stream direction is also corrected in post processing. Corrections are not made for laser-energy attenuation due to 
OH absorption and droplet scattering; this leads to signal uncertainties of ±10% in the lower region of each image.  
The effect of this error is substantially reduced in the upper half of the combustor, where most of the data in this 
study is extracted. Shot-to-shot fluctuations in laser energy add an estimated ±5% uncertainty, as determined from 
data collected in a laminar diffusion flame with the same OH-PLIF system.  
 
For measurements with low laser irradiance, the effect of collisional quenching on fluorescence efficiency must also 
be considered. For a given imaging system and laser irradiance, the OH-PLIF signal, SOH, from each pixel volume is 
proportional to the OH number density, NOH, and the fluorescence efficiency, η,26 as shown in Eqn. 1. 

 
OHOH

OH
OHOHOH QA

ANNS
+

=≈ η    (1) 

The fluorescence efficiency is proportional to the rate of spontaneous emission, AOH, from molecules in the excited 
state and inversely proportional to the rate at which excited molecules are depleted via spontaneous emission and 
collisional quenching, QOH. Collisional quenching is a function of the temperature- and pressure-dependent 
quenching coefficient as well as the number densities of the quenching species.29 As a result of offsetting effects in 
the equilibrium combustion products of JP-8, the collisional quenching rate is found to be fairly constant for 
equivalence ratios less than unity, as shown in 
Fig. 3. Under rich conditions the conversion of 
CO to CO2 decreases substantially, leading to an 
increase in collisional quenching and a decrease in 
fluorescence efficiency. In regions where 
equilibrium assumptions are valid, the LIF signal 
can be used along with Eqn. 1 and the Boltzmann 
distribution to determine the relative OH number 
density; this will be discussed further in the 
Results Section. In the liquid-spray region where 
lean and rich pockets co-exist, qualitative signal 
interpretation is problematic since signal 
efficiency can vary by more than ±30%, according 
to Fig. 3. 
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Mie scattering is obtained using the same optical 
setup as that for the OH-PLIF system. It is found 
that optical filters and the use of parallel 
polarization in the detection scheme can reduce 
but not altogether eliminate droplet scattering. It 
is found that two WG295 color-glass filters (CVI 
Laser) and parallel-polarization detection provide 
optimal OH-PLIF sensitivity while minimizing 

Fig. 3. Adiabatic-flame-temperature calculations 
assuming equilibrium combustion products along with 

OH-LIF efficiency multiplied by the Boltzmann fraction 
for JP-8 fuel at various equivalence ratios. 
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the likelihood of damaging the ICCD due 
to intense levels of droplet scattering. 
When the laser is tuned off the OH 
absorption line, as shown in Fig. 4, the 
intense, highly localized droplet scatter 
can be distinguished from the large, more 
uniformly distributed OH layers. Large 
droplet clusters appear primarily near the 
injector exit, and single droplets with 
trailing flames are often observed 
traveling into the recirculation region. 
The trailing flames of these droplets do 
not appear in the off-line images and, 
therefore, are not attributable to scattering 
from fuel vapor or fluorescence from 
broadband sources such as PAH 
compounds. The droplet-scattering signal 
intensity is about one order of magnitude 
higher than that of the OH PLIF, but the signal occurs primarily at isolated points. A false-color table is selected, 
therefore, based on probability density functions of OH PLIF. The full range of OH-PLIF signal levels is assigned 
colors from black to red, while the Mie scattering signals are above this range and appear in white. 

(a) (b) 

Fig. 4. Raw signal from (a) OH PLIF and droplet Mie scattering 
while on Q1(9) line of (1,0) band in A-X system and (b) droplet 

Mie scattering while off the OH line. Overall φ = 0.7. 

 
2.3.  LII System 
 
Some of the first two-dimensional visualizations of soot volume fraction using LII were performed by Santoro and 
co-workers15 and by Vander Wal and Weiland.16 The effects of various parameters such as laser fluence, laser-sheet 
profile, detection wavelength, camera gate width, and camera gate delay have been explored in a number of follow-
up investigations.30-32 A list of reviews on the subject is provided by Urban.12 
 
The LII optical layout employed in the current study is shown schematically in Fig. 2, where 50% of the energy 
from a frequency-doubled Nd:YAG is formed into a sheet using a 2-m plano-convex spherical lens and a -50-mm 
plano-concave cylindrical lens. The FTHM of the laser sheet is about 700 µm within the measurement volume, as 
measured by traversing a knife edge across the sheet. As is the case for the OH-PLIF laser sheet, the long 2-m-focal-
length lens is used to minimize variations in laser-sheet thickness within the measured region. The sheet width is 
~14 cm, with wings that are clipped prior to the last turning mirror to generate a top-hat-like profile that transitions 
to zero laser energy within about 2 mm. The sheet has a full angle divergence of 6° within the test section. An 
overall tilt of 5° is used to overlap the LII and PLIF laser 
sheets. The laser-fluence distribution varies by ±15% over the 
first 7 cm of the sheet, corresponding to the region where 
PLIF and Mie scattering are measured. Over the remaining 7 
cm of the sheet, the laser fluence decreases more quickly from 
a peak of 460 mJ/cm2 to a minimum of 180 mJ/cm2. To 
reduce systematic errors due to laser-sheet-width intensity 
variations in the downstream half of the laser sheet and due to 
laser extinction in the measurement volume, the LII system is 
operated in the saturated regime. A saturation fluence near 
200 mJ/cm2, shown in Fig. 5, agrees with previous 
measurements in the literature.30,32 Figure 5 indicates that the 
uncertainty in the relative soot-volume-fraction measurements 
is within ±10% over the full width of the laser sheet. 
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Fig. 5. LII saturation curve from averaged 
images in a swirl-stabilized combustor at 

overall φ = 1.1. Solid line is for guidance only.

 
The LII signal is detected using a 1024×1024 ICCD camera 
(Princeton Instruments PI-MAX SB-MG) and an f/1.2, 58-
mm-focal-length glass lens. After 4x4 pixel binning, the 
measurement  resolution  is  about  575×575 µm2.  A  500-nm  
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Table 1. Summary of OH-PLIF optical parameters for optimal detection in the 
primary flame zone. 

 6

Safety and beam 
quality532 nmExcitation 

wavelength

Saturate signal200 - 420 mJ/cm2Laser fluence

Adequate resolution 
and meas. volume700 µmThickness of meas. 

volume

Visualize primary 
flame zone & beyond5”Length of meas. 

volume

Minimize PAH and 
wavelength effects415 - 500 nmDetection 

wavelength

Minimize scatter/ 
PAH fluorescence20 nsCamera delay

Minimize particle-size 
bias50 nsCamera gate width

CriteriaLII Parameter

Safety and beam 
quality532 nmExcitation 

wavelength

Saturate signal200 - 420 mJ/cm2Laser fluence

Adequate resolution 
and meas. volume700 µmThickness of meas. 

volume

Visualize primary 
flame zone & beyond5”Length of meas. 

volume

Minimize PAH and 
wavelength effects415 - 500 nmDetection 

wavelength

Minimize scatter/ 
PAH fluorescence20 nsCamera delay

Minimize particle-size 
bias50 nsCamera gate width

CriteriaLII Parameter

Temperature 
insensitivity283.922 nmExcitation 

wavelength

Maximize signal30 - 40 mJ/cm2Laser fluence

High resolution and 
laser fluence330 µm Thickness of meas. 

volume

Visualize primary 
flame zone2.5”Length of meas. 

volume

Minimize scatter 
and flame emission306 - 320 nmDetection 

wavelength

Maximize signal0 ns

Minimize flame 
emission20 nsCamera gate width

Camera delay

CriteriaOH-PLIF Parameter

Temperature 
insensitivity283.922 nmExcitation 

wavelength

Maximize signal30 - 40 mJ/cm2Laser fluence

High resolution and 
laser fluence330 µm Thickness of meas. 

volume

Visualize primary 
flame zone2.5”Length of meas. 

volume

Minimize scatter 
and flame emission306 - 320 nmDetection 

wavelength

Maximize signal0 ns

Minimize flame 
emission20 nsCamera gate width

Camera delay

CriteriaOH-PLIF Parameter

Table 2. Summary of LII optical parameters for optimal detection in the 
primary flame zone. 
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short-pass filter (CVI Laser) is used for detection from 415 
to 500 nm, which reduces contributions from nascent soot 
particles, OH fluorescence/chemiluminescence, and red-
shifted fluorescence from PAH compounds. The relatively 
short-lived PAH fluorescence is also minimized by 
employing a time-delayed detection scheme. Scattering from 
the 532-nm laser source is eliminated by using a 532-nm 
zero-degree reflective mirror with the 500-nm short-pass 
filter and delayed detection. Light leakage from flame 
luminosity while the ICCD intensifier is gated off is 
minimized through the use of a 25-ms-gate Uniblitz shutter. 
During post processing the residual background signal from 
flame luminosity is subtracted from each image. A color 
scale is chosen with a minimum value 5% above the 
background and a maximum value at 100% signal. 
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To optimize the timing of LII detection, data are collected 
in the swirl-stabilized flame for a number of camera-
intensifier-gate delays and widths. A camera delay of 20 ns 
after the laser pulse is found to reduce laser scatter to nearly the background level while maintaining LII signal-to-
noise ratios greater than 20:1. The LII signal decays quickly within the first 200 ns after the laser pulse, as shown in 
Fig. 6. The long decay in signal after 200 ns is dominated by larger, slow-cooling particles. With a gate width of 50 
ns, errors due to particle-size effects are estimated to be on the order of 5-10%.30 Table 2 summarizes the optical 
parameters used for LII. 

Fig. 6. Power-law time dependence of LII 
signal in swirl-stabilized combustor at φ = 1.1.

  
2.4.  Combined LIF/LII System 
 
The OH-PLIF and LII cameras are synchronized using an external delay generator (Stanford Research Systems 
DG535) driven by the advanced Q-switch TTL output of the Nd:YAG laser. The laser pulses are separated by only a 
few nanoseconds to avoid fluid movement during LIF and LII detection. The precise camera delay required to 
capture each image is imposed using a timing generator in each ICCD controller. Because of spatial constraints 
within the test cell, both cameras are positioned on the same side of the combustor at 3.5° to normal to overlap the 
two imaged regions. This angle is minimized by placing the LIF image to the far right of the camera viewing area 
and using a relatively large LII viewing area. Thus, the PLIF image area overlaps the left half of the LII image 
nearest the injector cup. After camera alignment, registration images are collected prior to each run for use in post 
processing. At higher equivalence ratios (>0.7), thermal loading from flame radiation is significant, and heat 
shielding is employed to reduce misalignment of the LII/LIF optics. During each run the OH-PLIF and LII sheets 
are checked periodically using burn paper and adjusted to ensure that the laser-intensity distributions and positions 
have not changed.   
 
 
3.  Results and Discussion 
 
3.1. Instantaneous Flame Structure 
 
The average OH distribution at φ = 0.5 is shown in Fig. 7(a). All images are background subtracted and corrected for 
laser-sheet intensity variations and laser-sheet divergence. A slight asymmetry is apparent in the upper and lower 
halves, with the effects of laser attenuation being evident in the lower half of the image.  
 
The intermittency and spatial inhomogeneity of the instantaneous flame structure is shown by the OH-PLIF images 
in Figs. 7(b) and 7(c). These images indicate that the fuel-preheat and reactant-mixing layers are highly turbulent. 
The instantaneous thickness of the OH layer varies significantly because of fluid entrainment from large-scale 
vortex structures. These structures are shed from the shear layer that is anchored on the lip of the outer air swirler; 
they enhance the mixing process, bring fresh reactants into the outer conical flame, and can reach across the flame 
layer and be a source of local flame extinction and intermittency. The latter is more prominent in Fig. 7(c), which 
shows an instantaneous OH-PLIF image at φ = 0.9 with no contiguous flame in the viewing area. The size of the 
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structures in Figs. 7(b) and 7(c) that are generated during the turbulent cascade from large to small scales ranges 
from about 0.5 mm to the entire width of the flame layer. Since the air-flow rate is held constant, much of this 
intermittency can be attributed to the behavior of the liquid spray as it impinges upon and sheds off the lip of the 
outer air swirler. This indicates that experiments and com
capture the significant changes in large-scale-structure 
dynamics induced by increased liquid-fuel injection.  
 

B 
A 

(a) φ = 0.5 (c) φ = 0.9 (b) φ = 0.5

Droplets

Vortex 
Structure

PDF 
Locations 

Equilibrium 
Calculation 

Region 

0.05 1.0
Relative
OH PLIF

Fig. 7. Post-processed OH-PLIF images: (a) time-averaged image at overall φ = 0.5, (b) instantaneous 
image at overall φ = 0.5, and (c) instantaneous image at overall φ = 0.9.  Horizontal and vertical extent of 

signal is 4 to 70 mm from injector exit and -39 to 39 mm from injector centerline, respectively. 

C

putations based on gaseous-fuel injection would not 

o quantify the intermittency of the primary flame layer, 

3.2.  Determination of Local Equivalence Ratio 

igures 7(b) and 7(c) also show the distribution of droplets marked by Mie scattering. This signal, which scales as 
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T
probability density functions (PDF’s) of OH PLIF signals 
are computed and plotted in Fig. 8 for Locations A and B 
shown in Fig. 7(a). Bin sizes of 200 counts are used along 
with 200 images. Normalization is performed only for data 
in the range 0 - 6000 counts, which is below the range 
typically observed from droplet Mie scattering. Location A 
is within the mixing layer dominated by large-scale 
turbulent structures, while Location B is within the central 
region of the outer conical flame. The PDF’s at both 
locations show bimodal distributions but with opposite 
peaks. At Location A high levels of intermittency lead to a 
primary peak with low signal counts and a secondary peak 
with 3000-3500 counts. At Location B low-signal counts 
have decreased in probability and high-signal counts have 
increased in probability, indicating that large-scale 
structures seldom bring fresh reactants to this point in the 
flame at φ = 0.5. 

Fig. 8. Probability density functions (PDF’s) of 
the corrected OH-PLIF signal at Location A 
(mixing layer) and Location B (flame center) 

shown in the average image of Fig. 7(a). 
 
F
the droplet diameter squared, is biased toward larger droplets and cannot be used to interpret the true size 
distribution. However, it can be used as a qualitative marker for those large droplets that escape the initial preheat 
zone. Interestingly, the droplets in Fig. 7(b) have trailing flames, which indicates that evaporation and mixing with 
available oxygen is occurring in their wakes. Figure 7(c), however, shows droplets entering the recirculation zone 
without trailing flames. Since the temperature, evaporation, and reaction rates are expected to be higher in this 
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region for the higher equivalence ratio of Fig. 7(c), the 
absence of trailing flames indicates a lack of available 
oxygen for combustion. This is somewhat surprising 
since the combustor is operating at overall lean 
equivalence ratios in both Figs. 7(b) and 7(c).  
 
In fact, it can be shown that the local equivalence ratio 

r the case of Fig. 7(c) is higher than the overall value 

, ima w a 
plets. The occurrence of locally rich conditions near the 

isms 
 

 LII contour plots at φ = 1.0 overlayed with OH-PLIF images that are collected 
multaneously. It should be noted that these LII images are typical for about 5% of the data set. More commonly, 

at are free of droplet Mie scattering (as 

consistently near the spray region. 

fo
of 0.9. Using a region in the recirculation zone that is 
free of droplet scatter [see Fig. 7(c)], an equilibrium 
calculation27 is performed for JP-8 fuel at equivalence 
ratios varying from 0.5 to 1.15. The validity of 
equilibrium assumptions in this region has been 
proposed in previous investigations of can-type gas-
turbine combustors.3,4 The temperatures and species 
concentrations from this equilibrium calculation are then 
used to calculate the effects of LIF efficiency and 
Boltzmann fraction on OH-PLIF signals, as shown 
previously in Fig. 3. The fit of OH-PLIF signals to 
equilibrium calculations, shown in Fig. 9, indicates that 
the local equivalence ratio is 13.5% higher than the 
overall equivalence ratio. Thus, the stoichiometric 
condition in the primary flame zone occurs for overall 
equivalence ratios between 0.8 and 0.9. Correspondingly
transition from burning to non-burning wakes behind dro
primary flame zone may be due in part to air from the aspiration holes of the aft wall escaping the primary flame 
zone or due to incomplete mixing in the flame recirculation region. The significance of this finding for 
understanding soot formation mechanisms and evaluating differences with sampling-probe data in the exhaust 
stream are discussed below. 

3.3.  Soot-Formation Mechan
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Fig. 9. Theoretical OH number density compared 
with OH-PLIF data in the recirculation zone 

co
[Region C in Fig. 7(c)]. OH-PLIF data are 

rrected for variations in fluorescence efficiency 
and Boltzmann fraction with φ (see Fig. 3). 

ges collected at these equivalence ratios sho

Figure 10 shows two instantaneous
si
the spatial extent of the LII signal from highly concentrated soot pockets encompasses less than 1% of the primary 
flame zone. Images such as those in Fig. 10, therefore, account for the “turbulent flame brush” that may be 
responsible for most of the soot production in liquid-spray flames. The flow patterns noted in the figure are derived 
using observations from high-speed digital images collected in the same combustor. Soot is generated along the 
inner cone of the flame in regions of low OH-
PLIF intensity. A portion of the soot is 
advected along the outer path of the 
recirculation zone, while a portion appears to 
enter immediately into the recirculation zone.  
 
Most of the LII signal is detected in regions 

 

OH PLIF LII

0.05 1.0
Relative
OH PLIF

Relative
LII

1.00.05
Relative

LII

1.00.05

Fig. 10. Simultaneous OH PLIF (left half) and laser-induced 
incandescence (full image) at overall equivalence ratio of 1.0.

Recirculation 
Region 

th
detected with the OH-PLIF camera) and is 
attributable to the presence of soot. Some of 
the LII signal does occur in regions of high 
Mie scattering, indicating that some, if not 
most, of the signal near the injector exit cannot 
be attributed to the presence of soot. The LII 
signal is not likely to come from PAH 
fluorescence, which should occur prior to the 
20-ns gate delay and would appear more 
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Background images collected without the laser sheet show that the contribution from nascent soot incandescence is 
less than 5%.   
 
Thus, it is likely that soot formation is, in fact, initiated along the downstream region of the conical flame adjacent to 

3.4.  Averaged Soot-Volume-Fraction Measurements 

he combined use of planar LII, OH PLIF, and Mie scattering has been shown above to provide physical insight into 

he LII experiment is also performed at two camera gate widths to assess the sensitivity of the data to particle-size 

he current measurement system is presently being used to study the effects of particulate-mitigating additives and 

the recirculation zone. The absence of OH PLIF in this region is quite evident in the lower half of the spray flame at 
low and high overall equivalence ratios [see Fig. 7(c) at φ = 0.9], regardless of whether LII is detected. This region 
likely contains a rich mixture of fuel and air that escapes the main spray cone because of turbulent interactions. At 
low overall equivalence ratios [see Fig. 7(b) at  φ = 0.9], soot formed within this rich mixture may be oxidized by 
oxygen and hydroxyl radicals before entering the recirculation zone. At high equivalence ratios, soot formation is 
aided both by a drop in temperature and by the lack of an oxidizing partner. The soot formed in Region B is 
advected either downstream or into the recirculation zone. 

 
T
soot formation in the current flame environment. Data described in the discussion that follows demonstrate the 
utility of LII and OH PLIF for studying the effects of fuel-inlet conditions on soot production. This is illustrated in 
Fig. 11, where the temporally and spatially averaged relative soot volume fraction is plotted as a function of overall 
equivalence ratio for the current spray flame. The LII data show an exponential increase in soot volume fraction 
with equivalence ratio. The sampling probe CNC data display a threshold effect at about φ = 1.0, below which soot 
in the exhaust is effectively oxidized due to long residence times and greater quantities of O2 and OH. In the primary 
zone of the combustor, there is less time to oxidize the soot. In addition, the local φ is higher in the primary zone 
than in the exhaust. 
 
T
effects. A bias toward higher particle sizes for the longer gate duration of 200 ns would be expected. Because of 
normalization, this bias appears as a slight decrease in signal at lower equivalence ratios for which particle sizes are 
expected to be smaller. This effect appears to be minimal in Fig. 11 (to within experimental uncertainty), suggesting 
that detection with a 50-ns gate is also free of significant particle-size effects. 
 
T
varying fuel type on soot formation in swirl-stabilized combustors. Figure 12, for example, shows a comparison of 
the relative soot volume fraction for JP-8 and JP-8X45 (45% aromatic content). The JP-8 data from Fig. 11 are 
rescaled to that of JP-8X45 to allow a comparison on a semi-log plot. Both show an exponential increase with 
equivalence ratio, with the soot volume fraction of JP-8X45 varying between one to two orders of magnitude higher 
in the primary flame zone than that of JP-8.  
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4.  Conclusions 
 
A simultaneous planar LII, OH-PLIF, and Mie-scattering system is developed, tested, and demonstrated in a JP-8-
fueled, liquid-spray, swirl-stabilized combustor. These combined diagnostics permit phenomenological 
characterization of soot-formation mechanisms in this highly turbulent environment by mapping the soot volume 
fraction, instantaneous flame zone, and fuel-droplet behavior. It is found that large-scale structures play a key role in 
flame intermittency and that soot formation is a strong function of spray-flame interactions as well as local 
equivalence ratio. Experimental and numerical studies in gaseous-fueled combustors may not capture these 
dynamics properly. Soot formation in the inner conical flame region correlates with regions of low OH PLIF and 
droplet Mie scattering. A qualitative study of equivalence-ratio effects on the OH-PLIF signals shows that 
equilibrium assumptions can be used for OH-signal correction in the recirculation zone. LII data indicate an 
exponential dependence on equivalence ratio with a strong dependence on fuel aromatic content. Future work 
includes a broader survey of fuel additives and fuel types.  
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ABSTRACT 
 
A study to characterize the production of particulate-
matter (PM) emissions is performed in a liquid-
fueled model gas-turbine combustor while varying 
fuel type and operating conditions. Laser-induced 
incandescence (LII), OH planar laser-induced 
fluorescence (PLIF), and laser Mie scattering are 
used to track soot volume fraction, measure local 
equivalence ratio, and visualize droplet scattering in 
the reaction zone, respectively. A condensation 
nuclei counter (CNC) is employed to provide particle 
number density (PND) in the exhaust stream of the 
combustor, and a scanning mobility particle sizer 
(SMPS) is used to obtain particle-size distribution.  
In-situ and ex-situ PM emissions are measured for 
fuel aromatic content that varies from 0-45% by 
volume as well as for paraffinic fuels low in 

aromatic and heteroatomic content. Consistent with 
results of previous studies, fuels containing 
aromatics, which have been shown to promote PM 
production, produce higher quantities of soot than 
straight-chain hydrocarbons. Laser-based measure-
ments show a significant correlation among physical 
flame structure, fuel type, and particle number 
density. 
 
Keywords:  Gas-Turbine Combustor, Fuels, Soot, 
Particulates, Laser Diagnostics. 
 
INTRODUCTION 

During the past several years, increased concern 
has been expressed regarding the impact of aircraft 
emissions on the environment and public health. 
Despite the technological advances made during the 
past 50 years in attempts to reduce emissions from 
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aircraft turbine engines, the total emissions of the 
global aviation fleet have not decreased. This is due 
to the growth in the aviation industry and the 
increased demand for global transportation services, 
which was projected to increase at a rate of 3–5% 
per year before the September 11, 2001 terrorist 
attacks (1). 

Aircraft emissions include primary combustion 
products that are present at the engine exit and 
secondary emissions produced in the atmosphere via 
chemical reactions. The aircraft emissions of primary 
concern are CO2, soot particulates, and nitrogen and 
sulfur oxides. Although aircraft particulate-matter 
(PM) exhaust, at an estimated emission index (EI) of 
0.04 g/kg-fuel (2), is a small fraction of the overall 
aircraft emissions, numerous studies have shown that 
these particles have serious environmental and health 
implications (3). Most of the PM emissions from 
turbine engines are smaller than 2.5 μm in diameter 
(PM2.5); these are considered to be the most harmful 
since they can easily enter the respiratory system and 
cause respiratory and cardiovascular problems. 
Additionally, fine carbon particles tend to absorb 
unburned hydrocarbons (specifically, polycyclic 
aromatic hydrocarbons—PAH) that are carcinogenic 
and potentially can be absorbed in the lungs. 

The Environmental Protection Agency (EPA) has 
recently adopted a revision of the PM regulation to 
require more stringent regulation of PM2.5 
emissions (3). Additional guidelines include 
Executive Order 13148 (April 2000), Greening the 
Government Through Leadership in Environmental 
Management, that calls for a 40% - 50% reduction in 
pollutants by the end of 2006. Environmentally, soot 
particulates contribute to the formation of 
photochemical smog and provide nuclei for the 
formation of liquid droplets in the atmosphere that 
contribute to the formation of contrails and potential 
climate change. 

The Turbine Engine Division’s Combustion 
Branch at the Air Force Research Laboratory 
(AFRL) has taken an active role in characterizing 
combustion processes and flame structure (4). In the 
present work, the chemical and physical 
characteristics of several types of fuels were studied 
to explore their impact on the PM emissions from a 
CFM 56 combustor. The effort was focused on the 
relationship between aromatic content and PM 
production. Previous studies have been conducted on 
this relationship using a T63 combustor (5). In the 
present study, preliminary results have been 

processed for four of the fuels tested. These results 
will help to elucidate the fuel characteristics—
physical and/or chemical—that impact PM. 

Swirl-stabilized liquid-spray injectors are 
commonly used in gas-turbine engines to achieve 
compact, stable, and efficient combustion. The 
flowfield in the primary zone of such a spray flame 
is characterized by high shear stresses and turbulent 
intensities that result in vortex breakdown and large-
scale unsteady motions (6,7). These unsteady 
motions are known to play a key role in the 
formation of pollutant emissions such as carbon 
monoxide (CO), nitric oxide (NO), and unburned 
hydrocarbons (UHC) (8-10). Considerably less is 
known, however, about the mechanisms that lead to 
soot formation in swirl-stabilized, liquid-fueled 
combustors. Previous investigations have relied on 
exhaust-gas measurements and parametric studies to 
gain insight into the effects of various input 
conditions on soot loading (11-15). Much of the 
fundamental knowledge concerning soot formation is 
derived from investigations of laminar diffusion 
flames (16,17) with only a limited number of studies 
having focused on unsteady effects (18,19). The 
importance of considering unsteadiness and fluid-
flame interactions was demonstrated by Shaddix et 
al. (19) who found that a forced methane/air 
diffusion flame produced a four-fold increase in soot 
volume fraction (as a result of increased particle 
size) as compared with a steady flame having the 
same mean fuel-flow velocity. 

The goal of the current work was to study soot 
formation in the highly dynamic environment of a 
swirl-stabilized model combustor. This was 
accomplished by simultaneous imaging of the soot 
volume fraction and the hydroxyl-radical (OH) 
distribution using laser-induced incandescence (LII) 
and OH planar laser-induced fluorescence (PLIF), 
respectively. Residual Mie scattering from large 
droplets, which appears in the OH images but does 
not preclude signal interpretation, was used to a 
limited extent as a spray diagnostic. Probe data taken 
downstream of the combustor were also used for 
comparison. These data were taken at a different 
location, allowing possible confirmation of trends 
observed in the flame structure and comparison of 
in-situ and ex-situ results. 

The utility of LII for two-dimensional imaging of 
soot volume fraction has been demonstrated in a 
number of investigations (20,21) and has been 
implemented in aircraft-engine exhaust streams 
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(14,15). Brown et al. (22) performed planar LII for 
soot-volume-fraction imaging in the reaction zone of 
a model gas-turbine combustor; their measurements 
demonstrated LII in the primary reaction zone but 
did not image the turbulent flame structure near the 
exit of the swirl cup. In the current work, we extend 
the work of Brown et al. (22) by performing LII at 
the exit of the swirl cup and by using OH PLIF as 
well. 

The use of OH as a flame marker is typical in 
studies of soot formation in diffusion flames because 
of its close correlation with flame temperature 
(23,24). It has also been employed in a number of 
investigations of swirl-stabilized combustors (25,26). 
The use of laser-saturated OH LIF for quantitative 
measurements has also been demonstrated (27,28), 
although saturation is quite difficult in the case of 
planar measurements. In the current investigation we 
demonstrated semi-quantitative measurements in the 
recirculation region using excitation levels well 
below saturation. OH-PLIF measurements in the 
liquid-spray region are more qualitative because of 
simultaneous droplet scattering and non-equilibrium 
conditions. 

The performance and accuracy of the planar LII 
and OH-PLIF systems were characterized in the 
current work and are described below. Instantaneous 
and averaged data from OH PLIF were then 
employed to provide insight into the turbulent nature 
of the swirl-stabilized spray flame at various 
equivalence ratios. The physical processes that 
govern the soot-formation process were visualized 
using simultaneous OH PLIF, LII, and droplet Mie 
scattering. Finally, the overall normalized intensity 
in the primary zone was tracked as a function of fuel 
composition. 
 
EXPERIMENTAL 
 
A. Swirl-Stabilized Combustor 

The near-field structure of swirl-stabilized flames 
is highly dependent upon the characteristics of the 
fuel injector and the geometry of the surrounding 
flame tube. The injector configuration shown in Fig. 
1 is a generic swirl-cup liquid-fuel injector used in 
ongoing fuel studies at the Atmospheric-Pressure 
Combustor-Research Complex of the Air Force 
Research Laboratory’s Propulsion Directorate (29). 
It employs a pressure-swirl atomizer (Delavan 
Model 27710-8) with a nominal flow number of 1.6. 
The 4-cm exit diameter nozzle is centrally located in 

 
 

Fig. 1. (a) Dual-radial swirl-injector geometry 
(current study), (b) photograph of near-field 
flame structure, and (c) photograph of the test 
rig. 
 
a 15.25-cm x 15.25-cm square cross-section dome-
type combustor. The spray impinges upon a filming 
surface and is surrounded by dual-radial, counter-
swirling-air co-flows to entrain the fuel, promote 
droplet breakup, and enhance mixing. The resulting 
three-dimensional conical flame [shown in Fig. 1(b)] 
is composed of several zones, including an outer 
droplet-vaporization/preheat region, an inner 
turbulent flame-brush region, and a recirculation 
zone that brings hot combustion products upstream 
along the centerline (30). After exiting the primary 
flame zone, the combustion products are allowed to 
mix thoroughly along the 48-cm-long flame tube 
before entering a 43-cm-long, 5.7-cm-exit-diameter 
exhaust nozzle that is designed to create a uniform 
exhaust-gas temperature and concentration profile. 

Changes in overall equivalence ratio from Ф = 
0.5 to 1.10 (primary-zone equivalence ratio from Ф 
= 0.55 to 1.3) were achieved in the current study by 
varying the pressure drop across the fuel-spray 
nozzle from about 1.5 to 10 atm, which resulted in 
fuel mass flow rates of 1.0 to 2.2 g/s, respectively. 
The fuel flow rate was measured using a Max 
Machinery positive-displacement flow meter with 
0.5% full-scale accuracy. The air-flow system 
consisted of three Sierra 5600 SLPM mass flow 
controllers with 1% full-scale accuracy. The inlet 
air was heated to 450 K with a constant flow rate of 
~0.028 kg/s. The air-pressure drop across the  

Sample 
Probe Flame 

Tube 

Exhaust 
Nozzle 

(a) (b) 

(c) 
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Fig. 2. Experimental setup for simultaneous OH PLIF and LII in an atmospheric-pressure, 
swirl-stabilized, liquid fueled, model gas-turbine combustor. 

 
 
combustor dome was ~4.8-5.2% of the main supply. 
Most of the air flow entered the combustor through 
the swirl-cup injector, but a small percentage entered 
through aspiration holes along the aft wall. No liner 
air jets were used in the secondary zone; therefore, 
the fuel-air ratio depended almost entirely on the 
flow rates through the injector cup. The combustor is 
optically accessible via 75-mm-wide quartz windows 
along the top and sides for in-situ laser-based 
diagnostics. 
 
B. OH-PLIF System 

A review of PLIF fundamentals can be found in 
Eckbreth (1996) (31). As shown in the optical set-up 
in Fig. 2, 50% of the laser energy from a frequency-
doubled, Q-switched Nd:YAG laser (Spectra-Physics 
Pro290) is used to pump a dye laser (Sirah Precision 
Scan), the output of which is frequency doubled to 
obtain wavelengths in the (1,0) band of the OH A-X 
system. The dye laser is tuned to the Q1(9) transition 
at 283.922 nm (in air), which exhibits less than a 
2.5% variation in the ground-level Boltzmann 
fraction, FB, from 1600 to 2400K. This range of 
temperatures coincides with the equilibrium 
conditions one would expect for JP-8 fuel at the 
equivalence ratios used in this study (primary zone 
Ф = 0.55 - 1.3) (32). The maximum laser energy 
available for OH PLIF was 24 mJ. A 1.5-m-focal-
length, spherical plano-convex lens and a 75-mm-
focal-length plano-concave lens are used to form a 
laser sheet that enters the combustor through the top 

window. The laser-sheet thickness is 330 μm at full-
width-half-max (FWHM). The sheet width is ~7 cm, 
with a 3 full-angle divergence. A near top-hat sheet-
width profile that drops to zero laser energy within 
about 1 mm is obtained by clipping the wings of the 
laser sheet at the last turning mirror above the 
combustor. 

Fluorescence is collected from about 306-320 nm 
via the (1,1) and (0,0) bands of OH using an 
intensified charge-coupled device (ICCD) camera 
(Princeton Instruments PI-MAX SB) oriented 
approximately along the normal to the sheet. Two 1-
mm-thick WG295 Schott Glass filters are used in 
front of the camera lens to reduce scattering from 
droplets at 283.922 nm, and a UG11 filter is 
employed to eliminate most of the flame emission, 
scattering from the LII laser wavelength of 532 nm, 
and fluorescence from PAH compounds. A 105-mm-
focal-length f/4.5 UV lens is employed to collect the 
OH fluorescence, and an intensifier gate width of 20 
ns is used to capture the OH signal. Images are 
typically collected with 2x2 binning to obtain 
adequate resolution (512512) and framing rate (1.4 
Hz). The pixel viewing area in each 2x2 superpixel 
is 200200 μm2. 

The laser irradiance of 1.36×107 W/cm2 is two to 
three orders of magnitude lower than the 90-95% 
saturation level (27,28). The OH-PLIF signal is, 
therefore, linearly related to laser-energy variations. 
Corrections were not made for laser-energy 
attenuation due to OH absorption and droplet 
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scattering; this led to signal uncertainties of 10% in 
the lower region of each image. The effect of this 
error is substantially reduced in the upper half of the 
combustor where most of the data in this study were 
extracted. Shot-to-shot fluctuations in laser energy 
add an estimated 5% uncertainty, as determined 
from data collected in a laminar diffusion flame with 
the same OH-PLIF system. 

For measurements with low laser irradiance, the 
effect of collisional quenching on fluorescence 
efficiency must also be considered. For a given 
imaging system and laser irradiance, the OH-PLIF 
signal, SOH, from each pixel volume is proportional 
to the number density of OH, NOH, and the 
fluorescence efficiency, η.26 

OHOH

OH
OHOHOH QA

ANNS


   (1) 

The fluorescence efficiency is proportional to the 
rate of spontaneous emission, AOH, from molecules 
in the excited state and inversely proportional to the 
rate at which excited molecules are depleted via 
spontaneous emission and collisional quenching, 
QOH.  Collisional quenching is a function of the 
temperature-, pressure-, and species-dependent 
quenching coefficient as well as the number density 
of the species (33). As a result of offsetting effects in 
the equilibrium combustion products of JP-8, the rate 
of collisional quenching is found to be fairly 
constant for equivalence ratios less than unity. Under 
rich conditions the conversion of CO to CO2 
decreases substantially, which leads to an increase in 
collisional quenching and a decrease in fluorescence 
efficiency. In regions where equilibrium assumptions 
are valid, the LIF signal can be used along with Eq. 
(1) and the Boltzmann fraction, FB, to determine the 
relative OH number density; this will be discussed 
further in the Results and Discussion Section. In the 
liquid-spray region where lean and rich pockets of 
fuel can co-exist, qualitative signal interpretation is 
problematic since the fluorescence efficiency may 
vary by more than 30%, based on local conditions. 
 
C. Mie Scattering 

Mie scattering was obtained using the same setup 
as that for the OH-PLIF system. It was found that 
two WG295 color-glass filters (CVI Laser) and 
parallel-polarization detection would provide 
optimal OH LIF sensitivity while minimizing the 
likelihood of damaging the ICCD because of intense 

levels of droplet scattering. Large droplet clusters 
appear primarily near the injector exit, and single 
droplets with trailing flames are often observed 
traveling into the recirculation region. The trailing 
flames of these droplets appear neither in the off-line 
images nor at higher equivalence ratios and, 
therefore, are not attributable to scattering from fuel 
vapor or fluorescence from broadband sources such 
as PAH compounds. The droplet-scattering signal 
intensity is about one order of magnitude higher than 
that of the OH PLIF, but it occurs primarily at 
isolated points. The OH-PLIF signal levels 
(determined from probability density functions) are 
assigned to a false-color table from black to red, 
while the Mie scattering signals are above this range 
and appear in white. 
 
D. LII System 

Some of the first two-dimensional visualizations 
of soot volume fraction using LII were performed by 
Santoro and co-workers (20) and by Vander Wal and 
Weiland (21). Urban and Faeth (17) published 
reviews regarding the effects of various parameters 
such as laser fluence and profile as well as camera 
gate width and delay. The LII optical layout 
employed in the current study is shown 
schematically in Fig. 2, where 50% of the energy 
from a frequency-doubled Nd:YAG is formed into a 
sheet using a 2-m plano-convex spherical lens and a 
50-mm plano-concave cylindrical lens. The FWHM 
thickness of the laser sheet is about 700 μm within 
the measurement volume. As is the case for the OH 
LIF laser sheet, the long 2-m-focal-length lens is 
used to minimize variations in laser-sheet thickness 
within the measured region. The sheet width is ~14 
cm, with a full angle divergence of 6 within the test 
section. The wings of the LII sheet are clipped prior 
to the last turning mirror to generate a near top-hat 
profile that drops to zero laser energy within about 2 
mm. To reduce systematic errors due to intensity 
variations in the laser sheet and laser extinction in 
the measurement volume, the LII system is operated 
in the saturated regime, which is measured in the 
current system to be above 200 mJ/cm2. This 
saturation regime, found at similar fluence levels in 
the literature, (34,35) reduces the uncertainty in the 
relative soot-volume-fraction measurements to about 
10% for the full width of the laser sheet. 

The LII signal is detected using a 10241024 
ICCD camera (Princeton Instruments PI-MAX SB-
MG) and an f/1.2 58-mm-focal-length glass lens. 
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After 4x4 pixel binning, the measurement resolution 
is about 575575 μm2. A 500-nm short-pass filter 
(CVI Laser) is used for detection from 415 to 500 
nm, which reduces contributions from nascent soot 
particles, OH fluorescence/chemiluminescence, and 
red-shifted fluorescence from PAH compounds. The 
relatively short-lived PAH fluorescence is also 
minimized by employing a time-delayed detection 
scheme. Scattering from the 532-nm laser source is 
eliminated through the use of a 532-nm zero-degree 
reflective mirror, in addition to the 500-nm short-
pass filter and delayed detection. Light leakage from 
flame luminosity while the ICCD intensifier is gated 
off is minimized through the use of a 25-ms-gate 
Uniblitz shutter. A camera delay of 20 ns after the 
laser pulse was found to reduce laser scatter to 
almost nearly the background level while 
maintaining LII signal-to-noise ratios greater than 
20:1. The LII signal decayed quickly within the first 
200 ns after the laser pulse. The long decay in signal 
after 200 ns is dominated by larger, slow-cooling 
particles. Using a gate width of 50 ns, errors due to 
particle-size effects are estimated to be on the order 
of 5-10% (34). 
 
E. Combined LIF/LII System 

The OH-PLIF and LII cameras are synchronized 
using an external delay generator that is driven by 
the advanced Q-switch TTL output of the Nd:YAG 
laser. The precise camera delay required to capture 
each image is imposed using an onboard timing 
generator in each ICCD controller. The laser pulses 
are coincident to within several nanoseconds so that 
no fluid movement occurs between LIF and LII 
detection. Because of spatial constraints within the 
test cell, both cameras are positioned on the same 
side of the combustor at slight 3.5 angles to overlap 
the two imaged regions. The PLIF image area 
overlaps the left half of the LII image nearest the 
injector cup in order to minimize off-axis 
defocusing. After camera alignment, registration 
images are collected for use in post-processing. 
 
F. Ex-Situ Measurements and Instrumentation 

PM and gaseous emissions were measured to 
quantify the effect of fuel composition and 
equivalence ratio on the relative production rates and 
selectivities of the exhaust constituents. Specifically, 

combination of these ex-situ results with those 
obtained in the primary zone of the combustor will 
significantly assist in deconvoluting the complicated 
physical and chemical mechanisms that influence 
PM and emission production. Two oil-cooled probes 
facing the exhaust flow immediately downstream of 
the converging end-adaptor were installed to obtain 
“representative” samples of the engine exhaust. One 
probe, used for on-line quantitation of the PM 
aerosol characteristics, introduced dilution air at the 
probe tip to prevent particle loss to the wall, water 
condensation, and saturation of the analytical 
equipment. The diluted sample was drawn to the 
analytical instruments via a vacuum pump; dilution 
air and sample flows were controlled using high-
precision Brooks 5850i mass-flow controllers. The 
PND (count of particles per unit volume) was 
quantified using a TSI Model 3022A CNC and a 
MetOne Model 237B Laser Particle Counter 
(LPC)—the CNC is used to quantify small-diameter 
(<300 nm) particles, while the LPC is used to 
quantify large-diameter (300-5000 nm) particles. A 
TSI Model 3936 Scanning Mobility Particle Sizer 
(SMPS) used to classify the particles by size has a 
measurement range of 7-1000 nm. For these tests, 
more than 99.9% of the PND was <300 nm in size; 
therefore, the PND quantified using the CNC will be 
used for subsequent comparison. 
The undiluted sample was used for further off-line 
characterization of the PM emissions and 
quantitation of major and minor gaseous species. 
Particulate samples were collected on quartz and 
paper filters for off-line analysis, which includes 
determination of the engine smoke number, 
temperature-programmed oxidation to characterize 
the relative carbon composition, and analysis of 
absorbed PAHs via Gas Chromatography/Mass 
Spectrometry (GC/MS). Gaseous emissions were 
quantified using an MKS MultiGas 2030 Fourier-
Transform Infrared (FTIR)-based gas analyzer, a 
Horiba FIA-510 total hydrocarbon analyzer, and a 
M&C PMA-10 oxygen analyzer. The FTIR analyzer 
quantifies non-symmetric gaseous species at parts-
per-billion (ppb) to percent sensitivity. The MultiGas 
2030 can simultaneously analyze more than 30 gases 
and perform analysis in gas streams containing up to 
30% water. 

791



 7  

 
Fig. 3. Properties of fuels studied. 

 
 
G. Fuels 

Properties of the fuels investigated are shown in 
Fig. 3. These fuels were selected to study the impact 
of major constituents in JP-8 on particulate 
emissions. The JP8-X45 and JP8-X20 are 
experimental fuels developed in the mid-1980s under 
an Air Force sponsored program to provide an 
economical high energy density fuel to replace JP-10 
(a single component missile fuel) (36).  These JP8-X 
fuels were made by hydrotreating light cycle oil—a 
highly aromatic by-product of catalytic cracking of 
petroleum—to obtain a fuel high in naphthenes 
(cycloparaffins). The main difference between JP8 
and the JP8-X fuels is the larger quantity of normal 
and branched paraffinic components and the lower 
concentration of cyclic (both aromatic and 
cycloparaffin) compounds in JP8. The semi-
synthetic fuel is a 50/50 blend of Jet-A with a coal-
derived Fischer-Tropsch fuel. Roets et al. provide a 
detailed description of the fuel (37). The neat 
synthetic fuel, produced in Sasolburg, South Africa, 
is high in iso-paraffins and contains zero aromatics. 
Based on the amount of aromatics in the 50/50 
blend, the Jet-A fuel in the semi-synthetic fuel 
contains approximately 20% aromatics by volume. 
The Exxon solvents Norpar-13, Isopar M, and Isopar 
H were tested to evaluate paraffinic fuels with zero 
aromatic content. 

RESULTS AND DISCUSSION 
 
A. LII and Mie Scattering 

The fuels were evaluated in the liquid-fueled 
CFM-56 combustor at atmospheric conditions to 
investigate the production of PM emissions while 
varying fuel type and operating conditions. LII and 
LIF techniques were compared with trends observed 
from a CNC which provided PND in the exhaust 
stream of the combustor. The effects of the chemical 
characteristics of these fuels on particulate formation 
are discussed below. 

Results were obtained by first averaging each 
data set of images (800 images using LII and 200 
images using LIF) into a single averaged image for 
each run. This averaged image was then corrected by 
subtracting the average background file. Specific 
regions of interest (ROI) were selected for each run. 
These ROI were consistent for each data set on a 
given day to enable a better comparison of runs. 
Statistics were run and average intensity recorded. 
Representative LII data can be seen in Fig. 4. The 
false-color scale is common for all images and varies 
from 5 to 100% of the maximum signal. Dense 
regions are shown as white regions of high intensity, 
whereas regions of low intensity are blue in color. 
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(a)  JP8-X45 

 
(b)  JP8 

 
(c)  JP8/Isopar H (d)  Isopar H 
 
 
 
Fig. 4. LII images are representative of a) JP8-
X45, b) JP8, c) JP8/Isopar H (50/50) blend, d) and 
Isopar H.  False-color scale from 5 to 100% of 
peak average at an equivalence ratio of 1.10. 

 
Mie scattering can be used for qualitative 

tracking of changes in spray characteristics and soot 
production, as illustrated in Fig 4. Four fuels are 
shown, all at an equivalence ratio of 1.1. JP8-X45 
has a dense, high-intensity fuel spray as compared 
with standard JP8 and JP8/Isopar H (50/50) blend. 
Isopar H has no apparent high-intensity region in the 
fuel-spray zone. This may be the result of the 
changing fuel physical characteristics and their 
effects on injection pressure and atomization. Soot 
production for these four fuels also follows a similar 
trend, probably due to their chemical structure. For 
JP8-X45, a significant soot formation is observed on 
the quartz viewing window, beginning at an 
equivalence ratio of 0.9. This dark region indicates 
where the ICCD cameras were unable to capture the 
incandescence phenomenon because of window 
fouling. For standard JP8 the soot formation is also 
obvious, but not to the extent observed for X45. 

Four critical factors in soot development are 
chemical structure, fuel atomization, prevalence of 
oxidant, and temperature.  The importance of 
chemical structure is apparent in a comparison of 
fuels with various aromatic levels.  As illustrated in  

Fig. 5, compounds with a parent aromatic 
hydrocarbon have faster reaction rates, thus 
accelerating the rate of soot production. Aliphatic 
compounds must undergo additional reaction steps to 
form a ring structure, consequently delaying soot 
formation. Fuels with high levels of aromatic and 
cycloparaffin content, such as JP8-X45, are higher in 
normalized intensity than fuels such as JP8, Isopar 
H, and JP-8/Isopar H (50/50) blend, which are lower 
in aromatic content. This can be seen in Fig. 6 where 
data trends were normalized to the highest JP8 
signal. This normalized intensity is indicative of 
relative soot production. 
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Fig. 6. Normalized intensity as a function of 
equivalence ratio for LII (days 1, 2, and 3 
respectively). Intensity is normalized to maximum 
JP8. 
 

Several results of significance are illustrated in 
Fig. 6. The JP8-X45 has a substantially greater 
normalized intensity (more than three times as high) 
than JP8 alone. Furthermore, the Isopar and the JP-
8/Isopar H (50/50) blend are lower in normalized 
intensity than JP8. These outcomes are expected 
from their chemical structure. JP8-X45 has the 

Fig 5. Simplified soot-formation mechanism (38). 
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highest aromatic content and, therefore, would be 
expected to be the highest soot producer; Isopar H 
and its blend have minimal levels of aromatics and 
are anticipated to have a lower level of soot 
production. It is also important to note the high 
degree of reproducibility among the JP8 fuels, even 
though they were run on different days, as 
demonstrated in Fig. 7. 

 

 
A correlation can be established between soot 

formation and aromatic content, as shown in Fig. 8. 
Normalized intensity increases with percent aromatic 
content, indicating greater soot formation. 
Furthermore, each equivalence ratio follows 
approximately the same trend. This indicates that 
fuel structure or composition is a major driving force 
in soot formation. This relationship can also be used 
to validate the trends observed in Fig. 5, where soot 
formation and locations of high intensity increase 
with percent aromatic content. At lower aromatic 
content, greater variations can be observed as a 
function of equivalence ratio. These differences may 
be attributable to spray atomization and droplet 
formation, which can only be observed using in-situ 
techniques. 

In-situ techniques have the capability to image 
flame characteristics and soot production in the 
primary flame zone, where soot first begins to 
develop.  Ex-situ techniques, such as probes, are 
point measurements performed at the exit of the 
combustor. These methods can be employed to 
confirm basic trends observed in-situ. 

Fuel and probe comparisons were made for the 
fuels studied. Standard JP8 data collected over 
multiple days using LII were plotted versus ex-situ 
probe data by normalizing JP8 to the maximum 
signal (see Fig. 9).  An exponential trend was 

observed as equivalence ratio increased; this was 
also demonstrated by Lynch et al. (39). Good 
agreement between normalized JP8 LII results and 
probe data prompted similar LII/probe comparisons 
for the remaining fuels. 
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Fig. 8. Normalized signal increases with aromatic 
content. Four trends are shown as different 
equivalence ratios.
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Fig. 9. Comparison of data of JP8 and probe for 
three successive test days represented as 1, 2, and 
3.

At equivalence ratios below 0.7, JP8-X45 LII 
intensity values showed close agreement with probe 
data; however, above 0.7 substantial differences 
were observed. One source of variance could be the 
large amount of soot formation on the window, 
which prevented data collection in this region. If a 
larger ROI were permissible, LII intensity might 
increase which would result in closer agreement. 
Thresholds were also noted to occur at different 
equivalence ratios, 0.7 and 0.9 respectively, for data 
collected using LII and probe methods, as can be 
observed in Fig 10. The threshold indicates where 
soot formation begins exponential growth, as further 
explained by OH PLIF. Probe and LII data for the 
JP8/Isopar H (50/50) blend, Fig. 11, show better 
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testing days. 
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agreement at higher equivalence ratios than 
previously observed with JP8-X45. 
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Fig. 10. Comparison of data from JP8-X45, JP8, 
and probe normalized to maximum JP8. 
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Fig. 11.  Comparison of data from JP8/Isopar H 
(50/50), JP8, and probe normalized to maximum 
JP8. 
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Fig. 12. Comparison of data from JP8, Isopar H, 
and probe normalized to maximum JP8. 
 

Fluctuations at fuel-lean conditions, observed in 
Isopar H in Fig 12, may be a result of temperature 
variations that affect soot oxidation. Additionally, at 
fuel-rich conditions particle burnout may result in a 
deviation between probe and LII intensity. Particle 
burnout occurs as longer residence times are 
achieved in the flame tube, allowing more mixing to 

occur and increasing the reaction time. Particle size 
may also affect burnout. This relationship will be 
examined more closely in further studies. 
 
B. LIF 

OH PLIF is used to assess changes in flame 
structure and to track qualitative changes in local 
equivalence ratio. OH is often used as an indicator of  
flame temperature (Lynch et al. (39)). 

Maximum normalized OH-PLIF intensity occurs 
at an overall equivalence ratio between 0.8 and 0.9, 
which can be observed in similar graphs for different 
fuels with various chemical properties (Fig. 13). 
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 11  

Lynch et al. (39) note a peak equilibrium OH 
signal occurring at an equivalence ratio of 1.0. 
Similarly occurring peaks for different fuels clearly 
demonstrate the comparability of data sets due to 
similar local-equivalence-ratio trends between fuels. 

When comparing LIF and LII data, one 
important trend which can be observed in Fig. 14, 
should be noted. As the ratio of fuel to air increases, 
the OH signal, indicating the presence of oxidizing 
agents, also increases and eventually forms a bell-
shaped curve. At the maximum of the OH bell curve, 
the lowest LII signal is observed. As the OH signal 
decreases, the LII signal begins to increase, and 
eventually becomes exponential. An inverse 
relationship exists between the LIF and LII signal, as 
first discussed by Lynch et al. (39). The peak OH 
indicates the greatest prevalence of oxidizing agents; 
however, as the equivalence ratio increases, the lack 
of oxidizing agent leads to increased soot 
production. 
This oxidizing agent can be tracked using single-shot 
LIF data, as shown in Fig. 15. These single-shot 
images provide qualitative information concerning 
the flame structure. The presence or absence of 
droplet formation can be easily noted when 
examining Mie scattering in these images. The JP8-
X45 fuel has the greatest amount of droplet 
formation, and standard JP8 has only a minimal 
amount. Isopar H has no droplets, perhaps due to 
better atomization and more fuel breakup. Isopar H 
also has no clearly defined primary zone. The 
JP8/Isopar (50/50) blend does exhibit a distinct 
primary zone as well as fuel droplets although not to 
the extent of JP8-X45 and JP8. Larger amounts of 
oxidant, represented as green in the figure, exist in 
the fuel-rich regions of JP8 as compared to JP8-X45. 
However, the largest amount of oxidant in the fuel-
rich regions is found upon examination of Isopar H, 
as denoted by the higher OH signal. This trend is 
also observed in the recirculation zone where the 
impact made on soot can be significant. Isopar H has 
a significant amount of OH in the recirculation zone, 
which leads to greater oxidation. JP8 has minimal 
amounts of OH in this zone, again correlating with 
soot trends observed earlier. JP8/Isopar H (50/50) 
blend has OH levels greater than standard JP8 
although not as prevalent as with Isopar H. JP8-X45 
has negligible amounts of OH in the recirculation 
zone, supporting the greater production of soot 
observed in LII data.  

 

 
 

 
CONCLUSIONS 
 

LII/LIF techniques can provide valuable insight 
into combustion processes and flame structure. 
These techniques allow in-situ measurements such as 
in the present study imaging of fuel spray and flame 
structure that are not possible with current ex-situ 
methods; however, ex-situ measurements provide 
valuable quantitative data for comparison purposes. 
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 12  

LII/LIF can be used qualitatively and semi-
quantitatively for utilities such as tracking OH 
concentrations, locations of soot formation, and 
spray characteristics. 

Preliminary results show a correlation between 
OH levels, soot production, and chemical structure. 
Regions of high OH intensity, indicating greater 
levels of oxidant, correspond to regions of lower soot 
production. Another indicator of lowered soot 
production is minimal aromatic content. Preliminary 
results exhibit a trend with soot production 
exponentially increasing with aromaticity (Fig. 8). 
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ABSTRACT 
 The goal of the current investigation is to study 
soot formation in the highly dynamic environment of 
a swirl-stabilized, liquid-fueled combustor. This is 
accomplished using simultaneous imaging of the 
soot volume fraction and hydroxyl-radical (OH) 
distribution in the primary reaction zone using laser-
induced incandescence (LII) and OH planar laser-
induced fluorescence (PLIF), respectively. Residual 
droplet Mie scattering is also detected in the OH-
PLIF diagnostic system and is used to a limited 
extent as a spray diagnostic. The performance and 
accuracy of the planar LII and OH-PLIF systems are 
characterized in the current work and demonstrated 
in studies of jet fuels and soot-mitigating additives. 
Preliminary analyses of the data indicate that the 
flame in the near field of the injector is highly 
perturbed by large-scale structures and that fluid-
flame interactions have a significant impact on local 
equivalence ratio and soot formation. Rich pockets 
of fuel and air along the interface between the spray 
flame and recirculation zone serve as locations for 
soot inception. The effect of local equivalence ratio 
is determined from semi-quantitative analysis of the 
OH-PLIF data and good agreement with equilibrium 
calculations in the recirculation region.  Spatially 

averaged LII measurements demonstrate that soot 
volume fraction in the primary flame zone increases 
exponentially with equivalence ratio, and are 
compared with particle-sampling data collected in 
the exhaust stream. 
 
Keywords: Gas-Turbine Combustor, Soot, LII, OH, 
PLIF. 
 
INTRODUCTION 
 Swirl-stabilized liquid-spray injectors are 
commonly used in gas-turbine engines to achieve 
compact, stable, and efficient combustion. The 
flowfield in the primary zone of such a spray flame 
is characterized by high shear stresses and turbulent 
intensities that result in vortex breakdown and large-
scale unsteady motions.1,2 These unsteady motions 
are known to play a key role in the formation of 
pollutant emissions such as carbon monoxide (CO), 
nitric oxide (NO), and unburned hydrocarbons 
(UHC).3-5 Considerably less is known, however, 
about the mechanisms that lead to soot formation in 
swirl-stabilized liquid-fueled combustors. Previous 
investigations have relied on exhaust-gas 
measurements and parametric studies to gain insight 
into the effects of various input conditions on soot 
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loading.6-10 Much of the fundamental knowledge 
concerning soot formation is derived from 
investigations of laminar diffusion flames,11,12 with 
only a limited number of studies having focused on 
unsteady effects.13,14 The importance of considering 
unsteadiness and fluid-flame interactions was 
demonstrated by Shaddix et al.,14

 The goal of the current work is to study soot 
formation in the highly dynamic environment of a 
swirl-stabilized JP-8-fueled model combustor. This 
is accomplished by simultaneous imaging of the soot 
volume fraction and hydroxyl-radical (OH) 
distribution using laser-induced incandescence (LII) 
and OH planar laser-induced fluorescence (PLIF), 
respectively. Residual Mie scattering from large 
droplets, which appears in the OH images but does 
not preclude signal interpretation, is used to a limited 
extent as a spray diagnostic.  

 who found that a 
forced methane/air diffusion flame produced a four-
fold increase in soot volume fraction (as a result of 
increased particle size) as compared with a steady 
flame having the same mean fuel-flow velocity. 

 The utility of LII for two-dimensional imaging of 
soot volume fraction has been demonstrated in a 
number of investigations15,16 and has been 
implemented in aircraft engine exhaust streams.9,10 
Brown et al.17 performed planar LII for soot-volume-
fraction imaging in the reaction zone of a model gas-
turbine combustor; their measurements demonstrated 
LII in the primary reaction zone but did not image 
the turbulent flame structure near the exit of the swirl 
cup. In the current work, we extend the work of 
Brown et al.17

 The use of OH as a flame marker is typical in 
studies of soot formation in diffusion flames because 
of its close correlation with flame temperature.

 by performing LII at the exit of the 
swirl cup and by the addition of OH PLIF. 

18,19 It 
has also been employed in a number of 
investigations of swirl-stabilized combustors.20,21 
The use of laser-saturated OH LIF for quantitative 
measurements has also been demonstrated,22,23

 The performance and accuracy of the planar LII 
and OH-PLIF systems are characterized in the 

current work and described below. Instantaneous, 
averaged, and statistical data from OH PLIF are then 
employed to provide insight into the turbulent nature 
of the swirl-stabilized spray flame at various 
equivalence ratios. The physical processes that 
govern the soot formation process are visualized 
using simultaneous OH PLIF, LII, and droplet Mie 
scattering. Finally, the overall soot volume fraction 
in the primary zone is tracked as a function of fuel 
composition.   

 
although saturation is quite difficult in the case of 
planar measurements. In the current investigation we 
demonstrate semi-quantitative measurements in the 
recirculation region using excitation levels well 
below saturation. OH-PLIF measurements in the 
liquid-spray region are more qualitative because of 
simultaneous droplet scattering and non-equilibrium 
conditions.  

 
NOMENCLATURE 

AOH – Rate of spontaneous emission (s-1

F
) 

B
N

 – Boltzmann fraction 
OH – Number density of OH molecules (m-3

Q
) 

OH – Collisional quenching rate (s-1

S
) 

OH
η – fluorescence efficiency 

 – relative OH-PLIF signal 

Φ– Equivalence ratio 
 
EXPERIMENTAL SET UP 

 
A.  Swirl-Stabilized Combustor 
 The near-field structure of swirl-stabilized flames 
is highly dependent upon the characteristics of the 
fuel injector and the geometry of the surrounding 
flame tube. The injector configuration shown in Fig. 
1 is a generic swirl-cup liquid-fuel injector used in 
ongoing fuel studies at the Atmospheric-Pressure 
Combustor-Research Complex of the Air Force 
Research Laboratory’s Propulsion Directorate.24 It 
employs a pressure-swirl atomizer (Delavan model 
27710-8) with a nominal flow number of 1.6. The 4-
cm exit diameter nozzle is centrally located in a 
15.25 cm x 15.25 cm square cross-section dome-type 
combustor. The spray impinges upon a filming 
surface and is surrounded by dual-radial, counter-
swirling-air co-flows to entrain the fuel, promote 
droplet break-up, and enhance mixing. The resulting 
three-dimensional conical flame, shown in Fig. 1(b), 
is composed of several zones including an outer 
droplet-vaporization/preheat region, an inner 
turbulent flame brush region, and a recirculation 
zone that brings hot combustion products upstream 
along the centerline.25 After exiting the primary 
flame zone, the combustion products are allowed to 
mix thoroughly along the 48-cm long flame tube 
before entering a 43-cm-long, 5.7-cm exit-diameter 
exhaust nozzle that is designed to create a uniform 
exhaust-gas temperature and concentration profile.  
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 Changes in overall equivalence ratio from Φ = 
0.5 to 1.15 (primary zone equivalence ratio from Φ = 
0.55 to 1.3) were achieved in the current study by 
varying the pressure drop across the fuel-spray 
nozzle from about 1.5 to 10 atm, which resulted in 
fuel mass flow rates of 1.0 to 2.2 g/s, respectively.  
The fuel flow rate is measured using a Max 
Machinery positive-displacement flow meter with 
±0.5% full-scale accuracy. The air-flow system 
consists of three Sierra 5600 SLPM mass flow 
controllers with ±1% full-scale accuracy. The inlet 
air is heated to 450 K with a constant flow rate of ~ 
0.028 kg/s. The air-pressure drop across the 
combustor dome was ~ 4.8 to 5.2% of the main 
supply. Most of the air flow enters the combustor 
through the swirl-cup injector, but a small 
percentage enters through aspiration holes along the 
aft wall. No liner air jets are used in the secondary 
zone; therefore, the fuel-air ratio depends almost 
entirely on the flow rates through the injector cup. 
 The combustor is optically accessible via 75-
mm-wide quartz windows along the top and sides for 
in-situ laser-based diagnostics. In addition, 
particulate emissions at the exit of the exhaust nozzle 
are characterized using a TSI Model 3022A 
Condensation Nuclei Counter (CNC) to provide a 
count of particles per unit volume (particle number 
density), and a TSI Model 3936 Scanning Mobility 
Particle Sizer (SMPS) to obtain the particle size 
distribution. Particulate emissions are captured and 
transported to the analytical instruments via an oil-
cooled probe, which consists of three concentric 
tubes with three fluid passages.  The outermost 
passage flows recirculating cooling oil, which is kept 
at 150°C for all tests.  The middle annulus provides 
particle-free dry dilution air, and the center passage 
transports the diluted sample to the instruments.  The 
probe is installed facing the flow in the center and 
near the exit of the combustor to help capture a 
“representative” sample of the exhaust and avoid 

diluting or contaminating with surrounding air.  The 
sample line is heated to 75°C, and the sample is 
diluted at the probe tip to help prevent water 
condensation and particulate loss to the wall due to 
high wall-sample temperature gradients.  Sharp 
bends in the sample line were avoided to reduce 
particle loss. 
 
B. OH-PLIF System 
 A review of PLIF fundamentals can be found in 
Eckbreth (1996).26 As shown in the optical set-up in 
Fig. 2, 50% of the laser energy from a frequency-
doubled, Q-switched Nd:YAG laser (Spectra-Physics 
Pro290) is used to pump a dye laser (Sirah Precision 
Scan), the output of which is frequency doubled to 
obtain wavelenghts in the (1,0) band of the OH A-X 
system. The dye laser is tuned to the Q1(9) transition 
at 283.922 nm (in air), which has less than a ±2.5% 
variation in the ground-level Boltzmann fraction, FB

 

, 

Sampling 
Probe Flame Tube 

Exhaust 
Nozzle 

(a) (b) 

(c) 

Fig. 1. (a) Dual-radial swirl-injector geometry used in the current 
study (b) photograph of near-field flame structure, and (c) 
photograph of the test rig. 

Fig. 2. Exper imental setup for  simultaneous OH PLIF and LII in an atmospher ic-pressure, swir l-stabilized, liquid fueled, 
model gas-turbine combustor . 
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from 1600 to 2400K. This range of temperatures 
coincides with the equilibrium conditions one would 
expect for JP-8 fuel at equivalence ratios used in this 
study (primary zone Φ = 0.55 - 1.3).27 Considering 
the full range of possible temperatures from 1100 to 
2400K within typical lean and rich flammability 
limits,28

 Fluorescence is collected from about 306 to 320 
nm via the (1,1) and (0,0) bands of OH using an 
intensified charge-coupled device (ICCD) camera 
(Princeton Instruments PI-MAX SB) oriented 
approximately along the normal to the sheet. Two 1-
mm thick WG295 Schott Glass filters are used in 
front of the camera lens to reduce scattering from 
droplets at 283.922 nm, and a UG11 filter is 
employed to nearly eliminate flame emission, 
scattering from the LII laser wavelength of 532nm, 
and fluorescence from polycyclic-aromatic-
hydrocarbon (PAH) compounds. A 105-mm-focal-
length f/4.5 UV lens is employed to collect the OH 
fluorescence, and an intensifier gate width of 20 ns is 
used to capture the OH signal. Images are typically 
collected with 2x2 binning to obtain adequate 
resolution (512×512) and framing rate (1.4 Hz). The 
pixel viewing area in each 2x2 superpixel is 
200×200 μm

 the Boltzmann fraction for this transition 
varies by up to ±12.5%. The maximum laser energy 
available for OH PLIF was 24 mJ. A 1.5-m-focal-
length spherical plano-convex lens and a −75-mm-
focal-length plano-concave lens are used to form a 
laser sheet that enters the combustor through the top 
window. The laser-sheet thickness is 330 m at full-
width-half-max (FWHM) as measured by translating 
a knife-edge across the beam. The sheet width is ~ 7 
cm, with a 3° full-angle divergence. A near top-hat 
sheet-width profile that drops to zero laser energy 
within about 1 mm is obtained by clipping the wings 
of the laser sheet at the last turning mirror above the 
combustor.  

2

 Based on the dimensions of the OH-PLIF laser 
sheet and total laser energy of 24 mJ, it is estimated 
that the laser irradiance of 1.36×10

.  

7 W/cm2 is two to 
three orders of magnitude lower than the 90-95% 
saturation level.22,23

 For measurements with low laser irradiance, the 
effect of collisional quenching on fluorescence 
efficiency must also be considered. For a given 
imaging system and laser irradiance, the OH-PLIF 
signal, S

 The OH-PLIF signal is, 
therefore, linearly related to laser-energy variations. 
OH-PLIF signal corrections (typ. ±15%) in the axial 
direction are performed in post-processing based on 
measurements of the laser-sheet profile after each 
run. Signal variation (typ. ±3%) due to the 3° laser-
sheet expansion in the cross-stream direction is also 

corrected in post-processing. Corrections are not 
made for laser-energy attenuation due to OH 
absorption and droplet scattering; this leads to signal 
uncertainties of ±10% in the lower region of each 
image.  The effect of this error is substantially 
reduced in the upper half of the combustor where 
most of the data in this study is extracted. Shot-to-
shot fluctuations in laser energy add an estimated 
±5% uncertainty, as determined from data collected 
in a laminar diffusion flame with the same OH-PLIF 
system.  

OH, from each pixel volume is proportional 
to the number density of OH, NOH, and the 
fluorescence efficiency, η.26

OHOH

OH
OHOHOH QA

ANNS
+

=≈ η

 

               (1) 

The fluorescence efficiency is proportional to the 
rate of spontaneous emission, AOH, from molecules 
in the excited state and inversely proportional to the 
rate at which excited molecules are depleted via 
spontaneous emission and collisional quenching, 
QOH. Collisional quenching is a function of the 
temperature-, pressure-, and species-dependent 
quenching coefficient as well as the number density 
of the species.29 As a result of offsetting effects in 
the equilibrium combustion products of JP-8, the rate 
of collisional quenching is found to be fairly 
constant for equivalence ratios of less than unity. 
Under rich conditions the conversion of CO to CO2 
decreases substantially and leads to an increase in 
collisional quenching and a decrease in fluorescence 
efficiency. In regions where equilibrium assumptions 
are valid, the LIF signal can be used along with Eqn. 
1 and the Boltzmann fraction, FB

 

, to determine the 
relative OH number density; this will be discussed 
further in the results section. In the liquid-spray 
region where lean and rich pockets of fuel can co-
exist, qualitative signal interpretation is problematic 
since the fluorescence efficiency could vary by more 
than ±30% based on local conditions. 

C. Mie-Scattering  
 Mie scattering was obtained using the same setup 
as for the OH-PLIF system. It was found that two 
WG295 color-glass filters (CVI Laser) and parallel-
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polarization detection would provide optimal OH 
LIF sensitivity while minimizing the likelihood of 
damaging the ICCD because of intense levels of 
droplet scattering. When tuned off the OH 
absorption line, as shown in Fig. 3(b), the intense, 
highly localized droplet scatter can be distinguished 
from the large, more uniformly distributed OH 
layers. Large droplet clusters appear primarily near 
the injector exit, and single droplets with trailing 
flames are often observed traveling into the 
recirculation region, as shown in Fig. 3(a). The 
trailing flames of these droplets do not appear in the 
off-line images nor at higher equivalence ratios and, 
therefore, are not attributable to scattering off of fuel 
vapor or fluorescence from broadband sources such 
as PAH compounds. The droplet-scattering signal 
intensity is about one order of magnitude higher than 
that of the OH PLIF, but it occurs primarily at 
isolated points. The OH-PLIF signal levels 
(determined from probability density functions) are 
assigned to a false-color table from black to red, 
while the Mie scattering signals are above this range 
and appear in white. 
 
D.  LII System 
 Some of the first two-dimensional visualizations 
of soot volume fraction using LII were performed by 
Santoro and co-workers15 and by Vander Wal and 
Weiland.16 The effects of various parameters such as 
laser fluence, laser-sheet profile, detection 
wavelength, camera gate width, and camera gate 
delay have been explored in a number of follow-up 
investigations.30-32 A list of reviews on the subject is 
provided by Urban and Faeth.12 The LII optical 
layout employed in the current study is shown 
schematically in Fig. 2, where 50% of the energy 
from a frequency-doubled Nd:YAG is formed into a 

sheet using a 2-m plano-convex spherical lens and a 
-50-mm plano-concave cylindrical lens. The FWHM 
thickness of the laser sheet is about 700 m within 
the measurement volume, as measured by traversing 
a knife-edge across the sheet. As is the case for the 
OH LIF laser sheet, the long 2-m-focal-length lens is 
used to minimize variations in laser-sheet thickness 
within the measured region. The sheet width is ~ 14 
cm, with a full angle divergence of 6° within the test 
section. An overall tilt of 5° is used to overlap the 
LII and PLIF laser sheets. The wings of the LII sheet 
are clipped prior to the last turning mirror to generate 
a near top-hat profile that drops to zero laser energy 
within about 2 mm. To reduce systematic errors due 
to intensity variations in the laser sheet and due to 
laser extinction in the measurement volume, the LII 
system is operated in the saturated regime, measured 
in the current system to be above 200 mJ/cm2. This 
saturation regime, found at similar fluence levels in 
the literature,30,32

 The LII signal is detected using a 1024×1024 
ICCD camera (Princeton Instruments PI-MAX SB-
MG) and an f/1.2, 58-mm-focal-length glass lens. 
After 4x4 pixel binning, the measurement resolution 
is about 575×575 μm

 reduces the uncertainty in the 
relative soot volume fraction measurements to about 
±10% for the full width of the laser sheet. 

2

 To optimize the timing of LII detection, data 
were collected in the swirl-stabilized flame for a 
number of camera-intensifier-gate delays and widths. 
A camera delay of 20 ns after the laser pulse was 
found to reduce laser scatter to nearly the 

. A 500 nm short-pass filter 
(CVI Laser) is used for detection from 415 to 500 
nm, which reduces contributions from nascent soot 
particles, OH fluorescence/chemiluminescence, and 
red-shifted fluorescence from PAH compounds. The 
relatively short-lived PAH fluorescence is also 
minimized by employing a time-delayed detection 
scheme. Scattering from the 532-nm laser source is 
eliminated through the use of a 532-nm zero-degree 
reflective mirror in addition to the 500-nm short-pass 
filter and delayed detection. Light leakage from 
flame luminosity while the ICCD intensifier is gated 
off is minimized through the use of a 25-ms-gate 
Uniblitz shutter. During post-processing the residual 
background signal from flame luminosity is 
subtracted from each image. A color scale is chosen 
with a minimum value corresponding to 5% above 
the background and a maximum value of 100% of 
the peak in each image. 

(a) (b) 

Fig. 3. Raw signal from (a) OH PLIF and droplet Mie scattering 
while on Q1(9) line of (1,0) band in A-X system and (b) droplet 
Mie scattering while off the OH line. Overall φ = 0.7. 
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background level while maintaining LII signal-to-
noise ratios greater than 20:1. The LII signal decayed 
quickly within the first 200 ns after the laser pulse. 
The long decay in signal after 200 ns is dominated 
by larger, slow-cooling particles. Using a gate width 
of 50 ns, errors due to particle size effects are 
estimated to be on the order of 5-10%.30

 
   

E.  Combined LIF/LII System 
 The OH-PLIF and LII cameras are synchronized 
using an external delay generator driven by the 
advanced Q-switch TTL output of the Nd:YAG 
laser. The precise camera delay required to capture 
each image is imposed using an onboard timing 
generator in each ICCD controller. The laser pulses 
are coincident to within several nanoseconds so that 
no fluid movement occurs between LIF and LII 
detection. Because of spatial constraints within the 
test cell, both cameras are positioned on the same 
side of the combustor at slight 3.5° angles to overlap 
the two imaged regions. The PLIF image area 
overlaps the left half of the LII image nearest the 
injector cup in order to minimize off-axis 
defocusing. After camera alignment, registration 
images are collected for use in post-processing.   
 
RESULTS AND DISCUSSION 
 
A.  Average and Instantaneous Flame Structure 
 The average and instantaneous OH distributions 
at overall equivalence ratios (Φ) ranging from 0.5 to 
1.15 are shown in Figs. 4(a) to 4(f). All images are 
background subtracted and corrected for laser-sheet 
intensity variations and laser-sheet divergence. The 
effect of laser attenuation is evident in the lower 
flame region, with signal levels that are 10% less 
than the upper flame region. The false color scale is 
common for all images and varies from 5% to 100% 
of the maximum OH signal as determined by 
probability density functions at Φ = 0.5. 
 Two main features of the flame structure become 
apparent when analyzing the series of images in Fig. 
4. The first is that the flame structure evolves from a 
single- to multi-layer reaction zone. The second is 
the prominent role that turbulence plays in 
determining this structure.  
 A classical five-zone description of pressure-jet 
hollow-cone spray combustion33 consists of a dense 
spray, primary flame zone, rich-premix zone, rich 
secondary combustion zone, and a recirculation 
zone. The dense spray region in the near field is 

Fig. 4. 200-shot average (left) and instantaneous (r ight) OH-PLIF 
images at overall φ of (a) 0.5, (b) 0.6, (c) 0.7, (d) 0.8, (e) 1.0, and (f) 
1.15. False-color  scale from 5%  to 100%  of the peak average 
(4100) and instantaneous (5250) counts at φ = 0.5. 
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dominated by fuel vapor and cannot support 
combustion. The primary zone is formed by the 
combustion of fuel vapor from small droplets. A 
rich-premix zone is then formed along the spray 
direction due to evaporation of larger droplets. This 
is followed by rich combustion and product 
recirculation. 
 For the current injector geometry, the primary 
reaction zone is highly perturbed by large-scale 
structures that entrain reactants across the entire 
width of the flame layer, as shown in the 
instantaneous image of Fig. 4(a). At higher overall 
Φ, these turbulent motions become more prominent 
and the primary flame zone, labeled in Fig. 4(c), 
becomes more intermittent. Also, an intermittent 
rich-premix region is formed along the inner cone of 
the spray, as labeled in Fig. 4(c). This region comes 
into direct contact with the recirculation zone and 
reacts with any available oxygen, thereby 
establishing a secondary flame zone as labeled in 
Fig. 4(c). At overall Φ = 0.5, the primary and 
secondary reaction zones are essentially merged, and 
a gradual separation in the flame layers takes place at 
higher equivalence ratios. This phenomenon is most 
visible in the lower half of the average image in Fig. 
4(d), where the primary and secondary reaction 
zones are completely separated by the rich-premix 
zone. Since the air-flow rate is held constant for all 
test conditions in this study, these dynamics may be 
attributable to the behavior of the liquid spray as the 
injection pressure is increased, as well as to changes 
in local equivalence ratio. Experiments and 
computations based on gaseous-fuel injection, 
therefore, may not capture this behavior.  
` To further elucidate the role of intermittency and 
the character of the rich-premix region, it is useful to 
present probability density functions (PDFs) of the 
OH-PLIF signal. PDFs are mathematically defined 
as histograms with areas normalized to unity. They 
are helpful in highly intermittent flames for which 
the ensemble average does not accurately represent 
the instantaneous field. For example, they can be 
used to detect whether an increase in OH signal 
results from an increase in OH within large-scale 
structures or from an increase in their frequency of 
occurrence. They can also be used to discriminate 
against Mie scattering, which occurs with much 
higher camera counts than the OH PLIF. 
 Figures 5(a) and 5(b) show PDF data for overall 
Φ = 0.5 and 0.7, respectively, across the upper flame 
zone just above the dense spray, as shown in Fig. 4. 

Each profile in Fig. 5 represents a different 
downstream position, as noted in the legend. At each 
point, signals from 0 to 6000 counts from 200 
images are tabulated into bins of 200 counts. The 
contribution from droplet scattering, which typically 
occurs with tens of thousands of counts per pixel, is 
not significant at these locations since the PDFs drop 
to zero by 5000-6000 counts. 
 The PDF profiles for overall Φ = 0.5 in Fig. 5(a) 
change significantly from 12 - 34.8 mm because of 
changes in large-scale structure dynamics across the 
flame. The PDFs at 12 and 19.6 mm are bimodal in 
character, with the low-signal peak representing 
cases when the measurement point is outside of a 
flame structure and the high-signal peak representing 
cases when the measurement point is within a flame 
structure. As one crosses the center of the flame 
layer, the PDFs are increasingly weighted toward the 
high-signal peak such that the low signal peak is 
almost not visible at 27.2 mm. Note that both the low 
and high signal peaks remain “stationary” from 12 
mm to 27.2 mm, indicating that the fluid 
composition within the large scale-structures is 
nearly constant in this region. Beyond this point, the 
PDFs take on a “marching” character. Specifically, 
the PDF profiles are shifting to lower signal levels. 
This indicates that the influence of large-scale 
entrainment of unburned reactant is reduced in this 
region. Strikingly similar behavior is found in the 
PDFs of non-reacting turbulent jets, with stationary 
PDFs in regions dominated by large-scale structures 
and marching PDFs in regions dominated by 
gradient mixing.34,35

 The PDF profiles for the upper flame at overall Φ 
= 0.7 follow the same trends as for those at overall 
Φ= 0.5. This is evident in Fig. 5(b) in which the 
PDFs from x = 12 – 27.2 mm are weighted more and 
more to the high-signal peak. The PDFs for the 
lower flame in Fig. 5(c), however, mark the 
emergence of the rich-premix zone at 27.2 mm. 
Rather than shifting to the high-signal peak, the PDF 
profile at this location shifts back to the low signal 
peak and is similar to the profile shown at 12 mm. 
This indicates that the rich-premix region between 
the primary and secondary zones is similar in in 
terms of large-scale structure dynamics to the 
unburned reactant layer along the outer cone of the 
spray flame.  
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B.  Soot Formation Process 
While understanding the average and 

instantaneous flame structure is important for the 
purpose of validating turbulent models of gas turbine 
combustion, another main goal of the current 
analysis is to determine how soot is formed in swirl-
stabilized liquid-spray flames. In particular, it is of 
interest to determine the location of soot inception, 
how it evolves, and the dynamic behavior that 
controls the rate of soot production. Based on the 
results reported by Shaddix et al.14

Figures 6(a) – 6(c) show simultaneous images of 
OH PLIF and soot volume fraction from LII at 
overall Φ= 0.8, 1.0, and 1.15. The OH-PLIF images 
have the same false color scale shown in Fig. 4, 
while the LII signal is plotted using color contours 
defined by a reverse color scale shown in Fig. 6. 
Analysis of these images reveals an inverse 
correlation between soot volume fraction and OH-
PLIF signal. An exception is in the dense spray 
region where low levels of LII interference are 
detected due to residual droplet scattering. Increasing 
the time delay for LII detection reduces this scatter 
but also significantly reduces the detection of soot 
incandescence. Instead it is sufficient to note that 
most of the LII signal is detected in regions that are 
free of droplet Mie scattering (as detected with the 
OH-PLIF camera) and is attributable to the presence 
of soot. The LII signal is also not likely to come 
from PAH fluorescence, which would appear more 
consistently and have peak signals near the spray 
region. Background images collected without the 
laser sheet show that the contribution from nascent 
soot incandescence is less than 5%.   

 in forced flames, 
it is likely that the turbulent flow structure reported 
in the previous section will have a significant impact 
on soot production.  

For all flow conditions studied here, soot is most 
often generated along the inner cone of the flame. 
Not unexpectedly, this corresponds to the 
intermittent rich-premix zone discussed in the 
previous section. This is particularly evident in Fig. 
6(a), where soot is shown propagating out of this 
region and into the recirculation zone. It is 
interesting to note that soot is seldom observed 
within intermittent regions of low OH signal in the 
primary zone. This is not surprising since there are 
likely to be higher levels of oxygen and OH 
available for soot oxidation in this region.  
  

 
From observation of simultaneous OH-PLIF and LII 
data, as shown in Fig. 6, it is evident that the rate of 
soot production increases significantly with overall 
equivalence ratio. The mechanisms for this increased 
production can now be assessed given knowledge of 
how the soot is formed and how it evolves. As noted 
in the previous discussion, large-scale turbulent 
motions increase the prominence of the rich-premix 
zones as the injection pressure is increased. In 
addition, the secondary reaction zone is weakened as 
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Fig. 5. Probability density functions of OH PLIF at (a) Line A, (b) 
Line B, and (c) Line C as marked in Fig. 4.  
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the equivalence ratio in the recirculation zone 
increases. Even at lower overall equivalence ratios, 
intermittency can result in locally rich regions within 
the recirculation zone, particularly in the lower spray 
region of the current set up. In the lower flame of 
Fig. 6(a), for example, there is very little in the way 
of a secondary reaction zone. In Fig. 4(d), large 
droplets are shown entering the recirculation zone 
with burning wakes in the upper half while droplets 
entering the recirculation zone in the lower half do 
not. Locally rich conditions allow soot produced in 
the rich-premix zone to escape the flame layer and 
undergo a much slower oxidation process.   

The sensitivity of the rate of soot production to 
the local flame structure is illustrated serendipitously 
in the current work by the asymmetry in the upper 
and lower halves of the spray flame. As noted 

earlier, the rich-premix region is much more 
prominent in frequency and spatial extent in the 
lower spray region. In fact, soot production takes 
place almost exclusively in the lower half of the 
combustor for all equivalence ratios, as shown in 
Fig. 6. This asymmetry, which could result from 
misalignment of the injector nozzle, is also detected 
in time-averaged images of flame emission and is 
not due to uncertainties in the current measurement 
system.  
 
C. Applications 

The combined use of planar LII and OH PLIF 
has been shown in the previous discussion to provide 
valuable physical insight into soot formation in the 
current flame environment. It is also of interest to 
determine whether the simultaneous OH-PLIF and 
LII diagnostic can be useful for tracking changes in 
flame composition and soot production with various 
combustor inlet conditions – namely, equivalence 
ratio and fuel composition. In studies of soot 
mitigating additives, for example, it is important to 
determine whether changes in soot production result 
from changes in the chemical or physical properties 
of the fuel.  

Figures. 7 and 8 demonstrate the ability of the 
OH-PLIF and LII systems to track local equivalence 
ratio and soot production, respectively. Using a 
region in the recirculation zone that is free of droplet 
scatter, the time- and spatially averaged OH-PLIF 
signal is computed with respect to equivalence ratio. 
This provides a calibration for JP-8 that can be used 
to qualitatively track changes in equivalence ratio. 
Fig. 7 is not plotted versus overall equivalence ratio, 
but with respect to an equilibrium calculation27 for 
JP-8 fuel. The validity of equilibrium assumptions in 
this region have been proposed in previous 
investigations of can-type gas turbine combustors.3,4

 The fit of OH-PLIF signals to equilibrium 
calculations, shown in Fig. 7, indicates that the local 
equivalence ratio is 13.5% higher than the overall 
equivalence ratio. In other words, stoichiometric 
conditions in the recirculation zone are expected for 
overall equivalence ratios of Φ = 0.88. This is not 

 
The temperatures and species concentrations from 
this equilibrium calculation were then used to 
calculate the effect of LIF efficiency and Boltzmann 
fraction on OH-PLIF signals. Encouragingly, the fit 
to the equilibrium calculation is quite good, even 
under rich conditions for which quenching 
corrections are most uncertain. 

(a) 

(b) 

(c) 

Fig. 6. Overlay of OH-PLIF and LII images at overall φ of 
(a) 0.8, (b) 1.0, and (c) 1.15. OH-PLIF false-color map same 
as for Fig. 4. LII shown in false-color contours from 5% to 
100% of the peak signal in each image. 
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surprising since images collected at these 
equivalence ratios show a transition from burning to 
non-burning wakes behind droplets that enter the 
recirculation zone. Differences in local and overall 
equivalence ratio may be partially due to air from the 
aspiration holes of the aft wall escaping the primary 
flame zone or due to incomplete mixing in the 
primary flame-recirculation region. 

In Fig. 8, the temporally and spatially averaged 
relative soot volume fraction is plotted as a function 
of overall equivalence ratio for the current spray 
flame. The LII data show an exponential rise in soot 
volume fraction with equivalence ratio. The 
sampling probe displays a threshold effect at about Φ 
= 1.0, below which soot in the exhaust is effectively 
oxidized due to long residence times and the 
presence of excess air. In the primary zone of the 
combustor, there is less time to oxidize the soot. In 
addition, the primary zone is locally higher in 
equivalence ratio than in the exhaust. 
 Fig. 8 also shows the results of an LII experiment 
performed with a longer gate width of 200ns as 
opposed to 50ns. This was performed to assess the 
sensitivity of the data to particle-size effects -- a bias 
toward higher particle sizes would be expected for 
the longer gate duration of 200 ns. Because of 
normalization, this bias appears as a slight decrease 
in signal at lower equivalence ratios for which 
particle sizes are expected to be smaller. The effect 
appears to be minimal, indicating that detection with 
a 50 ns gate is also free of particle-size effects. 

 Since the dependence of soot on equivalence 
ratio is exponential, slight changes in equivalence 
ratio could easily be mistaken for changes in soot 
particle counts in the exhaust stream. This highlights 
the importance of tracking equivalence ratio while 
performing studies of soot-mitigating additives. An 

example is shown in Fig. 9 where methyl acetate is 
added to the fuel during a test. Note the large 
decrease in soot volume fraction during methyl-
acetate addition, as measured by LII; this 
corresponded to a large decrease in particle counts 
from the sampling probe. Note also the increase in 
OH-PLIF signal; according to the results of Fig. 7, 
this indicates that the fuel mixture which initially 

Fig. 9. Effect of methyl acetate (C3H6O2) addition to JP-8 
fuel on LII and OH-PLIF signals in primary flame zone of 
swirl-stabilized combustor. Signals averaged for 100 shots. 
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had an overall Φ = 1.05 (local Φ = 1.19) is becoming 
leaner.  A certain ambiguity exists, however, because 
the final equivalence ratio could lie on either side of 
the peak OH signal. Using the exponential fit to the 
data in Fig. 8, however, the change in LII signal 
corresponds to an equivalence ratio that is slightly on 
the rich side of the OH peak. An overall 
equivalence-ratio decrease of 0.123 due to methyl-
acetate addition is measured to within 1% for both 
the OH-PLIF and LII data, and to within 10% of 
flow calculations. The agreement between OH-PLIF 
and LII data indicates that methyl acetate in the 
current work did not have an effect on soot 
production, except for its effect on equivalence ratio. 
One can envision, therefore, the use of a combined 
LIF and LII system to track the performance of soot-
mitigating additives without uncertainties in 
equivalence ratio.  
 
SUMMARY 

A simultaneous OH-PLIF and planar LII system 
was developed, tested, and demonstrated in a JP-8-
fueled, liquid-spray swirl-stabilized combustor. 
These combined diagnostics provide 
phenomenological evidence of soot-formation 
mechanisms in this highly turbulent environment by 
mapping the instantaneous flame zone and soot 
volume fraction.  

It was found that large-scale structures play a key role in 
the soot formation process. Intermittent regions of rich 
premixed regions of fuel and air develop between the primary 
flame layer and recirculation zone that serve as sites for soot 
inception. The rate of soot production is dependent upon the 
frequency and spatial extent of these regions; the rate of soot 
oxidation is dependent upon the presence of a secondary 
reaction zone as well as the availability of oxygen and OH in 
this zone. Hence, the overall soot volume fraction may be 
highly sensitive to the dynamics of the injection process as well 
as to the local, unsteady equivalence ratio. Experimental and 
numerical studies in gaseous combustors may not capture these 
dynamics properly.  

The utility of the OH-PLIF and LII system was 
also demonstrated for studies of soot formation with 
fuel-mitigating additives. OH PLIF is used to assess 
changes in flame structure and to track qualitative 
changes in local equivalence ratio. LII is used to 
track the time- and spatially averaged soot volume 
fraction.  

The use of these combined diagnostics provides 
unique information on the soot formation process in 
highly turbulent two-phase flows and represents a 
unique application to practical combustors. To 
permit more definitive conclusions concerning the 

initiation of soot formation, future effort will include 
the use of double-pulse laser operation to image soot 
evolution.  
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Abstract

Detailed studies of flame–vortex interactions play a vital role in improving our understanding of tur
combustion. A combined experimental and numerical study was conducted on a low-speed, buoyant, jet
flame of hydrogen in air to investigate the vortex–flame interaction and the effects of preferential diffus
the flame’s structure. A time-dependent, axisymmetric mathematical model with detailed transport proce
a chemical-kinetics mechanism was used to simulate the dynamics of the flame. Single-shot measure
temperature and the concentrations of molecular hydrogen (H2), the pollutant nitric oxide (NO), atomic oxyge
(O), atomic hydrogen (H), and the hydroxyl radical (OH) were made using optical techniques such as c
anti-Stokes Raman scattering, degenerate four-wave mixing, and planar laser-induced fluorescence. Tempera
and mole fractions of different species are presented in two-dimensional contour maps and compared
numerical predictions. The model predicted the behavior of the experimentally observed dynamic flam
well, including variations in temperature and molar concentrations of fuel and tracer species such as H,
NO. Discrepancies in the concentration of O atoms were also noted.
 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

Keywords:Diffusion flame; Flame–vortex interaction; CARS; LIF; DFWM
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1. Introduction

Studies of diffusion flames are of both theor
ical and engineering importance in improving o
understanding of fundamental combustion proces
by providing insight into turbulent combustion ph
nomena, which facilitate the development and ev
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uation of simplified models for use in design cod
for practical systems. Consequently, since the p
neering work of Hottel and Hawthorne[1], jet dif-
fusion flames have become one of the most ex
sively investigated flame systems. Over the pas
decades a significant amount of data on statistica
rameters such as fluctuations in velocity, temperat
and concentration in turbulent combustion proces
have been obtained through the use of single-p
and planar-imaging techniques[2]. Although these
measurements have greatly increased our unders
e. Published by Elsevier Inc. All rights reserved.
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ing of the interactions of turbulence and the che
istry, several important physical–chemical proces
such as the role of strained/stretched laminar flame
and the existence of distributed reaction zones,
not yet adequately understood. This is particula
true for the periodically oscillating laminar and nea
transitional jet flames, in which the interactions
large-scale, organized buoyancy-induced vortices
the air side and Kelvin–Helmholtz-type vortices
the fuel side of the flame alter the flame’s stru
ture significantly and in different ways. Knowledg
of these flame–vortex interactions is essential for
proving the accuracy of existing models, such as th
using laminar-flamelet approaches.

The coupling between the unsteady fluid dyna
ics and combustion processes associated with vor
flame interactions has been investigated recently
ing a time-dependent, fluid-dynamics model with d
tailed chemistry[3,4] known as UNICORN (unstead
ignition and combustion with reactions)[5]. Applica-
tion of this model to a low-speed, dynamic diffusio
flame of hydrogen and air produced rather surpris
results, which could not be explained with intuiti
arguments. These studies suggested that the tem
ture along a flame’s surface changes during a vort
flame interaction; for example, it increases in t
compressed regions and decreases in the stretche
gions when an air-side vortex interacts with the flam
The latter variation could be explained by means
flamelet theory, which suggests that the tempera
of a diffusion flame decreases when the stretch
the flame is increased; however, the former variat
i.e., an increase in temperature in the compresse
gions, could not be explained with intuitive reasonin
In fact, simulations[3,4] have predicted a temperatu
increase of∼ 100 K above the adiabatic value in th
compressed regions. By performing various num
cal experiments, Katta et al.[3] concluded that the
Lewis number not being unity, in conjunction wi
the concave curvature (with respect to the fuel)
the compressed region, results in an increase in t
perature above the adiabatic-equilibrium value. Th
numerical studies also showed that preferential m
diffusion, a Lewis number not equal to unity, a
flame curvature all affect not only the local temp
ature but also the local species’ concentrations
particular, concentrations of species with diffusi
coefficients lower than that of the fuel tend to be
minished, while those of species with diffusion coe
cients higher than that of the fuel tend to be increas
These predictions suggest the importance of un
standing the relative roles of various processes ta
place during a vortex–flame interaction, i.e., a prec
sor to studies of turbulence-chemistry interactions

The rather surprising and counterintuitive pred
tions of UNICORN for the variations in temperatu
-

-

and [NO][3] in an unsteady diffusion flame of hydro
gen and air have been validated by conducting
independent experimental studies, one by Carter e
[5,6] and the other by Grisch et al.[7]. In both ex-
periments phase-locked measurements of temper
and species’ concentrations were conducted, ma
use of the fact that the interaction between the flam
surface and the outer vortex generated as a re
of buoyancy forces occurs periodically at∼ 15 Hz.
While the same flame system was employed in b
studies, the laser-induced-florescence (LIF) techni
was used in the former[5,6] and the degenerate
four-wave-mixing (DFWM) technique was used
the latter [7] for measuring [NO]. Both measure
ments yielded higher [NO] in the flame-bulge regio
and lower concentrations in the squeezed region
confirming the predictions made by UNICORN.

While the strong dependence of NO production
temperature caused the NO concentration to vary
nificantly during the flame–vortex interaction, less
degree variations in intermediate species such a
O, and OH, predicted by UNICORN, result from pre
erential diffusion. Since the variations in the conc
trations of radicals have an important bearing on
turbulent-flame structure, the predictions made us
UNICORN with regard to the variations in these co
centrations must also be verified.

The objective of the present study was to
vestigate the structure of the low-speed hydrog
air diffusion flame in detail using experimental a
computational techniques. This effort is an ext
sion of an earlier study of vortex–flame interactio
[7] comparing modeling predictions and the temp
atures and [NO] using coherent anti-Stokes Ram
scattering (CARS) and DFWM techniques, resp
tively. An extended database is established be
for investigating the impact of vortex–flame intera
tions on the concentrations of fuel and radicals a
for further evaluating the predictions of UNICORN
The database includes optical measurements of [2],
[H], and [OH]; these species are believed to be
key ones in the oxidation and processes occurrin
this flame. The temporal and spatial evolutions of
vortex–flame interactions were investigated by pha
locking the measurements and using different sin
shot laser diagnostics either separately or in com
nation. CARS was used to measure temperature
[H2], and DFWM and LIF were used for the conce
trations of NO and radicals.

2. Numerical model

A time-dependent, axisymmetric mathemati
model, known as UNICORN, was used for the si
ulation of vertically mounted, unsteady, jet diffusio
813
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flames. Full Navier–Stokes equations written in cyl
drical coordinates were solved along with speci
and energy-conservation equations[8]. A detailed
chemical-kinetics model derived from GRI-V2.0[9]
(using only the elements H, O, and N) was e
ployed to describe the combustion of hydrogen
air. This model involved 13 species (H2, O2, H, O,
OH, H2O, HO2, H2O2, N, NO, NO2, N2O, and
N2) and 74 elementary reactions. Temperature-
species-dependent properties were incorporated.
governing equations were integrated on a nonunifo
staggered-grid system. An orthogonal grid hav
rapidly expanding cell sizes in both the axial and
radial directions was employed. The finite-differen
forms of the momentum equations were obtained
ing an implicit QUICKEST scheme[8,10], and those
of the species and energy equations were obta
using a hybrid scheme of upwind and central d
ferencing. At every time step, the pressure field w
calculated by solving the Poisson equations for p
sure simultaneously and utilizing the lower and upper
diagonal matrix-decomposition technique.

Unsteady axisymmetric calculations for the buo
ant jet diffusion flames were made on a physical
main of 400× 150 mm, utilizing a 201× 71 nonuni-
form grid system, which yielded 1.0- and 0.1-mm g
spacings in the flame zone in thez andr directions,
respectively. The computational domain was boun
by the axis of symmetry and a free-flow bounda
in the radial direction and by the inflow and outflo
planes in the axial direction. The outer boundary
the z direction was located sufficiently far from th
burner exit (∼ 40 fuel-jet diameters) that propagatio
of boundary-induced disturbances into the region
interest was minimal. Flat velocity profiles were im
posed at the fuel- and air-inflow boundaries, while
extrapolation procedure with weighted zero- and fi
order terms was used to estimate the flow variable
the outflow boundary. Details of the boundary con
tions have been given[11].

3. Experimental procedure

The burner was an assembly of concentric tub
with the fuel-jet nozzle located at the center. U
form, low-turbulence annular-air flow was deliver
around the central fuel jet through a nozzle (∅ =
150 mm) with a divergent section and a flow straig
ener. A short, tapered contour nozzle (∅ = 10 mm)
was used for delivering fuel composed of 78 vol% h
drogen and 22% nitrogen. The exit velocities for t
fuel and air jets were 3.55 m/s and 37.9 cm/s, respec-
tively. The low annular-air velocity used in these stu
ies is known to generate vortices, which convect o
side the flame’s surface at a frequency of 14.8 Hz[7].
Fig. 1. CARS/DFWM/LIF experimental setup.

A conventional laser system (Fig. 1) consisting
of CARS/DFWM/LIF spectrometers was used f
the simultaneous single-shot measurements of t
perature and concentrations of trace species.
benches were mounted on a single table to del
the pump and Stokes beams required for mu
plex CARS and the UV beam necessary to mon
the species’ concentrations by DFWM and/or L
[7]. The first bench comprises a frequency-doub
injection-seeded Nd:YAG laser and a broadband
laser for generating the pump and Stokes beams
spectively, required for multiplex CARS[12]. For the
excitation of the N2 Raman transitions, the Stoke
beam is centered at 607.3 nm, with a broadb
emission of 60 cm−1 full width at half maximum
(FWHM) bandwidth. For the measurements of [H2],
the Q branches of the Raman emission were pro
using LDS698 dye diluted in ethanol. A bandwid
of 200 cm−1 was achieved for these measureme
The second laser bench consisted of a tunable nar
band dye laser, pumped by a multimode Nd:YA
laser, frequency doubled in a BBO crystal to gener
the UV beam with a FWHM of 0.12 cm−1. The laser
repetition rate was 10 Hz with 10-ns laser pulses,
both laser systems were synchronized within a te
poral jitter< 10 ns.

The CARS and UV beams were focused colinea
at the probe volume. A planar BOXCARS arrang
ment was used for the CARS beams, and referen
and nonresonant background cancellation were
plied systematically[12]. The CARS beams were fo
cused in the flame with a lens (300-mm focal lengt
which yielded a 3-mm-long, 100-µm-diameter pro
volume. The available energies in this probe v
ume were 35 mJ at 532 nm, 2.5 mJ at 607 nm,
2 mJ at 683 nm. Reference and sample CARS s
tra were dispersed in separate spectrographs an
tected using two 512-diode arrays. A folded BO
CARS arrangement was used for the DFWM bea
along with a crossed-polarization arrangement to
tain an optimal signal-to-noise ratio involving on
photon resonance[13]. A UV lens with a long focal
814
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length (900 mm) was used for DFWM. Lenses with
short-focal length (300 mm) were used for excitat
of O and H atoms by two-photon absorption, follow
by fluorescence emission.

The angle between the UV and the CARS be
axes was limited to 5◦ to ensure that a quasi-perfe
coincidence of both probe volumes was achieved.
superposition of the DFWM, LIF, and CARS prob
volumes was adjusted using a 200-µm-diameter
hole, inserted at the beam focus, and mounted
three translation stages. The pinhole was positio
carefully in the three dimensions to achieve sup
position of the beams with an accuracy of appro
mately±20 µm. With a beam separation of 22 m
the DFWM probe volume represents a region 10 m
long and 200 µm in diameter. The DFWM and L
signals were detected on two separate channel
the laser path and at right angles to it. Spatial filt
ing and a dichroic polarizer were used on the sig
path for DFWM; the DFWM signal was detected wi
a UV photomultiplier. The fluorescence signals w
collected atf/2 by a fused-silica lens and focus
onto a 1-mm-i.d. optical fiber. The spatial resoluti
in the flame then corresponded to a cylinder 1 m
long and 200 µm in diameter. For the fluorescenc
free atoms of O, RG780 and RG665 colored-glass
ters, with a narrow-band interference filter cente
at 860 nm, were used along with a red-sensitive p
tomultiplier for separating the fluorescence emiss
from the scattered laser light and the emission fr
water vapor in the flame. To detect H atoms a com
nation of OG-530 and narrow-band interference filt
was employed, along with a red-sensitive photom
tiplier. Part of the UV beam was also detected o
reference channel to monitor the laser-power fluct
tions from shot to shot.

Planar laser-induced fluorescence was used
probe OH. The frequency-doubled output of the la
(282.75 nm) was formed into a thin sheet using
combination of cylindrical and spherical lenses. F
orescence emission from excited OH was collec
by a UV camera lens placed at a right angle to
laser sheet and using UG5 and WG295 filters
recorded onto the 512× 512-pixel CCD array of a
Princeton Imax intensified camera. The size of the
gion imaged was 50× 50 × 0.2 mm3. A reference
signal allowed monitoring of the laser-sheet pro
energy for each laser shot. For this purpose a
tial reflection induced by a parallel plate illuminat
liquid acetone contained in a glass cell. The fluor
cence signal emitted by acetone was collected at
bottom portion of the ICCD array, together with OH
fluorescence images.

Instantaneous measurements in the periodic
oscillating jet diffusion flame were obtained using t
following procedure: the frequency of the outer vo
tices was monitored by passing a He–Ne laser b
through the outer part of the flame and detecting
beam wandering using a PIN photodiode. The ph
angles at which single-shot measurements were
formed were obtained by measuring the delay
tween the laser pulses and the periodic signal g
erated by the PIN photodiode using a counter/time
(Hewlett–Packard). Point measurements were m
in the flame by translating the burner to the specifi
axial (z) and radial (r) locations. The radial positio
was changed in coarse steps of 1 mm. For each
cation single-point measurements were recorde
real time over several successive cycles of the bu
ant vortices. Typically, sequences of 500 laser sh
were recorded with a laser repetition rate of 9.8
to obtain a sampling time of∼ 1 ms. Instantaneou
images of OH were acquired at a selected axial p
tion by phase-locking the laser pulse with the vor
displacement.

4. Measurement methodology

Flame temperatures were derived from the
served Q branch of the CARS spectrum of N2, which
was fitted to a library of theoretical shapes[14]. The
accuracy of the temperature measurements obta
under stable conditions is approximately±10 K at
room temperature and±30 K at 2000 K, with stan
dard deviations of 5 and 2%, respectively.

The concentration of the fuel, H2, was determined
from the integrated area of the H2 CARS signal
after calibrating the system in an ambient flow
which [H2], the temperature, and the pressure were
known. The temperature, which was required for
termining the absolute concentrations of species,
derived simultaneously from the experimental sing
shot H2 CARS spectrum with a Boltzmann diagra
technique[15]. The accuracy of instantaneous me
surements of concentration was∼ 10%.

[NO] was measured by DFWM. The basic phys
of DFWM has been previously presented in the c
text of optics and spectroscopy[16] and its applica-
tion to combustion diagnostics has been reviewed[17,
18]. In these measurements the excitation freque
is tuned to theQ1(21.5) + S21(10.5) transitions of
the A2Σ+–X2Π(0,0) band of theγ system[19].
These lines are well isolated from the O2 Schumann–
Runge transitions, present in this spectral range,
yielded good signal strength over a wide range of te
peratures. Using one-photon resonance in NO, it
shown that optimal sensitivity was achieved with
pump beam lying just at the level of the saturat
threshold of the stronger rotational line under stu
The DFWM signal intensity is then given by

SDFWM ∝ N2(T )FDFWM(
T,S, γcoll(T )

)
,
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whereN is the number density. The functionF was
calculated for each of the temperatures involved in
CARS library according to the variation of theγcoll
collision linewidths with temperature using a satu
tion model adapted for the range of energy employ
During the present experiments, the energies at
sample volume for the pump beams were fixed
23 µJ, i.e., approximately one-half the saturation
tensity of NO[19].

The fluorescence of OH was obtained using
citation of theQ1(5) line in theX2Π–A2Σ+(1,0)

transition near282.75 nm. The probe-volume bea
energy was limited to< 10 µJ to ensure that fluore
cence was within the linear-excitation regime. Me
surement of the local [OH] relied upon the propo
tionality between the fluorescence intensity and [O
Thus, the observed signal intensitySLIF can be writ-
ten as

SLIF ∝ N(T )FLIF(
T,γcoll(T )

)
,

where the functionFLIF summarizes the influence
of the spontaneous-emissionrates and the collision
energy transfer processes. The total quenching
was estimated for lean- and rich-flame conditions
ing the data of Paul et al.[20] and the gas compositio
and temperature obtained from calculations of ad
batic equilibrium.

Since the DFWM and LIF signals were tempe
ture-dependent, the absolute number densities
NO and OH were calibrated in flames in whi
the species’ concentrations, the temperature, and
pressure were known. The calibration of the NO s
nal was performed in a laminar, premixed flame
H2 + air burning on a porous burner[7]. The equiva-
lence ratio was 0.43 and the temperature was 135
The flame was doped with 280 ppm of NO. This c
ibration assumed that most of the doped NO pas
through the flame zone without participating in t
reburn reactions and that the amount of natural
is small compared to the doped amount. The form
assumption is supported by the experimental stu
of: (1) Cattolica et al.[21], who suggest that at low
pressures no significant amount of doped NO will
removed from a burner-stabilized flame (similar
the one used in the present study for calibration p
poses), and (2) Schulz et al.[22], who suggest tha
measurements of [NO] by LIF must be calibrated u
der fuel-lean conditions and with NO-dopant levels
> 200 ppm. Furthermore, the calculations perform
using the CHEMKIN and PREMIX codes[23,24] in-
dicated that [NO] in the burnt gases is within 2%
the doped level. Based on this, the relative accur
of the measurements of [NO] was estimated to
∼ 5% [7].

For [OH] calibrations, the porous burner was o
erated at an H2/air equivalence ratio of 0.9 to provid
a near-stoichiometric premixed flame. The fluor
cence intensity of OH was recorded as a funct
of height above the porous surface. This curve g
the relative [OH] along the flame’s axis. The acc
racy of a relative concentration was estimated by p
forming a series of 500 single-shot measurements
each location. Analysis of the resultant reactive-M
scattering (RMS) deviations led to an uncertainty
∼ 10%. Absolute calibration was performed by co
paring the experimental and calculated profiles sim
lated with the PREMIX code. The detailed chemic
kinetics model derived from GRI-V2.0 (using on
H, O, and N elements) was employed to describe
combustion of hydrogen+ air. To take into accoun
heat losses from the flame, the experimental tem
atures measured by CARS at various heights w
supplied as input data to the PREMIX calculatio
The resultant accuracy of the temperature meas
ments was obtained on a series of 500 single-s
measurements, which yielded an uncertainty of±2%.
Although the flame model uses a detailed chemi
kinetic model, which has been validated on seve
types of flames, we estimate the present uncerta
on the absolute [OH] to be∼ 20%.

To measure their concentration, O atoms were
cited to the 3p3P state by two-photon absorptio
of 226-nm radiation. The processes originating fr
J = 2 were probed preferentially[16]. The experi-
ments were performed by exciting theJ ′ = 0, 1, 2
triplet components of the excited state. The O-at
fluorescence was monitored at 844.6 nm from
3p3P excited state down to the 3s3S intermediate
state. In contrast to the excitation of NO, the ene
of the pump beam was set at 900 µJ, which is far
low the saturation-intensity limit of the two-photo
process under conditions of anatmospheric-pressur
flame. The two-photon transition 1s2S–3d2D of the H
atom was excited by a UV beam tuned to 205.1 nm
tripling the fundamental emission of the rhodam
dye. The fluorescence was monitored at 656.3
from then = 3 excited state to then = 2 intermediate
state. As for O atoms, the energy of the pump la
was fixed at 1.2 mJ to induce strong fluorescence
nals. For an O atom, saturation and photodissocia
processes are not limiting for the input energy.

As a result of their high reactivity, the radicals
and H are, in general, found only in high-temperat
regions. Thus, the fluorescence of O and H in flam
becomes quasi-insensitive to the temperature.
conversion of the fluorescence signal of an ato
species to the number density is given by

Nf = Ncal
Sf

Scal

R2
cal

R2
f

,

whereN , S, andR are the number density, the fl
orescence signal, and the energy of the laser be
816
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Fig. 2. Absolute O concentration (top) and absolute H c
centration (bottom) inΦ = 0.9, atmospheric-pressure, pr
mixed H2/air flame. Symbols represent experimental resu
lines represent simulations performed with flame mo
[23,24].

respectively; the subscriptsf and cal denote the sam
ple and calibration flames, respectively. Absolute c
ibration of the fluorescence signal from an atom
species was performed with a strategy similar to t
used for OH. As shown inFig. 2, the concentra
tion profiles of O and H measured in the calib
tion flame are very similar to those obtained in t
simulations. The rescaling procedure provided an
solute value for the peak concentration, which w
later used to calibrate the measurements in the b
ant flame. This value was responsible for the fi
uncertainty in the measurements of [O] and [H].
was estimated that the absolute accuracy is less
a factor of 2. Concerning the relative accuracy, i
also important to note that measurements of [O]
[H] in the calibration flame exhibited large shot-t
shot fluctuations due to: (1) real-time fast variatio
in [O] and [H] in the reaction zone, (2) shot-to-sh
fluctuations of the LIF signals caused by the we
signal-to-noise ratio, and (3) the squared depende
of two-photon LIF signals on laser energy. Taki
into account these sources of error, the relative ac
racy of [O] and [H] was deduced from the standa
variation of fluorescence intensity recorded on sta
tical data of 300 single-shot measurements. The
Fig. 3. Structure of low-speed, buoyant, jet diffusion flam
Instantaneous image obtained using reactive-Mie-scatte
technique shown on left half; instantaneous temperature
tribution obtained using UNICORN model shown on rig
half.

sulting uncertainty was then estimated to be±20%
(seeFig. 2).

5. Results and discussion

Measured and computed instantaneous ima
of the flame are shown inFig. 3 on the left and
right halves, respectively. The dynamic flame str
ture is evident from this figure, and a comparis
of computed and measured images suggests tha
model captured the important features of this lo
speed flame. Both the measurements and the cal
tions show two toroidal vortical structures outside
flame’s surface, convecting downstream, and a t
one just forming at∼ 50 mm above the nozzle. Th
computed convective frequency of∼ 15 Hz for the
vortices is in good agreement with the measured va
(∼ 14.8 Hz). The experimental image was obtain
using a RMS technique[25]. The bright region in this
image (left half ofFig. 3) is the luminous flame sur
face, as captured simultaneously with Mie-scatte
light. As described earlier, the time-dependent sim
lation for this low-speed jet diffusion flame was ma
using UNICORN on a 201× 71 grid system. It is im-
portant to note that no external perturbation was u
in this simulation and that the buoyant acceleration
817
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Fig. 4. Profiles of temperature and NO concentration w
respect to time in buoyant diffusion flame at locati
r = 15.5 mm andz = 135 mm.

hot gases along the flame’s surface is responsible
the formation of the outer vortices[3,4,8].

Variations in temperature and concentrations
the species were recorded simultaneously as a f
tion of time over a vortex-crossing period at differe
locations in the flame. For validating the model
location with axial and radial distances of 135 a
15.5 mm, respectively, was chosen. This location
marked with filled circles inFig. 3 on both the ex-
perimental and the simulated images. As the vorti
travel past this probe location, hot combustion pr
ucts convect not only in the axial direction but also
the radial direction. Typical time-dependent profi
of measured temperature and [NO] at this location
shown inFig. 4with solid circles and squares, respe
tively. These profiles represent the data in the bu
region during the vortex–flame interaction. The pr
ence of low-temperature gas (∼ 400 K) during certain
periods suggests that the probe is located outside
the air side) of the flame.

The two peaks in the temperature–time plot (Fig. 4)
are highly reproducible and represent stretched
compressed flamelets[7]. When the flame is bulge
in the braid region of a vortex pair, the flame sect
(flamelet) that is being pulled outward by the low
vortex becomes compressed, and the flame sec
being pushed inward by the upper vortex becom
stretched. This means, with reference to time, t
the flame section crossing the probe location fi
(t ∼ 13 ms) represents the stretched flame (due to
upper vortex) and the one crossing later (t ∼ 30 ms)
represents the compressed flame (due to the lo
vortex). Supporting the prediction of Katta et
[3,4] the experimental temperature of the compres
flamelet is higher than that of the stretched flame
with a temperature difference of∼ 100 K. The varia-
tion in [NO], in general, follows that of temperatur
However, because of the nonlinear dependence of
production on temperature, the former nearly doub
when the latter increases by∼ 100 K in the com-
pressed flamelet.
Contour plots of the measured parameters in sp
and time were constructed from the individual tim
profiles recorded at several radial locations. Ab
10 single-shot measurements were averaged at
temporal (phase) and spatial position, i.e., at a sp
ified height (135 mm from the burner) and a sp
ified radius (1-mm intervals from the center); abo
10 measurements were made every 1 ms during
flame-flicker period (∼ 65 ms) and averaged to obta
one value in the contour map. Computed evolutio
of temperature and species’ concentrations at a he
of 135 mm were obtained by storing these qua
ties at several instants during one flicker cycle.Fig. 5
compares the measured and computed values for
perature and concentrations of H2, OH, H, NO, and O.

Experimentally, it was observed that islands
high temperature (Fig. 5a) and high [NO] (Fig. 5e) de-
veloped in the compressed region of the flame bu
(∼ 40 ms). It is interesting to note that the loc
tion of the NO peak was shifted slightly by a fe
millimeters in the radial direction from that of th
peak temperature. Similar observations were m
from the simulations presented on the right halves
Figs. 5a and 5e, which accurately captured the flam
bulge, both spatially and temporally. The maximu
temperatures of∼ 2150 K in the measurements a
∼ 2250 K in the simulations developed at the sa
location on the flame bulge. In the stretched region
the flame, measurements also showed a peak tem
ature drop of∼ 100 K, which is consistent with th
simulations. [NO] followed the temperature, with t
peak located in the bulge region, as predicted in
calculations. Note that these calculations were m
prior to the experiments.

The difference in the peak [NO] (∼ 510 ppm in
the experiment and∼ 600 ppm in the calculation) i
thought to result, in part, from the higher tempe
ture (by 100 K) obtained in the calculations and,
part, from the chemical kinetics used in the calcu
tions for forming NO. Note that only thermal NO
which is a strong function of temperature, deriv
from the GRI-V2.0 mechanism was used in these
culations. The more recent release of the GRI-V
mechanism contains minor changes to the chem
of H2 + O2 + N2, and the calculation repeated f
this low-speed jet diffusion flame using the GRI-V3
mechanism yielded nearly identical results. In fa
the difference of only 90 ppm between the measu
and the calculated [NO] is less than would be
pected with a 100 K difference in flame temperatu
however, the simple thermal NO mechanism use
the model seems to reduce this difference.

A comparison of the measured and computed
ues of [OH] and [H] (seeFigs. 5c and 5d, respec-
tively) also shows good agreement. OH was mai
present in a relatively narrow region characteriz
818
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Fig. 5. Contour plots of measured (left) and computed (right) flow-field parameters in space (radius) and time at 135
downstream of jet exit: (a) temperature, (b) H2 concentration, (c) OH concentration, (d) H concentration, (e) NO concentratio
and (f) O concentration. Experimental O concentration is multiplied by a factor of 3.
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by its high temperature, i.e., the region enclos
by the T = 1800 K contour. In contrast to the ob
served distribution of [NO], the peak value of [OH
(10,800 ppm) in the experiment was found to deve
in the stretched region. Such behavior in [OH] w
observed in the simulations (shown in the right h
of Fig. 5c) performed prior to the experiment[3,4]
and before Katta et al.[3] argued that the preferenti
diffusion of lighter species is responsible for the
creasing [OH] in the stretched region where the te
perature is lower.Fig. 5d shows that free H atom
are also confined to the high-temperature region
the flame, with a peak in their concentration devel
ing in the stretched region. In general, the measu
distribution of [H] follows that predicted. Howeve
small discrepancies in the shape and peak value
819
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(a) (b)

(c) (d)

Fig. 6. Flame structure at (a)t = 5 ms and (b)t = 39 ms, corresponding to stretched andcompressed regions, respective
Measured (left) and computed (right) radial distributions of temperature and mole fractions of H2, OH, O, H, and NO are
plotted.
oted.
ite
the
cal-
lled
us-

el
la-

nd
m-

ll
the

nt
side
the
im-
-
cen-
rge
icted
ea-
e in
sim-

ic
cal
ffi-

nts
and

nd
n in

ame
ca-

lo-

ts
re-
ture

ree
per-
ite
the measurements and predictions can also be n
First, the region where [H] was measured was qu
broad compared to the calculated one; second,
measured peak concentration was lower than the
culated one by 20%. Nevertheless, it may be reca
that the error margin in the measurements of [H]
ing the LIF technique is also∼ 20%.

The predicted concentration distribution of fu
(H2) matches well with the measurements. Calcu
tions have even predicted the variations in [H2] due to
thinning of concentrations in the stretched region a
the presence of islands of concentration in the co
pressed region. Furthermore, a comparison ofFigs. 5b
and 5dcorroborates that the formation of H is we
correlated with the consumption of fuel, whatever
location in the flame.

Fig. 5f suggests that atomic O is mainly prese
along the steep temperature gradient on the air
of the flame, i.e., outwardly shifted compared to
high-temperature zone. The computations show s
ilar behavior in the spatial distribution of [O]; how
ever, a considerable discrepancy on absolute con
tration is noted (a factor of 3 difference). Such a la
discrepancy between the measured and the pred
[O] cannot be explained by the uncertainty in the m
surements. It may result from the assumption mad
the measurements that the quenching effects are
ilar in the calibrated premixed flame and the dynam
jet diffusion flame. It is also possible that the chemi
kinetics used in the present model may not be su
cient to yield accurate [O] in dynamic flames.

The structure of the dynamic flame at insta
of 5 and 39 ms, corresponding to the stretched
compressed flames, respectively, are shown inFig. 6
in plots of radial distributions of temperature a
species’ concentrations. Note that the data show
Fig. 6 are quite different from those inFig. 4, even
though some similarities exist. With reference to the
instantaneous flame image inFig. 3, the data inFig. 6
represent the instantaneous structure of the fl
along the radial line passing through the probe lo
tion at t = 5 ms (Fig. 6a) and att = 39 ms (Fig. 6b).
On the other hand, the data inFig. 4represent the time
evolution of temperature and species at one probe
cation. However, the data atr = 15.5 mm in Figs. 6a
and 6bcorrespond to those data att = 5 and 39 ms,
respectively, inFig. 4. By plotting the measuremen
and the predictions on the left and the right halves,
spectively, the species concentrations and tempera
profiles can be easily compared inFigs. 6a and 6b, re-
spectively.

The spatial distributions of the temperatures ag
very closely between the computations and the ex
iments. Experimentally, the flame structure is qu
820
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narrow in the stretched region, as expected, bec
of an increase in reactant fluxes (stretch effect).
cause these fluxes decrease in the compressed-
region, the structure of the flame in this region b
comes broadened (Fig. 6b). The temperature profile i
the compressed region exhibits two peaks, with a
ference of∼ 100 K: one located adjacent to the fu
jet and the other located in the flame-bulge region

Observation of the [O] and [OH] profiles in th
stretched region (Fig. 6a) suggests that these spec
are formed on the lean side of the flame in a relativ
thin zone, with their peak locations being shift
slightly from the peak temperature. In contrast,
production of H appears on the rich side of the flam
Fig. 6a also suggests that a good correlation betw
the consumption of fuel and the production of H w
temperature is obtained in the measurements. As
the measured temperatures, the agreement betwee
the computed and the measured concentration
files is very good. The evolutions and locations of
spatial distribution of every concentration were w
predicted. However, calculations indicate that mu
more O and H is formed in the front flame; this is
contrast to the distributions observed experimenta

In the compressed region [OH] exhibits a bro
profile, with a peak located on the lean side of
flame. The peak [OH] is 40% lower than that in t
stretched flamelet. The peak in [O] appears at
same location as the peak in [OH]; however, the p
duction of O seems to decrease, despite the p
ence of a high local temperature and [OH] in t
flame-bulge region. Comparison of the [O] profiles
Figs. 6a and 6balso shows an increase of 30% in t
peak concentration in the compressed region. On
other hand, [H] exhibits a two-peak structure, wh
follows closely the temperature profile, with a 15
variation over the same temperature range. As no
previously, H production shows good correlation w
the consumption of fuel, which decreases gradu
over the width of the flame bulge. In contrast
the stretched region, substantial differences are n
between the computations and the measuremen
terms of maximum concentrations. The modeling
sults (Fig. 6b) show that the concentrations of radic
exhibit a well-defined, two-peak structure with a pe
intensity located on the rich side of the flame (i.
at a radial location of 11 mm, where we still deno
the presence of the stretched flame), as was the
with the experimental results. The peak [OH] and [
are overestimated by a factor of∼ 1.8 relative to the
experimental values. We also note that the calcula
[H] agree quite well with experiment atr = 11 mm,
while a large discrepancy is noted in the flame-bu
region (r = 17.5 mm). The reason for these discre
ancies could be attributed to some aspects of the
sumption of H2, not correctly accounted for. For in
stance, the modeling results show a faster decr
of fuel over the width of the flame, which could the
modify the distribution of the intermediate species
the main branching reactions H+ O2 → OH+ O and
OH+ H2 → H2O+ H.

Finally, [NO] closely follows the temperature
with the peak in the former being located in t
bulge region. The large [NO] in the compressed fla
arises, in part, from the transport of the NO genera
in other regions of the flame. The decrease of [O]
the increase of [NO] in the bulge region also illustra
the effect of the Zeldovich mechanism, which go
erns the thermal production of NO. In particular,
may react with the nitrogen present in large qua
ties in this zone to form NO. As discussed by Katta
al. [3,4], these observations can be attributed to
preferential-diffusion effects in hydrogen diffusio
flames arising from the unequal diffusion velocitie
It was found that preferential diffusion enhances
chemical effects, when the vortex is on the air si
The direct effect of stretch on the flamelet is an
crease in the fluxes of reactants into the flame z
and that of compression is a decrease in them. T
in conjunction with the preferential-diffusion effect
this was predicted to increase the production of ligh
species such as OH, O, and H in the stretched
gion but to decrease it in the compressed region.
experiments performed in the present study sup
those predictions. In contrast, the maximum [N
was found in the compressed flamelet as a resu
its sensitivity to the temperature and longevity.

6. Conclusion

Unsteady flames are often studied to gain an
derstanding of turbulent-flame structures to per
the development of accurate models of the inte
tion of turbulence and chemistry. An experimen
and computational study was conducted in a lo
speed, H2/air, jet diffusion flame in which tempera
ture and species change rapidly during flame–vo
interactions. A time-dependent CFD code (UN
CORN) incorporating detailed transport coefficie
and a chemical-kinetics mechanism was used
the simulation of these buoyancy-dominated dyna
flames. Single-shot measurements of temperature
species’ concentrations were made using differ
laser-based techniques. This study showed that a
tically mounted, dynamic, jet diffusion flame can
accurately characterized using computational m
ods and advanced optical-diagnostic measurem
techniques. In this combined numerical and exp
imental study, detailed measurements, which w
cross-verified for their accuracy, were obtained. T
temporally and spatially resolved measurements
821
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temperature and concentrations of H2, H, O, OH, and
NO established a database for the H2/air jet diffusion
flame, which can be used for the development
improvement of the model. The measurements c
tured the depletion of radicals, such as H, O, and O
where the flame was compressed and the buildu
these species where stretching occurred, as pred
by the UNICORN model. The contradictory behav
of temperature and [NO], which increase/decrease
the compressed/stretched flame location, respecti
was also quantified by time-resolved measureme
The techniques demonstrated in this study for mea
ing absolute concentrations of radicals and molecu
during a vortex–flame interaction can be used to id
tify the important chemical pathways in diffusio
flames.
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Abstract

In highly fluctuating flows, it happens that high values of the strain-rate do not induce extinction of the
flame front. Unsteady effects minimize the flame response to rapidly varying strain fields. In the present
study, the effects of time-dependent flows on non-premixed flames are investigated during flame/vortex
interactions. Gaseous flames and spray flames in the external sheath combustion regime are considered.
To analyse the flame/vortex interaction process, the velocity field and the flame geometry are simulta-
neously determined using particle imaging velocimetry and laser-induced fluorescence of the CH radical.
The influence of vortex flows on the extinction limits for different vortex parameters and for different gas-
eous and two-phase flames is examined. If the external perturbation is applied over an extended period of
time, the extinction strain-rate is that corresponding to the steady-state flame, and this critical value mainly
depends on the fuel and oxidizer compositions and the injection temperature. If the external perturbation is
applied during a short period of time, extinction occurs at strain-rates above the steady-state extinction
strain-rate. This deviation appears for flow fluctuation timescales below steady flame diffusion timescales.
This behaviour is induced by diffusive processes, limiting the ability of the flame to respond to highly fluc-
tuating flows. With respect to unsteady effects, the spray flames investigated in this article behave essen-
tially like gaseous flames, because evaporation takes place in a thin layer before the flame front.
Extinction limits are only slightly modified by the spray, controlling process being the competition between
aerodynamic and diffusive timescales.
� 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

In non-premixed turbulent flames, chemistry
and diffusion processes do not respond to rapidly
varying strain fields [1]. The flame acts like a filter,
and the scalar fields are only affected by low-fre-
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quency, perturbations. When the characteristic
timescales of the flow perturbations are compara-
ble to those of diffusion and reaction [2], it is nec-
essary to abandon the steady-state analyses and
consider time-dependent effects [3,4]. This aspect
is illustrated by experiments of unsteadily strained
flames [5,6]. Unsteady effects have also been inves-
tigated using time-dependent calculations of
strained flames with complex chemistry [7–9] or
activation energy asymptotics [10]. It is shown in
ute. Published by Elsevier Inc. All rights reserved.
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Fig. 1. Schematic representation of a two-phase flame/
vortex interaction in opposed-jets burner.
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these various studies that, when the frequency of
the flow field fluctuation increases, a time-lag ap-
pears between the forcing perturbation and the
flame response. Above a cut-off frequency the
flame response decreases rapidly. It has been ob-
served that the flame can exist beyond the stea-
dy-state extinction limit if the modulation
frequency is sufficiently high. This is explained
to result from an accumulation of reactants in
the diffusive layer due to the unsteady straining
imposed by the flow [11]. These studies show that
the flame response to unsteady strain-rate depends
on the fluctuation frequency, the amplitude of this
oscillation (related to the maximum strain-rate
acting on the flame front), and the initial mean
strain-rate. In the present studym this dependence
is investigated in the case of flame/vortex
interactions.

Vortex/flame interactions are often considered
to typify elementary processes of turbulent com-
bustion. During successive interactions, the flame
front is submitted to a variable strain field, possi-
bly inducing extinction [12–14]. The fact that a
non-premixed flame interacting with a vortex
can resist to strain-rates up to 5–10 times the qua-
si-steady extinction strain-rate [12] once more re-
veals the importance of unsteadiness in the flame
response. The flame response to unsteady strain-
rate constitutes a central issue in turbulent com-
bustion [15]. Since the extinction process plays
an important role in flame stabilization processes
[16], it is of importance to analyse the transition
between the non-reacting and the burning state
[17]. The present study focuses on the local extinc-
tion of non-premixed flames and on the influence
of the flow unsteadiness on the flame extinction
limits during flame/vortex interactions.

In many practical applications, fuel is intro-
duced in a liquid form, usually as a spray. This
modifies the combustion process. Multi-phase tur-
bulent flames typically involve a large set of cou-
pled phenomena such as atomization, dispersion,
vaporization, molecular, and turbulent mixing,
and chemical reactions. Understanding and mod-
elling of such coupled flow fields is a difficult task.
It is, for example, possible to use flamelet concepts
for non-premixed turbulent flames extended to
spray conditions as discussed in [18]. Understand-
ing the interaction between unsteady laminar
flows, sprays, and non-premixed flames may be
useful to this type of modelling.

The present study aims at providing informa-
tion on such processes by considering the interac-
tion between a vortex ring and a non-premixed
two-phase counterflow flame. Spray combustion
is considered for non-dense droplet clouds in the
external sheath combustion regime. The spray
vaporizes in an evaporation layer bounding the
spray, and the flame is fed by pre-evaporated reac-
tant fluxes. Initial studies of a similar configura-
tion were reported by Santoro et al. [19,20]. It
was found that two-phase flames interacting with
a vortex sustain instantaneous strain-rates higher
than those required for quasi-steady extinction.
This conclusion was obtained by comparing two
extinction modes, one being the quasi-steady state,
the other a vortex-induced situation. In the pres-
ent experiments, different vortex-induced pertur-
bations interacting with flames are compared to
understand how unsteady effects influence the
flame response to strain-rate. A non-premixed flat
flame is first established near the stagnation plane
of a counterflow burner, and vortices are intro-
duced on the fuel-side. The behaviour of the reac-
tion zone is studied using planar laser-induced
fluorescence (PLIF) of the CH radical, and vor-
tex-induced strain-rate is simultaneously mea-
sured using particle-image velocimetry (PIV).
Previous studies were undertaken using qualitative
CH concentration and flame surface evolutions
during flame/vortex interactions. The influence
of the liquid phase on flame extinction and re-igni-
tion is considered in [21]. The strain-rate history is
a key parameter in the extinction process. The
present study deals with unsteady effects on gas-
eous and two-phase flame response by analysing
the strain-rate at extinction for different unsteady
vortex flows.
2. Experimental setup

2.1. Burner device

The experimental device, derived from an ini-
tial steady gaseous counterflow burner [22], in-
cludes a piston-actuated vortex injection system
[23] and a monodisperse spray generator [21].

The burner (Fig. 1) comprises two axisymmet-
ric opposite nozzles of 20-mm diameter, with air
in the upper flow and a nitrogen–fuel mixture in
the lower flow. The distance between the nozzle
outlets is set to 30 mm. The global strain-rate im-
posed by the steady gaseous injection velocities is
kept constant at 90 s�1 following the definition of
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Fig. 2. Two-phase flame/vortex interaction visualized
by OH fluorescence and light scattering on the droplet
cloud in the case of the two-phase flame E (Yf, 0 =0.21
and X = 52%) interacting with vortex d (D = 3.5 mm
and UT = 1.6 m/s).
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Seshadri and Williams [24]. The fuel mixture is
composed of methane diluted with nitrogen and
seeded with 2.5 lm-diameter n-heptane droplets.
The spray is diluted to a non-dense condition.
The number of droplets per cubic centimetre is
roughly estimated to 107 cm�3. This estimation
is done at the 2 cm-diameter outlet of the burner
from flowmeter data without taking account of
the part of evaporated n-heptane. The inlet steady
flow conditions are characterized by the inflow
fuel mass fraction Yf, 0, the mass ratio X between
the liquid mass, and the total fuel mass and the
global mixture ratio U. This last quantity is de-
fined as U = sYf, 0/Yox, 0 where s is the stoichiom-
etric mass ratio of the reaction, and Yf, 0 and
Yox, 0 are, respectively, the inflow fuel and oxidizer
mass fractions. Inlet flow conditions are listed in
Table 1. Case M refers to a purely gaseous meth-
ane flame, cases D and E refer to n-heptane drop-
let-seeded flames. Flame D, with n-heptane
seeding, is the two-phase analog of flame M, while
flame E differs from flame D by a higher mass ra-
tio of liquid fuel and a lower global mixture ratio.

Vortices are generated along the centreline of
the fuel nozzle by an injection tube, fed by an elec-
tronic piston-actuation system. This tube is sup-
plied by a flow derivation from the main fuel
flow such that, in the absence of a vortex the exit
velocity matches the steady flow velocity. The pis-
ton-actuation system controls the volume ejected
and the ejection time, to generate vortices of vary-
ing strengths. Different vortex sizes are obtained
by changing the diameter d of the injection tube,
as listed in Table 1. The non-reactive vortices
are characterized by two parameters: the vortex
size D and the translational velocity UT. These
parameters are determined from the vorticity field
measured by PIV, as explained in [25] and are also
listed in Table 1.

Figure 2 shows a typical interaction between
a non-premixed flame, a spray, and a vortex
(in the case of flame E interacting with vortex
d). As CH fluorescence intensity is very low,
the flame front is observed in Fig. 2 by induced
fluorescence of the OH radical. This allows to
visualize on the same image the spray, entrained
by the vortex flow, interacting with the flame
front. The central part of the flame is extin-
guished, allowing the droplet-laden vortex to
continue past the flame.
Table 1
(Left part) Inlet flow conditions of single- and two-phase ste
methane flame, and cases D and E refer to n-heptane droplet-

Flames M D E Vortices

Yf, 0 0.26 0.27 0.21 d (mm)
X (%) 0 43 52 D (mm)
U 4.43 4.43 3.44 UT (m/s)

(Right part) Vortex properties.
2.2. CH visualization and velocity measurements

The flame front is visualized by laser-induced
fluorescence of the CH radical, while the vortex
flow-field and the strain-rate acting on the flame
are determined by a digital cross-correlation PIV
technique. Many details on the set-up are given
in [21], only a brief description is included below.

The CH radical is excited at a wavelength of
389.5 nm corresponding to the Q1(5) transition
of the B2R- � X2P (0,0) CH absorption band.
To minimize the effects of laser-sheet intensity
non-uniformities and molecular quenching of
CH, the laser energy is chosen to nearly saturate
the CH transition. Note that the intention of this
study is not a quantitative determination of CH
concentrations, but the qualitative observation
of vortex/flame interactions and especially the
extinction-induced CH decrease [21]. Fluores-
cence from the A–X (0,0) and A–X (1,1) bands
is recorded using an intensified CCD camera, each
CCD pixel corresponding to a measurement area
of 100 · 100 lm2. Then, the image resolution
(230 lm) is only slightly smaller than the steady
CH-layer thickness of about 250 lm. The current
set-up cannot discriminate, therefore, between a
decrease of intensity or thickness of the CH layer,
but these effects can be considered analogous for
the purpose of discussing CH layer extinction.

To perform PIV measurements, silicon-dioxide
particles are seeded in the air stream, while the
ady strained flames, case M refers to a purely gaseous
seeded flames

a b c d A B

2 2 2 2 3.7 3.7
3.5 3.5 3.5 3.5 6 6
0.39 0.74 1.0 1.6 0.46 0.53
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n-heptane droplets scatter the light from the fuel
stream. The particle and droplet Stokes numbers
in flows with characteristic perturbation times
down to 0.5 ms (corresponding to strain-rates of
2000 s�1) are as low as 0.06. Thus, these tracers
and droplets follow the flow induced by the vortex
and are well suited for PIV measurements. The
two overlapping PIV laser sheets match with
the CH-pumping laser sheet on the burner axis.
The PIV pulse intervals are varied from 50 to
200 ls depending on the vortex speed. A dual-
frame camera is used to acquire the two light scat-
tering images. PIV images are processed with a
commercially available software using an adaptive
mesh technique from an initial 64 · 64 pixel inter-
rogation area to a final 8 · 8 pixel interrogation
area. This gives a vector spacing of 143 lm. Stan-
dard vector rejection techniques are applied with
less than 6% of outliers.

A synchronization system ensures that signals
controlling all the experimental devices are linked
together. With appropriate time delays, the CH-
pumping laser is fired between the two PIV laser
pulses to avoid light scattering from particles.
Various phases of a vortex/flame interaction can
be imaged by adjusting the relative time-lag be-
tween piston actuation and laser shots.
3. Results and discussion

3.1. Extinction process

Figure 3 presents two times during the extinc-
tion process induced by the interaction between
two-phase flame E and vortex b (Table 1). This
interaction sequence is described by superposing
CH PLIF and PIV data, each obtained by
phase-averaging 10 images. For the purpose of
this visualization, velocity data, not available in
Fig. 3. Flame front visualized by CH fluorescence and
velocity fields during the extinction of the two-phase
flame E (Yf, 0 = 0.21 and X = 52%) interacting with
vortex b (D = 3.5 mm and UT = 0.74 m/s), t0 refers to
the beginning of the interaction.
the neighbourhood of the flame, are interpolated
across the flame front. The initial time t0 is defined
as the moment when the vortex starts to perturb
the CH layer. The flame is clearly wrinkled,
7.8 ms after the initial time t0 (Fig. 3A). In fact,
the reactive front follows the stoichiometric line,
which is deformed by the vortex. Until the flame
extinguishes, the CH layer intensity and thickness
decrease on the centreline. Flame extinction is ini-
tiated 10 ms after the beginning of the interaction
and is observed in the central part of the flame
0.5 ms later in Fig. 3B.

Figures 4B and C) shows the axial velocity pro-
file (crosses) measured by PIV, along with the
positions of the CH front (plain line) and the
evaporation front (dotted line) during the same
interaction as visualized in Fig. 3. Plots corre-
spond to the time t0 + 5 ms and to the extinction
time t0 + 10 ms. The relative CH layer and evapo-
ration front positions indicate that the droplets
get closer to the flame as their velocity is aug-
mented by the vortex flow induced on the fuel side
of the flame. This velocity decreases rapidly to-
wards the stagnation plane, imposing a high
strain-rate to the flame. The high vortex speed
steepens the gradients and augments the species
diffusion velocities. The reaction rate can then be-
come the limiting process compared to the molec-
ular diffusion fluxes. If the heat losses to the cold
reactants exceed the heat released by the chemical
reactions, flame extinction occurs. Extinction in-
duced by increasing the strain-rate acting on the
flame front reveals the finite rate of chemical
kinetics.

3.2. Strain-rate determination

To examine the influence of unsteady effects on
the extinction limits, it is interesting to determine
two values of the strain-rate during the flame/vor-
tex interaction: the first, K, characterizes the aero-
dynamic perturbation imposed to the flame, the
second, Kq, defines the extinction limit. The char-
acteristic strain-rate K is defined as the maximum
value of the strain-rate during the temporal vortex
evolution. The extinction strain-rate Kq is mea-
sured at the moment of flame extinction, defined
in the present study as CH layer extinction.

Figure 4 shows how these two values are deter-
mined from the experimental axial velocity pro-
files. Since flame extinction is observed on the
centreline, the effective strain-rate induced by the
vortex is defined on the axis as the z-derivative
of the vertical velocity component v, leading to
�ov/oz. In the case of gaseous flames, strain-rates
acting on the flame front are measured on the fuel
side prior to the flame preheat layer avoiding the
influence of the thermal gas expansion (Fig. 4A).
In the case of two-phase flames, as shown in Figs.
4B and C, velocity measurements beyond the
vaporization front are not possible due to the
826



Fig. 4. (A) Idealized representation of the axial velocity profile. (B,C) Experimental axial velocity profiles (crosses),
along with CH peak (plain line) and vaporization front (dotted line) positions, corresponding to the measurements of:
(B) the maximum strain-rate K, (C) the extinction strain-rate Kq, during the interaction between flame E and vortex b.
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evaporation of droplets that serve as tracers. Since
the flow can locally be described by the Euler
equation as a potential flow [22], the velocity gra-
dient is constant in the outer region of the flame
including the evaporation front (Fig. 4A). The
strain-rate is therefore measured on the borderline
of the evaporation front. The velocity profile is
then linearly fitted upstream the evaporation front
(upstream the preheat layer in the case of gaseous
flames), and the strain-rate is obtained from the
slope of the fitted line (Figs. 4B and C). No cor-
rection for thermophoretic effects is necessary
since these strain-rate measurements are carried
out prior to the flame preheat layer [26].

In the case of the interaction visualized in Fig.
3, between two-phase flame E and vortex b, the
vortex-induced extinction occurs at a strain-rate
Kq of 260 s�1, 10 ms after the initial time, while
the characteristic perturbation strain-rate K is
equal to 400 s�1. The flame does not extinguish
at a maximum value of the strain-rate, as it could
be expected. This is probably due to the kinetic
energy dissipation in the flame neighbourhood.

The strain-rate results are listed in Table 2
where the abbreviation �n.ext.� refers to a flame/
vortex interaction, which does not lead to flame
extinction. These results show that, for identical
flame compositions, the extinction strain-rate in-
creases with an increase in the vortex-induced
strain-rate imposed to the flame. For example,
two-phase flame E interacting with three identi-
cal-sized vortices extinguishes at strain-rates vary-
Table 2
Characteristic perturbation strain-rate K and extinction strain

Vortices (s�1) a

Gaseous flame M K —
Kq —

Two-phase D K —
Kq —

Two-phase flame E K 300
Kq n.ext.
ing from 270 to 1300 s�1 depending on the vortex
speed. The extinction limit thus depends not only
on the initial mixture composition, as for steady
flames, but also on the strain rate history.

3.3. Unsteady effects in flame response to variable
strain

The results listed Table 2 can be analysed
regarding timescales. In unsteadily strained flat
flame, the amplitude of the flow perturbation
and the fluctuation frequency are independent
variables. However, in the flame/vortex interac-
tion, these two parameters are proportional. A
faster vortex imposes a higher strain-rate to the
flame. This is typical of turbulent fluctuations
where the characteristic eddy turn-over is inver-
sely proportional to the strain-rate. Then the char-
acteristic perturbation time sf (which is
proportional to the vortex residence time) is de-
fined as the inverse of the maximum strain-rate
K (sf = 1/K). Figure 5 presents the flame response
in terms of aerodynamic extinction limits as a
function of the characteristic perturbation time
sf. In this figure, square, circle, triangle symbols
correspond, respectively, to gaseous flame M,
two-phase flame D, and two-phase flame E. The
hollow and filled symbols relate to a vortex size
D of 3.5 and 6 mm, respectively. Figure 5 shows
two limiting behaviours of the flame response to
the strain-rate. The first limit is the quasi-steady
extinction regime [27]. For long perturbation
-rate Kq for different flames and vortices of Table 1

b c d A B

— — — 330 460
— — — 290 420
350 1300 1350 420 530
n.ext. 1300 1350 330 520
400 1100 1300 — —
270 1100 1300 — —
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Fig. 5. The importance of unsteady effects is outlined by
plotting the extinction strain-rate Kq as a function of the
characteristic perturbation time sf = 1/K.
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times, the extinction strain-rates tend to a con-
stant value represented by the dashed horizontal
line. In Fig. 5, this value corresponds to the qua-
si-steady extinction strain-rate of flame M, equal
to K0

q ¼ 140 s�1. The second limit indicates that
a flame behaves like a low pass filter [8,6]. Analyt-
ical expressions of the flame response to unsteady
strain-rate exhibit the existence of a cut-off
frequency, above which the flame response de-
creases rapidly [10,15]. As a consequence, if the
characteristic perturbation timescale decreases,
the strain-rate necessary to induce the flame
extinction increases. This behaviour corresponds
to a vertical asymptote, represented by the vertical
dashed line in Fig. 5. The dependence of the
extinction strain-rate on the flow timescale can
be modelled by a hyperbolic curve defined as
ðKq � K0

qÞðsf � sc
f Þ ¼ C (C is a constant close to

unity), where K0
q and sc

f correspond, respectively,
to the horizontal and vertical asymptotes. The
best fit of the hyperbolic curve (dash-dotted curve)
in Fig. 5 is plotted with the values sc

f ¼ 0:4 ms and
C = 0.45. Below this curve, flame extinction does
not appear. Figure 6 shows extinction strain-rate
results obtained by Brown et al. [6] plotted versus
the characteristic flow time. Experiments consist
of a counterflow non-premixed methane/air flame
Fig. 6. Extinction strain-rate results obtained by Brown
et al. [6] plotted versus the flow timescale. This data
representation confirms the flame behaviour submitted
to varying-strain observed in our experiments.
of composition (Yf, 0 = 0.27) close to flame M,
submitted to forcing velocity oscillations from 25
to 150 Hz for different initial mean strain-rates
K0 of 185 s�1 (crosses) and 195 s�1 (circles).
Strain-rates measured in [6] are determined as
proposed in [24] from the jet exhaust velocities.
This differs from the method adopted in the pres-
ent study and explains the difference in the strain-
rate values. The steady-state extinction occurs at a
strain-rate of K0

q ¼ 212 s�1, represented in Fig. 6
by the horizontal dashed line. The characteristic
time is taken to be the inverse of the oscillation
frequency. Experiments described by Brown
et al. [6] on unsteadily strained flat flames confirm
that the extinction strain-rate depends on the flow
timescale following the hyperbolic behaviour ob-
served in the present study. Figure 6 shows also
that the initial steady strain-rate influences the
flame response to unsteady strain-rate. For initial
highly strained flames, the extinction strain-rate
deviates to a lesser extent from the steady-state
value.

Extinction strain-rate results obtained in [6] for
a mean strain-rate of 185 s�1 (crosses in Fig. 6)
show a deviation ðKq � K0

qÞ=K0
q of the extinction

strain-rate Kq from the steady value K0
q smaller

than 4% for perturbation times longer than
20 ms. Deviations from the steady-state increase
to 10% and 30% for perturbation times down to
10 and 7 ms, respectively. Our results for flame
M show deviations from the steady-state up to
110% and 230% for perturbation times of 3 and
2 ms, respectively. The experimental results show
that there is a critical value of the characteristic
perturbation time, under which the extinction
strain-rate deviates from the steady-state extinc-
tion limit. Beyond this value the flame behaves
in a quasi-steady manner, while below the same
unsteady effects appear. In non-premixed flames,
diffusion fluxes control heat and mass transfer in
the flame neighbourhood. The flame structure
therefore depends on diffusion processes and asso-
ciated timescales. The characteristic time sm of the
diffusive molecular transport can be defined as the
inverse of the scalar dissipation rate v (v ¼
2DjrZj2st with a molecular diffusion coefficient D
for methane/air flame M of around 0.3 cm2/s).
The Z-gradient |$Z|st can be approximated by
the inverse of the flame thickness d, leading to
sm ¼ d2=2D. The flame thickness deduced from
the OH layer distribution and estimated from
OH fluorescence results is d � 1 mm for the steady
flame M. The species diffusion time sm is then
around 20 ms for methane/air flame M. It appears
that the critical value of the characteristic pertur-
bation time under which the extinction strain-rate
deviates from the steady-state extinction limit cor-
responds to the flame diffusion time sm. This is
confirmed by the results plotted in Fig. 6. The
more strained the initial flame, the shorter is the
flame diffusion time. In that case, the deviation
828
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from the steady-state appears for shorter flow
timescales, as shown in Fig. 6. Unsteady effects
derive from a competition between the flow per-
turbations and the ability of the diffusive layer
to follow these variations. If flow timescales be-
come very small compared to diffusion timescales,
the inner reaction zone becomes totally insensitive
to the flow perturbations, corresponding to the
asymptotic value sc

f .
Figure 5 shows that, in the external sheath

combustion regime, spray flame responds to vari-
able strain-rates like gaseous flames. Even for
highly penetrating vortices, droplets do not inter-
act individually with the flame. The spray vanishes
in the evaporation layer, and the flame is fed by
gaseous reactant fluxes. With respect to unsteady
effects, only diffusive timescales are modified by
the spray shifting slightly the critical value of the
flow time, above which the flame does not respond
in a quasi-steady manner.

Figure 5 also shows that the strain-rate is a key
parameter in the extinction process. The flame
curvature effect appears to be weak. This is so be-
cause, first, the vortex sizes are much larger than
the flame thickness, second, the hydrocarbon
flames extinguish quite rapidly and, as shown in
Fig. 3, the flame is not highly wrinkled at
extinction.

Finally, it can be observed from CH images,
not shown in the present article, that the spray
flame D extinguishes earlier than the gaseous flame
M when submitted to a vortex of identical genera-
tion conditions. This may be due to heat losses
associated with droplet evaporation [19]. How-
ever, another explanation can be proposed for
the extinction of unsteady two-phase flames. As
the vortex approaches the flame, droplet evapora-
tion leads to gas expansion and then the two-phase
vortex imposes a higher strain-rate to the flame as
shown in Table 2. Thus, during flame/vortex inter-
actions, the apparent weakness of the spray flames
can also be explained by the higher strain-rates ex-
erted on the two-phase flames. On the other hand,
unsteady two-phase flames submitted to faster per-
turbations sustain extinction strain-rates higher
than those characterizing gaseous flames. This
indicates once more that unsteadiness plays a ma-
jor role in the extinction process.
4. Conclusions

Vortex-strain-induced extinction of gaseous
and two-phase flames has been examined by simul-
taneous measurements of the velocity field and the
flame geometry. These flow and flame characteris-
tics have been obtained by particle image veloci-
metry and laser-induced fluorescence of CH
radical. These experiments show that extinction
of unsteady flames does not only depend on the
instantaneous value of the strain-rate, above which
the flame extinguishes, but is also related to the
history of the perturbation. Considering initial
and boundary conditions of unsteady flames,
extinction limits not only depend on initial flame
composition and temperature—as for steady
extinction mode, but also depend on the character-
istic perturbation time. The faster the perturba-
tion, the further the extinction limit is extended
beyond the quasi-steady-state extinction limit.
From the longest to the shortest perturbation
timescales, the flame extinction strain-rate varies
from the steady-state value to high values of 10
times the steady value. In fact, non-premixed
flames submitted to varying-strain fields extinguish
at strain-rates following a hyperbolic dependence
with the flow timescale, where the steady-state
extinction strain-rate and the fluctuation time be-
low which the flame is not affected by flow pertur-
bations are the asymptotic limits. Experiments
show that deviation from the quasi-steady state
extinction appears when perturbation timescales
become smaller than diffusion timescales. Unstea-
dy effects in non-premixed combustion originate
in diffusive processes by means of mass accumula-
tion in the diffusive layer. It is believed that the
diffusive layer acts as a buffer between the convec-
tive region of the flow and the inner reactive flame
layer. Diffusion processes shift the extinction
limits so that the extinction conditions are modi-
fied. In highly fluctuating flows, unsteady effects
strongly influence the flame response and must
be considered to predict extinction processes cor-
rectly. In the present experiments, we have chosen
small monodisperse droplet conditions to separate
effects of droplet piercing through the flame front.
In this case, as the evaporation takes place in a
thin layer before the reaction front, the flame is
fed only by gaseous reactant fluxes. With respect
to unsteady effects, spray flames burning in the
external sheath combustion regime behave there-
fore like gaseous flames. The extinction strain-
rates are slightly modified by the presence of the
spray, controlling process being the competition
between aerodynamic and diffusive timescales.
Acknowledgments

The authors wish to acknowledge Pr. S. Candel
and Dr. J. Gord for helpful discussions. This work
was supported by the DGA and ONERA within
the PEA number 982703 - TITAN.
References

[1] J.M. Donbar, J.F. Driscoll, C.D. Carter, Combust.
Flame 125 (2001) 1239–1257.

[2] N. Peters, Turbulent Combustion. Cambridge Uni-
versity Press, 2000.

[3] G.F. Carrier, F.E. Fendell, F.E. Marble, SIAM J.
Appl. Math. 28 (1975) 463–499.
829



482 A. Lemaire et al. / Proceedings of the Combustion Institute 30 (2005) 475–483
[4] D.C. Haworth, M.C. Drake, S.B. Pope, R.J. Blint,
Proc. Combust. Inst. 22 (1988) 589–597.

[5] J.S. Kistler, C.J. Sung, T.G. Kreutz, C.K. Law, M.
Nishioka, Proc. Combust. Inst. 26 (1996) 113–120.

[6] T.M. Brown, R.W. Pitz, C.J. Sung, Proc. Combust.
Inst. 27 (1998) 703–710.

[7] N. Darabiha, Combust. Sci. Technol. 86 (1992)
163–181.

[8] F.N. Egolfopoulos, C.S. Campbell, J. Fluid, Mech.
318 (1996) 1–29.

[9] C.J. Sung, C.K. Law, Combust. Flame 123 (2000)
375–388.

[10] B. Cuenot, F.N. Egolfopoulos, T. Poinsot, Com-
bust. Theory Model 4 (2000) 77–97.

[11] F.N. Egolfopoulos, Int. J. Energy Res. 24 (2000)
989–1010.

[12] K. Yoshida, T. Takagi, Proc. Combust. Inst. 27
(1998) 685–692.
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Comments
Katharina Kohse-Höinghaus, University of Bielefeld,

Germany. Your results about the correlation of extinc-
tion and strain rate are very interesting. There is ample
literature about extinction parameters in counterflow
diffusion burners. Would you regard this data now as
lower limits of strain rates for extinction?

Reply. The correlation between extinction and strain
rate is effectively now well established. The fundamental
relevance of this study, we believe, is the experimental
evidence of the existence of two extinction asymptotes
limits, one lower and well known as the quasi-steady
extinction limits, and another highest, corresponding
to highly unsteady interactions (short characteristic per-
turbation time). The deviation from the quasi-steady
state extinction is controlled by the competition between
the perturbation time scales, and diffusion time scales.
These data show the flammability domain, or the lower
limits of strain rates for extinction, under the influence
of different aerodynamics conditions.

d

Michael Drake, General Motors, USA. Is the amount
of liquid fuel added enough to lead to a lower tempera-
ture of the fuel stream due to vaporization? What effect
would this have on extinction limits?

Reply. Answer to this question is essentially included
in the original paper, concerning the amount of liquid
fuel added (see Section 2, Experimental setup), and the
effects this has on the extinction limits (see Section 4,
Conclusions, two last sentences). Summarizing, in this
paper, spray combustion is considered for non-dense
droplet clouds in the external sheath combustion regime,
in which the extinction strain-rates are slightly modified
by the presence of the spray, controlling process being
the competition between aerodynamic and diffusive
time-scales. For a more detailed analysis on the influence
of the liquid phase on flame extinction and re-ignition,
we recommend our previous work using qualitative
CH concentration and flame surface evolutions during
flame/vortex interactions in (Ref. [21] in paper).

d

Robert Pitz, Vanderbilt University, USA. You found
that the extinction of unsteady diffusion flames could de-
pend on the history of the strain rate. Would a better
indicator of extinction in unsteady laminar diffusion
flames be the value of the scalar dissipation at the flame
surface?

Reply. While we agree on the importance of the sca-
lar dissipation rate as been a better indicator of extinc-
tion in unsteady laminar diffusion flames, this does not
necessarily detract from the significance of strain rate
history, which has a significant impact on scalar dissipa-
tion and is directly connected to strain rate in unsteady
counter-flow flames. It is the primary focus of this work.
It is also somewhat early to declare that scalar dissipa-
tion is a universal criterion for extinction. A study per-
formed by the group at Yale [1], for example, showed
that the scalar dissipation rate at extinction was as much
as 26% higher than the value for quasi-steady extinction.
This variation could be greater for other flame/vortex
830
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conditions. A numerical study by Katta et al. [2], for
example, found differences between steady and unsteady
scalar dissipation rates at extinction of up to 73%.
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d

David Hagen, Vast Power Systems ILC, USA. Do you
see or expect any surface area related quenching of radi-
cals on drop surfaces compared to enthalpic or evapora-
tion rate or strain rate-quenching phenomena [1]?

Reference

[1] G.O. Thomas, Combust. Flame 130 (2002) 147–162.

Reply. In order to obtain qualitative information
about the effects of the vortex on the flame, one can
calculate the time evolution of the flame surface and
the CH layer centerline intensity from experimental
images. Data from CH PLIF diagnostics effectively
localize the diffusion flame front and extinction zones
(extinction signal refers to signal that falls to the back-
ground noise). One can define the flame front position
by following the maxima of CH intensity for an aver-
age of about 10 images. Comparing flame surface evo-
lutions, measured extinction rates, and maximum peak
normal strain rates, one may show that when the peak
normal strain rate increases, the flame surface and the
CH intensity during extinction decrease prior and faster
in any cases we studied. We may say that the peak nor-
mal strain rate is sufficient to predict the extinction of
the CH layer and is the main controlling parameter
of extinction for the vortices studied in this paper.
The rate of CH extinction can be described conve-
niently by a single value since the drop in CH mole
fraction is found to be sufficiently linear with respect
to time for a variety of conditions. In all cases studied
in this work, quenching of radicals (OH and CH in our
measurements) on drop surfaces were well correlated to
a strain rate-quenching phenomena. Indeed, it can be
observed from CH images (see our previous work
Ref. [21] in paper) that spray flame extinguishes earlier
than the gaseous flame when submitted to a vortex of
identical generation conditions. This may be effectively
due to enthalpy associated with droplet evaporation
rate (Ref. [1] in Pitz reply).
831



Simultaneous planar laser-induced incandescence,
OH planar laser-induced fluorescence, and
droplet Mie scattering in swirl-stabilized spray flames

Terrence R. Meyer, Sukesh Roy, Vincent M. Belovich, Edwin Corporan, and James R. Gord

Simultaneous planar laser-induced incandescence, hydroxyl radical planar laser-induced fluorescence,
and droplet Mie scattering are used to study the instantaneous flame structure and soot formation
process in an atmospheric pressure, swirl-stabilized, liquid-fueled, model gas-turbine combustor. Optimal
excitation and detection schemes to maximize single-shot signals and avoid interferences from soot-laden
flame emission are discussed. The data indicate that rich pockets of premixed fuel and air along the
interface between the spray flame and the recirculation zone serve as primary sites for soot inception.
Intermittent large-scale structures and local equivalence ratio are also found to play an important role
in soot formation. © 2005 Optical Society of America

OCIS codes: 120.0120, 290.0290, 300.0300, 120.1740, 300.2530.

1. Introduction

Swirl-stabilized liquid-spray injectors are commonly
used in gas-turbine engines to achieve compact, sta-
ble, and efficient combustion. The flow field in the
primary zone of such a spray flame is characterized
by high shear stresses and turbulent intensities that
result in vortex breakdown and large-scale unsteady
motions.1,2 These unsteady motions are known to
play a key role in the formation of pollutant emissions
such as carbon monoxide �CO�, nitric oxide �NO�, and
unburned hydrocarbons.3–5 Less is known, however,
about the mechanisms that lead to soot formation in
swirl-stabilized, liquid-fueled combustors. Previous
investigations have relied on exhaust-gas measure-
ments and parametric studies to gain insight into the
effects of various input conditions on soot loading.6–10

Much of the fundamental knowledge concerning soot
formation is derived from investigations of laminar
diffusion flames,11 with only a limited number of
studies having focused on internal combustion en-

gines and unsteady effects.12–14 The importance of
considering unsteadiness and fluid–flame interac-
tions was demonstrated by Shaddix et al.,14 who
found that a forced methane–air diffusion flame pro-
duced a fourfold increase in soot volume fraction (as
a result of increased particle size) as compared with a
steady flame having the same mean fuel flow velocity.

The goal of the current investigation is to study
soot formation in the highly dynamic environment of
a swirl-stabilized, liquid-fueled combustor. This is ac-
complished by simultaneous imaging of the soot vol-
ume fraction, hydroxyl radical �OH� distribution, and
spray pattern in the primary reaction zone by use of
laser-induced incandescence (LII), OH planar laser-
induced fluorescence (PLIF), and droplet Mie scatter-
ing, respectively. The utility of LII for two-
dimensional imaging of soot volume fraction has been
demonstrated in laboratory investigations15,16 as well
as in aircraft engine exhausts.9,10 Brown et al.17 per-
formed planar LII for soot-volume-fraction imaging
in the reaction zone of a gas-turbine combustor; their
preliminary measurements employed LII alone for
demonstration purposes and did not image the tur-
bulent flame structure near the exit of the swirl cup.
In this paper we extend the research of Brown et al.17

by performing LII at the exit of the swirl cup and by
adding OH PLIF and Mie-scattering diagnostics.

Use of OH as a flame marker is typical in studies of
soot formation in diffusion flames because of its close
correlation with flame temperature.18,19 It has also
been employed in a number of investigations of swirl-

T. R. Meyer (trmeyer@innssi.com) and S. Roy are with Innova-
tive Scientific Solutions, Incorporated, Dayton, Ohio 45440. V. M.
Belovich, E. Corporan, and J. R. Gord are with the U.S. Air Force
Research Laboratory, Propulsion Directorate, Wright-Patterson
Air Force Base, Ohio 45433.

Received 22 December 2003; revised manuscript received 28
June 2004; accepted 6 October 2004.

0003-6935/05/030445-10$15.00/0
© 2005 Optical Society of America

20 January 2005 � Vol. 44, No. 3 � APPLIED OPTICS 445

832



stabilized combustors.20,21 Use of laser-saturated OH
laser-induced fluorescence (LIF) for quantitative
measurements has also been demonstrated,22,23 al-
though saturation is quite difficult in the case of pla-
nar measurements. In the current investigation, we
demonstrate qualitative measurements in the recir-
culation region using excitation levels well below sat-
uration. OH PLIF measurements in the liquid-spray
region are more uncertain because of simultaneous
droplet scattering and nonequilibrium conditions, al-
though meaningful measurements are possible with
careful consideration of potential errors.

The performance and accuracy of the planar LII,
OH PLIF, and Mie-scattering systems are character-
ized in this paper and described below. The combined
use of LII, OH PLIF, and droplet Mie scattering is
then shown to provide insight into the unsteady phys-
ical processes that govern soot formation in gas-
turbine engines. OH PLIF is employed to track the
local equivalence ratio and the effects of flame chem-
istry. Finally, the current measurement system is
demonstrated to be useful for the assessment of the
performance of soot-mitigating additives.

2. Experimental Setup

A. Swirl-Stabilized Combustor

The near-field structure of swirl-stabilized flames is
determined by the characteristics of the fuel injector
and the geometry of the surrounding flame tube. As
shown in Fig. 1, the swirl-cup, liquid-fuel injector
used in the current study employs pressure atomiza-
tion and dual-radial, counterswirling air coflows to
entrain the fuel, promote droplet breakup, and en-
hance mixing. The resulting three-dimensional coni-
cal flame, shown in Fig. 1(b), is composed of an outer
droplet vaporization and preheat region (A) and an
inner turbulent flame-brush region (B).24 The flame
is stabilized by a recirculation zone (C) that brings
hot combustion products upstream along the center-
line. The 4.3�cm-exit-diameter swirl cup is installed
at the entrance of a 15.25 cm � 15.25 cm square
cross-section flame tube, as shown in Fig. 2. After
exiting the primary flame zone, the combustion prod-

ucts are allowed to mix thoroughly along the 48-cm-
long flame tube before entering a 43-cm-long, 5.7-cm-
exit-diameter exhaust nozzle that is designed to
create uniform exhaust-gas temperature and concen-
tration profiles.

The combustor shown in Fig. 2 is used in the
Atmospheric-Pressure Combustor Research Complex
of the U.S. Air Force Research Laboratory’s Propul-
sion Directorate to study the performance character-
istics of model gas-turbine engine fuels and fuel
additives. An overview of the facility is available in
the literature,25 although certain aspects relevant to
the current study are described here for reference.
We achieved the changes in the overall equivalence
ratio from � � 0.5 to 1.15 by varying the pressure
drop across the fuel-spray nozzle from approximately
1.5 to 10 atm, which results in fuel mass-flow rates of
1.0 to 2.2 g�s, respectively. The fuel flow rate is mea-
sured with a Max Machinery positive-displacement
flowmeter with �0.5% full-scale accuracy. The air-
flow system consists of three Sierra 5600-standard-
liters-per-minute mass-flow controllers with �1%
full-scale accuracy. The inlet air is heated to 450 K
with a constant flow rate of 0.028 kg�s. The air pres-
sure drop across the combustor dome is �4.8�5.2% of
the main supply. Most of the airflow enters the com-
bustor through the swirl-cup injector, but a small

Fig. 1. (a) Swirl injector geometry used in the current study, and (b) photograph of near-field flame structure. Flow is left to right. Regions
A–C depict the fuel evaporation and preheat zone, the turbulent flame brush, and the recirculation region, respectively.

Fig. 2. Experimental setup for simultaneous planar LII, OH
PLIF, and droplet Mie scattering in an atmospheric pressure,
swirl-stabilized, liquid-fueled, model gas-turbine combustor. FCU,
frequency-conversion unit.
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percentage enters through aspiration holes along the
aft wall. No liner air jets are used in the secondary
zone; therefore the fuel–air ratio depends almost en-
tirely on the flow rates through the injector cup.

The combustor is optically accessible through 75-
mm-wide quartz windows along the top and sides for
in situ, laser-based diagnostics. In addition, a sam-
pling probe used to measure particle number density
(counts per cubic centimeter) with a condensation
nuclei counter is located at the exit of the combustor.

B. Hydroxyl Radical Planar Laser-Induced Fluorescence
System

A review of PLIF fundamentals can be found in Eck-
breth.26 As shown in the optical setup in Fig. 2, 50%
of the laser energy from a frequency-doubled,
Q-switched Nd:YAG laser (Spectra-Physics Pro290)
is used to pump a dye laser (Sirah Precision Scan),
the output of which is frequency doubled to obtain
wavelengths in the (1,0) band of the OH A–X system.
The dye laser is tuned to the Q1�9� transition at
283.922 nm (in air), which has less than �2.5% vari-
ation in the ground-level Boltzmann fraction from
1600 to 2400 K. As shown in Fig. 3, this range of
temperatures coincides with the equilibrium condi-
tions expected for JP-8 fuel at equivalence ratios used
in this study �� � 0.5� 1.15�.27 Considering the full
range of temperatures from 1100 to 2400 K, which
are within typical lean and rich flammability limits,7
the Boltzmann fraction for this transition varies by
up to �12.5%.

The maximum laser energy available for OH PLIF
is 24 mJ. A 1.5-m focal-length spherical plano–
convex lens and a �75-mm focal-length plano–
concave lens are used to form a laser sheet that
enters the combustor through the top window. The
laser-sheet thickness is 330 �m at a full thickness at
half-maximum that we measured by translating a
knife edge across the beam. We obtained a 7-cm,
top-hat-like sheet-width profile that transitions to
zero laser energy within approximately 1 mm by clip-
ping the wings of the laser sheet at the last turning

mirror above the combustor. The sheet slowly ex-
pands with a 3° full-angle divergence.

We collected the fluorescence from approximately
306 to 320 nm through the (1,1) and (0,0) bands of
OH using an intensified charge-coupled-device
(ICCD) camera (Princeton Instruments PI-MAX SB)
oriented slightly off normal to the sheet. Two 1-mm
WG295 Schott Glass filters are used in front of the
camera lens to reduce scattering from droplets at
283.922 nm. A UG11 filter nearly eliminates flame
emission, scattering from the LII laser at 532 nm,
and fluorescence from polycyclic aromatic hydrocar-
bons (PAHs). A 105-mm focal-length f�4.5 UV lens is
used to collect the OH fluorescence. An intensifier
gate width of 20 ns is used to capture the OH signal.
Images are typically collected with 2 � 2 binning
�512 � 512� to obtain adequate resolution and fram-
ing rate. The pixel viewing area in each 2 � 2 super-
pixel is 200 �m � 200 �m.

On the basis of the dimensions of the OH PLIF
laser sheet and total available laser energy of 24 mJ,
it is estimated that the maximum laser irradiance of
1.36 � 107 W�cm2 is 2–3 orders of magnitude lower
than that required to achieve 90–95% saturation.22,23

Therefore the OH PLIF signal is linearly related to
laser energy variations. OH PLIF signal corrections
(typically �15%) in the axial direction are performed
in postprocessing, based on measurements of the
laser-sheet profile after each run. Signal variation
(typically �3%) due to the 3° laser-sheet expansion in
the cross-stream direction is also corrected in post-
processing. Corrections are not made for laser energy
attenuation due to OH absorption and droplet scat-
tering as this leads to signal uncertainties of �10% in
the lower region of each image. The effect of this error
is substantially reduced in the upper half of the com-
bustor, where most of the data in this study are ex-
tracted. Shot-to-shot fluctuations in laser energy add
an estimated �5% uncertainty, as determined from
data collected in a laminar diffusion flame with the
same OH PLIF system.

For measurements with low laser irradiance, the
effect of collisional quenching on fluorescence effi-
ciency must also be considered. For a given imaging
system and laser irradiance, the OH PLIF signal SOH
from each pixel volume is proportional to the OH
number density NOH and the fluorescence efficiency
�,26 as shown in approximation (1):

SOH�NOH��NOH

AOH

AOH 	 QOH
. (1)

The fluorescence efficiency is proportional to the rate
of spontaneous emission, AOH, from molecules in the
excited state and inversely proportional to the rate at
which excited molecules are depleted by spontaneous
emission and collisional quenching, QOH. Collisional
quenching is a function of the temperature- and
pressure-dependent quenching coefficient as well as
the number densities of the quenching species.28 As a
result of offsetting effects in the equilibrium combus-

Fig. 3. Adiabatic flame temperature calculations in which equi-
librium combustion products are assumed along with OH LIF
efficiency multiplied by the Boltzmann fraction for JP-8 fuel at
various equivalence ratios �.
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tion products of JP-8, the collisional quenching rate is
found to be fairly constant for equivalence ratios less
than unity, as shown in Fig. 3. Under rich conditions
the conversion of CO to CO2 decreases substantially,
leading to an increase in collisional quenching and a
decrease in fluorescence efficiency. In regions where
equilibrium assumptions are valid, the LIF signal
can be used along with approximation (1) and the
Boltzmann distribution to determine the relative OH
number density; this is discussed further in Section 3.
In the liquid-spray region where lean and rich pock-
ets coexist, qualitative signal interpretation is prob-
lematic since fluorescence efficiency can vary by more
than �30%, according to Fig. 3.

C. Mie-Scattering System

Mie scattering is obtained with the same optical
setup as that for the OH PLIF system. It is found that
use of up to six optical filters can reduce but not
altogether eliminate scattering from large droplets.
Because of induced birefringence in the turning mir-
rors, the combustor windows, and the spray flame
itself, use of parallel polarization in the detection
scheme further reduces but does not altogether elim-
inate droplet scattering. It is found that two WG295
color glass filters (CVI Laser) and parallel-
polarization detection provide optimal OH PLIF sen-
sitivity and minimizes the likelihood of damaging the
ICCD due to intense levels of droplet scattering.
When the laser is tuned off the OH absorption line, as
shown in Fig. 4, the intense, highly localized droplet
scatter can be distinguished from the large, more
uniformly distributed OH layers. Large droplet clus-
ters appear primarily near the injector exit, and sin-
gle droplets with trailing flames are often observed
traveling into the recirculation region. The trailing
flames of these droplets do not appear in the off-line
images and therefore are not attributable to scatter-
ing from fuel vapor or fluorescence from broadband
sources such as PAH compounds. The droplet-
scattering signal intensity is approximately 1 order of
magnitude higher than that of the OH PLIF, but the
signal occurs primarily at isolated points. Therefore a
false-color table is selected based on probability den-
sity functions of OH PLIF. The full range of OH PLIF
signal levels is assigned colors from black to red
whereas the Mie-scattering signals are above this
range and appear in white.

D. Laser-Induced Incandescence System

Some of the first two-dimensional visualizations of
soot volume fraction with LII were performed by
Quay and co-workers15 and by Vander Wal and Wei-
land.16 The effects of various parameters such as la-
ser fluence, laser-sheet profile, detection wavelength,
camera gate width, and camera gate delay have been
explored in a number of follow-up investigations.29–31

A list of reviews on the subject is provided by Urban
and Faeth.32

The LII optical layout employed in the current
study is shown schematically in Fig. 2, where 50% of
the energy from a frequency-doubled Nd:YAG is

formed into a sheet by use of a 2-m plano–convex
spherical lens and a �50-mm plano–concave cylin-
drical lens. The full thickness at half-maximum of the
laser sheet is approximately 700 �m within the mea-
surement volume, which we measured by traversing
a knife edge across the sheet. As is the case for the
OH PLIF laser sheet, the long 2-m focal-length lens is
used to minimize variations in laser-sheet thickness
within the measured region. The sheet width is
�14 cm, with wings that are clipped prior to the last
turning mirror to generate a top-hat-like profile that
transitions to zero laser energy within approximately
2 mm. The sheet has a full angle divergence of 6°
within the test section. An overall tilt of 5° is used to
overlap the LII and PLIF laser sheets. The laser flu-
ence distribution varies by �15% over the first 7 cm
of the sheet, corresponding to the region where PLIF
and Mie scattering are measured. Over the remain-
ing 7 cm of the sheet, the laser fluence decreases
more quickly from a peak of 460 mJ�cm2 to a mini-
mum of 180 mJ�cm2. To reduce systematic errors due
to laser-sheet-width intensity variations in the down-
stream half of the laser sheet and due to laser extinc-
tion in the measurement volume, the LII system is
operated in the saturated regime. A saturation flu-
ence near 200 mJ�cm2, shown in Fig. 5, agrees with
previous measurements in the literature.29,31 Figure
5 indicates that the uncertainty in the relative soot-

Fig. 4. Raw signal from (a) OH PLIF and droplet Mie scattering
while on the Q1�9� line of the (1,0) band in the A–X system and (b)
droplet Mie scattering while off the OH line. Overall, � � 0.7.
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volume-fraction measurements is within �10% over
the full width of the laser sheet.

The LII signal is detected with a 1024 � 1024
ICCD camera (Princeton Instruments PI-MAX SB-
MG) and an f�1.2, 58�mm focal-length glass lens.
After 4 � 4 pixel binning, the measurement resolu-
tion is approximately 575 � 575 �m. A 500-nm short-
pass filter (CVI Laser) is used for detection from 415
to 500 nm, which reduces contributions from nascent
soot particles, OH fluorescence and chemilumines-
cence, redshifted fluorescence from PAH compounds,
and C2 Swan-band fluorescence and chemilumines-
cence. Chemiluminescent flame emission is further
reduced by use of a 50- or 200-ns ICCD intensifier
gate width; light leakage from flame luminosity while
the ICCD intensifier is gated off is minimized by use
of a 25-ms gate UNIBLITZ shutter. The relatively
short-lived PAH and C2 Swan-band fluorescence are
also minimized by use of a time-delayed detection
scheme. Scattering from the 532-nm laser source is
eliminated by use of a 532-nm zero-degree reflective
mirror with the 500-nm short-pass filter and delayed
detection. During postprocessing the residual back-
ground signal from flame luminosity is subtracted
from each image. A color scale is chosen with a min-
imum value of 5% above the background and a max-
imum value at a 100% signal.

To optimize the timing of LII detection, data are
collected in the swirl-stabilized flame for a number of
camera intensifier gate delays and widths. A camera
delay of 20 ns after the laser pulse is found to reduce
laser scatter to nearly the background level and
maintain LII signal-to-noise ratios greater than 20:1.
The LII signal decays quickly within the first 200 ns
after the laser pulse, as shown in Fig. 6. The long
decay in the signal after 200 ns is dominated by
larger, slow-cooling particles. With an intensifier
gate width of 50 ns, errors due to particle-size effects
are estimated to be of the order of 5–10%.29

E. Combined Laser–Induced Fluorescence and
Laser-Induced Incandescence System

The OH PLIF and LII cameras are synchronized with
an external delay generator (Stanford Research Sys-

tems DG535) driven by the advanced Q-switch TTL
output of the Nd:YAG laser. The laser pulses are
separated by a few nanoseconds to avoid fluid move-
ment during LIF and LII detection. The precise cam-
era delay required to capture each image is imposed
with a timing generator in each ICCD controller. Be-
cause of spatial constraints within the test cell, both
cameras are positioned on the same side of the com-
bustor at slight 3.5° angles to overlap the two imaged
regions. We minimized this angle by placing the LIF
image to the far right of the camera viewing area and
using a relatively large LII viewing area. Thus the
PLIF image area overlaps the left half of the LII
image nearest the injector cup. After camera align-
ment, registration images are collected prior to each
run for use in postprocessing. At higher equivalence
ratios �
0.7�, thermal loading from flame radiation is
significant, and heat shielding is employed to reduce
misalignment of the LII–PLIF optics. During each
run the OH PLIF and LII sheets are checked period-
ically with burn paper and adjusted to ensure that
the laser intensity distributions and positions have
not changed.

3. Results

A. Instantaneous Flame Structure

The average OH distribution at � � 0.5 is shown in
Fig. 7(a). All images used for averaging are back-
ground subtracted and corrected for laser-sheet in-
tensity variations and laser-sheet divergence. A
slight asymmetry is apparent in the upper and lower
halves, with the effects of laser attenuation being
evident in the lower half of the image. For this rea-
son, data are collected primarily in the upper (laser
entrance) half of the combustor. As discussed in Sub-
section 3.C, the occurrence of soot is highly intermit-
tent and is not expected to significantly alter the OH
PLIF data.

The intermittency and spatial inhomogeneity of
the instantaneous flame structure is shown by the
OH PLIF images in Figs. 7(b) and 7(c). These images
indicate that the fuel-preheat and reactant-mixing
layers are highly turbulent. The instantaneous thick-
ness of the OH layer varies significantly because of

Fig. 5. LII saturation curve from averaged images in a swirl-
stabilized combustor at an overall � � 1.16. The solid curve is for
guidance only.

Fig. 6. Power-law temporal decay of the LII signal in a swirl-
stabilized combustor at an overall � � 1.1.
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fluid entrainment from large-scale vortex structures.
These structures are shed from the shear layer that is
anchored on the lip of the outer air swirler; they
enhance the mixing process, bring fresh reactants
into the outer conical flame, and can reach across the
flame layer and be a source of local flame extinction
and intermittency. The latter is more prominent in
Fig. 7(c), which shows an instantaneous OH PLIF
image at � � 0.9 with no contiguous flame in the
viewing area. The size of the structures in Figs. 7(b)
and 7(c) that are generated during the turbulent cas-
cade from large to small scales ranges from approxi-
mately 0.5 mm to the entire width of the flame layer.
Since the airflow rate is held constant, much of this
intermittency can be attributed to the behavior of the
liquid spray as it impinges on and sheds off the lip of
the outer air swirler. This indicates that experiments
and computations based on gaseous-fuel injection
would not capture the significant changes in large-
scale structure dynamics induced by increased liquid-
fuel injection.

To quantify the intermittency of the primary flame
layer, probability density functions (PDFs) of OH
PLIF signals are computed and plotted in Fig. 8 for
locations A and B shown in Fig. 7(a). Bin sizes of 200
counts are used along with 200 images. Normaliza-
tion is performed only for data in the range of 0–6000
counts, which is below the range typically observed
from droplet Mie scattering. Location A is within the
mixing layer dominated by large-scale turbulent
structures, whereas location B is within the central
region of the outer conical flame. The PDFs at both
locations show bimodal distributions but with oppo-
site peaks. At location A high levels of intermittency
lead to a primary peak with low signal counts and a
secondary peak with 3000–3500 counts. At location B
low signal counts have decreased in probability and
high signal counts have increased in probability, in-

dicating that large-scale structures seldom bring
fresh reactants to this point in the flame at � � 0.5.

B. Determination of Local Equivalence Ratio

Figures 7(b) and 7(c) also show the distribution of
droplets marked by Mie scattering. This signal,
which scales as the droplet diameter squared, is bi-
ased toward larger droplets and cannot be used to
interpret the true size distribution. However, it can
be used as a qualitative marker for those large drop-
lets that escape the initial preheat zone. Interest-
ingly, the droplets in Fig. 7(b) have trailing flames,
which indicates that evaporation and mixing with
available oxygen is occurring in their wakes. Figure
7(c), however, shows droplets entering the recircula-
tion zone without trailing flames. Since the temper-
ature, evaporation, and reaction rates are expected to
be higher in this region for the higher equivalence

Fig. 7. Postprocessed OH PLIF images near the injector exit lip: (a) time-averaged image at an overall � � 0.5, (b) instantaneous image
at an overall � � 0.5, (c) instantaneous image at an overall � � 0.9. The horizontal and vertical extent of the signal is 4�70 mm from the
injector exit and �39�39 mm from the injector centerline. The false-color scale is 5% (black) to 100% (white) of peak signals. Regions
greater than 100% represent droplet scattering.

Fig. 8. PDFs of a corrected OH PLIF signal at location A (mixing
layer) and location B (flame center) shown in the time-average
image of Fig. 7(a).
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ratio of Fig. 7(c), the absence of trailing flames indi-
cates a lack of sufficient oxygen for combustion.

In fact, it can be shown that the local equivalence
ratio for the case of Fig. 7(c) is higher than the overall
value of 0.9. Using a region in the recirculation zone
that is free of droplet scatter [see Fig. 7(c)], we per-
formed an equilibrium calculation27 for JP-8 fuel at
overall equivalence ratios varying from 0.5 to 1.15.
The validity of equilibrium assumptions in this re-
gion is not known a priori but has been proposed in
previous investigations of can-type gas-turbine com-
bustors.3,4 The temperatures and species concentra-
tions from this equilibrium calculation are then used
to account for the effects of LIF efficiency and Boltz-
mann fraction on OH PLIF signals, as illustrated
above in Fig. 3. The corrected and normalized OH
PLIF data, shown in Fig. 9, display good agreement
with the shape of the theoretical equilibrium curve.
Nonequilibrium conditions may indeed exist in this
region of the combustor, but it appears that they do
not significantly alter the equivalence ratio profile.
Note, however, that the OH PLIF data peak at an
overall � � 0.80�0.85 whereas the equilibrium the-
ory predicts that the peak occurs at � � 0.95�1.0.
This indicates that the local equivalence ratio for
combustion products feeding the recirculation zone
may be higher than the overall equivalence ratio.
Because the fuel spray is located in the center of the
injector and air flows along an outer cone, the recir-
culation zone may contain a higher percentage of
products from the inner, fuel-rich region of the spray
flame. Correspondingly, images collected at an over-
all � � 0.9 show a transition from burning to non-
burning wakes behind droplets [see Fig. 7(c)]; this
indicates that the equivalence ratio may, in fact, be
locally rich for this condition. The ability to track the
local equivalence ratio is important for understand-
ing soot formation in combustors with more complex
secondary dilution configurations for which the over-

all equivalence ratio is not representative of the pri-
mary flame zone. In the current study, the local
equivalence ratio is important for understanding soot
formation and oxidation induced along the interface
between the spray flame and the recirculation zone.

C. Soot Formation Mechanisms

Figure 10 shows two instantaneous LII contour plots
at � � 1.0 overlayed with OH PLIF images that are
collected simultaneously. It should be noted that
these LII images are typical for approximately 5% of
the data set. More commonly, the spatial extent of the
LII signal from highly concentrated soot pockets en-
compasses less than 1% of the primary flame zone.
Images such as those in Fig. 10 therefore account for
the turbulent flame brush noted in Fig. 1(b) that may
be responsible for most of the soot production in
liquid-spray flames. The flow patterns noted in Fig.
10 are derived by observations from high-speed dig-
ital images collected in the same combustor. Soot is
generated along the inner cone of the flame in regions
of low OH PLIF intensity. A portion of the soot is
advected along the outer path of the recirculation
zone, whereas a portion appears to enter immediately
into the recirculation zone.

Most of the LII signal is detected in regions that are

Fig. 9. Theoretical OH number density compared with OH PLIF
data in a recirculation zone [region C in Fig. 7(c)]. OH PLIF data
are corrected for variations in fluorescence efficiency and Boltz-
mann fraction with � (see Fig. 3). Confidence intervals include
PLIF uncertainty and flame fluctuation.

Fig. 10. Overlay of OH PLIF and LII images at an overall �

� 1.0. The false-color scale for OH PLIF images are same as for
Fig. 7. LII images shown with false-color contours from 5% (red) to
100% (blue) of peak signals.
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free of droplet Mie scattering (as verified with the OH
PLIF camera) and is attributable to the presence of
soot. Some of the signal from the LLI camera does
occur in regions of high Mie scattering (region A in
Fig. 10), indicating that some, if not most, of the
signal near the injector exit cannot be attributed to
the presence of soot. The LII signal is not likely to
come from PAH fluorescence, which would appear
more consistently and have peak signals near the
spray region. Background images collected without
the laser sheet show that the contribution from nas-
cent soot incandescence is less than 5%.

Thus it is likely that soot formation is, in fact,
initiated along the inner-cone region (B) between the
spray flame (A) and the recirculation zone (C). The
absence of OH PLIF in region B is quite evident in the
lower half of the spray flame (see Fig. 10), regardless
of whether LII is detected. This region likely contains
a rich mixture of fuel and air that escapes the main
spray cone because of turbulent interactions. At low
overall equivalence ratios [see Fig. 7], soot formed
within this rich mixture may be oxidized by oxygen
and the OH before entering the recirculation zone. At
fuel-rich equivalence ratios soot formation is aided
both by a drop in temperature and by the lack of an
oxidizing partner. The soot formed in region B is
advected either downstream or into the recirculation
zone.

D. Averaged Soot-Volume-Fraction Measurements

The combined use of LII, OH PLIF, and Mie scatter-
ing has been shown above to provide physical insight
into soot formation in the current flame environment.
Data described in the discussion that follows demon-
strate the utility of LII and OH PLIF for studying the
effects of fuel-inlet conditions on soot production.
This is illustrated in Fig. 11, where the temporally
and spatially averaged relative soot volume fraction
is plotted as a function of the overall equivalence
ratio for the current spray flame. The LII data show
an exponential increase in soot volume fraction with

equivalence ratio. The sampling probe condensation
nuclei counter data display a threshold effect at ap-
proximately � � 1.0, below which soot in the exhaust
is effectively oxidized due to long residence times and
greater quantities of O2 and OH. In the primary zone
of the combustor, there is less time to oxidize the soot.
In addition, the local � is higher in the primary zone
than in the exhaust.

The LII experiment is also performed at two cam-
era gate widths to assess the sensitivity of the data to
particle-size effects. A bias toward higher particle
sizes for the longer gate duration of 200 ns would be
expected. Because of normalization, this bias appears
as a slight decrease in signal at lower equivalence
ratios for which particle sizes are expected to be
smaller. This effect appears to be minimal in Fig. 11
(to within experimental uncertainty), suggesting that
detection with a 50-ns gate is also free of significant
particle-size effects.

Since the dependence of soot volume fraction on � is
exponential, care must be exercised to differentiate the
effect of soot-mitigating fuel additives on � from po-
tentially more complex chemical or physical mecha-
nisms. An example is shown in Fig. 12 where methyl
acetate, a high-oxygen-containing solvent, is added at
20% by volume to JP-8 fuel during a test at an overall
� � 1.05. Note the large decrease in soot volume
fraction during the methyl acetate addition, as mea-
sured by LII. This corresponds to a large decrease in
particle counts at the sampling probe. A simulta-
neous increase in OH PLIF signal is also evident in
Fig. 12 and, according to Fig. 9, corresponds to a
decrease in overall �. A certain ambiguity exists in
the � dependence of Fig. 9, however, because the final
value could lie on either side of the peak OH signal.
Noting that the OH signal increases continuously
during methyl acetate addition, it is possible to con-
clude that the overall � remains on the rich side of the
peak value. Using Figs. 9 and 11 to determine the
functional dependencies of the OH PLIF and LII sig-
nals, respectively, we found that a decrease from an
overall � of 1.05–0.93 took place during methyl ace-
tate addition, with agreement between OH PLIF and

Fig. 11. Effect of overall � on normalized soot volume fraction in
primary flame zone and particulate number density from conden-
sation nuclei counter data in exhaust. LII measurements with
camera gate of 50 ns are fit with an exponential function. Data
with a 200-ns camera gate are used to check for particle-size bias.

Fig. 12. Effect of methyl acetate �C3H6O2� addition (20% by vol-
ume) to JP-8 fuel on LII and OH PLIF signals in the primary flame
zone of a swirl-stabilized combustor. Signals are averaged for 100
shots.
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LII to within 1%. The value of 0.93 estimated from
both techniques is close to the � of 0.92 calculated
from mass flow rates. This agreement suggests that a
20% methyl acetate addition to JP-8 in the current
study affects soot production mainly through its ef-
fect on � rather than on a fundamental change in the
oxidation process. Therefore one can envision use of a
combined LII PLIF system to track the performance
of soot-mitigating additives without uncertainties in
the equivalence ratio.

4. Conclusions

A simultaneous planar LII, OH PLIF, and Mie-
scattering system is developed, tested, and demon-
strated in a JP-8-fueled, liquid-spray, swirl-stabilized
combustor. These combined diagnostics allow us to
phenomenologically characterize soot formation
mechanisms in this highly turbulent environment by
mapping the soot volume fraction, instantaneous
flame zone, and fuel droplet behavior. It is found that
large-scale structures play a key role in flame inter-
mittency and that soot formation is a strong function
of spray-flame interactions as well as the local equiv-
alence ratio. Experimental and numerical studies in
gaseous-fueled combustors may not capture these dy-
namics properly. Soot formation in the inner conical
flame region correlates with rich premixed regions
with low OH PLIF and droplet Mie scattering. A
qualitative study of equivalence ratio effects on the
OH PLIF signals shows that equilibrium assump-
tions can be used for OH signal correction in the
recirculation zone. LII data indicate an exponential
dependence on the equivalence ratio and highlight
the importance of the simultaneous tracking of the
local equivalence ratio with OH PLIF, especially for
the study of soot-mitigating additives.
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Abstract

Application of dual-pump, dual-broadband (DPDB) coherent anti-Stokes Raman scattering (CARS)
measurement of temperature and multiple-species mole fractions is presented for the first time in a liqui
combustor of practical interest. In this system pure rotational transitions of O2–N2 and the ro-vibrational tran
sitions of CO2–N2 are probed using two narrowband pump beams, a broadband pump beam, and a bro
Stokes beam. This technique permits highly accurate temperature measurements at both low and high
tures as well as mole-fraction measurements of two molecules with respect to N2 from each laser shot. Single-sh
measurements of temperature and mole-fraction ratios of CO2/N2 and O2/N2 in the exhaust stream of a swir
stabilized, JP-8-fueled, model gas-turbine combustor are presented for equivalence ratios ranging from 0.
Agreement between mean rotational and ro-vibrational temperatures is within∼3%, and mean measurements
CO2/N2 and O2/N2 mole-fraction ratios are within∼15% of equilibrium theory. To illustrate the ability of th
current measurement system to track multiple scalar statistics in turbulent reacting flows, histograms an
plots of temperature and species mole fractions are presented within the potential-core and turbulent-sh
regions of the exhaust stream.
 2005 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

Characterization of advanced propulsion syste
requires the determination of performance and co
bustion efficiency through measurements of temp
ture and species mole fractions in the exhaust stre
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Typically these types of data are acquired using ph
cal probes for thermometry or extractive sampling a
involve the use of several independent techniques[1].
Diode-laser-based absorption is a nonintrusive a
native to extractive sampling, but it is a path-avera
approach and has limited spatial resolution[2]. For
species such as O2, low sensitivity also limits the
temporal resolution of diode-laser-based techniq
Ideally measurements of temperature and mult
species would be accomplished simultaneously w
e. Published by Elsevier Inc. All rights reserved.
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high spatial and temporal resolution while using
minimum number of diagnostics. Dual-pump, du
broadband (DPDB) coherent anti-Stokes Raman s
tering (CARS) offers the possibility of monitoring th
local temperature and mole fractions of two tar
species with respect to a reference species (usu
N2) using a single hardware platform. The spatial r
olution ranges from 50 µm normal to the beam pro
gation direction to 2 mm along the beam propagat
direction. The temporal resolution is on the order
10 ns.

We present here the first application of DPD
CARS for temperature and mole-fraction measu
ments in reacting flows of practical interest. Th
work extends previous DPDB CARS measureme
in laboratory flames[3] and demonstrates the uniq
capability of using three laser wavelengths for acq
sition of two pure rotational spectra (O2 and N2) and
two ro-vibrational spectra (CO2 and N2). The ability
to compare temperatures measured from both O2–N2
and CO2–N2 spectra provides a check on the accur
and increases the dynamic range of the single-
temperatures measurements. In the combustion
or the exhaust stream of a real combustor, a wide
tial and temporal variation of temperature occurs
cause of the inherent turbulent nature of the flow fie
In the current system the rotational spectra of O2–N2
ensure high accuracy at lower temperatures, ge
ally below 1500 K, because a higher percentage of
population resides at lower energy levels[4]. The ro-
vibrational spectra of CO2–N2 ensure high accurac
at elevated temperatures because a higher perce
of the population is transferred to higher energy l
els.

The current approach is a variation of the trip
pump vibrational CARS technique, which provid
two pairs of ro-vibrational spectra using sing
longitudinal mode or very narrow-bandwidth pum
beams[5]. The DPDB CARS system described he
also employs three pump beams, but two are
rowband and one is broadband; this can be view
therefore, as a combination of the dual-pump a
dual-broadband approaches. The dual-pump CA
technique, which was first demonstrated by Lucht[6],
has been used for the simultaneous measureme
O2–N2 [6,7], CO2–N2 [8–10], H2–N2 [11], CH4–
N2 [12], and O2–H2–N2 [13]. In dual-pump CARS
the wavelengths of the input beams are adjus
such that the CARS spectra for the two species
der study are observed at nearly the same freque
This arrangement largely eliminates the potential
rors arising from wavelength-dependent variations
signal transmission or detector efficiency that com
cate other multiple-species CARS techniques suc
dual-Stokes and dual-broadband CARS[14]. Several
other CARS techniques that have also been used
e

temperature and multiple-species mole-fraction m
surements are dual-broadband rotational CARS[15]
and simultaneous vibrational and rotational CA
[16].

In the DPDB CARS technique implemented
the current work, three pump beams and a Sto
beam are used to generate four CARS signals
two distinct wavelengths. Both wavelength regio
exhibit an N2-CARS signal along with the CARS sig
nal from another target molecule. In much the sa
way as dual-pump CARS described above, each
of CARS signals is generated over a relatively narr
wavelength region and can be captured with fix
wavelength detection. This eliminates potential err
arising from wavelength-dependent variations in s
nal transmission or detector efficiency. Temperat
and relative mole fractions of the target species (w
respect to N2) are extracted either by fitting the me
sured CARS spectrum with a theoretical spectrum
through a Boltzmann plot.

The objectives of this investigation were to p
form single-laser-shot measurements of tempera
and mole-fraction ratios of CO2/N2 and O2/N2 un-
der realistic nonsooting and sooting gas-turbine c
ditions. Measurements were carried out in the exh
stream of a liquid-fueled, swirl-stabilized CFM5
combustor for lean to rich overall equivalence
tios ranging fromφ = 0.45 to 1.0. A spatial travers
across the exhaust stream normal to the beam pr
gation direction was performed to illustrate statisti
differences between the relatively steady center
and the turbulent shear layer. Temperature and m
fraction histograms and scatter plots are used to
tinguish the relative effect of fluid-dynamic fluctu
tions from that of random error. The current work p
vides benchmark statistical distributions of tempe
ture and mole-fraction ratios of CO2/N2 and O2/N2
in the exit plane of the combustor and is used to e
uate the effects of fuel composition and particula
mitigating additives on flame chemistry. These m
surements complement laser-induced incandesc
(LII) and planar laser-induced fluorescence (PL
measurements of soot volume fraction and OH r
ical mole fraction, respectively, which are ongoing
the current combustor[17].

2. Experimental setup

2.1. DPDB-CARS system

The DPDB-CARS system schematic and
energy-level diagrams shown inFigs. 1a and 1b
respectively, are described in Ref.[3] and summa-
rized here for reference. All CARS beams are g
erated from the frequency-doubled 532-nm out
843
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Fig. 1. (a) Schematic diagram of DPDB-CARS system
detecting temperature and mole-fraction ratios of O2/N2 and
CO2/N2. (b) Energy-level diagram of DPDB-CARS sy
tem[3].

of an injection-seeded Nd:YAG laser (Pro290, Sp
tra Physics), the 20-mJ, 560-nm output of a 5
nm-pumped narrowband dye laser (Precision Sc
Spectra Physics), and the 30-mJ, 607-nm outpu
a 532-nm-pumped custom-built broadband dye la
For the CO2–N2 CARS system, spatial overlap of th
532-nm pump beam with the 607-nm Stokes be
produces a ro-vibrational N2 Raman polarization tha
coherently scatters the 560-nm pump beam, yield
an N2 CARS spectrum near 496 nm. At the sam
time, the 560-nm pump beam and the 607-nm Sto
beam produce a ro-vibrational CO2 Raman polar-
ization that scatters the 20-mJ, 532-nm pump be
yielding a CO2 CARS spectrum that also appears n
496 nm.

As shown inFig. 1, approximately 15 mJ of th
broadband 607-nm beam is redirected for use a
pump beam for the O2–N2 CARS System. The spec
tral width (FWHM) of the broadband dye laser
∼200 cm−1, which is sufficiently large to excite th
pure rotational transitions of O2 and N2 molecules at
the ground and excited vibrational state up to ro
tional levels ofJ ∼ 30. The broadband pump bea
and the broadband Stokes beam produce rotati
Raman polarizations for both O2 and N2 molecules,
which then scatter the 532-nm pump beam. Both p
rotational CARS spectra appear at a wavelength
∼525–531 nm.
All incident beams are focused with a 600-m
focal-length lens and phase-matched using the fo
BOXCARS geometry, with the 560- and 607-n
pump beams arranged colinearly. The frequency
the rotational CARS signal is very close to the pu
beam at 532 nm. This poses the significant challe
of discriminating the scattered light at 532 nm fro
the CARS signal at 528 nm. To minimize the sc
tered light at 532 nm, the polarization of one of t
broadband pump beams at 607 nm was oriente
be orthogonal to that of the 532-nm beam. The po
ization of the broadband dye beam that serves as
Stokes beam for the CO2–N2 CARS was not rotated
With this configuration the polarization of the pu
rotational CARS signal was orthogonal to that of t
532-nm pump beam. The CARS signal at 528 nm w
isolated from the background 532-nm scattered li
by placing a polarizer in the detection channel, wit
transmission axis perpendicular to the 532-nm pu
beam, as shown inFig. 1.

Note that the ro-vibrational CO2 and N2 spectra
near 496 nm can be detected on a single spectro
ter, while a second spectrometer can be used to co
the pure rotational O2 and N2 spectra near 528 nm
Simultaneous detection of the ro-vibrational and ro
tional spectra was reported in a previous publicat
[5] but, in the current work, equipment availability n
cessitated the use of a single, 1.0-m spectrometer
a single back-illuminated CCD camera with an ar
of 2000× 512 pixels (DH734, Andor Technologies
For each flame condition the spectrometer was
set for acquisition of the ro-vibrational spectra ne
496 nm; the spectrometer grating was then move
acquire the rotational spectra near 528 nm.

The CARS spectra are normalized using a non
onant spectrum to account for the effects of pulse
pulse laser-power fluctuations, long-term power dr
and spectral variations in dye power[13]. The non-
resonant spectrum is recorded by flowing pure ar
into the beam-overlap region. Temperatures from
CO2–N2 and O2–N2 pairs were evaluated by fittin
the CARS spectra with theoretical spectra. Since
N2 mole fraction is typically known to within a few
percent, the amplitude of the target-species signal
ative to that of the paired N2 signal can provide an
absolute measure of the target-species mole fract

2.2. JP-8-fueled model combustor

The atmospheric-pressure combustor facility e
ployed in the current study has been described in
tail previously by Roy et al.[10] and Meyer et al.[17].
A brief overview is included here for referenc
A single, JP-8-fueled pressure-swirl injector is cen
mounted in a dual-radial air-swirling nozzle that fee
a 48-cm-long, 15.25×15.25-cm square-cross-secti
844
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Fig. 2. Schematic diagram of JP-8-fueled, swirl-stabiliz
model gas-turbine combustor. DPDB-CARS measurem
performed along horizontal traverse 1.0 cm downstream
exhaust-nozzle exit plane.

flame tube, as shown inFig. 2. Changes in equiv
alence ratio,φ, from 0.45 to 1.0 are achieved b
varying the pressure drop across the fuel-spray no
to obtain fuel mass-flow rates of 0.9 to 1.9 g/s. The
air-flow system consists of three Sierra 5600 SLP
mass-flow controllers with±1% full-scale accuracy
In the present investigation air to the combustor w
heated to 450 K, and the flow rate was held c
stant at∼0.0283 kg/s. The air-pressure drop acro
the combustor dome was∼5% of the main supply
The exhaust gases mix thoroughly and exit the co
bustor through a 43-cm long, tapered nozzle with
inner diameter of 4.8 cm at the exit plane. At hi
φ, unburned fuel forms a diffusion flame at the e
of the exhaust nozzle; while it does not contribute
the CARS signal in the center of the nozzle, it do
contribute to background flame emission. The en
combustor test stand is on anx-y-z translation sys-
tem.

3. Results and discussion

3.1. Single-shot spectra and statistics

Single-shot temperature and mole-fraction-ra
measurements of CO2/N2 and O2/N2 were performed
in the exhaust stream of the JP-8-fueled, sw
stabilized combustor over a wide range of equivale
ratios,φ, using the DPDB-CARS technique. Typic
postprocessed single-shot spectra atφ = 0.5 are pre-
sented inFig. 3, which displays signal-to-noise ratio
(SNRs) of 100:1 and 50:1 in the ro-vibrational and
tational CARS systems, respectively. The solid lin
represent experimental CARS signals, and the do
lines represent corresponding theoretical CARS sp
tra. The CO2–N2 CARS spectra were fit using th
Sandia CARSFT code[18], and the O2–N2 rotational
spectra were fit using the code described by B
et al. [15]. The broad vibrational-signal contributio
to the rotational spectrum was subtracted by fittin
smooth profile through the baseline[15]; the temper-
ature and relative CO2 and O2 mole fractions were
Fig. 3. Single-shot (a) ro-vibrational spectra of CO2–N2 and
(b) rotational spectra of O2–N2 acquired in center of exhau
stream of JP-8-fueled combustor atφ = 0.5.

evaluated by comparing the experimental and th
retical spectra. The CO2 and N2 signals inFig. 3a are
sufficiently close in wavelength to be detected w
a single spectrometer, but are sufficiently far apar
be processed separately. This enabled determin
of temperatures from the ro-vibrational spectra us
only the N2 spectral region, thereby reducing erro
associated with baseline noise. The O2 lines shown in
the rotational spectra ofFig. 3b are interspersed wit
N2 lines, and both are processed simultaneously.

Assuming that the center of the exhaust flow
periences minimal temporal variation of temperat
and mole fraction, the histograms collected in this
gion display the best possible standard deviation
single-shot measurements in the current applicat
Histograms of temperature evaluated from the sin
shot N2 ro-vibrational spectrum and O2–N2 rota-
tional spectra are shown inFigs. 4a and 4b, respe
tively. Standard deviations of temperature for b
techniques are less than 3.5% of the mean, indi
ing that the two different measurement systems,
845
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brational
Fig. 4. Single-shot histograms in center of exhaust stream, showing statistical distributions of (a) temperature from ro-vi
N2 spectra, (b) temperature from O2–N2 rotational spectra, (c) CO2/N2 mole-fraction ratio, and (d) O2/N2 mole-fraction ratio
atφ = 0.5.
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cluding the theoretical codes used for fitting the
vibrational and rotational spectra, have similar pre
sion. The Gaussian-like symmetry of the histogra
and the similar standard deviations indicate that te
poral variations result from unbiased experimental
ror or from random small-scale fluid-dynamic fluct
ations.

Histograms of CO2/N2 and O2/N2 mole-fraction
ratios are shown inFigs. 4c and 4d, with standard d
viations of about 10 and 5%, respectively. The hig
standard deviation in the CO2/N2 data reflects the op
posite trend one might expect from the SNRs no
in Fig. 3. The primary reason for the increased va
ation in CO2/N2 mole-fraction-ratio measurements
that there are far fewer features in the CO2 spectra
than in the O2 and N2 spectra. This reduces the qua
ity of least-square fitting and increases the stand
deviation. The nearly identical standard deviations
temperature reported earlier inFigs. 4a and 4bmake
use of ro-vibrational N2 features and rotational O2–
N2 features and, therefore, do not exhibit reduced
curacy in least-square fitting.

Single-shot accuracy can also be degraded by
duced SNR. Histograms of single-shot tempera
and CO2/N2 mole-fraction ratio atφ = 1.0 are shown
in Figs. 5a and 5b, respectively. The standard d
ations are higher than in the case ofφ = 0.5 as a
result of increased background flame emission as
as signal degradation caused by thermal displacem
of various optics and mounts. Based on the data
Fig. 5, the standard deviation of the temperature d
at φ = 1.0 is 4.4% of the mean, and the standard
viation of CO2/N2 data is 20% of the mean, whic
are nearly 1.5× and 2× the respective standard d
viations recorded atφ = 0.5. In addition to reduced
SNR, an increase in fluid-dynamic fluctuations m
also accompany an increase inφ.

It was also very difficult to extract single-shot hi
tograms of rotational-CARS temperature and O2/N2
mole-fraction ratios atφ = 1.0 (not shown), no
846
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Fig. 5. Single-shot histograms of (a) temperature and
mole-fraction ratio of CO2/N2 determined from CO2–N2
ro-vibrational spectra acquired in center of exhaust stre
of JP-8-fueled combustor atφ = 1.0 [10].

only because of thermal misalignment of optics a
mounts but also because of decreased gas de
An increase in background signal from nonreson
susceptibility and mole fraction further degrades m
surement accuracy at higherφ. In addition, the O2
mole fraction decreases rapidly nearφ = 1.0 because
of increased fuel consumption and approaches
CARS detectability limit for major species. Resu
from averaged spectra at higherφ are discussed be
low.

3.2. Equivalence-ratio study

The DPDB-CARS system used in the pres
study has been shown to exhibit high accuracy fr
φ = 0.15 to 1.0 in a calibrated, laminar flame[3].
Temperature measurements were typically within
of equilibrium calculations, while mole-fraction ra
tios of CO2/N2 and O2/N2 were typically within
10% of theoretical values. In the current model g
Fig. 6. Comparison of experimental data with equilibriu
calculations of (a) temperature and (b) mole-fraction ra
of CO2/N2 and O2/N2 acquired in center of exhaust strea
of JP-8-fueled combustor at variousφ.

turbine combustor, measurements of temperature
CO2/N2 mole-fraction ratio were performed from
φ = 0.45 to 1.0, and measurements of O2/N2 mole-
fraction-ratio were performed fromφ = 0.45 to 0.8.
A comparison of experimental results with an equil
rium calculation using the theoretical code provid
by Turns[19] is shown inFig. 6. The molecular for
mula used for JP-8 fuel is C10.9H20.9, and the heat o
formation is equal to−2.48× 105 kJ/K [9].

As evident inFig. 6a, the measured temperatu
(evaluated from the ro-vibrational N2 spectra) are
lower than the adiabatic flame temperatures by∼20%
during lean combustor operation and by∼25% at the
richest condition. The discrepancy between meas
and calculated temperatures occurs primarily beca
data were collected∼0.9 m from the fuel nozzle
and primary flame zone, leading to significant h
loss due to radiation and conduction. The incre
in this discrepancy at higherφ is expected, there
fore, because of increased heat transfer. Other
847
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am-
sible reasons that are associated with operation
test-cell environment include (1) degraded SNR fr
increased background flame emission and ther
displacement of optical components, (2) the me
by which the broad vibrational-signal contribution
the rotational spectrum is subtracted[15], (3) flame
unsteadiness and spatial averaging, (4) uncerta
in mass flow rates, and (5)±10% uncertainty in
the composition of JP-8 fuel and associated equ
rium calculations. Temperatures evaluated from
ro-vibrational and rotational spectra typically agr
to within 40 K or 3%. This agreement indicates th
decreased SNR and the method of vibrational-sig
subtraction are not significant factors, even atφ = 1.0
where the peak difference between the two techniq
is still <5%.

The measured CO2/N2 mole-fraction ratios,
shown in Fig. 6b, track equilibrium conditions t
within 15% fromφ = 0.45 to 1.0, with better agree
ment near stoichiometric conditions where CO2 mole
fractions are higher. The O2/N2 mole-fraction ratios
are also within 15% of equilibrium conditions u
to φ = 0.7 but are significantly below equilibrium
at φ = 0.8. It was not possible to extract the mo
fraction-ratio of O2/N2 beyondφ = 0.8 because o
decreased mole-fraction levels, thermal displacem
of optical components, increased background in
ference, and increased coupling between nonreso
susceptibility and mole fraction.

3.3. Spatial profiles and statistics

The spatial distribution of temperature in the e
haust stream of gas-turbine combustors is an im
tant performance consideration. In the current wor
spatial traverse across the exit of the exhaust nozz
performed to demonstrate the diagnostic capabili
of the current measurement system as well as to
its performance under unsteady, turbulent conditio
The spatial traverse was conducted in a vertical pl
that is located 1 cm downstream of the nozzle exit
92 cm downstream of the fuel injector, as shown p
viously in Fig. 2. The DPDB-CARS optics remaine
stationary, while the entire combustor test stand w
translated until the probe volume reached amb
conditions on either side of the exhaust stream.

The spatial distribution of temperature atφ = 0.5,
shown inFig. 7a, exhibits a fairly uniform, flat-top
profile. The full-width–half-maximum (FWHM) is
48 mm wide, with shear layers that are 12.5 cm w
on either side. Note that the ro-vibrational and ro
tional spectra yield nearly identical results throug
out the entire region, indicating that previous diffe
ences between the two techniques shown inFig. 6a
were probably due to the effects of flame emission
relative SNR rather than on spectroscopic variati
Fig. 7. Measurements of (a) temperature and (b) m
fraction ratios of CO2/N2 and O2/N2 in spatial traverse
across exhaust-nozzle exit plane atφ = 0.5.

with temperature. The spatial distribution of CO2/N2
and O2/N2 mole-fraction ratios, shown inFig. 7b,
also displays uniform and flat-top profiles and illu
trates the high precision of the ro-vibrational and
tational DPDB-CARS measurements. In addition,
FWHM locations and shear-layer widths are nea
identical for both mole-fraction ratios and agree w
that of temperature, shown previously inFig. 7a. The
CO2/N2 mole-fraction ratio approaches zero outs
the exhaust stream, as expected; and the O2/N2 mole-
fraction ratio approaches 26%, as expected for am
ent air.

As the probe volume approaches the turbul
shear-layer region of the exhaust stream, histogr
of temperature and mole-fraction ratio are expec
to broaden to reflect increased fluid-dynamic fluct
tions. This phenomenon is captured in the shear-la
region 22 mm from the exhaust-nozzle centerli
Histograms of ro-vibrational and rotational temp
ature shown inFigs. 8a and 8b, respectively, exhib
both a decrease in temperature due to mixing with
848



T.R. Meyer et al. / Combustion and Flame 142 (2005) 52–61 59

ns of (a)
Fig. 8. Single-shot histograms within shear layer 22 mm from center of exhaust stream, showing statistical distributio
temperature from ro-vibrational N2 spectra, (b) temperature from O2–N2 rotational spectra, (c) CO2/N2 mole-fraction ratio, and
(d) O2/N2 mole-fraction ratio atφ = 0.5.
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bient air and an increased standard deviation du
turbulent fluctuations. The increase in standard d
ation in the shear layer as compared with the exh
centerline is about 2.5× for the rotational temperatur
and 5× for the ro-vibrational temperature. The diffe
ence between these two techniques is at least par
explained by the lower SNR of the O2–N2 spectra.
The apparent asymmetry in both the ro-vibratio
and rotational temperature histograms is another
ture of interest because it illustrates the effect of lar
scale structures on the mixing process. Both tem
ature histograms show a significant number of la
shots for which the temperature is nearly 400 K
low the mean temperature. These represent insta
when large-scale fluid-dynamic structures carry a
bient air deep into the shear layer. Because the m
surement volume is only about the thickness of o
shear layer downstream of the exit lip of the exha
nozzle, one would expect that large-scale structu
would not have broken down into smaller scales. B
cause the ro-vibrational and rotational temperatu
are highly dependent on N2 spectra, high CO2 and
O2 mole-fraction gradients within the probe volum
are not expected to result in significant difference
the temperatures measured by each technique.

Histograms of CO2/N2 and O2/N2 mole-fraction
ratios in the shear layer also display the effects
broadening and increased asymmetry due to tu
lent fluctuations, as shown inFig. 8. The shear-laye
CO2/N2 mole-fraction-ratio histogram ofFig. 8c has
a lower mean value than the centerline histogram
Fig. 4c and has a longer tail toward lower values
CO2/N2. Both effects signify incursions of ambie
air into the probe volume. As expected these same
cursions of ambient air have the opposite effect on
O2/N2 mole-fraction-ratio histogram—increasing t
mean and extending the wing toward higher value
O2/N2, as shown inFig. 8d.

Another approach to evaluating the nature
single-shot CARS-signal fluctuations is the use
849
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from
layer
Fig. 9. Scatter plots of CO2/N2 mole-fraction ratio vs temperature in (a) exhaust centerline and (b) shear layer 22 mm
centerline atφ = 0.5. Scatter plots of O2/N2 mole-fraction ratio vs temperature in (c) exhaust centerline and (d) shear
22 mm from centerline atφ = 0.5.
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scatter plots of mole-fraction ratio vs temperatu
In Fig. 9a, for example, the scatter plot of CO2/N2
vs temperature shows a flat distribution at the c
ter of the exhaust stream. In contrast, the scatter
of Fig. 9b within the shear layer region 22 mm fro
the centerline shows that the CO2/N2 mole-fraction
ratio is correlated with increasing temperature.
stances of high temperature correspond to case
which the probe volume is within a fluid element th
is composed primarily of exhaust gases and, th
fore, correspond to higher levels of CO2/N2 mole-
fraction ratios. This correlation between temperat
and CO2/N2 mole-fraction ratio is further evidenc
that signal variations are related to large-scale flu
dynamic fluctuations and are not random in nature

A similar trend is apparent when comparing sc
ter plots of O2/N2 mole-fraction ratio vs tempera
ture at the centerline and within the shear layer. T
scatter plot of O2/N2 mole-fraction ratio vs temper
ature in the exhaust centerline, shown inFig. 9c, is
flat and fairly narrow, indicating that variations a
due primarily to random measurement error rat
than fluid dynamic fluctuations. The scatter plot
Fig. 9d within the shear layer region 22 mm fro
the centerline, however, shows that the O2/N2 mole-
fraction ratio is correlated with decreasing temp
ature. Instances of high temperature correspon
cases in which the probe volume is within a fluid e
ment that is composed primarily of exhaust gases a
therefore, correspond to lower values of the O2/N2
mole-fraction ratio. These data illustrate the abi
of the current DPDB-CARS system to evaluate b
the mean and the dynamic features of reacting fl
using single-shot measurements of temperature
multiple-species mole fractions.

4. Conclusions

The application of DPDB CARS to characteri
the exit conditions in a swirl-stabilized, JP-8-fuele
model gas-turbine combustor has been demonstr
850
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A variant of triple-pump CARS, DPDB-CARS em
ploys three laser wavelengths for one broadb
pump beam, two narrowband pump beams, an
broadband Stokes beam to generate ro-vibratio
and rotational CARS spectra with the same hardw
platform. This technique is capable of providing tw
separate measurements of temperature along with
mole fraction of two target species with respect to N2.
Single-shot data acquisition using the combinat
of ro-vibrational and rotational CARS enhances
precision and accuracy of temperature measurem
because of the correlation afforded by the comm
presence of N2 in each of the two spectral windows

Experiments were carried out to measure the t
perature and mole-fraction ratios of CO2/N2 and
O2/N2 in the exhaust stream of the JP-8-fue
combustor for equivalence ratios ranging fromφ =
0.45 to 1.0. Mean temperatures measured from
vibrational and rotational spectra typically agre
to within ∼3%. Standard deviations of temperatu
and CO2/N2 mole-fraction ratio as determined fro
single-laser-shot, ro-vibrational CARS spectra w
∼3–4 and∼10–20% of mean values, respectively,
the full range ofφ. Standard deviations of tempe
ature and O2/N2 mole-fraction ratio as determine
from single-laser-shot, rotational CARS spectra w
∼5–20% of the mean values forφ ranging from
0.45 to 0.8. The spatial variation of temperatu
and species-mole-fraction profiles across the exh
stream was also studied to demonstrate the ab
of the DPDB-CARS system to capture mean a
dynamic features of reacting flows. Turbulent flu
tuations were distinguished from random error
identifying asymmetries in temperature and mo
fraction histograms and by showing direct corre
tions between scatter-plot fluctuations of tempera
and species mole fractions. This work represents
first application of triple-pump or DPDB-CARS i
the exhaust of a liquid-fueled combustor of practi
interest.
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Abstract

Residence time and thermo-chemical environment are important factors in the soot-formation process in
Recent studies have revealed that the soot generated in an inverse diffusion flame (IDF) is not fully car
as it is in a normal diffusion flame. For understanding the chemical and physical structure of the partia
bonized soot formed in inverse diffusion flames, knowledge of the flow dynamics of these flames is re
A time-dependent, detailed-chemistry computational-fluid-dynamics (CFD) model is developed for simula
an ethylene–air inverse jet-diffusion flame that has been studied experimentally. Steady-state simulatio
that all of the polycyclic-aromatic-hydrocarbon (PAH) species are produced outside the flame surface on
side. Unsteady simulations reveal that buoyancy-induced vortices establish outside the flame because o
fuel jet velocity (∼40 cm/s) employed. These vortices in inverse diffusion flames, as opposed to those in n
diffusion flames, appear primarily in the exhaust jet. The advection of these vortices at 17.2 Hz increases
and causes PAH species to be more uniformly distributed in downstream locations. While the concentra
rapidly formed radical and product species are not altered appreciably by the flame oscillation, concentra
certain slowly formed PAH species are significantly changed. The dynamics of 20-nm tracer particles
from the 1200 K fuel-side contour line suggest that soot particles are reheated and cooled alternately wh
entrained into and advected by the buoyancy-induced vortices. This flow pattern could explain the experim
observed large size and slight carbonization of IDF soot particles.
Published by Elsevier Inc. on behalf of The Combustion Institute.

Keywords: Inverse diffusion flame; Soot; PAH; Flicker; Soot inception; Benzene
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1. Introduction

Soot is an undesirable combustion product, a
its formation represents one of the most comp
chemical systems in flames. Considerable prog

* Corresponding author. Fax: +1 937 255 3139.
E-mail address: vrkatta@erinet.com(V.R. Katta).
0010-2180/$ – see front matter Published by Elsevier Inc. on
doi:10.1016/j.combustflame.2005.02.006
has been made in recent years in understanding
chemical and physical aspects of soot formation
hydrocarbon flames. Soot particles containing sev
thousands of carbon atoms are formed from sim
fuel molecules within a few milliseconds of combu
tion initiation. After the first aromatic rings such
benzene and small polycyclic aromatic hydrocarb
(PAHs) are formed in the gas phase, acetylene
behalf of The Combustion Institute.
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other molecules react with these small PAHs to fo
larger PAHs[1]. The first soot particles are thought
be formed when two or more PAHs react to form
three-dimensional particle. This process is known
particle inception[2]. The formed soot particles inte
act with the gas-phase molecules by adding acety
to their surface (surface growth) and by reacting w
molecular oxygen and/or hydroxyl radicals (oxid
tion). Another process thought to increase soot m
is the collision of PAHs with a soot particle.

Several experimental and numerical investi
tions of soot formation have been performed us
coflow and counterflow diffusion flames[3–6]. A few
have focused on the importance of soot-particle p
ways (i.e., residence time, temperature, and ch
istry) [7,8]. Santoro et al.[7] used soot-volume
fraction, temperature, and velocity measurement
an ethylene–air jet-diffusion flame to examine t
soot-growth process along individual particle pat
Based on the experimental data, they argued tha
soot-formation rate increases in the annular regio
the flame because of an increase in residence t
Lin and Faeth[8] found that the direction of soo
particle movement with respect to the flame shee
important. They argued that if soot particles formi
on the fuel-rich side of the flame remained entrain
in the fuel-rich region for a long time before cros
ing the flame surface, then surface growth could
enhanced. In contrast, they argued that the amou
soot generated could be reduced if the soot par
were made to cross the flame surface quickly.

One method of altering the soot-particle pathw
is to use inverse diffusion flames (IDFs) rather th
normal diffusion flames. Wu and Essenhigh[9] stud-
ied inverse diffusion flames by exchanging the f
and air jets of normal jet-diffusion flames. They fou
that in some cases, inverse diffusion flames are es
tially nonluminous, with no apparent soot formatio
However, in other cases, especially at higher air
velocities, a luminous region forms with an orang
yellow cap on top of the blue cone-shaped flam
Recently, Blevins et al.[10] further investigated IDFs
under high-air-flow-rate conditions and found that
soot exiting an ethylene inverse flame is high in h
drogen and PAH content and chemically similar
precursor particles. They referred to these partic
as “young soot.” They found that the soot partic
in IDFs are large and partially carbonized relat
to those collected from normal flames. A numeri
study to aid the understanding of their experim
tal findings has also been performed by Blevins
al. [11]. Thermal and fluid-dynamics aspects of t
flame were investigated in that study[11] by incor-
porating a global chemical-kinetics model. Parti
tracking in the steady-state simulations showed
inverse-flame soot is expected to cool and que
immediately after formation; it should not grow e
cessively or carbonize as the experiments indica
It was speculated that the experimentally obser
soot maturation is caused by flame unsteadiness
was not captured in the steady-state solutions.
purpose of the present study was to employ a tim
dependent numerical model with detailed chemis
to examine such a possibility.

A numerical simulation of the IDF examined b
Blevins et al.[10–12] was carried out using a wel
tested CFD code and a detailed chemical-kine
model for PAH formation in ethylene flames. Nume
ical results obtained for the steady-state and unste
flames were compared. Calculations were also m
by injecting nanometer-size particles in an attemp
determine the thermal and chemical environments
countered by soot particles in the dynamic inve
flame.

2. Experiment

A triaxial IDF burner having a 1-cm-diameter ce
tral air jet and a 3-cm-diameter coannular fuel jet w
used in the present study. The burner is descr
in detail in Refs.[10–12]. The airflow was 32 mg/s
(∼35 cm/s), and the ethylene (C2H4) fuel flow was
49 mg/s (∼7 cm/s). The visible flame height wa
3.5 cm, and an orange cap constituted 90% of
flame height. A N2 blanket flow, necessary to preve
flame formation between the fuel and the room
was passed through the outer annulus of the bu
A nearly invisible soot stream exited the flame. T
flame was photographed to permit comparison of
perimental and computed results. Extensive exp
mental studies have been performed previously w
this flame[10–12].

3. Mathematical model

A time-dependent, axisymmetric mathemati
model known as UNICORN (UNsteady Ignition an
COmbustion using ReactioNs)[13,14] was used to
simulate the potentially unsteady jet-diffusion flam
considered in this study. It solves foru- and v-
momentum equations, continuity, and enthalpy- a
species-conservation equations on a staggered
system. The body-force term due to the gravitatio
field is included in the axial-momentum equation
simulating vertically mounted flames. A cluster
mesh system is employed to trace the large gradi
in flow variables near the flame surface. A detai
chemical-kinetics model of Wang and Frenklach[15]
was incorporated into UNICORN for the investig
tion of PAH formation in C2H4 flames. It consists
853
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of 99 species and 1066 elementary-reaction st
Thermo-physical properties such as enthalpy, visc
ity, thermal conductivity, and binary molecular d
fusion of all of the species are calculated from
polynomial curve fits developed for the temperat
range 300–5000 K. Mixture viscosity and therm
conductivity are then estimated using the Wilke a
Kee expressions, respectively. Molecular diffusion
assumed to be of the binary-diffusion type, and
diffusion velocity of a species is calculated usi
Fick’s law and the effective diffusion coefficient o
that species in the mixture. A simple radiation mo
based on the optically thin-media assumption[16]
is incorporated into the energy equation. Only ra
ation from CH4, CO, CO2, and H2O is considered
in the present study. Due to lack of soot model
in the present study, radiation from soot is not co
sidered. This simplification could result in slight
higher flame temperatures but would not affect
dynamic behavior of the flame, which is the main
cus of this study.

The finite-difference forms of the momentu
equations are obtained using an implicit QUICKE
scheme[17], and those of the species and ene
equations are obtained using a hybrid scheme of
wind and central differencing. At every time ste
the pressure field is accurately calculated by so
ing all of the pressure Poisson equations simulta
ously and using the LU (Lower and Upper diagon
matrix-decomposition technique. The boundary c
ditions are treated in the manner reported in ear
papers[18].

The IDF [10–12] considered in the present stu
has a visible flame height of∼35 mm only. However
since the formation of PAHs is important not only
the flame zone but also in the exhaust products,
isymmetric calculations were made on a physical
main of 200×50 mm using a 401×121 non-uniform
grid system. The computational domain is bound
by the axis of symmetry and an outflow boundary
the radial direction and by the inflow and another o
flow boundary in the axial direction. The outer boun
aries in thez andr directions are located sufficient
far from the burner exit (∼20 inner-tube diameters
and the symmetry axis (∼5 inner-tube diameters), re
spectively, that propagation of boundary-induced d
turbances into the region of interest is minimize
Flat velocity profiles are imposed at the fuel and
inflow boundaries, while an extrapolation procedu
with weighted zero- and first-order terms is used to
timate the flow variables at the outflow boundary. A
ditional details on the boundary conditions are giv
in Ref. [18].

The simulations presented here were performed
a Pentium III 1-GHz personal computer with 1.2 G
of memory. Typical execution time was∼120 s/time-
Fig. 1. IDF setup. Direct photograph of experimental fla
(left) and steady-state solution obtained using UNICORN

step. Steady-state flames were usually obtaine
about 1000 time steps, starting from the solut
obtained using the combustion part of the kinet
(i.e., not including PAH species). Unsteady simu
tions were performed for more than 20,000 time st
(∼0.5 s real time or∼9 flicker cycles) to obtain a pe
riodically oscillating flame structure.

4. Results and discussion

A direct photograph of the experimental flame
shown inFig. 1, along with the computed temper
ture contours. This luminous flame is stably attac
to the burner rim and has a luminous flame heigh
about 18 mm, based on the lower bright-yellow reg
of the computation. The blue emission in the base
gion of the photographed flame (where very little s
is generated) indicates that the flame becomes cu
slightly inward as the air jet emerges from the burn
Unlike a normal diffusion flame, the IDF does n
expand in the radial direction. This is due, in pa
to the low stoichiometric equivalence ratio of 0.2
for C2H4–air combustion, which establishes the fla
surface on the air side. The inward curvature of
flame base may also be caused by the high ai
fuel velocity ratio (5:1) used for this flame. Overa
the shape of the simulated flame matches that of
experimental flame very well. The yellow contou
which represents a temperature of 1800 K, matc
the outer surface of the orange emission in the ex
iment. To further assess the accuracy of the IDF
sults predicted by UNICORN, the validation and gr
dependence studies described below were perform
854
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4.1. Model-validation studies

The CFD model UNICORN has been extensiv
validated in the past (for hydrogen and metha
flames) by simulating various steady and unste
counterflow[13,19] and coflow[13,20] jet-diffusion
flames and comparing the results with experime
data. Thus, confidence has been gained in the ab
of UNICORN to simulate the structure of dynam
flames accurately. However, the integration of C2H4
and PAH chemistry into UNICORN must be validat
to establish the accuracy of the present predictio
Validation was achieved by simulating the burn
stabilized flame investigated extensively by Harris
al. [21] and Wang and Frenklach[15].

The flame chosen was a premixed C2H4/O2/Ar
flame with an equivalence ratio of 2.76. The velo
ity of the cold reactants was 7.8 cm/s. The Ar:O2
mole ratio was 79:21. Two-dimensional calculatio
for this burner-stabilized flame were made by enfo
ing periodic boundary conditions at the two boun
aries in the radial(r) direction and using the measur
temperature profile as input. These two-dimensio
calculations eventually resulted in a one-dimensio
flame, with all the variations in the radial direction d
minishing.

Predicted variations in concentrations of seve
species with respect to flame height are compa
with experimental data inFig. 2. The temperatur
profile used in these calculations has a peak va
of 1600 K (Fig. 2a). The calculations predict t
proper trends in major-species concentrations suc
the decrease in O2 and C2H4 concentrations and th
increase in CO and CO2 concentrations. Howeve
the computed H2 concentrations are somewhat low
than the measured ones. Such a discrepancy was
s for this
epresent
ism.
(a)

(b)

Fig. 2. Comparison of measured and computed species distributions for burner-stabilized premixed flame. Calculation
one-dimensional flame were made using UNICORN and imposing the temperature profile shown in (a). Solid lines r
simulations made with the Wang/Frenklach mechanism; broken lines indicate simulations made with the NIST mechan
855
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(c)

(d)

Fig. 2. (Continued.)
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observed by Wang and Frenklach[15] while model-
ing this flame using the same chemistry model w
the one-dimensional code CHEMKIN; the discre
ancy was attributed to the higher concentrations
OH obtained with the present chemical mechanism

It is important to recall that the main purpo
of simulating this premixed C2H4/O2/Ar flame was
to determine whether the detailed chemical-kine
mechanism of Wang and Frenklach[15] was accu-
rately incorporated into the multidimensional co
UNICORN. Even though, the Wang/Frenklach che
ical-kinetics mechanism is one of the most wide
used [22,23] mechanisms for simulating ethylen
acetylene flames, the large discrepancies noted
tween the results of measurements and those
dicted from simulations for certain important spec
such as the hydrogen molecule prompted furt
validation studies. Calculations for the premix
C2H4/O2/Ar flame were repeated using a recent a
comprehensive mechanism of the National Institute
Standards and Technology (NIST)[24]. This mecha-
nism containing 197 species that are involved in 27
reactions was incorporated into UNICORN. Resu
obtained with the NIST mechanism are also show
Fig. 2(broken lines).

The two chemical-kinetics models (Wang/Fren
lach and NIST) predicted nearly identical concent
tions for the major species C2H4, O2, CO2, CO, and
H2, especially at the downstream locations (Fig. 2a).
Fuel pyrolysis seems slower in the NIST model th
in the Wang/Frenklach model and the predictio
from the former compared more favorably with t
measured values for the major species in the upstr
locations. However, the NIST model also did not p
dict the high concentrations of hydrogen molecu
obtained in the experiments. Since the two mod
yielded nearly the same concentration distributio
for H2 with height, it is possible that some erro
could have been involved in the measurements for
drogen molecules.
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The computed and measured mole fractions
CH4, C2H2, and C4H2 at different heights are com
pared in Fig. 2b and those of C4H4, and C4H6
are compared inFig. 2c. In general, the two mod
els yielded nearly the same distributions for the
species. As evident fromFigs. 2b and 2c, the ke
intermediate species are generally predicted wel
both models. The computed peak concentration
these species are within a factor of 2 of the measu
values, which is probably within the experimen
uncertainty [15]. Similarly, the predicted concen
tration profiles of one-ring aromatics (A1, A1C2H,
and A1C2H3), as shown inFig. 2d, compare rea
sonably well (allowing some degree of uncertain
in the experiments) with the measured ones. T
steady increase of benzene (A1) is typical of C2H4
burner-stabilized flames and is well reproduced
both the Wang/Frenklach and NIST mechanism
A closer look at the concentration profiles inFigs. 2a–
2d suggests that the NIST model produces a be
comparison with the measurement results; howe
additional studies must be performed before a gen
conclusion can be reached on the relative accurac
the models since the uncertainty in the measurem
could mask the actual performance of these mod
Nevertheless, based on the comparisons inFig. 2, it
can be concluded that both the Wang/Frenklach
the NIST mechanisms are accurately incorpora
into the UNICORN code and that the modified co
can simulate C2H4 flames reasonably well.

Calculations made for the steady-state IDF us
the Wang/Frenklach mechanism are shown inFig. 1,
and the calculations performed using the NIST me
anism (not shown) yielded nearly the same fla
shape and distributions for the temperature and
jor species. The focus of this study was to inv
tigate the effect of unsteadiness on the produc
of PAH species and on soot formation in the ID
shown inFig. 1. Since the accuracy of a chemic
kinetics mechanism remains the same in the si
lation of steady-state and unsteady flames, the
crepancy noted inFig. 2 between the calculation
and the experiments is expected to play only a mi
role in the present studies. Since the NIST mec
nism has two times the number of species and ne
three times the number of reactions as compare
the Wang/Frenklach mechanism, unsteady calc
tions for the IDF were made using the latter me
anism for the sake of convenience.

4.2. Grid independence

To determine the grid sensitivity in simulatin
the IDF shown inFig. 1, several calculations we
performed using UNICORN and adopting differe
grid systems. The photograph of the flame inFig. 1
suggests that the surface of the flame is smo
its structure resembles that of a laminar steady-s
flame. Calculations were initially performed on
100 × 50 mm physical domain using a 251× 91
grid system by omitting the unsteady terms in
model. The resulting laminar flame is shown inFig. 1.
The minimum spacing achieved with this grid sy
tem was 0.2 mm in both ther and z directions. In
the simulations to minimize grid-stretching errors th
might arise where flow variables change rapidly, t
minimum spacing was enforced everywhere in
neighborhood of the high-temperature region. E
though the simulated flame matched that of the ex
iment (Fig. 1), calculations were also made usin
401× 121 grid system to determine the grid sensit
ity of the results. The physical domain was extend
to 200 mm in the axial direction for this fine-grid sy
tem. Although the total number of grid points w
increased only by a factor of 2, the grid spacing
the radial direction in the flame region was sign
icantly reduced (by a factor of 4) in the fine-me
calculations. The minimum spacings achieved w
the 401× 121 grid system were 0.05 and 0.2 mm
ther and thez direction, respectively.

Steady-state flames obtained with the coarse
fine mesh systems are compared inFig. 3 using iso-
temperature color contours. The two grid systems
dicted the same flame-tip height (18 mm, based on
peak-temperature location along the centerline)
peak temperature (2440 K). On the other hand,
fine-grid system seems to yield slightly sharper te
perature profiles on the fuel side and a shorter c
length of the air jet for this IDF. The 2440 K pea
flame temperature is∼60 K higher than the adiabat
flame temperature of the ethylene–air mixture at
equivalence ratio of one. The less-than-unity Le
number associated with ethylene fuel, in conjunct
with the concave curvature at the flame tip (with
spect to the outer fuel jet), has increased the lo
flame temperature beyond the adiabatic value.

The temperature and species distributions al
the centerline, obtained with the coarse and
meshes, are compared inFig. 4. While most of the
species predicted by the two mesh systems are sim
the fine mesh predicts lower concentrations of hea
aromatics such as pyrene than the coarse mesh. S
lar observations can be made by comparing the ra
distributions (Fig. 5) of various species obtained wi
these two grid systems at 16 mm above the bur
The biphenyl concentration computed with the fi
mesh is slightly lower than that computed with t
coarse mesh. The comparisons shown inFigs. 3–5
suggest that the results obtained with the 251× 91
grid system are nearly grid independent. However
avoid any concerns that might arise in the predicti
857
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Fig. 3. Effect of grid resolution on temperature field co
puted for IDF. Coarse-mesh (left) and fine-mesh (right) c
culations utilized grid spacings of 0.2 and 0.05 mm, resp
tively.

of PAH concentrations, the 401× 121 grid system
was used throughout the present study.

4.3. Dynamics of the inverse diffusion flame

Studies of normal jet-diffusion flames (i.e., wi
the fuel jet at the center) suggest that when the an
lar air flow is low (<40 cm/s), the flame tends t
flicker with the development of buoyancy-induc
vortices outside the flame surface. Generally,
flickering frequency for these flames is independ
of or weakly dependent on fuel-jet diameter, fuel ty
and air-flow velocity. The low annular fuel velocit
of ∼7 cm/s and the high-enthalpy C2H4 fuel (flame
temperatures of about 2400 K) used for the IDF cre
an appropriate environment for flame flicker. The
perimental image shown inFig. 1was obtained with a
long shutter opening (∼1 s); hence, the instantaneo
structure of this flame that might be oscillating a
frequency of 10–20 Hz would not be captured.
To investigate the possibility that the IDF osc
lates naturally, unsteady calculations were perform
for the same flow conditions. Surprisingly, the u
steady simulations resulted in a flame with large v
tices forming outside the flame surface. However,
like in the case of normal diffusion flames, formati
and advection of these vortices are observed onl
locations downstream of the flame tip. Instantane
images of the simulated unsteady IDF captured at
different phases (49 ms apart) are shown inFig. 6.
Here, iso-contours of temperature and benzene
centration are plotted in the left and right halv
respectively. The temperature field upstream of
flame tip (0 < z < 18 mm) is similar to that of the
steady-state flame shown inFig. 3. On the other hand
a large vortical structure∼30 mm in length is eviden
in the downstream locations. At this instant, exha
gases with a temperature of less than 1000 K w
entrained into the vortex. A significant amount of be
zene is also entrained into the vortex. In contrast to
observations made for the steady-state flame, ben
concentration does not monotonically decrease (a
reaching the peak value) with flame height in the
steady flame (Fig. 6b).

The unsteady flame inFig. 6is oscillating at a low
frequency, with large toroidal vortices naturally form
ing outside the flame surface. It is important to n
that no artificial perturbation is introduced in the c
culations for the development of these outer vortic
In the presence of gravitational force, the accele
tion of hot gases along the flame surface gener
the outer structures as part of the solution. Howe
since the flame-tip height is only 18 mm, much
the vortex (or instability) growth takes place dow
stream of the flame tip in the exhaust gases. C
examination of the flame images obtained at sev
instants suggests that the flame tip is also oscilla
weakly. The computed frequency that correspond
the passage of these outer vortices (also known a
flame-flickering frequency) is 17.2 Hz. Experimen
images similar to the one shown inFig. 1 cannot re-
veal the flame fluctuations at this frequency since
1-s shutter opening used for capturing these ima
yields a flame structure that is averaged over∼58
cycles. However, recent experiments[11] using fast
cameras for IDF under slightly modified boundar
(adapted for microgravity experiments) demonstra
the existence of such low-frequency fluctuations.

The effect of flame unsteadiness on PAH spec
is shown inFigs. 7a and 7bin plots of evolutions
of the flame at 40 and 120 mm above the burn
respectively. The color content of these plots rep
sents the changes in radial distributions of naph
lene (left) and benzene (right) concentrations w
time as observed by one viewing the flame at a gi
height. The changes in temperature at these he
858
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Fig. 4. Effect of grid resolution on temperature and species distributions along centerline.

Fig. 5. Effect of grid resolution on species distributions in radial direction atz = 16 mm.
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are also shown inFig. 7 by a superimposition o
iso-temperature contour lines. Strong fluctuatio
in PAH-species concentrations are evident atz =
40 mm. It is interesting to note that an island
high temperature(>1200 K) appears at the cente
between 20 and 45 ms, when naphthalene and
zene concentrations are low. The strong outer vo
is pinching off the products from the jet and rollin
them back into itself. This is also evident in the insta
taneous plot inFig. 6b. At this instant, hot product
and benzene are cut off by the vortex atz = 50 mm.
As seen inFig. 7b, the vortex has dissipated sign
cantly by the time it reaches a height of 120 mm ab
the burner. Only a weak roll-up of PAH species by t
vortices is observed at this location. The remnan
the jet pinching that occurred at upstream locati
caused the species concentrations to fluctuate a
center. In contrast to those observed atz = 40 mm, the
concentrations of naphthalene and benzene at 120
are high in the island of high temperature(>750 K)

at the center between 27 and 42 ms.

4.4. Inadequacy of steady-state simulations

The experimental flame image inFig. 1represents
a low-speed IDF in pseudo-steady state. The flow c
ditions and the presence of gravitational force na
rally make these flames dynamic. One could mo
these low-speed IDFs using either a steady-state
proach, assuming that the effects of flow unsteadin
are negligible, or a more cumbersome unsteady
proach.Figs. 1 and 6show the results obtained u
ing these two approaches. Apparently, the struc
of the dynamic flame inFig. 6 is quite different from
that captured using the steady-state approach.
important to understand the differences one wo
obtain in species concentrations, especially thos
PAH species, if a steady-state approach were u
rather than an unsteady one. On the other hand, m
859
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from the
(a) (b)

Fig. 6. Instantaneous temperature (left) and benzene concentration (right) obtained in unsteady simulations at (a)t0 ms and (b)
t0 + 49 ms.

(a) (b)

Fig. 7. Evolutions of benzene (right) and naphthalene (left) concentrations at axial distances of (a) 40 and (b) 120 mm
burner exit.
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surements for PAH species are typically made us
filters [10] and collection probes[21], which would
yield only time-averaged data. From the point of vie
of these measurements, it is also necessary to esti
the differences between the averaged and the a
concentrations in IDFs.

The instantaneous temperature field of the
steady flame (Fig. 6) downstream of the flame tip
different from that of the steady-state flame (Fig. 3).
However, such a comparison between steady-s
and unsteady flames is not appropriate since the
lutions shown inFig. 6 exist only during a fraction
of a second. Solutions plotted at other instants lo
very different from those shown inFig. 6. To deter-
mine the effect of flow unsteadiness on the gene
tion of PAH species, a more reasonable compari
was made by constructing a time-averaged flame f
several instantaneous solutions. For example, ti
averaged temperature(Tave) at each grid point is ob
tained using the formula

Tave= 1

τ

t0+τ∫
t0

T dt.

Here,τ is the period of oscillation, andt0 is an arbi-
trary time in the simulation. Integration in the abo
equation is performed using 2325 instantaneous s
tions.

The time-averaged temperature distribution of
unsteady flame and the temperature distribution of
steady flame are compared inFig. 8a. The peak tem
peratures in these two images are the same and e
to 2440 K. As expected, these distributions are s
ilar in the regions upstream of the flame tip whe
the flame oscillations are negligibly weak. The lo
temperature region outside the flame surface and
exhaust-product region in the downstream locati
are broader and more diffuse in the time-avera
result than in the steady result. The formation a
advection of vortices outside the flame surface (i
on the fuel side) entrain cold fuel and globally e
hance mixing between the high-temperature prod
and the cold fuel. Note that even though the local m
ing between the cold fuel and the hot products ta
place molecularly in this laminar flow, an increase
global mixing occurs through the increased interfa
surface area.

Short-lifetime radicals such as O, H, and OH a
major combustion products such as H2O and CO2
are produced in the flame zone. As shown inFig. 8b,
their peak concentrations are not affected significa
by the advection of vortices. However, the pro
uct species that are present in the exhaust (suc
H2O and CO2) are spread more evenly in the tim
averaged flame, indicating that these species are
fected more significantly by the outer vortices.
l

The influence of vortices on the distribution of
species becomes more pronounced as the produ
of that species is delayed in the flame. The benze
concentration distribution of the time-averaged u
steady flame and the steady-state flame is comp
in Fig. 8c. Since most of the benzene is produ
in the low-temperature region (<1200 K) on the fuel
side of the flame, its time-averaged concentration
tribution is significantly affected by the vortex d
namics. The peak benzene concentration for the ti
averaged flame is reduced by∼20% from its peak
value of 150 ppm in the steady-state flame. On
other hand, the flame radius based on benzene
centration at a 40-mm height increased from 7.5 m
for the steady calculation to 10 mm for the tim
averaged calculation. The presence of weak osc
tions at locations far upstream of the flame tip (
to z = 8 mm) is evident in the benzene concentrat
(note the changes in peak concentration between
steady-state and the time-averaged flames inFig. 8c).

For example, production of styrene, as compa
to benzene, is delayed further in the flame. As a res
the distribution of styrene in the time-averaged fla
became dramatically different from that observed
the steady-state flame (Fig. 8d). Both the location an
the value for the peak styrene concentration are
nificantly modified in the time-averaged flame by t
advecting vortices. The comparisons inFig. 8suggest
that unsteady effects cannot be ignored, espec
in the low-temperature regions of the IDF. They fu
ther suggest that a steady-state simulation is not
equate for predicting the time-averaged distributio
of species—especially those formed in temperatu
<1200 K; this implies that one must exercise caut
in the use of steady-state simulations for compar
predicted values with time-averaged measured va
when the flow is unsteady.

The interaction of vortices with various speci
and temperature has the following two important c
sequences in time-averaged studies: (1) As show
Fig. 8, the interaction causes time-averaged spe
concentrations to be lower than those actually p
duced in the flame zone, which are pronounced in
locations upstream of the flame tip; and (2) the
teraction enhances overall mixing through increa
interface surface area, which will be pronounced
the locations downstream of the flame tip. The sig
icance of the latter effect is discussed below.

As shown inFig. 7b, flame oscillations are wea
ened in locations farther downstream of the flame
which is due, in part, to the reduced buoyancy for
acting upon cooler exhaust products and due, in p
to the dissipation of the vortices in the highly visco
exhaust flow. The dynamic IDF flame shown inFig. 6
became nearly steady state at a height of 180 m
The buoyancy-induced vortices have completely d
861



V.R. Katta et al. / Combustion and Flame 142 (2005) 33–51 43

n-
Fig. 8. Time-averaged (left) and steady-state (right) data for IDF. (a) Temperature, (b) CO2, (c) benzene, and (d) styrene conce
trations.
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. Instanta-

Fig. 9. Comparison of time-averaged, instantaneous, and steady-state data (axial velocity and temperature) atz = 180 mm.
Time-averaged data were generated from several instantaneous solutions obtained during one flicker period of 58 ms
neous data represent the instantaneous solution that deviates maximum from time-averaged data.
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sipated, and only faint oscillations in flow variabl
are observed at this height. Radial distributions
temperature and axial velocity obtained at a heigh
180 mm from various simulations (steady state,
stantaneous, and time-averaged) are shown inFig. 9.
The instantaneous solution was selected from sev
instants to ensure that the data would deviate m
from the time-averaged data. As shown fromFig. 9,
the instantaneous and time-averaged profiles are
similar, suggesting a nearly steady-state flow fi
at this height. However, the steady-state simulati
resulted in significantly different profiles. Overa
the unsteady simulation yielded somewhat broade
profiles, which can occur only if the mixing upstrea
of this location is different in the steady-state a
unsteady simulations. The buoyancy-induced vorti
in unsteady simulations entrained low-speed fuel i
the high-speed exhaust jet, thereby increasing the
terface surface area between those two fluids. O
time, the cumulative molecular mixing that took pla
along the interface was also increased—causing
unsteady profiles to be more diffusive inFig. 9, as
compared to the steady-state ones.

In recent measurements of the IDF shown
Fig. 1, amounts of PAH species[10] were measured
by collecting gas samples in the exhaust product
locations farther downstream of the high-temperat
flame tip (∼150 mm from the burner). To aid in th
understanding of the differences one might exp
by performing a steady-state simulation of this fla
rather than an unsteady one, time-averaged radial
tributions of several species at a location 180 m
above the burner are compared with the steady-s
solutions inFig. 10. In general, the concentration
every species is overpredicted in the steady-state
ulations. The products that were generated inside
within the high-temperature region, such as CO
CO2, are overpredicted or remain nearly the sa
everywhere in the radial direction (at this height)
the steady-state simulations. On the other hand, P
species, which were generated outside the flame
face in the lower temperature regions, appeare
higher concentrations in the steady-state flame a
center and in lower concentrations away from the c
ter.

The combustion products CO and CO2 are gener-
ated in large quantities in the IDF and remain close
the central jet. As the vortices form outside the fla
surface away from the central jet, they do not eff
tively distribute these abundant product species.
the other hand, PAH species are generated in sm
quantities and are formed away from the central
hence, they are mixed more effectively by the v
tices. These differences in the distributions of ma
product and PAH species are also evident inFig. 8. At
a flame height of 40 mm, the PAH species are loca
in a narrower region than the CO2 in the steady-stat
simulation, while all of these species are equally d
tributed in the time-averaged data. A close exam
tion of the results inFig. 10suggests that a 15 to 20
863
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ta
(a)

(b) (d)

(c) (e)

Fig. 10. Comparison of time-averaged and steady-state mole fractions for different species atz = 180 mm. Time-averaged da
were generated from several instantaneous solutions obtained during one flicker period of 58 ms.
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reduction in the peak PAH concentrations occurs
the IDF at a height of 180 mm because of the pr
ence of vortices in the unsteady simulation.

4.5. Prediction of thermo-chemical environment for
PAHs

The formation of benzene in flames initiates t
generation of PAH species from fuel molecules. So
of the lower weight PAHs are likely to remain in th
gaseous state, while some of the heavier PAHs
condense on particles. Small and large PAHs may
participate in surface growth. The use of a rigoro
soot model developed based on particle dynamics
physical growth processes for understanding the
fects of flow unsteadiness on soot formation in
IDF is beyond the scope of this work. However, o
can assess the need for the accurate simulation of
dynamics in the prediction of soot formation by u
derstanding the thermo-chemical environments
soot particles might encounter in the IDF.

Particle tracking is used in the present study
examine the time/temperature/PAH-chemistry pa
ways of incipient soot particles produced in the flo
Nanometer-size tracer particles are introduced
the flow from different locations, and their traject
ries are calculated while the flow is evolving. Partic
are assumed to be sparsely distributed and; he
the particle–particle interaction is ignored. The traj
tory of the individual particle is calculated based o
Lagrangian approach and by including inertial (m
mentum and drag), thermophoretic, and gravitatio
forces[25] acting on it. The particle transport mod
employed is based on the dynamics of small-size
ticles described by Fortiadis and Jensen[26,27]. Each
particle is considered to be an isolated small sph
864
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whose Brownian diffusivity is negligible compare
with the surrounding gas diffusivity. Since the so
particles, which are several orders larger in size t
the incipient particles, do not diffuse through Brow
ian motion[28] and noting that the tracer particles a
used only for the purpose of tracking soot, neglect
Brownian diffusivity for the particles is justified. Th
drag force is calculated assuming that both the p
ticle Reynolds number (based on particle diame
gas density and viscosity) and the Knudsen num
(Kn = 2λ/dp, whereλ = gas molecule mean free pa
anddp = particle diameter) are less than unity. T
thermophoretic force is computed by means of an
terpolating formula derived by Talbot et al.[29] to
span a range of Knudsen numbers.

The trajectory of a particle depends strongly
the injection location; hence, care must be exerci
in identifying the appropriate injection locations if th
particles are to mimic soot. After conducting exp
iments on counterflow and coflow ethylene flam
Du and Axelbaum[6] postulated that soot suppre
sion was possible in their experiments since the
mation of soot was essentially bounded between
limits. They found that a temperature around 1300
would set the limit on the fuel side, and the conce
tration of OH would set the limit on the air side. Mo
recently, Sunderland et al.[30] found that soot forma
tion in diffusion flames commences at 1250 K. Usi
chemical-kinetics calculations, Violi et al.[31] deter-
mined that the reaction rate of 1-acenaphthyl reac
values comparable to those of 5-acenaphthyl, star
from 1200 K. Based on these reaction rates, they
dicted that molecular growth in combustion syste
begins at 1200 K. For brevity, in the present stu
it was assumed that soot inception occurs at aro
1200 K. Similarly, the size of the soot tracer partic
was set as 20 nm in diameter. This size represent
smallest of the sizes observed by Dobbins et al.[32]
(20–30 nm) and by Blevins et al.[12] (50–100 nm).

The unsteady IDF calculations were continu
from the solution shown inFig. 6b by introducing 20-
nm particles into the flow field. Since soot inception
thought to occur around 1200 K on the fuel side, th
nanometer-size tracer particles are introduced a
the 1200 K contour line. The motion of the particl
at every particle time step (which is set to be 1/10th
the flow time step) is calculated and thermophore
gravitational, drag, and viscous forces[25] acting on
the particles are included. The instantaneous dis
ution of the particles after 120 ms of real-time c
culations is shown inFig. 11 along with the instan-
taneous temperature (left) and benzene-concentra
(right) fields. Particle locations are shown in blac
and the line (1200 K contour) along which these p
ticles were released is shown in white. No partic
were released from the air-side 1200 K line.
Fig. 11. Instantaneous locations of 20-nm-size particles
perimposed on temperature (left) and benzene concentr
(right). Nanometer-size tracer particles were injected fr
1200 K iso-temperature line (white line) on fuel side.

Fig. 11 suggests that particles closely follow t
gas flow. Particles enter the vortex along with
gaseous benzene. This is an important feature
the dynamic flame since the entrained particles h
longer residence times in the vortex and are more
ceptible to coagulation, surface condensation, an
surface growth. This trend may explain the exp
imentally observed large-size soot particles emit
by the IDF. Close-up views of the trajectories of t
particles originating from 3 and 30 mm above t
burner are shown inFig. 12. The residence times a
sociated with these particles are also shown in
figure. Particles originating near the flame base,
at a height(zP0) of 3 mm and at a radial distance(rP0)

of ∼5.2 mm, are traveling between radial locations
2 and 9.2 mm. These particles also remain clos
the core of the vortex as it convects downstream.
the other hand, the particles originating from a lo
tion downstream of the flame tip (zP0 = 30 mm and
rP0 = 1.9 mm) remain in the periphery of the vorte
while also traveling over a radial distance of 6.5 m
Interestingly, particles originating near the flame b
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d 30 mm
Fig. 12. Trajectories and corresponding residence times of particles originating from 1200 K fuel-side at locations 1 an
above the burner.
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reside in the flame longer than those originating
downstream locations. For example, consider a fla
region between 0 and 90 mm. The particles origin
ing from a height of 3 mm reside in this flame zone
∼127 ms, while those originating from a 30-mm l
cation reside only for 75 ms. Taking into account t
27-ms time required for the former particles to rea
the flame height of 30 mm, it should be noted that
former particles spend 25 ms (or 33%) longer in
flame than the latter ones. This difference in reside
time arises from the entrainment characteristics of
buoyancy-induced vortices.

To ensure that the particle entrainment and
resulting increase in particle residence time are
specific to the 1200 K temperature locations c
sen in the flame for soot inception, calculations
also performed using 1000, 1100, and 1300 lo
tions for particle injection. The trajectories of th
particles injected at a height of 3 mm from vario
initial-temperature locations are shown inFig. 13. In-
terestingly, particles injected from 1000, 1100, a
1200 K locations converged to nearly the same p
as they traveled downstream, and those injected f
the 1300 K location deviated significantly. This mea
that particles injected from the 1200 K location fo
low the dividing streamline of the IDF. The dividin
streamline of a jet flame is defined as the strea
line that encompasses the equivalent fluid mass
originated from the central jet[28]. This is an impor-
tant boundary in soot studies since soot particles m
not cross this line (diffusion of soot particles due
Brownian motion is negligibly small)[28].
Fig. 13. Trajectories of particles originating at locations
3 mm above the burner and from several temperature loca-
tions on the fuel side.
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Fig. 14. Local-temperature and local-benzene historie
particles originating from 1200 K fuel-side location at d
ferent heights above burner exit.

The computed trajectories of the tracer partic
are following the flow in the IDF as shown inFigs. 11
and 13, which suggests that the tracer particles ar
deed mimicking soot in the flame. On the other ha
neglecting particle diffusion in the particle-dynami
model may have an effect during the very early sta
of soot formation in which the size of the precurs
particles is small enough. However, the effect of su
Brownian diffusion of the incipient soot particles m
be viewed as a shift in the soot inception location
the soot trajectory studies.Fig. 13suggests that eve
though the particles injected from the 1300 K locat
follow a path that is different from the trajectories
the 1000, 1100, and 1200 K particles, all the pa
cles are entrained by the buoyancy-induced vort
Fig. 15. Local-fuel and local-acetylene histories of pa
cles originating from 1200 K fuel-side location at differe
heights above burner exit.

and consequently their residence times are increa
Therefore, irrespective of the chosen temperature
location) for soot inception, the soot particles w
be entrained by the buoyancy-induced vortices in
IDF.

The thermo-chemical environment that soot pa
cles might encounter in the IDF is shown inFigs. 14
and 15. The local-temperature and local-benze
concentration histories for 1200 K particles origin
ing from different flame heights are plotted inFig. 14.
All of the particles start with a temperature of 1200
however, initially their temperatures decrease rap
initially as they move away from the flame. As th
particles are entrained into the vortex, they are dra
closer to the flame, and their temperatures incre
867
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ifferent
es.
(a)

(b)

Fig. 16. Variations in thermo-chemical environments with residence time of particles injected at 3-mm height from d
temperature locations. (a) Local-temperature and local-benzene histories and (b) local-fuel and local-acetylene histori
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by more than 100 K. This reheating of particles m
lead to a slight degree of carbonization if there w
actual soot particles, which is consistent with the
perimental finding. Note that the particle trajector
in the steady-state flame did not reveal such rehea
of particles[11].

The local benzene concentration encountered
1200 K particle as it is convected downstream in
IDF varies between 40 and 130 ppm (Fig. 14). In g
eral, the changes in benzene-concentration envi
ment follow those of temperature—suggesting t
the so-called soot particles are periodically expo
to higher temperatures and benzene concentratio
they travel downstream in the flame. Interestingly,
peaks in temperature and higher benzene conce
tion associated with the first vortex are shifted
about 4 ms in time, with the former appearing ahe
of the latter. Because of the longer reaction times
sociated with PAH formation, in a significant regio
in the IDF, nonequilibrium chemistry is taking pla
and causing a delay in benzene production with
spect to temperature.

The fuel and acetylene environments encounte
by the 1200 K particles originating from differe
flame heights are shown inFig. 15. The IDF shown
in Fig. 1 is an underventilated (less oxygen) flam
hence, the particles originating at the 1200 K lo
tion encounter a significant amount of fuel through
their journey. Moreover, the fluctuations in the fu
concentration encountered by these particles are m
severe than those in temperature or any other m
species. As the 1200 K particles advect downstre
they encounter less acetylene concentration. Du
the 100-ms time period that the particles are spend
in the flame, they are encountering acetylene con
trations between 2 and 6%.

The presence of similar spikes in temperat
(Fig. 14) for the particles originating from differe
868
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heights indicates that all of the particles formed alo
the 1200 K line are entrained into the vortices a
are subjected to the reheating process. In fact,Fig. 14
further suggests that the particles entrained into
vortices roll inside the vortex and are reheated ag
and again as they advect downstream. This is con
tent with the peaks appearing in the temperature
benzene-concentration distributions shown inFigs. 6
and 7. Therefore, the vortices appearing in the I
not only increase the mixing among the species
also alter the thermal and chemical environment
the entrained species and particles. The latter pro
could lead to additional soot formation, enhanced s
face growth, increased coagulation, and/or partial
bonization of the young soot.

The thermo-chemical environments for the s
particles originating at a height of 3 mm above t
burner and from different temperature locations
shown inFig. 16. As expected from the trajectories
the 1000, 1100, and 1200 K particles (Fig. 13), their
thermo-chemical environments are also converg
with time (or height). However, the typical behavi
of cyclic exposure to higher and lower concentratio
is the same for all of the particles, which suggests
the findings of the present study are not subject to
choice of soot-inception temperature.

5. Conclusions

A time-dependent, axisymmetric, detailed-che
istry CFD model was developed for the simulation
C2H4-air inverse jet-diffusion flames. PAH formatio
was simulated using the 99-species, 1066-react
mechanism of Wang and Frenklach[15]. The CFD
model (UNICORN) was validated by simulatin
a burner-stabilized premixed flame and compar
the results with those from the measurements. B
steady-state and unsteady simulations for the
were performed. Steady-state simulations yielde
laminar flame and predicted that all PAH spec
are produced outside the flame surface on the
side. Unsteady simulations revealed that buoyan
induced vortices establish outside the flame surf
because of the low fuel jet velocity. No artificial pe
turbation was used in these unsteady simulatio
Unlike the case of normal diffusion flames, vortic
in the IDF appeared mainly in the exhaust gases.

The need for capturing the flow oscillations in t
IDF simulations is assessed by comparing the fla
obtained through steady-state simulation and
constructed from several instantaneous flames
tured in the unsteady calculations. While the quic
formed radical and product species are not affec
significantly by the flame oscillations, the generat
of certain slowly formed PAH species is significan
modified. It was found that the advection of these v
tices at 17.2 Hz increased mixing of the species
caused PAH species to be distributed more unifor
in the downstream locations. Trajectories of 20-
particles injected along the fuel-side 1200 K conto
line indicated that soot particles could be cyclica
heated and cooled while being entrained into a
advected by the buoyancy-induced vortices. Th
particles also encounter a time-varying chemical
vironment as they travel downstream. The compu
unsteady flow field may explain the slight maturati
of young soot in the IDF that was observed expe
mentally.
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Measurements of OH mole fraction and
temperature up to 20 kHz by using a
diode-laser-based UV absorption sensor

Terrence R. Meyer, Sukesh Roy, Thomas N. Anderson, Joseph D. Miller,
Viswanath R. Katta, Robert P. Lucht, and James R. Gord

Diode-laser-based sum-frequency generation of ultraviolet (UV) radiation at 313.5 nm was utilized for
high-speed absorption measurements of OH mole fraction and temperature at rates up to 20 kHz. Sensor
performance was characterized over a wide range of operating conditions in a 25.4 mm path-length,
steady, C2H4–air diffusion flame through comparisons with coherent anti-Stokes Raman spectroscopy
(CARS), planar laser-induced fluorescence (PLIF), and a two-dimensional numerical simulation with
detailed chemical kinetics. Experimental uncertainties of 5% and 11% were achieved for measured
temperatures and OH mole fractions, respectively, with standard deviations of �3% at 20 kHz and an
OH detection limit of �1 part per million in a 1 m path length. After validation in a steady flame,
high-speed diode-laser-based measurements of OH mole fraction and temperature were demonstrated for
the first time in the unsteady exhaust of a liquid-fueled, swirl-stabilized combustor. Typical agreement
of � 5% was achieved with CARS temperature measurements at various fuel�air ratios, and sensor
precision was sufficient to capture oscillations of temperature and OH mole fraction for potential use with
multiparameter control strategies in combustors of practical interest. © 2005 Optical Society of America

OCIS codes: 120.1740, 280.2470, 300.1030, 300.6260, 300.6540.

1. Introduction

The hydroxyl radical (OH) is a key species in the
chain-branching reactions for hydrocarbon flames. As
such, knowledge of both OH mole fraction and tem-
perature is important for understanding combustion
chemistry and validating numerical models of com-
bustors in a variety of applications. In addition, OH
has been proven to be a good measure of heat release
in unsteady strain-rate conditions1 and a good
marker of the reaction zone in highly strained diffu-
sion flames.2 Laser-induced fluorescence (LIF) and
absorption spectroscopy are the most commonly used
techniques for quantitative measurements of OH
mole fraction in flames. Both methods have typically

focused on electronic transitions of OH in the ultra-
violet (UV) region of the spectrum where the large
absorption cross section and minimal spectral inter-
ference allow sensitive mole-fraction measurements.
Until recently, frequency-doubled tunable dye-laser
systems were used for these experiments.3 Advances
in laser technology, however, have led to the use of
compact, less-expensive diode-laser-based absorption
systems4 that allow measurements in more practical
and realistic combustion environments.

Although path averaged in nature, such absorption
measurements can, in principle, capture combustor
instabilities and large-scale transients such as igni-
tion and global extinction provided that a high-speed
tunable laser source is available. Until recently, such
sources have only been demonstrated in the near-
infrared wavelength region, allowing high-speed
measurements of combustion species such as CO,
CO2 and H2O.5,6 High-speed time-series measure-
ments of species such as OH in the UV have only been
demonstrated through the use of picosecond time-
resolved laser-induced fluorescence7 (PITLIF). For
operation in more demanding test-cell environments
and to achieve higher detection rates, we have devel-
oped a high-speed UV absorption sensor for OH based
on sum-frequency mixing (SFM) the output of a rap-
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idly tunable distributed-feedback (DFB) diode laser
with the output of a high-power frequency-doubled
Nd:YVO4 laser. As reported in a preceding paper,8 we
maintain the high sensitivity and selectivity in the
UV spectral region with a compact, fiber-coupled,
portable system. The resulting sensor provides quan-
titative, simultaneous measurements of OH mole
fraction and temperature for tracking global instabil-
ities in unsteady flames at rates up to 20 kHz.

In this paper, we first characterize the performance
of the OH sensor in a steady C2H4–air diffusion flame
stabilized over a Hencken burner for a wide range of
temperatures and OH mole fractions, and we
present comparisons with planar laser-induced flu-
orescence (PLIF), coherent anti-Stokes Raman
spectroscopy (CARS), equilibrium calculations, and
a two-dimensional computational fluid dynamics
(CFD) code with detailed chemical kinetics. We dis-
cuss the accuracy of the sensor at moderate to high
detection rates based on these comparisons, and we
assess its precision and sensitivity. OH absorption
data are then acquired for the first time in the
unsteady exhaust of a liquid-fueled, swirl-stabilized
combustor and compared with available CARS data
under the same conditions, thus testing the accu-
racy of the sensor and its ability to track unsteady
phenomena in combustors of practical interest. The
measurement approach presented here brings
diode-laser-based sensor technology one step closer
to enabling combustor-control strategies based on
simultaneous, high-speed detection of multiple pa-
rameters representing flame intermediates and
overall heat release.

2. Diode-Laser-Based OH Absorption System

A. Lasers and Optics

Solid-state laser sources for high-speed OH absorp-
tion spectroscopy in the UV are not, to our knowledge,
commercially available. In the current paper, there-
fore, narrow-linewidth radiation near 313.5 nm was

generated by sum-frequency mixing the output of a
763-nm distributed feedback (DFB) diode laser (Sa-
cher Lasertechnik Group) with the output of a
532-nm diode-pumped, frequency-doubled Nd:YVO4

laser (Coherent, Inc.) in a beta-barium borate
��-BBO� crystal.8 The optical layout, shown schemat-
ically in Fig. 1, is similar to a system first described
by Hanna et al.9 for detection of nitric oxide in flames.
The 763 nm beam was sent through a Faraday iso-
lator (Electro-Optics Technology, Inc.), a half-wave
plate, and a telescope �f � �200 mm and f � 100
mm� before being overlapped with the 532 nm beam.
Both beams were focused into the crystal (Inrad,
Inc.; 5 mm � 7 mm � 6 mm long; 37.4°) with a bo-
rosilicate lens �f � 50 mm�. A fused-silica lens �f
� 50 mm� was used to collimate the generated UV
radiation, which was separated from the fundamen-
tal beams using two mirrors coated for 308 nm. The
UV radiation was split into a reference beam (30%)
that was sent directly to a detector and an absorption
beam (70%) that was coupled into a 2 m long, 0.6 mm
diameter core, fused-silica fiber. Before detection, the
reference beam was directed through a 10 nm full-
width-half-maximum (FWHM) interference filter
centered at 313 nm to block residual fundamental
radiation. The absorption beam was launched across
the flame and through another narrowband interfer-
ence filter before being focused onto a second detec-
tor. To allow measurements of OH along different
paths through the flame, the fiber collimator, inter-
ference filter, lens, and absorption signal detector
were mounted together on a two-axis translation
stage. This provided controlled motion both vertically
along the flame axis (z direction in Fig. 1) and hori-
zontally across the flame width (y direction in Fig. 1)
with 10 �m resolution.

The absorption and reference signal detectors em-
ployed UV-enhanced silicon PIN photodiodes (Ad-
vanced Photonix), each with 20.3 mm2 active area. To
improve the bandwidth of the large-area detectors,
each photodiode was installed in a transimpedance

Fig. 1. Experimental layout of UV absorption sensor for measurements of OH mole fraction and temperature at rates up to 20 kHz.
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amplifier circuit to maintain photovoltaic operation
and to convert the photocurrent into voltage. The
3 dB bandwidth of the detectors was estimated to be
50 kHz. Output voltages from each detector were fil-
tered and amplified with low-pass filter�preamplifi-
ers (Stanford Research Systems) prior to digitization
on a personal computer with a 10 MHz analog input�
output card (National Instruments) and LabVIEW
software.

After alignment of the sensor, we typically ob-
served just under 1 �W of UV radiation on the detec-
tors with pump-laser powers of 10 W and 35 mW for
the 532 nm and 763 nm lasers, respectively. The UV
power was calculated from the signal levels on each
photodiode (without power to the operational ampli-
fiers) and the quoted sensitivity of 0.15 A�W at
310 nm. Accounting for losses in the fiber (93%T),
fiber coupling ��30%T�, and filter (12%T), an esti-
mated 25 �W is generated during the SFM process in
the BBO crystal. The maximum theoretical power for
the mixing process is calculated to be roughly 130 �W
for the input powers stated above and a spot size of
50 �m at the focus.10 The generated power was likely
lower than expected because of differences in the spa-
tial intensity profiles of the 763 nm and 532 nm
beams, but this power was more than sufficient for
making high-resolution, high-speed absorption mea-
surements of OH.

For each experiment, the UV-radiation frequency
was tuned back and forth across the transition by
modulating the DFB laser current. The same com-
puter and analog input�output card were used to
generate a triangle-wave function to modulate the
injection current of the DFB laser and tune across a
single OH absorption line at rates of 2 to 20 kHz.
During scanning, the frequency of the DFB laser was
monitored with an etalon (Burleigh; 2 GHz free spec-
tral range) that was simultaneously recorded along
with the absorption and reference signals. Prior to
each experiment, the center wavelength of the DFB
laser was tuned to 762.96 nm (vacuum) to produce
UV radiation at 313.526 nm �31895.31 cm�1�, which
is in resonance with the P2�10� transition of the (0,0)
band of the A2 ���X2	 electronic transition of OH.

B. Data Collection and Processing

The theory behind absorption spectroscopy is de-
scribed previously,11 and relates the normalized
transmission T
 of radiation of frequency 
 �cm�1�
through an absorbing medium of length L �cm� to the
gas state and the molecular properties through Beer’s
Law:

T
 �
I
I0

� exp���
0

L

k
�x�dx�, (1)

where I0 is the spectral intensity of the incident ra-
diation at x � 0, I is the attenuated spectral intensity
at x � L, and k
�x� is the spectral absorption coeffi-
cient �in cm�1�. Here we assume a homogeneous me-

dium with constant k
 across the absorption path,
such that

T
 �
I
I0

� exp��k
L�. (2)

The spectral absorption coefficient depends on both
the line strength of the particular transition and the
frequency separation between the laser and species
transition through the lineshape function. The line
strength is dependent upon the number density of the
absorbing species as well as the ground-state popu-
lation as determined from the Boltzmann distribu-
tion. For the molecular lineshape, we assume a Voigt
profile to account for both collisional and Doppler
broadening. In the current work, the laser spectral
linewidths are typically over two orders of magnitude
smaller than the width of a Doppler-broadened OH
transition at flame temperatures. Thus, the laser
linewidth can be assumed equal to a delta function,
and the measured spectral intensities I0 and I can be
related directly to theory by Eqs. (1) and (2).

For the absorption measurements, a “scan” refers
to 10–500 cycles of the triangle-wave current func-
tion applied to the DFB laser. The up-ramp or down-
ramp of each cycle represents a laser sweep across
the OH transition, during which the absorption (I)
and reference �I0� photodiode voltages and the etalon
output voltage are recorded simultaneously, as
shown in Fig. 2. The etalon trace was used to convert
the normalized transmission from the time domain
into the frequency domain because the frequency tun-
ing of the DFB laser was not perfectly linear with
time. Background flame emission was recorded with
the UV beam blocked and used for subtraction from
the absorption signal during postprocessing.

The least-squares fit to the experimental absorp-

Fig. 2. Raw signals acquired over four laser sweeps in Hencken
burner at � � 1.0. Flame-off signal is shifted vertically for clarity.
Free spectral range of etalon is 2 GHz.
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tion spectrum, performed using an evolutionary rou-
tine called differential evolution,12 could vary seven
parameters, including mole fraction, gas tempera-
ture, pressure, path length, collision width, frequency
offset, and scale factor. The frequency offset allowed
the entire experimental absorption spectrum to be
shifted in frequency to match the theoretical spec-
trum. The scale factor accounted for slight broadband
absorption or scattering in the flame by scaling the
normalized transmission so that the off-resonant
baseline matched the theoretical baseline.10 To deter-
mine the OH mole fraction and temperature in the
flame, the pressure ��1 atm�, path length, and colli-
sion width were held fixed while the remaining pa-
rameters were allowed to vary in the fitting routine.
The path length was measured using an OH PLIF
system and is discussed further in Subsection 4.B.
For the flames in the current study, the major-species
composition was estimated using an equilibrium
code13 so that the collision width could be determined
using known collision-broadening coefficients and
temperature-broadening exponents for the major
species. In this procedure, also used by Donovan et
al.14 for measurements in a Hencken burner, one
must make an initial estimate of the temperature in
order to calculate the collision width and, in turn,
measure the OH mole fraction and temperature. A
sensitivity analysis performed for an equivalence ra-
tio of � � 1.0 indicated that one can vary the equi-
librium composition and temperature by values
corresponding to � � 0.5 to 1.5 and induce maximum
errors of only 4% in the best-fit OH mole fraction and
6% in the best-fit temperature (see Fig. 3). Successive
iteration of the collision-width calculation was unnec-
essary, therefore, in the current study. Values of
collision-broadening coefficients and temperature ex-
ponents were taken from Rea et al. for N2,15 Rea et al.
for H2O and CO2,16 and Kessler et al. for H2.17 Fol-
lowing Rea et al.,15 we assumed the remaining minor
species and O2 broadened to the same extent as ar-

gon. Uncertainty in the calculated collision widths
was approximately �10%, estimated from uncer-
tainties given in each reference.

3. Combustor Test Articles

A. C2H4–Air Hencken-Burner Diffusion Flame

A Hencken calibration burner was used to produce a
flat, uniform, steady C2H4–air flame for characteriz-
ing sensor performance in a hydrocarbon-fuel envi-
ronment with similar major species equilibrium mole
fractions as found in liquid-fueled combustors. The
Hencken burner (Research Technologies, RD1 � 1)
has a 25.4 mm � 25.4 mm square array of small-
diameter fuel and oxidizer tubes that allow the reac-
tants to rapidly mix above the burner surface. An
inert gas coflow around the edges of the burner im-
proves flame stability and helps to isolate the flame
from room air. Details of the burner can be found in
Woolridge et al.18 or, for a larger burner, in Kulati-
laka et al.19 and Hancock et al.20 With the proper flow
conditions, the Hencken burner produces a nearly
adiabatic flame with near-equilibrium species con-
centrations. The reactant flow rates used in this ex-
periment are shown in Table 1. Tylan mass-flow
controllers (Mykrolis Corporation) were used to reg-
ulate the gas flow rates, and calibration was per-
formed with a DryCal DC-2 (Bios International
Corporation) flowmeter. The accuracies of the flow
controllers in standard liters per minute (SLPM)
are �0.05, �0.2, and �0.12 for C2H4, air, and N2,
respectively, and the accuracy of the calibration is
�1.4%.

B. Liquid-Fueled, Swirl-Stabilized Combustor

After validation in the Hencken burner, the OH sen-
sor was tested in the exhaust of a preheated,
atmospheric-pressure, JP-8-fueled, swirl-stabilized
model gas-turbine combustor. This combustor is uti-
lized for laser-based studies of flame structure and
pollutant formation in the Atmospheric-Pressure
Combustor Research Complex of the Air Force Re-
search Laboratory’s Combustion Branch. After exit-

Fig. 3. Variation of best-fit OH mole fraction and temperature
with collision width for averaged absorption spectrum acquired
15 mm above Hencken burner at � � 1.0. Vertical lines show
range of collision widths for � � 1.0 � 0.5.

Table 1. Equivalence-Ratio Settings and Flow Rates in Standard Liters
per Minute (SLPM) in C2H4–air Hencken-Burner Flame

� C2H4 SLPM Air SLPM N2 Coflow SLPM

0.51 0.40 11.2 7.3
0.62 0.48 11.2 7.3
0.71 0.61 12.2 12.0
0.81 0.69 12.2 12.0
0.91 0.78 12.2 12.0
0.96 0.82 12.2 12.0
1.01 0.86 12.2 12.0
1.06 0.90 12.2 12.0
1.11 0.95 12.2 12.0
1.21 1.03 12.2 12.0
1.30 1.11 12.2 12.0
1.40 1.20 12.2 12.0
1.50 1.28 12.2 12.0
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ing the primary flame zone, the combustion products
are allowed to mix thoroughly along a 48 cm long
flame tube before entering a 32 cm long, 7.6 cm exit-
diameter exhaust nozzle. For this reason, the com-
bustion products have cooled several hundred
degrees K due to radiative, conductive, and
convective heat transfer, although the major species
concentrations are expected to be frozen in a near-
equilibrium condition. This is confirmed by previous
measurements of O2 and CO2 for the same condi-
tions.21 Further details on the design and operation of
the burner are included in Ref. 22.

4. Validation Techniques

A. Numerical Model

A well-validated, time-dependent, axisymmetric CFD
code with detailed chemical kinetics known as UNI-
CORN (Unsteady Ignition and Combustion using Re-
actions)23 is employed for simulation of the Hencken-
burner flames. It solves for the u- and v-momentum
equations, continuity, and the enthalpy- and species-
conservation equations on a staggered-grid system.
The body-force term due to the gravitational field is
included in the axial-momentum equation for simu-
lating vertically mounted flames. A clustered mesh
system is employed to trace large gradients in flow
variables within the flame zone. The detailed
chemical-kinetics model of Wang and Frenklach24 is
incorporated into UNICORN for the investigation
of temperature and species distributions in C2H4
flames. It consists of 99 species and 1066 elementary-
reaction steps.

Thermo-physical properties such as enthalpy, vis-
cosity, thermal conductivity, and binary molecular
diffusion of all the species are calculated from
polynomial-curve fits developed for the temperature
range 300–5000 K. Mixture viscosity and thermal
conductivity are then estimated using the Wilke and
Kee expressions, respectively. Molecular diffusion is
assumed to be of the binary-diffusion type, and dif-
fusion velocities are calculated using Fick’s law and
effective-diffusion coefficients for various species in
the mixture. A simple radiation model based on the
optically thin-media assumption is incorporated into
the energy equation. Only radiation from CH4, CO,
CO2, and H2O is considered in the present study.

The finite-difference forms of the momentum equa-
tions are obtained using an implicit QUICKEST
(quadratic upstream interpolation for convective ki-
nematics with estimated streaming terms) scheme,25

and those of the species and energy equations are
obtained using a hybrid scheme of upwind and cen-
tral differencing. At every time step, the pressure
field is accurately calculated by solving all the pres-
sure Poisson equations simultaneously using the LU
(lower and upper diagonal) matrix-decomposition
technique. The boundary conditions are treated in
the same way as that reported in earlier papers.26

The square geometry of the Hencken burner con-
sists of an inner layer of tubes for reactants and an
outer layer of tubes for nitrogen flow. Within the

inner layer, fuel and air are issued through separate
tubes, which leads to the formation of 171 small dif-
fusion flames. The highly regular pattern of these
flames can be viewed as concentric layers of diffusion
flames. The burner geometry is assumed to be formed
with coannular rings of 0.7 mm fuel and 0.3 mm air
jets arranged alternatively. A total of 9 fuel jets and
10 air jets are required to represent the 25.4 mm
� 25.4 mm wide Hencken burner. The physical do-
main of 70 mm high � 50 mm radius is represented
using a 371 � 301 nonuniform grid system. The com-
putational domain is bounded by the axis of symme-
try and an outflow boundary in the radial direction
and by the inflow and another outflow boundary in
the axial direction. Flat velocity profiles are imposed
at the fuel and air inflow boundaries, while an ex-
trapolation procedure with weighted zero- and first-
order terms is used to estimate the flow variables at
the outflow boundary.26

The simulations presented here are performed on
an AMD Opteron 1.4-GHz personal computer with
2.0 GBytes of memory. Typical execution time was
�70 s per time step, and steady-state flames were
usually obtained in about 10000 time steps.

B. OH PLIF

The array of small, lifted diffusion flames and subse-
quent flow structure above the Hencken burner are
shown clearly in the OH PLIF images of Fig. 4, which
were obtained with a different laser system than that
used for OH absorption. The PLIF system utilized the
pulsed output of a frequency-doubled, Nd:YAG-
pumped dye laser for excitation of the Q1�9� transi-
tion in the (1,0) band of the OH A2��–X2	 system,
followed by detection of the (1,1) and (0,0) bands.22

Relatively uniform conditions are achieved within
2 to 5 mm above the burner surface. As the distance
from the burner surface increases, a mixing layer or
thin diffusion flame can develop along the interface
with the N2 coflow and ambient air. These images and
corresponding line plots (e.g., Fig. 5) are intended to
enable direct measurements of the OH absorption
path length, provide information on the ideal loca-

Fig. 4. Sample OH PLIF images acquired at � � 0.71, 1.0, 1.5
for determining path length in Hencken burner.
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tions and conditions for validation studies, and help
track qualitative trends in OH mole fraction for com-
parison with absorption measurements.

The OH PLIF system was used to determine the
path lengths for all Hencken-burner conditions
shown in Table 1 and for all burner locations in which
absorption data were collected. In the linear LIF re-
gime, the OH fluorescence signal is proportional to
the number density of OH and the fluorescence quan-
tum efficiency. Assuming the temperature and
major-species mole fractions, and hence the fluores-
cence quantum efficiency, are relatively constant
across the flame, then the OH PLIF signal gives the
relative OH number-density profile. The effective
path length was found from

Leff �

�nOH�x�dx

nOH,peak
, (3)

where the number-density profile, nOH�x�, and the
peak relative OH number density, nOH,peak, were ob-
tained from 200-shot-average OH-PLIF signals. This
effective path-length formulation was used to fit all
theoretical and experimental absorption spectra in
the current work, and the reported OH mole fractions
represent the peak values in the central core region of
the flame.

Due to the complex nature of the mixing layer, no
corrections for spatial variations in OH PLIF quench-
ing, fluorescence trapping, or laser-sheet attenuation
were implemented for the path-length measure-
ments. We stress, therefore, that these data are most
accurate near the surface of the burner where the
flame has a nearly top-hat profile and the path length
is dominated by the relatively uniform core region of
the flame. In this region, the sudden drop in temper-
ature near the coflow fluid leads not only to a sudden

drop in OH mole fraction, as illustrated in Fig. 6, but
also to a sharp drop in the Boltzmann fraction for
both the OH PLIF and absorption rotational transi-
tions. Indeed, a comparison of OH PLIF line plots
with data from the two-dimensional numerical sim-
ulation described in Subsection 4.A (see Fig. 5) indi-
cates that this approach is accurate to within 5% near
the burner surface and to within 10% further down-
stream.

Finally, OH PLIF measurements are useful not
only for path-length measurements but also for direct
comparison with absorption data. Data along the rel-
atively uniform centerline region of the Hencken
burner avoid a number of spectroscopic ambiguities
in the mixing layer and allow relatively straightfor-
ward corrections assuming equilibrium conditions.
These corrections include adjustments of up to 4% for
laser-sheet attenuation in the (1,0) band and up to 9%
for fluorescence trapping by the (0,0) and (1,1) detec-
tion bands as determined from Beer’s Law and data
collected at various flame locations. The PLIF signal
was also corrected for spatial laser-sheet intensity
variations up to 32%, Boltzmann fraction dependence
up to 5%, and varying quenching rates up to 5%. The
averaged PLIF data were scaled by a single factor for
all equivalence ratios and measurement locations to
enable direct, qualitative comparisons with OH ab-
sorption data, thereby adjusting for the fixed detec-
tion efficiency of the imaging system.

C. CARS Measurements

CARS has been widely used for absolute measure-
ments of temperature and species concentrations in
both laboratory flames and combustors of practical
interest.27,28 CARS temperature data were collected
in the Hencken burner as well as in the exhaust of the
liquid-fueled combustor for the same conditions as
the current study. The optical setup is described in
Ref. 21 and allows for simultaneous detection of
O2 and CO2. The CARS system is utilized for valida-

Fig. 5. Horizontal OH profiles at 10 mm and 20 mm above
Hencken burner obtained from PLIF images and CFD code with
detailed kinetics at � � 0.91.

Fig. 6. Effect of temperature on Boltzmann fraction for J � 9.5
rotational level of OH and on equilibrium mole fraction of OH for
C2H4–air combustion at � � 0.91.
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tion of temperature measurements in the current
work as well as for confirmation that a state of equi-
librium exists for the major species in the exhaust of
the liquid-fueled combustor. The latter is particularly
important in the liquid-fueled combustor because it is
highly nonadiabatic and, unlike the Hencken burner,
the temperature is far from equilibrium. Knowledge
of the major species concentrations also allows accu-
rate determination of the collision width for OH ab-
sorption spectroscopy.

5. Experimental Results

A. Effect of Scan Rate

Representative absorption spectra of OH in the
steady Hencken-burner flame acquired at 2 kHz and
averaged over 38 laser sweeps are shown in Fig. 7(a)
and compared with 20 kHz single-sweep data in Fig.
7(b). The experimental absorption lineshapes for high
and low � in Fig. 7(a) are in close agreement with the
theoretical lineshapes. A residual (experiment minus
theory) of less than 0.5% of the peak signal is illus-
trated in the bottom panel of Fig. 7(a) for � of 1.1. The
“gull-wing” shape of the residual is typical for fits of
the Voigt profile to OH absorption spectra, since the
Voigt profile does not account for slight collisional
narrowing effects. To account for these motional-
narrowing effects, a more complex lineshape such as
the Galatry profile may be used.29 However, this
characteristic residual demonstrates that we have
completely resolved the OH absorption lineshape
with the sensor at these acquisition rates.

At the highest acquisition rate of 20 kHz in Fig.
7(b), we encountered some distortion of the experi-
mental absorption lineshapes due to the 100 kHz cut-
off frequency of the electronic low-pass filter. This
filter, which was required to reduce noise from elec-
tromagnetic interference in the photodiode circuits,
introduced artificial broadening into the absorption
lineshape. A Gaussian instrument function with a
0.127 cm�1 FWHM was convolved with the theoreti-
cal spectrum and successfully accounted for this ar-
tificial broadening. The exact width of the instrument
function was determined by comparing filtered spec-
tra with averaged unfiltered spectra. Several consec-
utive 20-kHz, single-laser-sweep absorption spectra
are shown in Fig. 7(b) along with a broadened Voigt
fit to the data.

The noise seen in the residual in Fig. 7(b) is low,
typically less than 1%, but the “gull-wing” shape is
not present due to the distortion from the filter. How-
ever, the OH mole fractions and temperatures mea-
sured at � 50 Hz (2 kHz averaged over 38 laser
sweeps) agreed to within 28 parts per million (ppm)
and 1 K, respectively, of the results from the mea-
surements at 20 kHz.8 For the averaged 2 kHz mea-
surements, the root-mean-square (RMS) standard
deviation of the noise in the off-resonant baseline was
� 0.6%. Similar noise levels were observed in the
single-laser-sweep measurements recorded at
20 kHz since the electronic filter provided roughly
the same amount of noise reduction as the averaging.

This corresponds to a detection limit of �1 ppm in a
meter of path length for gas temperatures near
2400 K and assuming a signal-to-noise ratio of unity.

All data presented in this paper were collected in
the acquisition range of 50 Hz to 20 kHz, which is
two to five orders of magnitude higher than previous
UV sensors4,9 and enables measurements in un-
steady or high-speed flows. The time series data in
Fig. 8, also acquired in the Hencken burner, were
used to evaluate the repeatability and precision of the
OH sensor at moderate to high scan rates. If one
assumes that the flame is perfectly steady, then the
data in Fig. 8 provide an upper limit on random noise
in the measurement system. At 2 kHz (single sweep),
the RMS values of the temperature and OH mole-

Fig. 7. (a) Voigt fit to 2 kHz 38-sweep-average OH absorption
spectra acquired in Hencken burner at � � 0.51 and 1.1; (b)
artificially broadened Voigt fit �0.127 cm�1 Gaussian instrument
function) to 20 kHz single-sweep OH absorption spectra acquired
in Hencken burner at � � 1.0. Residual in (a) is for � � 1.1.
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fraction measurements are 0.7% and 1.4%, respec-
tively. At 20 kHz (single sweep), the RMS values are
2.3% and 2.8%, respectively. When combined with a
sensitivity study assuming uncertainties of �10%,
�5 Torr, and �10% in the path length, pressure, and
collision width, respectively, these values lead to com-
bined uncertainties of approximately � 5% in temper-
ature and �11% in OH mole fraction for both low and
high scan rates. In the following discussion, the ab-
solute accuracy of the OH absorption system for a
variety of conditions are explored further in a steady
Hencken-burner flame and in the unsteady exhaust
of a liquid-fueled combustor.

B. Steady C2H4–Air Diffusion Flame

The steady C2H4–air diffusion flame stabilized above
the Hencken burner is used in the current work to
validate measurements of OH mole fraction and tem-
perature in regions of the flow that are relatively well
characterized. Data are acquired at 2 kHz and aver-
aged over 38 laser sweeps. As shown previously in
Fig. 5, the assumption of a nearly top-hat profile is
valid only several millimeters above the burner sur-
face. The relatively slow flow rates required to stabi-
lize the C2H4–air flame lead to increased growth of

the mixing layer between the flame and coflow fluid,
and an outer diffusion flame develops for rich condi-
tions higher in the flame. Thus, validation measure-
ments are best performed within 5 to 10 mm of the
burner surface. Absorption measurements across
wider mixing layers higher in the flow may still be
accurate, according to Ouyang and Varghese,30 if the
line strength decreases rapidly with temperature.
For the P2�10� line studied here, the population of the
J � 9.5 rotational level drops off relatively quickly
with temperature, as shown previously in Fig. 6. In
addition, the OH mole fraction is a strong function of
temperature and may significantly reduce the contri-
bution from the low-temperature mixing zone. Thus,
data above the 10 mm location are presented to fur-
ther evaluate the capabilities of the OH sensor, but
these data must be interpreted carefully.

Measurements of temperature and OH mole frac-
tion using the diode-laser-based sensor along the cen-
terline of the Hencken burner are presented for �
� 0.91 in Fig. 9. Note that the two-dimensional CFD
code with detailed chemical kinetics predicts that the
flame reaches the equilibrium temperature of 2300 K
in less than 2 mm. Beyond 10 mm, the numerical
data indicate that the temperature begins to decline
due to radiation heat losses from gaseous combustion
products. The diode-laser-based measurements peak
close to the burner surface and are consistently
�60 K below the numerical predictions after account-
ing for radiative heat losses from gaseous species.
This consistent temperature deficit may be due to
several factors, including additional radiative heat
loss from heavy hydrocarbons or soot, conductive
heat loss to the burner surface,31 mixing-layer effects,
and uncertainties in spectroscopic parameters. Only
the latter two factors are of concern for characterizing
sensor performance, and they are clearly not very
significant since the measured temperatures are

Fig. 8. Time series of OH mole fraction and temperature 15 mm
above Hencken burner acquired for � � 1 at (a) 2 kHz and (b)
20 kHz.

Fig. 9. Variation of centerline temperature and OH mole fraction
with vertical height in Hencken burner at � � 0.91 obtained from
OH absorption sensor and CFD code with detailed kinetics. OH
absorption data acquired at 2 kHz (38-sweep average).

6736 APPLIED OPTICS � Vol. 44, No. 31 � 1 November 2005

878



within 3% of the numerical predictions from
5 to 40 mm above the burner.

One may conclude from Fig. 9 that additional heat
losses to the burner also do not significantly affect the
measured temperature. These heat losses, however,
do have a dramatic effect on radicals such as OH. The
measured OH mole fractions in Fig. 9 are compared,
therefore, with data from two numerical simulations:
one that assumes there are no heat losses of any kind,
and one that corrects the OH mole fraction by assum-
ing that the measured temperatures are accurate. As
shown in Fig. 9, the measured OH mole fractions
closely track the numerical simulations only when
corrected using the measured temperatures. Such a
dramatic drop in OH mole fraction is unlikely to stem
from large errors in spectroscopic parameters or from
the growth of a mixing layer since the effective path
length is measured directly with OH PLIF. It is rea-
sonable to conclude, therefore, that the measured
temperatures and OH mole fractions are affected by
slight heat losses that are not accounted for in the
numerical simulation. With regard to sensor valida-
tion, we note that measurements from 5 to 10 mm
above the burner agree with both the adiabatic and
corrected numerical predictions to within the exper-
imental uncertainties of �5% in temperature and
�11% in mole fraction.

To further evaluate the accuracy and limitations of
the current OH sensor, data were collected in the
Hencken burner at equivalence ratios ranging from
0.5 to 1.5 for heights of 5, 10 and 20 mm above the
burner. Within this range, absorption data are ac-
quired for mole fractions below the detection limit to
a peak of over 6000 ppm. As shown in Fig. 10, the
measured temperatures agree with equilibrium pre-
dictions to within �5% for nearly the entire range of
equivalence ratios and at all three burner locations.
Previous CARS measurements in H2–air flames sta-
bilized over a Hencken burner have also shown suc-
cessful comparisons with equilibrium predictions.20

The two least accurate temperature data points in
Fig. 10 are recorded for lean conditions at the 20 mm
location, where the OH absorption sensor predicts
temperatures that are 300 K below equilibrium. To
ensure that this deviation from equilibrium is not due
to the entrainment of low-temperature coflow fluid,
we performed targeted CARS temperature measure-
ments specifically at these conditions, as shown in
Figs. 10(b) and 10(c). The CARS temperatures are
60 to 70 K below equilibrium, as expected. This rep-
resents an apparent limitation to the accuracy of the
OH sensor and can be attributed either to the growth
of a mixing layer or, perhaps more likely, to the fact
that the OH mole fractions for these conditions are
near the detection limit of the sensor.

Comparisons between measured OH mole fractions
and scaled OH PLIF data along the centerline, as
shown in Fig. 10, show agreement to within experi-
mental uncertainty for nearly all equivalence ratios
at 5, 10, and 20 mm above the burner; both mea-
surement techniques show deviations from equilib-
rium predictions at all three locations. At 5 mm, OH

Fig. 10. Variation of temperature and OH mole fraction with
equivalence ratio in Hencken burner for heights of (a) 5 mm, (b)
10 mm, and (c) 20 mm. OH absorption data acquired at 2 kHz
(38-sweep average).
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mole fractions are above equilibrium for all � due to
the close proximity to the burner (see Fig. 9). At
10 mm, OH mole fractions approach equilibrium lev-
els on the lean side but are still above equilibrium on
the rich side. This phenomenon is expected because
unburned fuel and radical generation persist for
longer periods of time under rich conditions.

One should bear in mind that the two techniques
used to measure OH mole fraction are artificially
coupled for two reasons. First, all OH PLIF data were
adjusted to match the OH absorption data using a
single scaling factor. Thus, agreement between the
techniques indicates qualitative trends with respect
to flame location and equivalence ratio. Second, the
path length for OH absorption was determined di-
rectly from OH PLIF data. To evaluate the signifi-
cance of this second mechanism, we note that the
path length at 5 mm is nearly constant for lean con-
ditions (see Fig. 4), though the OH mole fraction
changes dramatically (see Fig. 10). Thus, agreement
with OH PLIF data collected at various � and heights
along the centerline indicates that the accuracy of the
OH absorption measurement is not severely affected
by the growth of a mixing layer higher in the flame.

C. Exhaust of a Liquid-Fueled, Swirl-Stabilized
Combustor

Data acquired in the steady C2H4–air diffusion flame
at rates up to 20 kHz indicate that the sensor can
accurately measure the same temperatures and OH
mole fractions as averaged data, and it can record
temperatures and OH mole fractions with standard
deviations of �3%. Here, the sensor is tested in the
exhaust stream of an unsteady, JP-8 fueled, swirl-
stabilized combustor far enough downstream of the
primary flame zone ��80 cm� that the main products
of combustion can be assumed to exist in equilibrium.
Previous time-averaged CARS measurements of O2
and CO2 mole fraction in this combustor verify this to
be the case to within 5% from � � 0.5 to 1.0.21 Thus,
the collision widths used for fitting OH absorption
spectra assume major-species mole fractions from
equilibrium predictions of JP-8–air combustion.13,21

The temperature used in the collision-width calcula-
tion was obtained from previous CARS data,21 and
the uncertainty due to the fluctuating component of
temperature and major-species composition is ex-
pected to be minimal based on the sensitivity analysis
of Fig. 3.

All measurements in the exhaust stream of the
swirl-stabilized combustor were performed 10 mm
downstream of the exhaust nozzle. The path length
for OH absorption was estimated to be 7.6 cm based
on the exit diameter of the nozzle. The 10% to 90%
mixing-layer width along the outer region of the ex-
haust flow was determined to be of the order of 0.5 cm
using previous CARS temperature, CO2, and O2 data
across the exhaust flow. In relative terms, this is less
than the mixing-layer width in the 2.54 cm wide
Hencken burner and should not significantly degrade
the accuracy of the measurement. The collision
widths calculated based on the equilibrium composi-

tion for C2H4–air and JP-8–air combustion agree to
within �1% due to the similar H:C ratio of these fuels.
Thus, the uncertainties of �5% in temperature and
�11% in OH mole fraction reported in Subsection 5.A
also apply in the exhaust flow of the liquid-fueled
combustor.

Diode-laser-based absorption time series of tem-
perature and OH mole fraction at 10 kHz were col-
lected in the exhaust stream at � � 1.0, as shown in
Fig. 11. The time-averaged temperature from this
measurement was computed to be 1730 K with an
RMS of 6.2%. This mean temperature is within 3.4%
of the mean CARS measurement of 1790 K for the
same condition.28 The time-averaged OH mole frac-
tion was computed to be 500 ppm with an RMS of
21.7%. Strong periodicity in the time-series data ap-
pears as a source of increased RMS in both the tem-
perature and OH mole fraction data shown in Fig. 11.
The values of 6.2% and 21.7% are in stark contrast to
the RMS values of �3% for the steady Hencken
burner flame, and they indicate that the precision of
the sensor is sufficient to capture combustion insta-
bilities in the exhaust stream and, perhaps, in the
primary flame zone of liquid-fueled combustors of
practical interest.

Temperature measurements in the liquid-fueled
combustor using the OH absorption sensor are
compared with previous CARS temperature data in
Fig. 12 for � � 0.5 to 1.1.21 General agreement is
achieved between the two measurement techniques,
with both showing temperatures that are �20% be-
low equilibrium due to significant radiative, convec-
tive, and conductive heat losses. The OH mole
fraction data, shown in Fig. 12, indicate that in-
creased error in temperature measurements from the
OH absorption sensor occurs for data points under
lean conditions that are near the detection limit of the
sensor. Data for absolute validation of the OH mole

Fig. 11. Time series of temperature and OH mole fraction ac-
quired at 10 kHz (single sweep) in exhaust stream of swirl-
stabilized liquid-fueled combustor at � � 1.0.
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fraction measurements in the exhaust stream of this
combustor are not currently available. According to
equilibrium theory, the OH mole fractions in the ex-
haust should drop by over an order of magnitude
based on the measured CARS temperatures.13 This
overpredicts the actual drop seen in the OH-
absorption data, possibly because equilibrium theory
does not capture the effect of ambient air reacting
with unburned heavy hydrocarbons in the exhaust
flow. Further study beyond the scope of this work is
required to fully understand this phenomenon.

6. Conclusions

A compact, high-speed sensor has been developed for
measurements of OH mole fraction and temperature
in flames using UV absorption spectroscopy of the
P2�10� line in the (0,0) band of the A2��–X2	 elec-
tronic transition of OH. Approximately 25 �W of rap-
idly tunable, narrow-linewidth radiation near 313.5
nm was generated by sum-frequency mixing the out-
put of a 763 nm DFB diode laser with the output of a
high-power 532 nm Nd:YVO4 laser in a BBO crystal.

Time-series data acquired at 20 kHz in a steady
Hencken burner flame were used to quantify repeat-
ability in the measurements, with an RMS of 2.3% in
temperature and 2.8% in OH mole fraction. The
20 kHz detection limit of � 1 ppm for a 1 m path
length and 2400 K gas temperature, determined from
residual noise in the line-fitting process, represents
an improvement over previous slow-scan solid-state
OH sensors used for combustion applications.32 Un-
certainties in the temperature and OH mole-fraction
measurements were estimated to be �5% and �11%,
respectively, with the latter occurring primarily due
to path-length uncertainty.

A detailed investigation of OH in C2H4–air flames
stabilized over a Hencken burner was performed to
characterize sensor performance for a wide range of
conditions, and comparisons were made with a two-

dimensional numerical simulation, equilibrium cal-
culations, CARS measurements, and OH PLIF data.
Temperature and OH mole fraction were measured
along the centerline of the burner for heights of
5 to 40 mm and for equivalence ratios ranging from
� � 0.5 to 1.5. Measured temperatures and OH mole
fractions were validated near the surface of the
burner where the flame is most uniform. The OH
absorption system was also shown to be a potentially
robust sensor in the presence of mild mixing regions
due to the rapid decrease of OH mole fraction and line
strength with decreasing temperature.

Measurements were also performed in the exhaust
of a liquid-fueled combustor and successfully com-
pared with CARS temperature data. Time-series
data in the exhaust illustrated that the precision of
the measurement system is sufficient to capture
high-frequency oscillations in temperature and OH
mole fraction. These experiments represent the first
demonstration of simultaneous, time-dependent,
quantitative measurements of OH mole fraction and
temperature to capture global instabilities in un-
steady flames of practical interest at rates up to
20 kHz.
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Abstract:  Laser-induced incandescence (LII), OH planar laser-induced fluorescence (PLIF), and 
laser Mie scattering are used to track soot volume fraction, flame products, and droplet scattering 
for studies of alternative fuel blends in a swirl-stabilized gas-turbine combustor. 

OCIS codes: (000.2170) Equipment and Techniques; (120.1740) Combustion Diagnostics  
 
 
1. Introduction 
 
A study to characterize the production of particulate-matter (PM) emissions is performed in a liquid-fueled model 
gas-turbine combustor while varying fuel blends and operating conditions. Laser-induced incandescence (LII), OH 
planar laser-induced fluorescence (PLIF), and laser Mie scattering are used to track soot volume fraction, measure 
flame products, and visualize droplet scattering in the reaction zone, respectively. Studies are performed on varying 
fuel blends comprised of kerosene-based jet fuel and synthetic fuel in varying concentrations over a range of 
equivalence ratios.  Consistent with results of previous studies, fuels containing aromatics, which have been shown 
to promote PM production, produce higher quantities of soot than straight-chain hydrocarbons. Laser-based 
measurements show a significant correlation among physical flame structure, fuel type, and particle number density. 
 

2. Experimental Setup 
 
Experiments were conducted in an atmospheric pressure swirl-stabilized combustor located in the Atmospheric-
Pressure Combustor-Research Complex of the Air Force Research Laboratory’s Propulsion Directorate.1 The 
combustor consists primarily of a fuel injector, a square cross-sectional flame tube (combustion section), and an 
exhaust nozzle (Fig.1).  The injector configuration is a generic swirl-cup liquid-fuel injector consisting of a 
commercial pressure-swirl atomizer. The 4-cm exit diameter fuel injector is centrally located in the 15.25-cm × 
15.25-cm cross-sectional dome.  Most of the air to the combustor enters through the swirl-cup injector, while a small 
percentage enters through aspiration holes along the dome wall. The combustion products from the primary flame 
zone are allowed to mix thoroughly along the 48-cm-long flame tube before entering a 43-cm-long exhaust nozzle. 
The combustor is optically accessible for in-situ laser-based diagnostics via 75-mm-wide quartz windows along the 
top and sides.   

 

 Flame Tube 

Exhaust 
Nozzle 

Fuel Injector 

Fig. 1. Swirl-cup fuel injector (left) and atmospheric-pressure research combustor (right). 
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The combustor overall equivalence ratio was varied from Ф = 0.60 to 1.10 by changing the pressure drop across 
the fuel injector from about 1.5 to 10 atm, resulting in fuel mass-flow rates of 1.0 to 2.2 g/s, respectively. The fuel 
flow rate was measured using a Max Machinery positive-displacement flow meter, and the air flow rate was 
measured with a sonic nozzle. The inlet air was heated to 450 K with a constant flow of approximately 0.028 kg/s 
throughout the study.  The air pressure drop across the combustor dome was approximately 5.0% of the main 
supply. 
 Effects of alternative fuel blends on the concentration of hydroxyl radicals, fuel droplets, and soot particles in 
the combustor reaction zone were assessed using PLIF, Mie scattering, and LII, respectively. The PLIF/Mie 
scattering system consisted of a frequency-doubled, Q-switched Nd:YAG laser with 50% of the laser energy used to 
pump a dye laser tuned to the Q1(9) transition of the (1,0) band in the A-X system at 283.922 nm (in air).  A 1.5-m-
focal-length spherical plano-convex lens and a 75-mm-focal-length plano-concave lens were used to form a 330-μm 
full-thickness-half-max (FTHM) laser sheet that entered the combustor through the top window. Two 1-mm WG-
295 (CVI Laser) filters were used to reduce scattering from droplets, and a UG11 (Schott Glass) color filter was 
used to eliminate flame emission, scattering from the LII laser, and fluorescence from polycyclic aromatic 
hydrocarbon (PAH) species. After eliminating these interferences, Mie scattering and OH PLIF were collected 
simultaneously using a 105-mm-focal length f/4.5 UV lens and an intensified CCD camera (Roper Scientific) with 
an intensifier gate width of 20 ns. The peak droplet-scattering signal intensity (after filtering) was over an order of 
magnitude higher than for LIF and could be distinguished using intensity scaling and by its spatial characteristics 
(see Fig. 2). 
 The 700-µm FTHM laser sheet for planar LII used 50% of the energy from the Nd:YAG laser and was formed 
using a 2-m plano-convex spherical lens and a 50-mm plano-concave cylindrical lens. The LII signal was detected 
using a second intensified CCD camera (Roper Scientific) and a f/1.2, 58-mm focal length glass lens.  The PLIF and 
LII cameras were synchronized using an external delay generator driven by the advanced Q-switch TTL output of 
the Nd:YAG laser.  
 

 
 

Fig. 2. Simultaneous imaging of OH PLIF, Mie scattering, and LII. 
  

  
 The alternative fuel blend consisted of JP-8 mixed with varying levels of a synthetic jet fuel. JP-8 is petroleum-
based commercial Jet A-1 with a military additive package.2

 

 The synthetic jet fuel is a natural-gas-derived fuel 
produced by Syntroleum Corporation.  In the natural-gas-to-jet-fuel conversion, the natural gas reacts with air in a 
proprietary auto-thermal reformer reactor to produce synthesis gas (syngas--carbon monoxide and hydrogen).  The 
synthesis gas is then converted into synthetic crude via the Fischer-Tropsch process. Finally, the synthetic crude is 
processed to obtain the desired final product (e.g., jet or diesel fuel).  The paraffinic feedstock used in this study 
provided physical properties consistent with those required to meet the specification of a JP-8.  JP-8 is composed of 
numerous hydrocarbons with normal paraffins being the primary species. JP-8 also contains lower concentrations of 
cyclic paraffins, olefins, and aromatics.  Similar to JP-8, the synjet fuel is also composed largely of paraffinic 
compounds, but it is mainly comprised of branched paraffins. Synjet fuel possesses a higher energy per mass 
content, thus offsetting its lower density.  

 3. Results and Discussion 
 
In-situ PLIF, Mie-scattering, and LII images at Ф = 1.10 for the combustor operating with JP-8 are compared with 
images for 100% synjet concentration in Fig. 3. For this equivalence ratio, the flame is located about one injector 

Blue Path:  
OH PLIF/Mie 
Scattering 

Green Path:  
Soot LII 
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diameter downstream where the fuel and air have had sufficient time to mix and fall within the combustible limit. 
Although these results are preliminary, the differences in combustion characteristics between JP-8 and the synjet 
fuel are evident in the flame zone just beyond the fuel injector.  At this equivalence ratio for JP-8, the fuel scattering 
from liquid (unvaporized) droplets dominates the image and overwhelms the OH PLIF signal, clearly mapping the 
spray angle of the swirl injector. This is in contrast with the image for the synjet fuel, which shows little or no 
droplet scattering even though the signal in the image has been scaled up by a factor of ten. Due to the low amount 
of fuel scattering for the synjet fuel, it is possible to detect OH PLIF just downstream of the fuel-rich mixing zone. 
Based on these images, it is clear that JP-8 vaporizes much more slowly than the synthetic fuel. This is expected to 
contribute to higher soot production and unburned hydrocarbons for JP-8 than for the synjet fuel. The higher soot 
production with JP-8 is evident in the right-hand images of Fig. 3, which show soot volume fraction recorded using 
LII.  For JP-8, localized regions of soot formation are clearly visible, while soot is nearly undetectable for the synjet 
fuel even though the signal has been scaled by a factor of ten. Therefore, it appears based on these images that the 
higher soot emissions with JP-8 relative to the synjet fuel may result not only from higher aromatics in JP-8 but may 
also be influenced to some degree by physical characteristics that affect fuel atomization and vaporization near the 
injector.  The difference in vaporization characteristics between the two fuels was unanticipated considering that the 
physical properties (e.g., viscosity, density, surface tension, and vapor pressure) of both fuels are fairly similar. 
Lower vapor pressure of the higher molecular weight species in JP-8 may have contributed to the differences in fuel 
spray characteristics. Further investigations to explain these findings are warranted.  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Fig. 3.  Images of OH PLIF and Mie scattering (left) and soot volume fraction from LII (right) for JP-8 and synjet fuels at an equivalence ratio of 
1.10. The signal levels in the images for the synjet fuel are scaled by a factor of ten (after background subtraction) as compared with that of JP-8. 

 
4. Summary and Future Work 
 
It is evident that these non-intrusive diagnostics provide insight into the two-phase combustion phenomena of swirl-
stabilized flames, thus leading to increased understanding of the influence of alternative fuels on PM emissions. 
Significant reductions (18-99%) in combustor PM emissions were observed with the synjet and synjet/JP-8 blends 
relative to operation with JP-8. These reductions varied directly with the concentration of synjet in JP-8 and were 
more pronounced at higher equivalence ratios. Analysis to assess the correlation between the in-situ (laser-based) 
and extractive (probe) measurements for these blends will be reported in a future publication.    
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Coherent structures and turbulent molecular
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Quantitative planar visualization of molecular mixing dynamics in large- and
intermediate-scale coherent structures is reported for the first time in the developing
and far-field regions of gaseous planar shear layers. A dual-tracer (nitric oxide and
acetone) planar laser-induced fluorescence (PLIF) technique is implemented as the
gaseous analogue to acid/base chemical reactions that have previously been used to
study molecular mixing in liquid shear layers. Data on low-speed, high-speed, and
total molecularly mixed fluid fractions are collected for low- to high-speed velocity
ratios from 0.25 to 0.44 and Reynolds numbers, Reδ , from 18 600 to 103 000. Within
this range of conditions, mixed-fluid probability density functions and ensemble-
averaged statistics are highly influenced by the homogenizing effect of large-scale
Kelvin–Helmholtz rollers and the competing action of intermediate-scale secondary
instabilities. Small-scale turbulence leads to near-unity mixing efficiencies and mixed-
fluid probabilities within the shear layer, with subresolution stirring being detected
primarily along the interface with free-stream fluid. Current molecular-mixing data
compare favourably with previous time-averaged probe-based measurements while
providing new insight on the effects of coherent structures, velocity ratio, downstream
distance, and differences between low- and high-speed fluid entrainment.

1. Introduction
Because of their simplicity, planar free shear layers are often used in numerical and

experimental studies to represent the mixing process in fundamental flow fields found
in many practical engineering applications. One of the most influential discoveries
in this field involved the detection of a sudden increase in mixed-fluid quantities
caused by the onset of small-scale turbulence within large-scale coherent motions
(Konrad 1976). Subsequent experimental and numerical investigations have helped to
decipher the complex nonlinear interactions that lead to this transition (Hussain &
Zaman 1980; Huang & Ho 1990; Moser & Rogers 1991; Slessor, Bond & Dimotakis
1998; Dimotakis 2000; Meyer, Dutton & Lucht 2001). In the far-field self-similar
region downstream of the mixing transition, the cascade to smaller turbulent length
scales continues, and the concept of isotropic turbulence studied by Kolmogorov
(1941) and Batchelor (1953) becomes relevant. This region is of fundamental interest
to the turbulence modelling community and theoreticians because it sheds light

† Present address: Innovative Scientific Solutions, Inc., 2766 Indian Ripple Road, Dayton, OH
45440-3638, USA.

‡ Present address: University of Texas at Arlington, Box 19018, Arlington, TX 76019-0018, USA.
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on the elusive properties of fully developed turbulence. Studies at high Reynolds
number (Reδ > 30 000), for example, show evidence of mild to strong mixture-fraction
inhomogeneities in the far-field region (Clemens & Mungal 1995; Karasso & Mungal
1996; King, Dutton & Lucht 1999). It is not clear how such mixing states are achieved,
however, and the ambiguity is exacerbated by differences in experimental results.

The possible reasons for such disagreement are many, including Schmidt number
differences between gases and liquids, planar versus axisymmetric shear-layer
configurations, intrusive versus non-intrusive measurement techniques, time-averaged
versus instantaneous experimental approaches, and differences in the spatial resolution
of the measurements. Because of difficulties in resolving the smallest mixing scales,
a number of investigations in gaseous and liquid flows have used chemical reactions
to discern the true state of shear-layer molecular mixing. Numerous studies have
used so-called acid/base visualizations to obtain comprehensive two-dimensional
non-intrusive measurements of molecular mixing in turbulent liquid shear layers
(Breidenthal 1981; Koochesfahani & Dimotakis 1986; Broadwell & Mungal 1988;
Karasso & Mungal 1996). Owing to large differences in Schmidt number, Sc, results
from these studies in liquids are not directly transferable to the case of gaseous
shear-layer mixing. Previous studies in the latter regime are fewer in number and
have relied on cold-wire measurements of low heat release reactions (Batt 1977;
Mungal & Dimotakis 1984; Frieler 1992). The obvious disadvantages of this technique
are the reliance on intrusive physical point probes and the inability to provide
instantaneous planar images of molecular mixing. Previous investigations using the
cold-wire approach have shown both marching (Batt 1977) and tilted (Frieler 1992)
probability density functions (p.d.f.s) of mixed-fluid quantities, which indicate that
different large and small-scale turbulent mixing dynamics may have been taking place
in each of these experiments. An important motivation for the current investigation,
therefore, is to provide planar images of molecular mixing and to enable deeper
physical insight into the fundamental processes governing these statistics.

King, Lucht & Dutton (1997) developed a simultaneous dual-tracer nitric oxide
(NO) and acetone planar laser-induced fluorescence (PLIF) technique that acts as the
gaseous analogue of acid/base visualizations. With this technique, acetone PLIF is
used as a passive-scalar marker of the mixture fraction within the shear layer, and NO
PLIF is used as an optically reactive (i.e. cold-chemistry) marker of unmixed fluid.
By subtracting the unmixed-fluid fraction from the passive-scalar (i.e. mixed plus
unmixed) fluid fraction during post-processing, we can obtain instantaneous images
of molecularly mixed fluid fraction across the entire width of the shear layer. King
et al. (1999) successfully applied this technique to study near-field molecular mixing
of turbulent jets with Reynolds numbers, ReD , in the range of 1000 to 100 000. They
noted two very distinct mixing regimes that were attributed to a mixing transition
similar to that described by Konrad (1976). In a follow-up study, Meyer et al. (2001)
investigated more closely the transitional regime between ReD =16 000 and 30 000.
They confirmed from mixed-jet-fluid statistics before, during, and after the cascade
to small scales that, to first order, the location of this transition from the jet exit is
inversely proportional to the initial instability wavelength of the jet shear layer.

The current investigation extends these studies of turbulent gaseous molecular
mixing using the NO- and acetone-PLIF technique to planar shear layers. The planar
case differs from axisymmetric jets in several respects: (i) planar shear layers have
constant free-stream conditions and do not experience the effects of an increasing
shear-layer thickness to diameter ratio; (ii) the enclosed planar shear-layer facility
allows the seed species to be flipped for measurements of both low- and high-speed
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Figure 1. Schematic of the planar shear-layer facility. The cross-stream width is 101.6 mm.

fluid molecular mixing; (iii) the effect of velocity ratio can more readily be studied in
the planar shear layer facility; and (iv) unlike jet measurements that are constrained
to the region before the end of the jet potential core, measurements in planar shear
layers can readily be performed in the far-field region.

The goal of this investigation is to provide a better understanding of the
fundamental mechanisms that govern turbulent molecular mixing in incompressible
gaseous planar shear layers, including the effects of coherent structures, Reynolds
number, velocity ratio, initial instability wavelength and downstream distance. This
is made possible by the use of simultaneous dual-tracer NO- and acetone-PLIF
for the measurement of molecularly mixed fluid quantities along with instantaneous
images across the entire width of the mixing layer. With this unique measurement
capability, the interplay of large- and small-scale gaseous mixing phenomena can be
studied directly, and the uncertainty due to subresolution stirring (pockets of pure
fluid within the region imaged by a pixel element) is minimized. As with acid/base
visualizations in liquid flows, this technique is also two-dimensional, non-invasive,
time-resolved, and can be used to measure instantaneous mixed-fluid fractions in
addition to time-averaged statistics.

After descriptions of the flow facility, measurement system, and flow conditions, we
present and discuss the first two-dimensional measurements of low-speed, high-speed
and total mixed-fluid statistics, time-averaged and instantaneous, in incompressible
gaseous planar shear layers. Planar maps of molecular-mixing efficiency are used for
the detection of small-scale subresolution stirring. The effect of coherent structures on
the state of molecular mixing is further analysed through the use of probability density
functions and time-averaged statistics. Comparisons are made with previous results
from probe-based measurements of molecular mixing in gaseous planar shear layers,
laser-based measurements of molecular mixing in gaseous axisymmetric shear layers,
and laser-based measurements of molecular mixing in liquid planar shear layers.

2. Apparatus
2.1. Planar shear layer facility

The planar shear layer facility (figure 1) was initially built for compressible flow
studies by Olsen (1999) and was subsequently modified for incompressible flow
investigations by Meyer (2001). Compressed air from a PID-pressure-controlled
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stagnation chamber passes through two mesh screens and a honeycomb block before
entering the upper and lower plenum chambers via 76 mm diameter pipes. The plenum
flow is further conditioned by passing through two mesh screens, a honeycomb block
and a final mesh screen. The upper (high-speed) nozzle is 177.8 mm in height at the
entrance and contracts to a height of 31.75 mm at the exit tip of the splitter plate, for
a contraction ratio of 5.6:1. The lower (low-speed) nozzle is 227.1 mm in height at
the entrance and contracts to a height of 50.8 mm at the exit tip of the splitter plate,
for a contraction ratio of 4.5:1. The splitter plate is offset upward by 9.5 mm from
the centre of the test section to compensate for the known deflection of the mixing
layer toward the low-speed stream as a result of the continuity requirement. The
spanwise dimension of the shear-layer test section is 101.6 mm, and the total height
is 82.55 mm. All four walls of the test section have fused-silica windows for optical
access in the ultraviolet. The total viewing length is 355.6 mm in the streamwise
direction and begins slightly upstream of the splitter-plate tip. The flow exits the test
section through a 610 mm long diffuser, enters the main exhaust line, and is vented to
the exterior of the building.

The upper and lower plenum chambers are fed with either acetone-seeded air or
NO-seeded nitrogen (N2). The acetone seeding system consists of an atomizing nozzle
located in the main air-supply pipe about 2 m upstream of the stagnation chamber to
ensure complete vaporization and mixing. For the NO seeding system, nitrogen flow
is supplied via an N2-cylinder manifold located about 5 m upstream of the 76 mm
diameter supply pipe. Gas cylinders filled with 1000 p.p.m. NO-in-N2 are diluted to
100–250 p.p.m. NO-in-N2, mixed in a swirl chamber, and conditioned with two mesh
screens and a honeycomb block before entering the 76 mm supply pipe about 1 m
upstream of the plenum chamber. The flow rate of the NO-in-N2 gas was kept constant
using a number of dual-stage regulators, as verified using hot-film measurements in
the test section. Flip experiments are achieved by switching the seeded inlet flows to
the 76 mmdiameter pipes that feed the upper and lower plenum chambers.

2.2. NO/acetone PLIF measurement system

In a conventional passive-scalar (e.g. acetone) PLIF technique (Lozano, Yip & Hanson
1992), the detected LIF signal is linearly proportional to the tracer concentration,
but the extent of molecular mixing is unknown since the smallest scales imaged
are typically larger than the smallest diffusion scales. High-resolution measurements
have been performed, but it is difficult to visualize molecular mixing at both the
small and large scales simultaneously with this method (Dahm, Southerland & Buch
1991; Buch & Dahm 1996, 1998). In contrast to passive-scalar PLIF, cold-chemistry
PLIF using NO seeding provides a measure of the extent of molecular unmixedness
because its signal is highly quenched when it is molecularly mixed with oxygen (Paul
& Clemens 1993). A ‘flip’ experiment can then be performed to obtain time-averaged
total mixed-fluid-fraction statistics.

By using acetone PLIF as a passive-scalar measure of the fluid fraction from each
fluid stream, and by using NO PLIF simultaneously as a measure of the unmixed fluid
fraction from one fluid stream, instantaneous PLIF images of molecular mixing for
the NO-seeded fluid can be obtained without resorting to a high-resolution imaging
system (King et al. 1997). By performing the flip experiment, it is then possible to
obtain instantaneous images of molecular mixing for both fluid streams. As this
approach was initially being demonstrated, Island, Urban & Mungal (1996) proposed
virtually the same idea but on a time-averaged basis. A similar approach that
employs near-simultaneous passive-scalar acetone PLIF and cold-chemistry acetone
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Figure 2. NO- and acetone-PLIF lasers and optics. BBO, beta barium borate crystal.

phosphorescence (Hu & Koochesfahani 2002) may also be considered as a gaseous
analogue to acid/base reactions in that it can distinguish between fluid from each of
the free streams. It is more easily implemented than the dual-tracer PLIF technique,
but like other methods based on phosphorescence (Yip, Lozano & Hanson 1994),
its limited temporal resolution can be a disadvantage for high-speed flows. The
dual-tracer PLIF technique used here is to be distinguished from other multiple
passive-scalar approaches (e.g. Seitzman et al. 1994) that fundamentally are neither
intended for, nor are capable of, measuring the extent of molecular mixing. The
theory and experimental set-up of the dual-tracer PLIF technique is fully described
in the literature (King et al. 1997, 1999; Meyer et al. 1999, 2002); a brief summary is
included below for reference.

As stated earlier, the shear flow consists of acetone-seeded air in one stream and
NO-seeded N2 in the other stream. Air is a convenient carrier for acetone because it
quenches unwanted long-time-scale acetone phosphorescence and quenches NO PLIF
upon molecular mixing within the shear layer. Nitrogen is a convenient carrier for
NO because of its relatively small quenching cross-section. The technique requires
coincident laser sheets at 226 nm and 266 nm for NO and acetone PLIF, respectively
(figure 2). The NO PLIF signal from 226–300 nm is collected at 90◦ using a multi-
element UV lens on an unintensified 512 × 512 CCD camera. The broadband acetone
PLIF signal, centred at 450 nm, is collected simultaneously with the NO PLIF using a
glass lens on a second CCD camera. For the current experiments, each camera images
a 60 mm × 60 mm physical region, which results in a probe area of 117 µm × 117 µm
per pixel. The probe depth is fixed by the NO and acetone laser-sheet thicknesses
of 245 ± 10 µm, as measured by traversing a knife edge across the focal point. These
values are well matched because differences in wavelength (∼15 %) and beam quality
are offset by differences in beam diameter (∼14 %). Correspondingly, the focal depths
differ by ∼3 %.

Once acquired, the NO images are remapped to the same scale and orientation
as the acetone images. This is accomplished to within pixel resolution using
conformal mapping coefficients derived from a least squares fit to ∼20 common
points from images of aerosol scattering. After background subtraction to eliminate
repeatable laser scatter, the NO and acetone PLIF signals from the mixing layer
are normalized by reference signals from pure fluid regions. The latter normalization
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is performed column-by-column and eliminates errors from shot-to-shot laser-sheet
intensity variations as well as differences in camera sensitivity. As described above,
the normalized and corrected acetone and NO PLIF signals represent the fraction of
acetone-seeded fluid, fAc, and unmixed NO-seeded fluid, fuNO, respectively. The mixed
NO-seeded fluid fraction is then found from fmNO = fNO − fuNO = 1 − fAc − fuNO.
By definition, the NO-seeded fluid molecular-mixing efficiency is the ratio of the
molecularly mixed NO-seeded fluid to total NO-seeded fluid, or ηmNO = fmNO/fNO.
Because NO is not fully quenched in the presence of small amounts of acetone and
air, the final image-processing step is to perform a finite-quenching-rate correction
for fuNO based on an experimentally verified five-level model of NO fluorescence
and the measured fluid fraction of acetone-seeded air (Meyer et al. 2002). At an
acetone-seeded air fluid fraction of 5 %, for example, the current dual-tracer PLIF
approach predicts that about 10 % of the NO signal remains unquenched. Accurate
knowledge of the air fluid fraction and finite-quenching-rate effects, therefore, is one
of the advantages of the current approach over previous measurements based on NO
seeding alone (Clemens & Paul 1995; Island et al. 1996).

The signal-to-noise ratio (SNR) is typically 75:1 and 50:1 for the normalized
acetone- and NO-PLIF images, respectively, in the corresponding free-stream regions.
To estimate the uncertainty in fmNO and ηmNO, one must account for both random
errors associated with the SNR and bias errors due to image-matching (�0.025), finite
spatial resolution (�0.01), sheet width (�0.032), and differential diffusion of acetone
and air in nitrogen (�0.01). These errors are estimated based on the sensitivity
in regions with high spatial gradients, and the error from differential diffusion is
estimated from a direct numerical simulation of a jet mixing layer (Meyer et al. 2002).
The final fractional uncertainties in fmNO and ηmNO are highly dependent upon the
local mixture fraction and can range from ∼6 % near the NO-seeded free stream to
∼19 % near the acetone-seeded freestream.

3. Flow conditions
Three velocity ratios (labelled 1, 2 and 3) and two downstream locations (labelled

A and B) are studied in the current investigation, as shown in table 1. The high-
speed fluid velocity is varied from about 30 to 50 m s−1, while the low-speed fluid
velocity is held nearly constant at about 13 to 14 m s−1. Thus, flow conditions 1, 2
and 3 correspond to low- to high-speed velocity ratios, r = ULS/UHS, of 0.44, 0.34
and 0.25, respectively. Locations A and B at 80 mm and 178 mm downstream of the
splitter-plate tip were selected to allow measurements early and late in shear-layer
development while avoiding interaction with the channel walls. Dual-tracer PLIF
images for flow conditions 1 and 3 were collected at both locations A and B, while
data for flow condition 2 were collected at location B only. Based on these flow
conditions and measurement locations, five pairing parameter values ranging from
Rx/λ=6.6 to 28.1 were investigated, as given in table 1. The pairing parameter is a
non-dimensional downstream coordinate that accounts for the effects of velocity ratio
and initial instability wavelength on the transition to small-scale turbulence (Karasso
& Mungal 1996). The Reynolds number, which accounts for the effects of free-stream
velocity difference and local shear-layer thickness, varies from Reδ =18 600 to 103 000,
as given in table 1.

Characteristics of the boundary layers near the splitter-plate tip for both the low-
and high-speed streams, as well as the downstream shear-layer velocity profiles,
were measured using hot-film anemometry (Meyer 2001). The free-stream velocities
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Case

Parameter 1 (Location A, B) 2 (Location B) 3 (Location A, B)

High-speed (HS) velocity, UHS (m s−1) 29.5 42.0 50.5
Low-speed (LS) velocity, ULS (m s−1) 12.8 14.1 12.8
Velocity ratio, r = ULS/UHS 0.44 0.34 0.25
Flip experiment performed No, Yes Yes No, Yes
Velocity parameter, R = (1 − r)/(1 + r) 0.39 0.49 0.60
Initial instability wavelength, λ (mm) 4.7 4.1 3.8
Distance from splitter-plate tip, x (mm) 80, 178 178 80, 178
Pairing parameter, Rx/λ 6.6, 14.8 21.3 12.6, 28.1
2% – 98% mixing layer width, δ (mm) 16.7, 30.8 35.6 16.7, 41.4
Reynolds number, Reδ = (UHS − ULS)δ/ν 18 600, 34 300 65 400 41 500, 103 000
Initial HS boundary-layer 1.4 1.2 1.1

thickness, δiHS (mm)
Initial LS boundary-layer 2.6 2.6 2.6

thickness, δiLS (mm)
Initial HS momentum thickness, θiHS (mm) 0.179 0.155 0.140
Initial LS momentum thickness, θiLS (mm) 0.32 0.32 0.32
Initial HS shape factor, HiHS = δ∗

iHS/θiHS† 2.33 2.49 2.56
Initial LS shape factor, HiLS = δ∗

iLS/θiLS† 2.58 2.58 2.58
Strouhal number, Stθ = θiHS/λ 0.038 0.038 0.038
Initial turbulence intensity, u′

i/U (%) 0.5–1.0 0.5–1.0 0.5–1.0
Pixel measurement area, Lpix (µm2) 117 × 117 117 × 117 117 × 117
Laser sheet thickness, Llas (µm) 245 ± 10 245 ± 10 245 ± 10
Smallest diffusion length scale, LD (µm)‡ 140, 164 117 77, 96

† δ∗
i is the initial boundary-layer displacement thickness.

‡ LD = 11.2δRe−3/4
δ Sc−1/2 (from Buch & Dahm 1998).

Table 1. Flow conditions.

remained uniform across the test section to within about 1 %. The shape factor of the
low-speed boundary layer, H = 2.58, matches that of a laminar (i.e. Blasius) profile.
The shape factor for the high-speed boundary layer deviates by as much as 10 %
from a Blasius profile for flow condition 1, but is quite close to the Blasius profile for
flow conditions 2 and 3. Table 1 gives these and other relevant boundary-layer and
shear-layer parameters for comparison with other experimental investigations.

The initial instability wavelength, λ, varies with the high-speed fluid velocity, and
is estimated from acetone PLIF visualizations of the initial vortex spacing, λvis, near
the splitter-plate tip. Although it is difficult to obtain a ‘true’ measurement of λ
for comparison with flow conditions from other facilities, a good estimate of λ was
obtained by measuring the high-speed boundary layer momentum thickness, θiHS,
near the splitter-plate tip. The results for flow conditions 1 to 3 are plotted in figure 3
and reliably fit the relation λvis ≈ 26θiHS. Many of the results in this work are compared
with the acid/base liquid mixing-layer visualizations and measurements of Karasso &
Mungal (1996), who used λvis ≈ 30θiHS. Mehta et al. (1987) used λvis ≈ 25θiHS in a
gaseous mixing layer, while a variety of other investigators have used other values
near or within this range (Gutmark & Ho 1983). The expected linear dependence of
λ on U

−1/2
HS for laminar boundary layers is also shown in figure 3. Thus, the values

of λ shown in table 1 should not only provide an appropriate instability length scale
for the current investigation, but should also provide an approximate scaling for
comparison with results from other facilities.
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Figure 3. Variation of the initial instability wavelength, λ, with U
−1/2
HS . Initial vortex spacing,

λvis , is compared with the relation λ = 26θiHS.

The range of flow conditions given in table 1 was selected to allow measurements
in the developing and fully developed turbulent regimes, the latter of which has been
shown in past studies in gaseous and liquid mixing layers to require a minimum
Reδ ≈ 10 000 (Slessor et al. 1998). All the flow conditions examined in this study
are above this value. Other investigators have found, however, that hydrodynamic
quantities become fully-developed at Rx/λ ≈ 8 to 16 (Huang & Ho 1990; Karasso &
Mungal 1996), while scalar quantities become fully developed by Rx/λ≈ 22
(Karasso & Mungal 1996). Thus, for Case 1A (Rx/λ≈ 6.6), fully developed hydro-
dynamic conditions may not be attained even though Reδ > 10 000. Furthermore,
Case 2B (Rx/λ≈ 21.3) is at the threshold for being fully developed in terms of scalar
quantities, while only Case 3B (Rx/λ≈ 28.1) is beyond both the Reδ and Rx/λ criteria
for fully developed hydrodynamic and scalar quantities.

Another condition for self-similarity, proposed by Bradshaw (1966), states that
the downstream distance from the splitter-plate tip must be greater than 1000θiHS.
Subsequent studies have proposed criteria for self-similarity as high as 2000θiHS

or more (Dziomba & Fiedler 1985), although Bradshaw’s original hypothesis has
been found to hold true for laminar (Blasius-type) initial conditions. Thus, for the
laminar conditions documented in the current study, Case 2B (x ≈ 1000θiHS) is again
at the threshold for being fully developed, based on this criterion, while Case 3B
(x ≈ 1300θiHS) is beyond this threshold. In fact, Bradshaw’s criterion and that of the
pairing parameter are identical insofar as the initial instability wavelength is directly
proportional to θiHS, as shown in figure 3.

Another factor that has been shown to affect the development of mixing layers
is the finite thickness of the splitter-plate tip. This thickness is more important for
higher velocity ratios (r > 0.6), for which the splitter-plate wake has been found to
have a lasting effect on the three-dimensional structure of the mixing layer (Wiecek
& Mehta 1998). At r = 0.44, which is equivalent to the highest velocity ratio for the
current study, Dziomba & Fiedler (1985) found that the trailing-edge thickness can
affect shear-layer development if it exceeds 50 % of the total (low- and high-speed)
boundary-layer displacement thickness. The splitter-plate thickness (0.35 mm) is less
than 30 % of the total boundary-layer displacement thickness for all of the flow
conditions in the current study and thus should not play a significant role in the
far-field mixing dynamics.
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Of final concern for the initial conditions is the initial free-stream turbulence
intensity level, u′

i/U , which is shown in table 1 to vary between 0.5 and 1 %. Mehta
(1991) has suggested that u′

i/U < 0.2 % is required for the mixing-layer development
to be independent of the velocity ratio. At the lower velocity ratios in the current
study (r < 0.5), the local turbulence intensity in the mixing layer is much greater
than the free-stream turbulence level and is more likely to develop independently of
u′

i/U . Nonetheless, it is difficult to determine an exact threshold velocity ratio for
which the effects of free-stream turbulence become significant, and this factor must
be kept in mind when comparing the data at various velocity ratios from this and
other investigations.

4. Instantaneous images
Representative instantaneous images from the dual-tracer PLIF technique for all

of the conditions given in table 1 are shown in figures 4–7, with sample line plots
in figure 8. The fractions of low- and high-speed fluid are represented by fLS and
fHS, respectively, and sum to unity for the current binary fluid system. When acetone
is seeded into the high-speed stream, fHS is found directly from the normalized
and corrected acetone-PLIF image and fLS = 1 − fHS. In this case, NO is seeded
into the low-speed stream so that the fraction of unmixed low-speed fluid, fuLS , is
found from the normalized and corrected NO-PLIF image. From these two images,
it is then possible to compute the fraction of molecularly mixed low-speed fluid
from fmLS = fLS − fuLS , as well as the low-speed fluid molecular-mixing efficiency,
ηmLS = fmLS/fLS, which is also plotted in figures 4 to 8. By definition, ηmLS is unity
when all of the NO-seeded fluid in a measurement volume is mixed at the molecular
level (i.e. fmLS = fLS); non-unity values of ηmLS imply the existence of pure-fluid
subresolution stirring. The flip experiment is accomplished simply by seeding acetone
and NO in the opposite streams so that the PLIF images can be used to obtain fmHS

and ηmHS.

4.1. Primary and secondary entrainment

One of the more striking features in the passive-scalar images of Pickett & Ghandhi
(2002) in moderate-speed gaseous planar shear layers is the existence of both primary
and secondary structures associated with the original Kelvin–Helmholtz instability
and localized shear layers, respectively. A similar observation can be made regarding
the higher Reδ conditions of the current study, as shown in figures 4 to 7. Superimposed
on the large-scale roll-up of figure 5(a) are intermediate-scale structures with sizes
of ∼0.1δ, some of which are identifiable as vortex roll-ups, but most of which are
of random shape and orientation. These intermediate-scale structures, which may
have their origin in the collapse of streamwise vortices (Moser & Rogers 1991),
enhance mixing along the outer region of the shear layer such that large-scale roll-
ups entrain mixed rather than unmixed fluid. This is illustrated further in figures 6(b)
and 7(b), which show low-speed fluid being entrained intermittently. The result is a
convoluted internal mixing layer with fluid structures that originate from the edge of
the shear layer and that continue the transition to small-scale mixing through further
interaction. The line plots of figure 8 are representative of this convoluted internal
structure, with low-speed fluid being preferentially entrained on the low-speed side
and high-speed fluid being preferentially entrained on the high-speed side. At various
instances, the shear layer intermittently displays a predominant large-scale structure,
as in figure 6(b), or a lack of large-scale organization, as in figure 6(a). In the absence
of a large-scale Kelvin–Helmholtz roll-up, intermediate-scale structures enhance the
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Figure 4. Instantaneous images of total low-speed fluid fraction, fLS, mixed low-speed
fluid fraction, fmLS, and low-speed fluid molecular-mixing efficiency, ηmLS, for (a) Case 1A
(Reδ = 18 600, Rx/λ = 6.6) and (b) Case 3A (Reδ = 41 500, Rx/λ = 12.6). Streamwise extent
is x = 50–110mm and cross-stream extent is y/δ = ±0.5.
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Figure 5. Instantaneous time-uncorrelated images of the flip experiment for Case 1B
(Reδ = 34 300, Rx/λ = 14.8) with NO seeded into (a) the high-speed stream and (b) the
low-speed stream. Streamwise extent is x = 148–208mm, and cross-stream extent is
y/δ = ±0.5.

entrainment of free-stream fluid into the outer regions of the shear layer and imply
the existence of non-stationary mixed-fluid p.d.f.s.

These observations differ from the classical descriptions of Broadwell & Breidenthal
(1982) and Masutani & Bowman (1986), whose data suggest that fluid in the mixing
layer is composed of either pure fluid, homogeneously mixed fluid, or interfacial
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Figure 6. Instantaneous time-uncorrelated images of the flip experiment for Case 2B
(Reδ = 65 400, Rx/λ = 21.3) with NO seeded into (a) the high-speed stream and (b) the
low-speed stream. Streamwise extent is x = 148–208mm and cross-stream extent is y/δ =
±0.5.

diffusion layers between the pure and mixed fluids. The images shown in figures 4 to
7 indicate that the interfacial diffusion layers may be dominated by intermediate-scale
secondary instabilities. The existence of intermediate-scale vortices leads to regions of
inhomogeneously mixed fluid of widely varying concentration, as is shown in figure 8.
A similar observation regarding the effects of primary and secondary structures
was made by Meyer et al. (2001), who reported the frequent occurrence of two
predominant mixed-fluid concentrations across axisymmetric gaseous mixing layers.
In the current planar shear-layer data, instantaneous images show a wider variation in
mixed-fluid concentrations associated with secondary instabilities as compared with
the axisymmetric shear-layer results of Meyer et al. (2001). The size and frequency
of primary and secondary structures have implications for the statistical character of
the planar mixing layer, as discussed further in terms of probability density functions
and ensemble-averaged statistics in § 5 and § 6, respectively.

4.2. Mixing efficiency and subresolution stirring

The dynamics of primary and secondary instabilities have important implications
for the existence of subresolution stirring as large- and intermediate-scale structures
entrain pure fluid at varying depths within the shear layer. Figure 4 shows typical
instantaneous images of the low-speed fluid fraction, fLS, mixed low-speed fluid
fraction, fmLS, and low-speed fluid molecular-mixing efficiency, ηmLS, for location A
(x = 80 mm). The fluid fractions and molecular-mixing efficiency for the high-speed
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Figure 7. Instantaneous time-uncorrelated images of the flip experiment for Case 3B
(Reδ = 103 000, Rx/λ = 28.1) with NO seeded into (a) the high-speed stream and (b) the
low-speed stream. Streamwise extent is x = 148–208mm and cross-stream extent is y/δ = ±0.5.
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Figure 8. Sample cross-stream profiles of (a) fmLS and ηmLS and (b) fmHS and ηmHS for
Case 3B (Reδ = 103 000, Rx/λ = 28.1) collected at the central x location of figure 7. Negative
y/δ toward the low-speed stream.

fluid are not presented because flip experiments were not performed for these
conditions (see table 1). Note the increase in small-scale turbulence from Case 1A
in figure 4(a) to Case 3A in figure 4(b). This increase corresponds to a change
in pairing parameter from Rx/λ = 6.6 to 12.6 and a change in Reynolds number
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from Reδ =18 600 to 41 500. Indeed, the smallest diffusion length scale is expected
to decrease from 140 µm to 77 µm under these conditions, as shown in table 1. The
limiting resolution of 245 µm, as defined by the laser sheet thickness, cannot fully
resolve these scales. Nonetheless, images of fLS (obtained from acetone PLIF) and fmLS

(obtained from NO and acetone PLIF) are nearly identical within the mixing layer.
As a result, maps of low-speed-fluid molecular-mixing efficiency, ηmLS = fmLS/fLS, are
nearly unity throughout most of the internal regions of the shear layer for Cases 1A
and 3A. It is possible to conclude, therefore, that subresolution stirring of molecularly
unmixed low-speed fluid is found primarily along the outer edges along the interface
between the mixing layer and the low-speed (NO-seeded) fluid stream. This interface is
also the region with the least uncertainty in both fmLS and ηmLS (∼6 %). Subresolution
stirring of low-speed fluid is not detected near the high-speed (acetone-seeded) fluid
stream, presumably because all of the low-speed fluid in this region is molecularly
mixed.

Instantaneous images with the same seeding configuration as for figure 4, as well
as with the acetone- and NO-seeded flows flipped, are available at location B, which
is 100 mm downstream of location A. This ‘flip’ experiment provides images of
molecularly mixed high- and low-speed fluid, as well as time-averaged statistics of
the total amount of molecularly mixed fluid. These images and associated statistics
are the first to be obtained in a planar or axisymmetric gaseous shear layer and
are used to resolve previous ambiguities regarding the relative molecular mixing
behaviour of the high- and low-speed fluids. Figure 5 shows sample instantaneous
time-uncorrelated flip images for Case 1B (Reδ = 34 300, Rx/λ= 14.8). As shown in
table 1, the shear-layer width has grown by nearly a factor of two from Case 1A in
figure 4(a) to Case 1B in figure 5(b). Correspondingly, the fluid structures within the
mixing layer and at the mixing-layer-to-free stream interfaces have also increased in
size. This leads to an increase in diffusion length scale from Case 1A to 1B as given
in table 1. Although the images are still underresolved, near-unity maps of low- and
high-speed fluid molecular-mixing efficiency again indicate that subresolution stirring
of pure fluid is confined to the outer regions of the mixing layer adjacent to the
NO-seeded free stream.

The shear-layer width grows for Cases 2B (Reδ = 65 400, Rx/λ= 21.3) and 3B
(Reδ = 103 000, Rx/λ= 28.1), as shown in figures 6 and 7, respectively. According to
table 1, the smallest diffusion length scale should decrease by ∼30 % from Case 1B to
2B and by ∼40 % from Case 1B to 3B because of increasing Reδ . Despite the presence
of smaller diffusion length scales, no increase in subresolution stirring of pure low- or
high-speed fluid is detected in the internal regions of the mixing layer. This is verified
in the line plots of figure 8, in which only the outer low- and high-speed regions have
sub-unity values of ηmLS and ηmHS, respectively. As will be discussed further in § 6,
this implies that the total mixed-fluid probability should be near unity for the internal
regions of turbulent gaseous planar shear layers.

In previous studies of gaseous axisymmetric shear layers, King et al. (1999) and
Meyer et al. (2001) also found near-unity mixing efficiency of high-speed fluid using
the dual-tracer PLIF technique. Data collected with NO seeded into the high-speed
jet showed unity values of ηmHS throughout most of the mixing layer, including the
vortex roll-up, pairing, breakup, transitional and turbulent regions. As is the case in
the current study, sub-unity values of ηmHS were detected primarily in a thin region
along the interface between the mixing layer and the high-speed (NO-seeded) fluid
stream. As stated in § 1, the flip experiment was not performed by King et al. (1999)
or Meyer et al. (2001), and so it is not possible to compare the low-speed fluid
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molecular-mixing efficiency results for the planar and axisymmetric cases. Based on
the data presented in figures 5 to 7, however, it is likely that near-unity low-speed
mixing efficiencies are also typical throughout the internal regions of fully developed
turbulent gaseous axisymmetric shear layers.

5. Probability density functions
Probability density functions of various fluid quantities are useful for detecting

statistically relevant trends in the mixing process. Such trends can then be related to
the instantaneous images of molecularly mixed fluid fraction and molecular-mixing
efficiency discussed in § 4. The probability density function of molecularly mixed
NO-seeded fluid, fmNO, is normalized to unity,

∫ 1

0

P (fmNO, x, y) dfmNO = 1, (1)

where x and y for a digital image denote a pixel location in the mixing layer. When
NO is seeded into the low- or high-speed stream, fmNO is represented by fmLS or
fmHS, respectively. Unlike ensemble-averaged quantities, which can mask large-scale
structure intermittency, p.d.f. shapes show the likelihood of finding pure fluid (tagged
as 0 or 1), indicate the range of fmNO values found at a particular location (by a narrow
or broad shape), and show the most likely or preferred fmNO value at a particular
location (from the peak in the profile). By analysing the changes in p.d.f. shape across
a mixing layer, therefore, one can detect changes in the character of the intermittent
mixing process and compare observations with other investigations. Differences in the
processes of entrainment and mixing between the low- and high-speed fluids can also
be obtained for the current experiments by flipping the NO-seeded fluid between the
low- and high-speed streams.

Probability density functions for each condition given in table 1 were calculated
from ensembles of about 100 images, concentration bin widths of 2.5 %, and spatial
bin sizes of 350 µm (3 pixels) in the x and y directions. The concentration and
spatial bin sizes are of the same order as the limiting SNR and imaging resolution,
respectively, and allow for reasonably smooth p.d.f.s. All p.d.f.s presented herein were
obtained at the centre-x location of the images. Each plot contains multiple p.d.f.s
ranging from y/δ = ± 0.5 in the cross-stream direction (with negative values of y/δ

toward the low-speed stream).

5.1. Effect of velocity ratio and downstream distance

Figure 9(a) shows p.d.f.s of the low-speed mixed-fluid fraction, P (fmLS), for Case 1A
(r = 0.44); the lower velocity-ratio condition of Case 3A (r = 0.25) is shown for
comparison in figure 9(b). The decrease in velocity ratio means that the shear layer
is more fully developed for Case 3A, with Reδ increasing from 18 600 to 41 500
and the pairing parameter increasing from 6.6 to 12.6. The following is a detailed
description of how p.d.f. trends in the cross-stream direction relate to shear-layer
mixing dynamics and how these trends change with velocity ratio from Case 1A to
3A. On the high-speed side of figure 9(a) from y/δ = 0.1 to 0.5, peaks in P (fmLS)
are found at fmLS values of either 0 % or 35 %. These values represent times when
the measurement volume is either within pure high-speed fluid entrainment regions,
indicating the presence of large Kelvin–Helmholtz vortices, or within mixed-fluid
structures, respectively. The peak near 35 % remains stationary as y/δ decreases, but
at the centre of the mixing layer (near y/δ = 0) the p.d.f. shape broadens and the
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Figure 9. Cross-stream p.d.f.s of fmLS for (a) Case 1A (Reδ = 18 600, Rx/λ = 6.6) and
(b) Case 3A (Reδ = 41 500, Rx/λ = 12.6).

peak fmLS shifts to about 40 %. The slight shift from 35 % to 40 % represents tilted
p.d.f. behaviour, signifying a non-uniform mixed-fluid composition across the shear
layer. Few, if any, fmLS values of 0% occur in this central region, which is indicative
of reduced pure-fluid intermittency. On the low-speed side (toward y/δ = −0.5), the
peak at 40 % diminishes and a second peak appears at an fmLS of 70 %, signifying
increased entrainment of low-speed fluid within the shear layer. As discussed in § 4.2,
such preferential entrainment of low-speed fluid toward the low-speed free stream is
indicative of intermediate- or small-scale mixing along the outer region of the mixing
layer. The existence of intermediate scale-mixing in this region is apparent in the
planar maps of figures 4 to 7, while the existence of small-scale mixing is confirmed
by the presence of sub-unity molecular mixing efficiencies reported earlier in § 4.2. The
dual peaks at fmLS of 40 % and 70 % toward the low-speed edge of the mixing layer
represent the respective competition between large-scale Kelvin–Helmholtz vortices
and intermediate- or small-scale structures induced by local turbulence.

For the lower velocity ratio of Case 3A in figure 9(b), the p.d.f.s of fmLS take on
a marching character from a peak at nearly 0% on the high-speed side to 70 % on
the low-speed side. This marching character results from a breakdown of large-scale
Kelvin–Helmholtz vortices and the increased dominance of secondary entrainment, as
shown in figure 4(b) and discussed in § 4.2. Similar observations about the breakdown
of large roller structures and the emergence of marching p.d.f.s are reported in the
direct numerical simulation data of Rogers & Moser (1994).

The effect of velocity ratio can also be shown further downstream at location B,
where flip experiments were performed for Cases 1B (r = 0.44) and 3B (r = 0.25);
mixed-fluid p.d.f.s for these conditions are shown in figures 10(a) and 10(b),
respectively. The effect of velocity ratio on the low-speed fluid p.d.f.s is very similar
to that observed for Cases 1A and 3A, as described above in detail. The high-speed
fluid p.d.f.s evolve from a stationary to a hybrid character in which the peak P (fmHS)
begins to march to lower values of fmHS toward the low-speed stream. This marching
behaviour signifies a slight decrease in the influence of large-scale structures and an
increase in the influence of secondary entrainment for more fully developed turbulent
conditions. The p.d.f.s for Case 3B are also narrower than for Case 1B, signifying
reduced intermittency associated with a breakdown of large-scale vortices.
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Figure 10. Cross-stream p.d.f.s of fmLS and fmHS for (a) Case 1B (Reδ = 34 300, Rx/λ= 14.8)
and (b) Case 3B (Reδ = 103 000, Rx/λ = 28.1). (i) low-speed fluid; (ii) high-speed fluid.

The effect of downstream distance is not dramatic for Cases 1A and 1B, which
have the same inflow conditions, but are separated by 100 mm in the streamwise
direction. The low-speed fluid p.d.f.s of Case 1A in figure 9(a) are surprisingly similar
to the p.d.f.s of Case 1B in figure 10(a). Indeed, the fluid structures in figures 4(a) and
5(b) show that the primary and secondary entrainment processes are quite similar
despite a significant change in the shear-layer width with downstream distance. These
observations are consistent with the concept of self-similarity for fully developed
turbulence.

Comparison with the dual-tracer PLIF results of King et al. (1999) and Meyer
et al. (2001) indicate that the effect of downstream distance is somewhat different
in the case of gaseous axisymmetric shear layers. The character of the high-speed
mixed-fluid p.d.f.s shown in figure 10 for the current investigation is predominantly
stationary, with a slight increase in marching behaviour on the low-speed side at
the more fully developed condition of figure 10(b). King et al. (1999) and Meyer
et al. (2001) recorded similar molecularly mixed high-speed-fluid p.d.f. shapes in
axisymmetric gaseous jets, but with stronger marching behaviour on the low-speed
side. Instantaneous plots of molecularly mixed high-speed fluid fraction from these
studies displayed homogeneous primary structures along the inner edge of the jet
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that contained large amounts of mixed high-speed fluid and homogeneous secondary
structures along the outer edge of the jet that contained small amounts of mixed
high-speed fluid (Meyer et al. 2001). The resulting hybrid p.d.f. shape was stationary
(constant peak fmHS) on the high-speed side and marching (varying peak fmHS)
on the low-speed side. Unlike the planar mixing layer of the current study, the
extent of the stationary p.d.f. region diminished as the axisymmetric mixing layer
developed, while the extent of the marching p.d.f. region increased significantly. Since
the Kelvin–Helmholtz instability mode diminishes toward the end of the potential
core in axisymmetric jets, it is not surprising that the corresponding turbulent-jet
p.d.f.s take on a more dominant marching character than in planar shear layers,
which have a constant velocity ratio with downstream distance.

Previous probe-based measurements of mixed-fluid statistics in planar shear layers
have recorded both stationary-tilted (Konrad 1976; Frieler 1992) and marching (Batt
1977) p.d.f.s. Pickett & Ghandhi (2002) recorded hybrid p.d.f.s at fairly low Reδ

(3300) with tripped or turbulent inlet boundary layers and stationary p.d.f.s with
laminar inlet boundary layers. As expected, the large-scale rollers with uniform
internal structures were more predominant in the latter case. Observations from the
current investigation, as discussed above, indicate that stationary-tilted, marching and
hybrid p.d.f.s may exist for various conditions in turbulent shear layers depending
on the corresponding large- and intermediate-scale mixing dynamics. Unfortunately,
two-dimensional maps of molecular mixing efficiency are not available from previous
investigations in gaseous planar shear layers; direct comparisons are possible with
respect to ensemble-averaged statistics as discussed further in § 6.

5.2. Low-speed vs. high-speed fluid p.d.f.s

It is notable in figure 10 that the character of the high-speed fluid p.d.f.s is different
from that of the low-speed fluid p.d.f.s. From the stationary peaks and higher
vertical scale of P (fmHS), it is clear that the mixed high-speed fluid is spatially more
homogeneous and subject to a narrower range of mixed-fluid fractions, respectively,
as compared with the mixed low-speed fluid. Significant regions of the mixing layer
are at a preferred high-speed mixed-fluid fraction of about 60–65 %, with only slight
marching behaviour toward the low-speed side. These differences between the low-
and high-speed fluid mixing characteristics are consistent with observations regarding
the mixed-fluid structure in the instantaneous images of figures 4 to 7. The line
plot of figure 8(a), for example, shows low-speed fluid structures with widely varying
values of fmLS. The low-speed fluid structures undergo intermittent entrainment so
that measurements of mixed-fluid fraction inside the shear layer are likely to yield
a wider range of values, with an increasing probability of finding mixed low-speed
fluid near the low-speed stream. This low-speed fluid mixing behaviour is in contrast
to the more uniform internal structure for the high-speed fluid shown in figure 8(b).
Entrainment of high-speed fluid that is more quasi-steady in nature would result in a
shear-layer structure that is more uniform in mixed high-speed fluid composition. The
inability of passive-scalar measurements to detect differences in low- and high-speed
fluid mixing behaviour is discussed further in § 5.3, where passive-scalar p.d.f.s of low-
and high-speed fluid are presented for comparison with dual-tracer PLIF molecular
mixing data.

5.3. Passive-scalar vs. molecularly mixed fluid quantities

Since the NO and acetone PLIF technique can provide molecularly mixed low- or
high-speed fluid fractions, it is of interest to compare results from this method with
those obtained using the passive-scalar approach with acetone PLIF alone. This can
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Figure 11. Passive-scalar cross-stream p.d.f.s of fLS and fHS for Case 3B (Reδ = 103 000,
Rx/λ = 28.1). (a) Low-speed fluid; (b) high-speed fluid.

shed light on the significance of measurement resolution and subresolution stirring
when comparing turbulent shear-layer mixing results from previous investigations.
For this purpose, p.d.f.s of fLS and fHS from acetone seeding alone are shown in
figure 11 for Case 3B (Reδ = 103 000, Rx/λ= 28.1). As noted earlier, passive-scalar
methods cannot differentiate between pure and mixed fluid at subresolution scales.
For this reason, they are fundamentally unable to define the extent of the molecularly
mixed fluid; one must arbitrarily select a passive-scalar value (e.g. 10 % to 90 %)
to do this, depending on the measurement uncertainty of the experiment. To define
the extent of the mixing layer in the current work, values of fLS greater than 97 %
were considered pure (i.e. set to fLS = 0), while low values of fLS were allowed to
drop to free-stream levels as they were in the dual-tracer PLIF technique. A cutoff
margin of 97 % was possible because of the relatively high SNRs in the acetone PLIF
images on the air side (typically 75:1). This represents an improvement over previous
passive-scalar measurements with cutoff margins of 10 % and 90 % (Clemens & Paul
1995; Karasso & Mungal 1996), and more accurately captures the extent of the
mixing layer as the fluid fractions asymptotically approach free-stream levels.

A notable feature in figure 11 is that the p.d.f.s of low- and high-speed fluid are
quite similar in character. That is, both fmHS and fmLS display stationary behaviour
on the high-speed side and marching behaviour on the low-speed side. In addition, it
appears from the passive-scalar p.d.f.s of figure 11 that the fraction of low-speed fluid
plus the fraction of high-speed fluid is nearly unity everywhere (as quantified in § 6).
These trends are in contrast to the data shown in figure 10(b), which display more
dissimilar low- and high-speed mixed-fluid p.d.f.s. These observations underscore the
importance of measuring molecularly mixed fluid quantities to detect differences in
the mixing process between the low- and high-speed fluids, particularly along each
interface with the adjacent free-stream fluid.

6. Ensemble-averaged statistics
Further evidence of differences in the mixing behaviour of low- and high-speed

fluid can be found by studying ensemble-averaged statistics. To determine the effect
of velocity ratio and downstream distance, the statistics of the total mixed-fluid
fraction can be obtained by using ensemble-averaged values from the flip experiments.
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In addition to analysing the effects of various operating conditions, comparisons
are made with data from previous studies. To help in comparisons with previous
investigations using acid/base reactions in liquid mixing layers (Koochesfahani &
Dimotakis 1986; Karasso & Mungal 1996), low heat release cold-wire measurements
in gaseous layers (Mungal & Dimotakis 1984; Frieler 1992), cold-chemistry flip
experiments in compressible mixing layers (Clemens & Paul 1995; Island et al. 1996),
and dual-tracer PLIF experiments in gaseous axisymmetric jets (Meyer et al. 2001),
a number of definitions are introduced.

By integrating the ensemble average of the mixed-fluid fraction for the images,
〈fmNO〉, across the mixing layer, it is possible to find the volume fraction of mixed
NO-seeded fluid VmNO/V , at various downstream locations:

VmNO

V
=

∫ y2

y1

〈fmNO〉 dy

δ
, (2)

where the subscript ‘NO’ is replaced with ‘LS’ or ‘HS’ if NO is seeded into the low-
or high-speed streams, respectively. The ensemble average 〈fmNO〉 is referred to as
the probability of finding mixed NO-seeded fluid, PmNO, at a particular location. The
probability of finding mixed fluid of any composition, Pm, is simply the sum of 〈fmNO〉
from the flip experiments. As shown in equation (3), the ensemble average can also
be obtained by integrating the p.d.f.s, P (fmNO), over all possible values of fmNO.

PmLS = 〈fmLS〉 =

∫ 1

0

fmLSP (fmLS) dfmLS, (3a)

PmHS = 〈fmHS〉 =

∫ 1

0

fmHSP (fmHS) dfmHS, (3b)

Pm = PmLS + PmHS = 〈fmLS〉 + 〈fmHS〉. (3c)

In addition, the average concentration of mixed high-speed fluid, Cm, can be found
from equation (4).

Cm =
PmHS

Pm

. (4)

Note that 〈fmNO〉, PmNO, Pm and Cm are functions of x and y. The total volume
fraction of mixed fluid, PM , is defined in equation (5) as the sum of the low- and
high-speed fluid mixed volume fractions. The total average high-speed mixed-fluid
concentration integrated across the shear layer (often called the mixing efficiency),
CM , is defined in equation (6). The entrainment ratio of high- to low-speed fluid, E,
can then be found from equation (7):

PM =
VmLS

V
+

VmHS

V
, (5)

CM =
VmHS/V

PM

, (6)

E =
CM

1 − CM

, (7)

where PM, CM and E represent quantities that are integrated across the shear layer,
and are functions of x only (streamwise coordinate).
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Figure 12. Effect of Rx/λ on the (a) low-speed (PmLS) (b) high-speed (PmHS), and (c) total
(Pm) mixed-fluid probabilities. �, Rx/λ = 14.8; �, 21.3; × 28.1.

6.1. Mixed-fluid probability

Mixed-fluid probabilities enable comparisons of the ensemble-averaged spatial distri-
butions of low-speed, high-speed and total molecularly mixed fluid fractions, defined
as PmLS, PmHS and Pm, respectively. Figure 12 shows distributions of PmLS, PmHS and
Pm for Cases 1B (Reδ = 34 300, Rx/λ = 14.8), 2B (Reδ = 65 400, Rx/λ = 21.3) and 3B
(Reδ = 103 000, Rx/λ = 28.1). In terms of differences between the low- and high-speed
fluids, PmLS is typically lower than PmHS and is indicative of the preferred entrainment
of high-speed fluid into the shear layer. Both PmLS and PmHS peak closer to their
respective free streams for all values of Rx/λ, as expected under fully developed
conditions. This asymmetry from Rx/λ of 14.8 to 28.1 differs with the results of
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Karasso & Mungal (1996) in liquid shear layers, in which they found that the PmLS

and PmHS profiles were symmetrical about y/δ = 0 at Rx/λ = 18, but asymmetric
at Rx/λ � 30 . The full-width-at-half-maximum (FWHM) of the PmHS curve is also
larger than that for PmLS, showing that mixed high-speed fluid is likely to be found
over a larger cross-stream extent of the mixing layer, while the molecularly mixed
low-speed fluid is confined closer to the low-speed side.

The profiles of total mixed-fluid probability, Pm, as shown in figure 12(c) are
nearly unity in the centre of the mixing layer for the three conditions, indicating that
unmixed fluid is almost never found in this region. These ensemble-averaged statistics
have significantly reduced random error (due to sample size) as compared with
instantaneous images, and help corroborate values of ηmNO near unity in figures 4 to 7.
The finding that very little subresolution stirring of NO-seeded fluid is found in the
centre of the mixing layer differs slightly from previous results in gaseous shear layers,
which show total mixed-fluid probabilities from cold-chemistry flip experiments to
have peak values of 90–95 % (Clemens & Paul 1995; Island et al. 1996). Those
authors did not correct for the finite quenching rate of NO PLIF in the presence of
air, however, and state that their measurements underpredict the amount of mixed
fluid. Thus, the true peak mixed-fluid probability can be expected to be higher than
90–95 % for gaseous flow, as is found in the current study. The results of Karasso &
Mungal (1996) in liquid shear layers differ markedly with values of Pm ≈ 50–70 % in
the centre of the mixing layer. In the context of the Broadwell–Breidenthal model,
this result implies a decrease in molecular mixing in the interfacial regions between
the two fluid streams at high Sc.

With regard to the effect of Reδ or Rx/λ on the mixed-fluid probabilities, no clear
trends are detected in PmHS, with the data in figure 12(b) essentially collapsing for
Cases 1B–3B. This is indicative of a self-similar-like character in the high-speed fluid
entrainment and mixing processes. The axisymmetric jet results of Meyer et al. (2001)
showed from axial p.d.f.s that the preferred high-speed fluid mixture fraction was also
fully developed by about Rx/λ ≈ 12–15. In contrast with the high-speed mixed-fluid
probabilities, a slight trend is observed in figure 12(a) in which PmLS decreases on
the low-speed sides of the profiles from Cases 1B to 3B and increases slightly on the
high-speed sides (i.e. the profiles shift to the right). These trends also lead to slight
irregularities in the profiles of Pm in figure 12(c). The agreement between Cases 1B to
3B for the mixed fluid probabilities across most of the shear layer, however, is more
prominent than the slight trend noted for PmLS.

6.2. Average mixed-fluid composition

The profile of the average mixed-fluid composition, Cm, across the shear layer provides
a quantitative measure of the preferential entrainment of low- and high-speed fluids
from the corresponding freestreams. The ‘S’-shaped profile in figure 13, with a higher
mixed-fluid composition on the high-speed side, is common in both liquid and
gaseous shear layers (Mungal & Dimotakis 1984; Karasso & Mungal 1996). Previous
measurements in a gaseous shear flow at Rx/λ = 40 using low heat-release reactions
(Mungal & Dimotakis 1984) show a similar mixed-fluid composition of about 0.4 on
the low-speed side and 0.7 on the high-speed side. Also in agreement, Island et al.
(1996) found values ranging from 0.3 to about 0.7 in compressible mixing layers.
In contrast, Karasso & Mungal (1996) found much less variation in Cm across a
liquid shear layer, with values ranging from 0.5 to 0.6. These variations, which are
biased toward the corresponding free-stream fluid, imply that the total mixed-fluid
p.d.f.s vary across the shear layer. Since the compositions toward the edges of the
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Figure 13. Effect of Rx/λ on the averaged high-speed mixed-fluid composition, Cm. Key as
in figure 12.

mixing layer do not reach the corresponding free-stream values, Karasso & Mungal
(1996) suggest that this implies a ‘tilted’ p.d.f. behaviour rather than a fully marching
behaviour. A comparison of Cm profiles between Cases 1B to 3B shows that the shear
layer may indeed be slowly evolving. In particular, the shear layer is becoming more
homogeneous (less variation in mixed-fluid composition) at higher Reδ or Rx/λ. This
trend is indicative of the increased size and effect of intermediate-scale structures
in the molecular mixing process rather than an increase in small-scale turbulent
diffusion. The latter would have the opposite effect of increasing the variation of
mixed-fluid composition across the shear layer.

Because of the relative lack of subresolution stirring within the mixing layer, it is
of interest to determine whether an under-resolved passive-scalar measurement can
accurately predict the mixed-fluid composition in gaseous mixing layers. As noted
earlier, this issue can be examined in the current work simply by comparing data using
acetone PLIF alone with data from simultaneous NO and acetone PLIF. Figure 14
shows that the magnitude of the Cm variation across the shear layer is overpredicted
using the passive-scalar method, and is consistent with passive-scalar p.d.f.s exhibiting
false marching behaviour, as illustrated in figure 11. In liquid (Sc ∼ 2000) shear layers,
however, Karasso & Mungal (1996) found much more dramatic errors when using the
passive-scalar approach. The modest errors shown in figure 14 from the passive-scalar
method are not surprising because of the high spatial resolution and high SNRs of
the current measurement system, and since the gaseous shear layer is almost entirely
molecularly mixed (Clemens & Paul 1995; Island et al. 1996). Nonetheless, the mixing
rate along the outer region of the shear layer is more closely coupled to chemical
reaction rates, and it is this region that displays the greatest potential for error when
using the passive-scalar technique.

6.3. Mixed-fluid volume fraction and entrainment ratio

Further comparisons between current data and previous results in gaseous and liquid
shear layers can be made regarding the low-speed, high-speed and total mixed-fluid
volume fractions, VmLS/V , VmHS/V and PM, respectively. These were computed using
equations (2) and (5), and are shown as functions of Rx/λ in figure 15. Results from
cold-wire low heat release studies in gaseous flows (Sc ∼ 1) show VmLS ≈ 0.25 and
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Figure 14. Averaged mixed-fluid composition, Cm, from the �, dual-tracer
and —, passive-scalar methods for (a) Case 1B, (b) Case 2B and (c) Case 3B.

VmHS ≈ 0.30 in the range of Rx/λ from 16 to 56 (Frieler 1992). These are in good
agreement with the results shown in figure 15, which supports the accuracy of the
probe-based measurements of Frieler (1992). Similarly for gaseous axisymmetric jets,
VmHS/V has been found to vary from 0.25 to 0.28 in the range of Rx/λ from 15 to 30
(Meyer et al. 2001). In contrast, VmLS/V and VmHS/V in liquids (Sc ∼ 2000) are
about a factor of two smaller (Karasso & Mungal 1996). The slight drop in VmHS/V ,
shown in figure 15, is nearly proportional to the drop in PM as Rx/λ increases.
Hence, the total averaged mixed-fluid concentration across the shear layer, CM, from
equation (6), stays nearly constant at 0.55 for Cases 1B to 3B. This corresponds to an
entrainment ratio of E = 1.24 from equation (7). The model proposed by Dimotakis
(1986) predicts values of CM from 0.55 to 0.58 and values of E from 1.2 to 1.37
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for the current flow conditions (see table 1). By comparison, Frieler (1992) obtained
values of CM ≈ 0.5 to 0.55 (E ≈ 1–1.2) for nearly the same range of velocity ratios
as for the current study. Island et al. (1996) reported values ranging from CM ≈ 0.5
to 0.59 (E ≈ 1–1.44) in compressible mixing layers, while Karasso & Mungal (1996)
reported values of CM ≈ 0.58 (E ≈ 1.37) in liquid layers with r = 0.25. To first order,
these results agree with the ensemble-averaged data from the current investigation.
It is likely, therefore, that the molecular-mixing dynamics discussed in § § 4 and 5 are
applicable to previous studies of shear-layer mixing with similar Reynolds numbers
and pairing parameters.

7. Conclusions
The dual-tracer (NO and acetone) PLIF technique employed in the current

investigation is the gaseous analogue to acid/base visualizations in liquid flows and
is used for the first time to study the role of large- and intermediate-scale structures
in determining the state of molecular mixing in the developing and far-field regions
of gaseous planar shear layers. Data are compared with acid/base measurements of
molecular mixing in liquid planar shear layers, average probe-based measurements
in gaseous planar shear layers, and dual-tracer PLIF studies in axisymmetric jets.
The current work also reports the first ‘flip’ experiments using the dual-tracer PLIF
technique, enabling measurements of gaseous low-speed, high-speed and total fluid
molecular mixing. Data are obtained for low- to high-speed velocity ratios from
r = 0.25 to 0.44 and Reynolds numbers from Reδ = 18 600 to 103 000, corresponding
to pairing parameter values of Rx/λ 6.6 to 28.1. Several key observations are made
regarding instantaneous images, probability density functions, and ensemble-averaged
statistics of molecularly mixed fluid within the planar shear layer, as enumerated
below.

1. There is a very low probability of finding unmixed fluid or subresolution stirring
in the centre of the shear layer. Sub-unity values of mixing efficiency, which indicate
the presence of subresolution stirring or micro-scale mixing, are found most often
in regions adjacent to the low- and high-speed fluid streams. Ensemble-averaged
statistics, therefore, show that the total mixed-fluid probability, Pm, is nearly unity
in the centre of the mixing layer. This differs most dramatically with previous
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measurements in liquid shear layers (Karasso & Mungal 1996), and confirms the effect
of Sc at high Reδ . Slight differences with cold-chemistry flip experiments performed
in gaseous shear layers (Clemens & Paul 1995; Island et al. 1996) are probably
attributable to the inability of previous studies to correct for finite-quenching-rate
effects.

2. Owing to the relative absence of subresolution stirring, passive-scalar data are
found to compare well with measurements of molecularly-mixed fluid fraction in much
of the central region of the mixing layer. The inherent ambiguity in defining the edges
of the mixing layer, however, as well as subresolution stirring in the outer regions, still
leads to an overprediction of mixed-fluid quantities using the passive-scalar approach.

3. The dynamics of large- and intermediate-scale structures are sensitive to the
velocity ratio and have a significant impact on the molecularly mixed fluid distribution
within the gaseous shear layer. Intermittent large-scale structures composed of
intermediate and small-scale motions are the dominant mechanisms for pure fluid
entrainment in both the developing and far-field regions. Intermediate structures
generated by secondary instabilities augment fluid entrainment in the outer regions
of the mixing layer and, when entrained into the shear layer, are a source of
inhomogeneity in mixed-fluid statistics.

4. Both low-speed and high-speed mixed-fluid probability density functions (p.d.f.s)
develop stronger marching characteristics with decreased velocity ratio, but are fairly
independent of downstream distance, which is consistent with the concept of self-
similarity. The transition to marching behaviour is not as prominent as previously
found in axisymmetric gaseous shear layers (King et al. 1999; Meyer et al. 2001).

5. Differences in molecular-mixing behaviour between the low- and high-speed
fluids are detected through analyses of p.d.f.s across the shear layer. These differences,
as in the range of mixed-fluid fractions exhibited in the low- and high-speed
fluid p.d.f.s, are not as apparent in passive-scalar data, which do not account for
subresolution-scale molecular mixing.

6. The low- and high-speed mixed-fluid probabilities, PmLS and PmHS, are
preferentially higher toward the low- and high-speed streams, respectively. Therefore,
the averaged mixed-fluid composition, Cm, is also preferentially higher toward the
corresponding free-stream fluid, as found in previous investigations (Mungal &
Dimotakis 1984; Karasso & Mungal 1996). The value of PmHS is higher than that of
PmLS, confirming that high-speed fluid is preferentially entrained into the shear layer.

7. The effects of Rx/λ on the mixed-fluid probabilities and the mixed-fluid
composition are found to be slight from Rx/λ = 14.8 to 28.1, although a slow
reduction in the aforementioned free-stream bias of the low- and high-speed mixed-
fluid quantities is detected in Cm. The low-speed, high-speed and total mixed-fluid
volume fractions are in agreement with previous measurements in the literature
(Frieler 1992; Meyer et al. 2001) and remain nearly constant with Rx/λ. These results
lend support to a quasi-self-similar state – one that evolves very slowly and is not
universally independent of initial conditions.
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ABSTRACT

This paper is the first in a series of papers
studying the behavior of bluff body stabilized
flames. In this research a combination of Laser
Doppler Velocimetry (LDV), and High Speed
Imaging are used to investigate these flames.
LDV data taken over several non-combusting
operating conditions detail the recirculation zone
behind the bluff body as well as the effect of inlet
conditions on the Karman Street vortex
shedding that occurs. High speed images of
combustion and equivalence ratio taken at blow
out agree with assertions made by Ozawa
(1971) and Zukoski (1957) on the transitional
nature of the flame from “laminar” to “turbulent”
at a Reynolds number of around 15,000. Lean
blow out also correlate very well when using the
correlation parameter set down by Dezubay
(1950). Finally, high speed images also support
assertions by Mehta and Soteriou (2003)
Erickson et al. (2006) that under certain
conditions Karman Street vortex shedding is not
suppressed by momentum and baroclinic effects
and are present in the flame near lean blowout.

1 INTRODUCTION

Flame stabilization by a bluff body is
commonly used in propulsion systems including
gas turbine and scram jet engines. Models are
used to estimate the effectiveness of these
stabilization methods. These modes vary in
sophistication from simple empirical expressions
to the solution of detailed partial differential
equations. The accuracy of these models
depends on extent the models are validated.
Equally as important, these models are also only
as accurate as the physical phenomenology the
models capture.

For the past fifty years bluff body stabilized
flames have been studied in detail. In the 1950s
DeZubay (1950) and King (1957), studied

flames stabilized using bluff bodies. Both
authors found that the fuel air ratio the flame
blows out at correlates with the inlet pressure,
temperature, and velocity, see Figure 1-1. 
 

Figure 1-1 Dezubay’s Blowout Correlation (Dezubay 1950)

In this work the authors studied blowout at
relatively high Reynolds numbers. Dezubay
studied a round disk shaped flame holders over
a range of Reynolds numbers from 90,000 to
680,000. King on the other hand studied a v-
shaped bluff body over a range of Reynolds
Numbers from 60,000 to 130,000.

Due to the increasing inlet temperatures
Reynolds numbers for modern systems are
much lower than those of the 1960s and 1970s.
Reynolds numbers vary typically in the range of
15,000 to 300,000. In his work Zukoski (1954,
1955) studied blowout. He found that the blow
out characteristics behave quite differently at
lower Reynolds numbers. Zukoski concludes
that the flame transitions around a Reynolds
numbers of 10,000. Later Ozawa (1971) also
compiled data from several bluff body
experiments. Ozawa also discusses this
blowout transition at Reynolds Number of
10,000. Both authors conclude the flame
surface transitions from “laminar” to “turbulent”
near this Reynolds number. Further, they both
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concluded that this transition greatly effects the
velocity at which the flame will blow off at, or the
characteristic of the blow-out curve.

More recently Mehta and Soteriou (2003),
and Erickson et al. (2006) have commented on
vortex shedding as it relates to bluff body flame
blow-out. I their work they have conducted
detailed modeling of bluff body stabilized flames.
In their 2003 work they concluded that the
baroclinic effect of the temperature rise across
the flame suppresses the Karman Street type
vortex shedding typically seen behind these bluff
bodies under non-combusting conditions. In this
paper they modeled a bluff body flame at 20,000
Reynolds number. They concluded that the
flame was dominated not by large Karman
Street vortices but much smaller vortices. They
also concluded that the baroclinic torque
generated by the temperature rise across the
flame was responsible for suppressing the
Karma Street vortex production.

Later in 2006, (Ericson et al. (2006)) they
conducted another model study where the
temperature rise across the flame was varied.
In this study they concluded that at lower
temperature ratios across the flame, the flame
near blowout was dominated not by small
turbulent vortices but by large Karman Street
type vortices. These same structures were also
captured by Porumbel and Menon (2006), and
Fureby (2006) in their combusting Large Eddy
Simulation (LES) investigations. 

The objective of this research effort is two
fold. First the objective is to provide detailed
experimental data on bluff body stabilized
flames for model validation. Second the
objective is to enhance the phenomenological
understanding of these bluff body flame
stabilization. In this paper a detailed study of
the velocity patterns, vortex shedding and
blowout v-gutter bluff bodies is studied over a
large range of Reynolds numbers, from 5,000 to
60,000. Detailed LDV data are collected of cold
flow in the wake the v-gutters. From the LDV,
mean, RMS, and turbulent spectra are collected.
Combusting experiments are also conducted
over the same range of Reynolds numbers.
High Speed images of the flame just prior to
blow out are recorded as are the equivalence
ratio at blowout.

2 PROCEDURES

2.1 LDV Procedures

A two-component LASER Doppler
Velocimetry (LDV) system was employed for
measuring instantaneous velocity at various
conditions in the wake region of the flame
holder, Figure 2-1.  The LDV system is driven by
an argon-ion LASER with 514.5 nm and 488 nm
output beams. When focused on a small control
volume, the 514.5 nm and 488 nm beams
generate orthogonal interference fringes from
scattering off 1 micron aluminum oxide particles
used to seed the flow. For a more detailed
discussion of principles of LDV please reference
Goldstein (1983).
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Figure 2-1. LASER Doppler Velocimetry Set-up.

2.2 Analysis of Randomly Time Sampled LDV
Data

The quality of data from LDV depends on
several factors, the most important of which is
the seed density of the flow. In areas of
recirculation seed density can vary so much as
to produce periods of time where there are few
velocity data. When the seed conditions are
poor data can not be taken at a known interval
of time, but must be collected at the time of
arrival of the each particle. Figure 2-2 depicts a
a sample histogram of the various time intervals
present in LDV data.
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Figure 2-2. Histogram of Time Steps in LDV Data.

In this experimental campaign LDV is used
to produce mean and RMS velocity data and the
shedding frequency of the coherent vortex shed
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behind the bluff body. For the mean and RMS
velocities simple mathematical functions can be
employed to obtain these parameters from the
LDV data taken at each point. For the shedding
frequency of the coherent vortex the data
analysis is not as straight forward. Because the
time interval produced by LDV is random,
standard DFFT techniques can not be used to
analyze LDV data. The spectral analysis of
randomly spaced LDV data is traditionally
conducted using the Lomb Algorithm for spectral
analysis (Numerical Recipes in C, 1992).

In this experiment the entire spectrum of
turbulence is not required to determine the
shedding frequency of the coherent vortex. To
obtain the shedding frequency, spectrum up to
three times the shedding frequency is required
to satisfy Nyquest. This results in maximum
frequencies required on the order of 200-400
Hz. Because of this simpler techniques are
used to analyze the data. A technique is used
where the data are resample onto a uniformly
spaced time interval through the use of cubic
Hermite interpolation. The time step of the
interpolation was chosen based the histogram of
the time steps of the randomly spaced LDV data
and the median of the time step data. An FFT of
the interpolated velocity then performed in
MATLAB. When compared to spectral data
produced with the Lomb Algorithm, there was
excellent agreement between the two, as will be
discussed in a future paper.

3 EXPERIMENTAL SETUP

A 12MW experimental combustion facility
located at the Propulsion Directorate of AFRL in
Wright-Patterson Air Force Base, Dayton Ohio
was used for the experiments, Figure 3-1. Flow

Figure 3-1 12 MW Experimental Test Facility

conditioning is employed in the facility which
provides a uniform velocity and temperature
profile (+ 3%), and 6-7% turbulence at the inlet
of the test section. Tests were conducted on an
“open and “closed” v-gutter bluff body mounted
in the rig, see Figure 3-2. In these tests the

Figure 3-2. Open and Closed V-Gutter Flame Holders

flame holder traverses the length of the test
section. In this configuration the flow is
considered two-dimensional at the center of the
test rig. Combustion tests were conducted with
premixed propane and air.

4 DATA ANALYSIS

4.1 Mean and RMS Profiles

Detailed Velocity profiles were taken using
LDV behind the non reacting wake of the v-
gutters. Traverses were taken parallel and
transverse to the centerline axes of the test
section. Figure 4-1 depicts the location of these
traverses. The orange traverses in Figure 4-1
are perpendicular to the centerline of the test
section traversing across the wake of the bluff
body. The green traverse in Figure 4-1 is
parallel to the centerline of the test section.

Figure 4-1 Locations of Velocity Traverses

Figures 4-2 and 4-3 are plots of mean and
RMS axial velocity respectively along the
“green” traverse in Figure 4-1. The gaps in both
sets of data represent sections of the test

z/D

x/D 0 ½ 1 2 3 3.7 7.5 10.5 13.5

Open V-Gutter

Wall thickness = 0.0625
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section where there was no optical access for 
the LDV LASER. Figure 4-2 depicts the mean
velocity normalized by the inlet velocity. Figure
4-3 depicts the RMS normalized by the inlet
velocity. The data presented are for 4 Reynolds
numbers; 10,000, 25,000, 40,000, and 55,000.
The mean axial velocity changes substantially
from the near wake to the far wake region.
From the trailing edge of the flame holder the
mean velocity is increasingly negative, reaches

a maximum then increases to zero. The location
where the velocity is zero represents the mean
location of the trailing edge of the recirculation
zone behind the bluff body. Note as the
Reynolds number increases the length of the
recirculation zone decreases. The location of
the maximum negative velocity also moves
closer to the trailing edge of the bluff body as the
Reynolds number increases. In the far wake
region the velocity increases asymptotically to

Dimensionless Centerline Mean Axial Velocity for 4 Reynolds Numbers
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Figure 4-2 Travers of Axial Velocity Behind the Bluff Body
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Figure 4-3 Traverse of RMS Velocity Behind the Bluff Body

the inlet velocity for all but the 10,000 Reynolds
number case. In the case of Reynolds number
10,000 the low velocity wake persists the entire
length of the test section behind the flame
holder.

The RMS velocity also varies as the
Reynolds number increases. For the lowest
Reynolds number, 10,000, the wake is highly
turbulent. For this Reynolds number the RMS
velocity is routinely greater than 50% of the inlet
velocity in the wake of the bluff body for the
entire length of the test section. There is also a
lot of scatter in the data due to the low data rate
that occurred for many of these points. For the
higher Reynolds numbers the RMS velocity is
more similar.

For the higher Reynolds number cases the
RMS velocity has two relative maximums in the

recirculation zone. Both maxima occur at the
location where the derivative of the mean
velocity is zero. The second maximum is higher
than the first and represents the highest RMS
value in the wake of the bluff body. In the far
wake the RMS are still highly turbulent but
turbulence is decaying. RMS values continue to
decrease, below 25% 9 flame holder width’s
down stream of the bluff body.

Velocity profiles were also taken across the
wake down stream of the bluff body, see the
orange lines in Figure 4-1. Figures 4-4 to 4-6
depict the mean and EMS velocity profiles for
0.5L, 1.0L, and 2.0L down stream of the bluff
body for a Reynolds number of 40,500. On the
left of each figure are plots of mean and RMS
velocity along the centerline axis while on the
right are the mean and RMS of the transverse 0.
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Figure 4-4 Velocity Profiles Z/D = 0.5 Down Stream of the Bluff Body for
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Figure 4-5 Velocity Profiles fro Z/D = 1 Down Stream of the Bluff Body for
Reynolds Number = 40,500
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Figure 4-6 Velocity Profiles fro Z/D = 2 Down Stream of the Bluff Body for
Reynolds Number = 40,500

velocity. Data were also taken for Reynolds
numbers of 10,000, 12,000, and 55,00

There are several points of interest in these
figures. Figure 4-4, depicts the mean axial
velocity L/2 down stream of the trailing edge of
the bluff body. The edge of the bluff body is
located at X/D = 0.5. At this point the velocity is
approximately the same as the inlet velocity.
Further away from the flame holder the velocity
reaches a maximum of almost 2 times the inlet
velocity. In this experiment the blockage ratio of
the flame holder is approximately 1.43. Thus
the “lip velocity” is higher than the velocity
expected assuming an acceleration due to the
blockage.

Also of note is the RMS velocity. In all three
figures the RMS of the axial velocity reaches a
maximum inside the wake of the flame holder.
Close to the bluff body this maximum can be
twice the inlet velocity, or 200%. The transverse
RMS velocity also reaches a maximum in the
wake region. Unlike the axial RMS the
transverse RMS persists well outside the wake.
A detailed analysis of the LDV supplemented
with PIV data is the subject of a future paper.

4.2 LARGE COHERENT STRUCTURES

Another important aspect of the fluid
dynamics of a bluff body in cross flow is the
large Karman Street vortex seen shed in the
wake of the bluff body. LDV was conducted
over a wide range of Reynolds number for both

the open and closed v-gutter bluff bodies. The
shedding frequency for a given Reynolds
number was found by taking the DFFT of each
set of interpolated data, as outlined in section 2.
The frequency was then non-dimensionalized to
Strouhal number using the effective or blockage
velocity, not the inlet velocity, and the width of
the v-gutter. Figure 4-7 is a plot of this data.
Also plotted in Figure 4-7 are the data for a
circular cylinder in cross flow for reference,
Blevins (1985).

Dimensionless Effective Shedding Frequency vs Effective Reynolds
Number for the V-Gutter and Circular Cyylinder Bluff Bodies
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Figure 4-7. Dimensionless Shedding Frequency Several
Reynolds Numbers.

4.3 LEAN BLOWOUT

Detailed lean blowout measurements were
also taken for the combusting v-gutters. Figure
4-8 depict the equivalence ratio recorded at lean
blow out (LBO) versus Reynolds Number for the
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closed v-gutter flame holder at 4 different
temperatures. In all cases the data plotted
represent the average of at least 6 blow out
points for the given Reynolds number. Due to
facility limitations the highest Reynolds number
for the 70F, 300F, and 460F inlet temperatures
were 55,000, 34,000, and 29,000 respectively.

Lean Blow-Out for Closed V-Gutter with Propane Fuel at Atmospheric
Pressure for 3 Inlet Temperatures
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Figure 4-8 Lean Blow Out Equivalence Ratio vs. Reynolds
Number for Several Inlet Temperatures

When studying Figure 4-8 two interesting
results can be discerned. At lower Reynolds
numbers, below 15,000 the lean blowout seems
insensitive to Reynolds number. Above 20,000
Reynolds number, the LBO increases with
increasing Reynolds number. Figure 4-9 depicts
the LBO data plotted against the DeZubay
correlation parameter instead of Reynolds
number. When plotted this way the data
correlate very well, similar to the shape of
DeZubay’s original data.

Lean Blow-Out for Closed V-Gutter with Propane Fuel at Atmospheric
Pressure for All Inlet Temperatures
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Figure 4-9 Lean Blow Out Equivalence Ratio vs. DeZubay
Correlation Parameter

Another very interesting trend can be seen in
Figure 4-8. As the inlet temperature increases
for a given Reynolds number the equivalence
ratio at LBO increases. Intuitively one would
expect this value to decrease with temperature,

not increase. Ballal and Lefebvre (1979) studied
the relationship between temperature and weak
extinction for constant inlet velocity. They found
the extinction limit decreases with inlet
temperature. Figure 4-10 depicts the
equivalence ratio at LBO for a constant inlet
velocity of 25 m/s for several inlet temperatures.
When plotted this way the equivalence ratio at
LBO does show the expected decreasing trend.

The Effect of Inlet Temperature on LBO Equivalence Ratio for a
Constant Inlet Velocity of 25 m/s
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Figure 4-10 Lean Blow Out Equivalence Ratio vs. Inlet
Temperature for Several Inlet Temperatures

4.4 HIGH SPEED IMAGES

Many high speed images were also taken of
the flame behind the closed v-gutter flame
holder with a Phantom 7.2 camera. Flame
intensity images were captured at 5KHz. Figure
4-11 is a typical high speed image the flame
behind a v-gutter bluff body with combustion.
For this image the inlet temperature was, 70F,
the Reynolds number is approximately 30,000
and the equivalence ratio 0.64. Note the flame
is dominated by smaller vortices that seem to be
generated by the boundary layer. This flame is
absent of the large Karman Street vortices

Figure 4-11 High Speed Image of Combusting V-Gutter at Higher
Equivalence Ratio
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typical of a non-combusting flow. This figure is
representative of Reynolds numbers greater
than 15,000 for equivalence ratios well above
the lean limit. Figure 4-12 is a high speed image
of the same conditions as Figure 4-10 near LBO,
an equivalence ratio of 0.35. The flame
structure of both images is very similar. In both
images vortices are clearly seen in the shear
layer and there is very little vortex motion in the
wake region.

Figure 4-12 High Speed Image of Combusting V-gutter Near LBO

High speed images were also taken at
elevated inlet temperatures. Figures 4-13 and
4-15 are images the flame near LBO for
Reynolds number 26,000 and 32,000
respectively at an inlet temperature of 70F. In
both of these images the largest vortices are
those in the shear layer generated by the
boundary layer of the flow. Figures 4-14 and 4-
16 are images near LBO for Reynolds number is
25,000 and 35,000. In these images the inlet
temperature was elevated to 460F with electric
heaters. Note in these images one can easily
see large vortices in the wake of the flame
holder reminiscent of Karman Street vortices
shed behind the bluff body without combustion.

Figure 4-13 Combusting V-Gutter at 70F Inlet Temperature,
Re = 26,000, Near LBO

Figure 4-14 Combusting V-Gutter at 460F Inlet Temperature,
Re = 25,000, Near LBO

Figure 4-15 Combusting V-Gutter at 70F Inlet Temperature,
Re = 32,000, Near LBO

Figure 4-16 Combusting V-Gutter at460F Inlet Temperature,
Re = 35,000, Near LBO

This contrast is representative of the many high
speed images taken above a Reynolds number
of 15,000 for 70F and 460F inlet temperatures.

At lower Reynolds numbers the vortex
shedding phenomena at LBO is different from
those above Reynolds number of 15,000.
Figures 4-17 and 4-18 are high speed images
taken near the LBO limit. They depict Reynolds

Figure 4-17 Combusting V-Gutter at 70F Inlet Temperature,
Re = 8,300, Near LBO

Figure 4-18 Combusting V-Gutter at 460F Inlet Temperature,
Re = 9,700, Near LBO

numbers of 8,300 and 9,600 and inlet
temperatures of 70F and 460F respectively.
Both of these images seem to be dominated by
a combination of large and small vortices. It is
difficult to discern a dominant vortex shedding
mode.

5 CONCLUSIONS AND
RECOMMENDATIONS

In this paper, several sets of data were
presented for the closed flame holder.
Experiments are ongoing to collect similar data
for the open v-gutter configuration, a circular
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cylinder and other bluff body configurations. In
addition new instrumentation is also planned to
collect point temperature and species
measurements.

Currently analysis of this data and data from
the open v-gutter flame holder are ongoing.
From the data currently analyzed and presented
conclusions can be drawn. Enough data are
believed to exist to provide “necessary”
conclusions. More data and analysis is required
to provide conclusions that are supported by
data that is both “necessary” and “sufficient”.
Given this, some interesting conclusions can be
drawn from the data and analysis to date.

5.1 Turbulent Transition

Fluid dynamic transition of the v-gutter flame
holders varies substantially from that of the
circular cylinder. The slope of the curve at lower
Reynolds numbers is discontinuous, unlike the
circular cylinder. For a circular cylinder, the
vortex shedding may be very different than that
of a v-gutter. When comparing Panton’s (1984)
discussion of vortex shedding behind a circular
cylinder with the data from Blevins (1985), the
peak in Strouhal number for a circular cylinder
occurs at a Reynolds number where there is still
a very organized Karman Street vortex shed
behind the cylinder. According to Panton
(1984), as the Reynolds number increases the
boundary layer of the cylinder separates. Also,
as Reynolds number increases the point of
separation moves forward. At the same time the
separation moves forward on the cylinder the
Strouhal number decreases. Panton concludes
the flow behind the cylinder is not “turbulent”
until the Reynolds number approaches 30,000.

The v-gutter data does not depict the same
smooth decrease in Strouhal number as
Reynolds number increases. Between Reynolds
numbers of 20,000 and 25,000 there is a cusp in
the shape of the curve denoting an abrupt
change in the vortex shedding. This may be the
transition from “laminar” to “turbulent” shedding
in the wake for the v-gutter. These conclusions
can be supported by better visualization around
the range of Reynolds numbers where the cusp
in the data occurs. This can be accomplished
with highly spatially resolved Large Eddy
Simulation (LES) or through the use of Particle
Image Velocimetry (PIV) analysis of a v-gutter
and a circular cylinder. Since this transition
occurs at the lower range of Reynolds numbers

for current engines this is an area of further
research.

As outlined in the Introduction, Zukoski
(1954, 1955) and Ozawa (1971) concludes that
the flame behind a bluff body transitions around
a Reynolds numbers of 10,000. In the
equivalence ratio data presented, the
equivalence ratio at LBO below Reynolds
number of 15,000 seem to be insensitive to
Reynolds number supporting these conclusions.
The high speed images in this Reynolds range
also contain a mix of vortices being shed by the
shear layer of the flame holder and larger wake
vortices. When compared to high speed images
at higher Reynolds numbers the images also
seem to support the conclusions that the flame
transitions in this Reynolds range.

Reynolds numbers below 10,000 are rarely
achieved in modern engines, thus this
conclusion may be academic. Regardless the
ability to collect data at these conditions is
relatively easy. Further data will be collected on
different flame holder geometries and at different
conditions in an attempt to further support this
conclusion. Other instrumentation can be used
to shed further light here. In addition to high
speed imaging, Particle Image Velocimetry (PIV)
of the combusting flow and highly temporally
resolved temperature measurements may be
applied at Reynolds numbers below “transition”.
The added data provided may shed more light
as to the nature of the vortex shedding behind
the bluff body.

5.2 Lean Blowout

From the lean blow out data two conclusions
are drawn. The first is that the blow out data
correlate well when DeZubay’s correlation is
used. The maximum correlation parameter
value of 30 was achieved in the current testing.
Research will continue at higher inlet
temperatures and velocities to continue to
populate this curve at correlation values greater
than 30.

When plotted against Reynolds number the
data seem counter intuitive. At higher
temperatures, for the same Reynolds number
the equivalence ratio at LBO are higher, not
lower. When plotted against temperature, with
constant inlet velocity, the equivalence ratio
decreases with inlet temperature. This result
would indicate that using the Reynolds number
to correlate LBO does not properly account for
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the competing effects of decreased density and
increased viscosity as the temperature is
increased.

5.3 Vortex Shedding in the High Speed
Images

In their earlier paper Mehta and Soretiou
(2003) concluded that the vortex shedding
behind a bluff body changed substantially when
combustion was present. They concluded that
the baroclinic torque associated with the
temperature rise across the flame dominated the
flow. As a result their model showed a flame
where flow behind the bluff body was dominated
by vortices much smaller than the Karman
Street vortices. At stoichiometry well above the
LBO limit the high speed images seem to
support this conclusion.

Later Mehta and Soteriou (Erickson et al.
2006) concluded from their modeling that certain
conditions could exist where the flame could be
dominated by the Karman Street vortices. They
concluded that if the temperature ratio across
the flame were reduced that these vortices
eventually dominate the flow. This
phenomenology is also supported by LES
computations by Porumbel and Menon (2006),
and Fureby (2006). High speed images
qualitatively support these conclusion as well.

In the bluff body flow three forces seem to
dominate depending on the operating
conditions; momentum, viscous and baroclinic.
For the high equivalence ratio combusting flow,
above Reynolds number of 15,000, momentum
and baroclinic forces seem to dominate. These
forces suppress Karman Street vortex shedding
and promote smaller vortices that stabilize the
flame in the shear layer of the wake. As the inlet
temperature is increased density falls and
viscosity increases. Thus increased
temperature decreases momentum and
increases viscous effects. Further as inlet
temperature increases the temperature ratio
across the flame decreases for the same
stoichiometry. The resultant effect is a reduction
in the baroclinic effect of the flame. Combined
the high speed images and modeling seem to
support a situation where viscous forces and
Karman Street vortex shedding dominate the
combusting near LBO at Reynolds numbers as
high as 35,000. Further testing using PIV in
combusting flow as well as temporally resolved
point temperature measurements are required to

provide more quantitative results to support
these conclusions.
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ABSTRACT 

Various concepts for modeling turbulence-chemistry interaction in a nonpremixed 
combustion are examined by studying vortex/flame interactions in a hydrogen/air, opposed-jet 
nonpremixed flame. Unsteady flat flames are obtained by injecting vortices from fuel and air sides 
of the flame surface simultaneously. The conventional characteristic parameters such as stretch 
rate and scalar dissipation rate cannot be used for describing the quenching process in unsteady 
flames. The flow and chemical nonequilibrium states of the unsteady flames are responsible for 
the variations in extinction values of these traditional characteristic variables. It is proposed that a 
variable that is proportional to the air-side stretch rate and inversely proportional to the rate of 
change in the flame temperature can be used uniquely for characterizing the unsteady quenching 
process. Unsteady curved flames are obtained by injecting vortices from the air side. Vortex size 
is varied from centimeter to sub-millimeter. The dynamic changes occurred to the flame structure 
during these interaction processes are mapped on to scalar-dissipation-rate scale. The large 
centimeter-size vortices, irrespective of the propagation velocity, wrinkle and stretch the flame 
before causing local extinction—representing a typical laminar-flamelet behavior. On the other 
hand, the small sub-millimeter-size vortices replace the local fluid in the flame zone with fresh air 
and destroy the flame structure without causing any wrinkle or stretch on the reaction zone--
representing a non-flamelet behavior. Depending on the vortex size, interactions between flame 
and millimeter-range vortices gradually deviate from the flamelet description. 

INTRODUCTION 

Studies on the structure of an unsteady flame are important for gaining an understanding 
of fundamental combustion processes. Such studies provide insight into turbulence-chemistry 
interaction and aid the development and evaluation of simplified models that can be used in 
design codes for practical combustion systems. Unsteady flames associated with turbulent 
combustion are subjected to stretching that varies with time; typically, the time scale for the 
changes in stretch rate is comparable to that of the chemical (e.g., reaction time) or physical (e.g., 
diffusion time) responses of the system. Because of the resulting nonequilibrium environment, the 
structure of a stretched unsteady flame differs from that of a stretched steady-state flame.  

Numerous experimental and numerical investigations1-3 have been performed to quantify 
the scalar structure of steady state, aerodynamically stretched, planar, opposed-jet nonpremixed 
flames. Such studies have not only provided benchmark experimental data but also yielded 
valuable insight into the steady-state behavior of the planar flame that is subjected to stretch (or 
strain) rates up to the extinction limits. In practical combustion devices, turbulent flames are 
subjected to severe unsteadiness that results from the random motion of the vortices.4,5 To retain 
the analytical and experimental simplicity offered by planar nonpremixed flames, however, the 
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unsteady flame structure is also investigated in opposed-jet flames by fluctuating the fuel and air 
jets simultaneously and sinusoidally.6-8 Although the results have indicated that unsteady flames 
can be stretched beyond the steady-state extinction limit,9 these studies are mainly focused on 
understanding the behavior of the flame when subjected to moderate-amplitude fluctuations in 
stretch rate7, reactant composition,7,10 and  partial premixing.11 Since the extinction stretch rate, in 
general, is higher than the maximum stretch rate at which ignition can occur, temporal flame 
extinction that occurs at any time within the fluctuation cycle in a periodically oscillating opposed-
jet flame could lead to complete flame extinction. Consequently, stretch rates near the extinction 
limit could not be used in the periodically oscillating flame experiments; as a result, the unsteady 
flame structure near the extinction limit has not been studied adequately. 

Recent studies on vortex/flame interactions by Katta et al.12 revealed that the extinction 
stretch rate of an unsteady flame is dependent on whether the flame is traveling or stationary. By 
issuing vortices from the fuel and air sides of an opposed-jet jet nonpremixed flame, they 
simulated traveling and stationary unsteady flames. In the traveling unsteady flame, not only the 
stretch rate on the flame but also its location changes with time; in the stationary unsteady flame, 
on the other hand, the stretch rate varies with time by locking the flame position spatially. The 
latter unsteady flames, established by issuing vortices simultaneously from the air and fuel sides, 
offer a pathway for understanding the unsteady flame structure near extinction. 

During single-vortex/flame interactions, which are often considered to be the building 
blocks of statistical theories of turbulence, the flame surface is subjected not only to unsteadiness 
but also to deformation. To investigate the effects of curvature on unsteady flames, both 
theoretical and experimental studies have been initiated.13-16 In particular, experiments designed 
by Roberts et al.17 and by Rolon et al.18 have generated considerable interest, especially because 
of their unique ability to inject a well-characterized vortex toward the flame surface. Numerous 
investigations have been performed on wrinkled flames by varying the size and strength of the 
vortex in opposed-jet burners18 in attempts to understand global features such as scale19,20 and 
origin21 effects and localized features such as annular-quenching22 and nonadiabatic-equilibrium-
temperature23,24 phenomena. In the present investigation, a well-tested CFDC model22,25,26 is 
used for understanding the effects of unsteady stretching on flat and wrinkled opposed-jet, 
nonpremixed flames. Large vortices issued from the fuel and air sides are used for establishing 
flat flames and centimeter-to-sub-millimeter-size vortices issued from air side are used for 
establishing wrinkled flames.  

MATHEMATICAL MODEL 

A time-dependent axisymmetric model known as UNICORN (UNsteady Ignition and 
COmbustion using ReactioNs)26 is used for the simulations of unsteady flames associated with an 
opposed-jet burner. This model solves the Navier-Stokes and species- and energy-conservation 
equations written in the cylindrical-coordinate (z-r) system. A detailed-chemical-kinetics model is 
employed for describing the hydrogen-air combustion process. This model consists of 13 species-
-namely, H2, O2, H, O, OH, H2O, HO2, H2O2, N, NO, NO2, N2O, and N2--and 74 elementary 
reactions among the constituent species. The rate constants for this H2-O2-N2 reaction system 
are obtained from Ref. 27. 

Temperature- and species-dependent property calculations are incorporated in the 
model. The governing equations are integrated on a nonuniform staggered-grid system. An 
orthogonal grid having rapidly expanding cell sizes in both the axial and the radial directions is 
employed. The finite-difference forms of the momentum equations are obtained using an implicit 
QUICKEST scheme,28,29 and those of the species and energy equations are obtained using a 
hybrid scheme of upwind and central differencing. At every time step, the pressure field is 
calculated by solving the pressure Poisson equations simultaneously and utilizing the LU (Lower 
and Upper diagonal) matrix-decomposition technique. UNICORN has been validated previously 
by simulating various steady and unsteady opposed21,22,24 and coflow25,30 jet nonpremixed flames. 
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BURNER CONFIGURATION: 

The opposed-jet-flow burner used for the investigations of vortex/flame interactions was 
designed by Rolon, is shown in Fig. 1, and is described in detail in Ref. 18. A flat flame is formed 
between the fuel and air jets having velocities of 0.69 and 0.5 m/s, respectively. The hydrogen-to-
nitrogen ratio used for the fuel jet is 0.38. While unsteady wrinkled flames are established by 
shooting vortices either from the fuel or air sides of the flame surface, unsteady flat flames are 
established by shooting vortices simultaneously from the fuel and air sides. The collision of the 
vortices at the flame surface in the latter case imposes unsteady stretch on the flame. Studies are 
performed to investigate various types of vortex/flame interactions by incorporating different sizes 
of fuel- and air-side injection tubes and varying the fluid injection durations. Air-side vortices are 
generated by injecting a specified amount of air through the syringe tube (Fig. 1) and then 
through an injection tube having a diameter of 0.2 - 5.0 mm. Similarly, fuel-side vortices are 
generated by injecting a specified amount of fuel through the respective syringe and injection 
tubes. The z-r coordinate system used for the simulation of flames associated with the Rolon 
burner is shown in Fig. 1. Calculations for these axisymmetric flames are made using a non-
uniform 601 x 301 mesh system distributed over a physical domain of 40 x 40 mm, which yielded 
a mesh spacing of 0.05 mm in both the axial (z) and the radial (r) directions in the region between 
the two nozzles. 

RESULTS AND DISCUSSION 

UNSTEADY FLAT FLAMES: 

Calculations for the unsteady stationary flat flames are made by issuing vortices 
simultaneously from the fuel and air sides via injecting respective fluids with a constant peak 
velocity. Variation in the strengths of the vortices and, thereby, the applied stretch rate on the flat 
flame is achieved by changing the rise time (acceleration) of the injection fluid in reaching the 
specified peak velocity.  As the  vortices interact with  the  flame surface  the  temperature  of  the 

 
Fig. 1. Schematic diagram of opposed-jet-flow burner used for investigations of vortex/flame 
interactions. Nitrogen-diluted hydrogen fuel and air introduced from upper and lower nozzles, 
respectively. Structure of steady-state flame is also shown in form of iso-temperature distribution. 
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latter decreases. The extinction process for the flame is considered to begin when the 
temperature decreased to 1130 K. Further decrease in temperature during a vortex/flame 
interaction after the flame is locally extinguished results from the diffusion and conduction of 
products and heat, respectively, from the flame zone. As expected, the flame responded uniquely 
to the changes in the rate at which fluid is injected. The time at which extinction occurs is 
inversely proportional to the rate of increase in the injection velocity (a0). 

The changes in air-side stretch rate (ka) during the vortex/flame-interaction process are 
shown in Fig. 2 for various a0 cases. The stain rates at which extinction took place were obtained 
from the 1130-K-cutoff criterion and are indicated by filled circles in this figure. A linear decrease 
in extinction stretch rate with time can be observed. The extinction stretch rate increased from 
2600 to 3200 s-1 when the injection-fluid accelerations are increased from 2450 to 4900 m/s2. The 
data in Fig. 2 indicate that using a unique value of air-side stretch rate one cannot predict the 
quenching condition of an unsteady flat flame. In other words, value of the air-side stretch rate at 
which extinction occurs in an unsteady flame depends on the rate at which the flame was 
stretched. The extinction values for ka in unsteady flames range from 2610 to 3195 s-1 and are 
higher by 85 to 127% than the limit obtained in steady-state flames (1410 s-1).  

The stretch rate computed at a flame location represents the local flow structure and 
because of the flow nonequilibrium an accurate description of the quenching process using 
stretch rate alone is not possible as shown in Fig. 2. On the other hand, since the scalar 
dissipation rate (χ) represents the overall diffusion process, this rate calculated at a given flame 
location could be used for describing the flame quenching process. Variations in the scalar 
dissipation rate (calculated at the stoichiometric surface) with time are plotted for various 
vortex/flame-interaction cases in Fig. 3. The respective values at extinction for all of the unsteady 
flames, determined based on the 1130-K criterion, are represented by filled circles. From this 
figure, it is apparent that the scalar dissipation rate χstoich also failed to characterize the extinction 
process in unsteady flames uniquely, which means that extinction in unsteady  flames  cannot  be   
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Fig. 2. Variations of air-side strain rate with time for different vortex/flame interactions. Vortices 
are injected from both sides of the flame. Extinction values based on 1130-K-temperature 
criterion indicated by solid circles. 
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Fig. 3. Variations of scalar dissipation rate at stoichiometry with time for different vortex/flame 
interactions. Vortices are injected from both sides of the flame. 

 
predicted using scalar dissipation rate. However, the variations in extinction values with respect to 
the changes in fluid-injection velocity seem to be smaller for scalar dissipation rates than for 
stretch rates. The extinction values for χstoich in unsteady flames range from 1.02 to 1.193 s-1 and 
are higher only by 30 to 53% than the limit obtained in steady-state flames (0.78 s-1). 

The reason that the scalar dissipation rate describes unsteady flame extinction more 
closely than the stretch rate can be understood by considering the chemical and flow 
nonequilibrium processes that develop in these flames. As the stretch on the flame is increased, 
increasingly more reactants, through diffusion, are transported into the reaction zone. At lower 
stretch rates, the chemical kinetics can consume all of the entering reactants. However, at higher 
rates of stretch, chemistry cannot cope with the large reactant fluxes and, therefore, flame cooling 
occurs. As the stretch rate represents the reactant fluxes transported into the reaction zone only 
in the case of steady-state flames, when flow nonequilibrium occurs, the stretch rate does not 
take into account the time lag between the diffusion and convection processes and, hence, 
cannot represent the extinction process. Since the scalar dissipation rate describes the diffusion 
process, it is less sensitive to the flow nonequilibrium that develops in unsteady flames. However, 
scalar dissipation rate can represent the chemical kinetics in the flame zone only when the 
diffusion time scale is far greater than the chemical (reaction) time scale--which exists in 
unstretched flames where reactions are limited by the diffusion process. When chemical 
nonequilibrium occurs (chemistry-limited situation), the scalar dissipation rate does not take into 
account the time lag between the diffusion and chemical kinetics and, hence, fails to represent 
the extinction process. Nevertheless, since the scalar-dissipation rate reflects changes in 
diffusion more accurately than the stretch rate, it describes the unsteady extinction process more 
accurately.  

To represent the unsteady-extinction process uniquely, one must consider a variable that 
takes into account both the flow- and the chemical-nonequilibrium processes. Since the stretch 
rate or scalar-dissipation rate can be used to estimate the former, a parameter that can be used 
for estimating the latter is required. If one assumes that no delay exists between chemical kinetics 
and heat-release rate, then dTf/dt (rate of decrease in flame temperature) represents the rate of 
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change in chemical kinetics and, in other words, the rate of change in the chemical-
nonequilibrium state. Vortices that move more rapidly result in higher dTf/dt values at extinction, 
and those that move slowly result in lower dTf/dt values. Therefore, by defining a variable that is 
proportional to the air-side stretch rate and inversely proportional to the temperature-decrease 
rate (dTf/dt), one can obtain a universal value for identifying the quenching process in unsteady 
flames. 

By considering both the chemical and flow nonequilibrium states of an unsteady flame, a 
new variable (σ) is defined as the ratio of the stretch rate to the rate of change in flame 
temperature as follows: 

σ =T∞

ka −ka 0( )
dTf

dt
⎛ 
⎝ 

⎞ 
⎠ 

  

Here, Tf is the flame (peak) temperature and ka0 is the steady-state air-side extinction 
stretch rate. Values of σ computed at several instants during various vortex/flame interactions are 
plotted in Fig. 4. In each case as the vortices issued from the fuel and air sides approach the 
flame surface, σ decreases with interaction time, crosses zero when the instantaneous stretch 
rate reaches the steady-state extinction limit, reaches a minimum value, and then begins to 
increase. Interestingly, the minimum values of σ for all of the vortex/flame-interaction cases are 
the same--0.39. The striking feature of σ became evident when the extinction condition for each 
interaction case was plotted in Fig. 4 by filled circles. The extinction conditions coincided with the 
minima in σ. 
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Fig. 4. Variations of new variable σ with time for different vortex/flame interactions. Vortices are 
injected from both sides of the flame. 
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UNSTEADY WRINKLED FLAMES: 

Wrinkled flames are generated by issuing vortices either from the fuel or air side of the 
flame surface via injecting a specified amount of fluid through the respective syringe tube (Fig. 1) 
and then through an injection tube having a diameter in between 0.05 and 5.0 mm. Evolution of 
the injected vortex and its interaction with the flame surface depends on the injection time. In 
general, with the shorter injection times, the generated vortices travel faster toward the flame 
surface and then affect the flame structure as the local flow time scales approach the chemical 
time scales. As the injection time gets longer the resulting vortex/flame interaction tends to 
generate a perturbed flame rather than a wrinkled one. Also the interaction process strongly 
depends on the size of the vortex. A typical centimeter-size-vortex/flame interaction obtained with 
a 5.0-mm diameter injection tube is shown in Fig. 5. Here, computed instantaneous locations of 
the particles are superimposed on iso-temperature color contours in 5(a) and the measured OH-
concentration distribution is shown in 5(b). Both the calculations and measurements show the 
unique annular quenching pattern. As the centimeter-size vortex interacts with the flame surface, 
the flame gets wrapped around the vortex and stretched. However, due to curvature effect 
extinction appeared first at a location away from the centerline.       

Vortices generated on the air side of the flame surface by injecting air through the 5.0-
mm diameter syringe tube grew to a size of ~1.0-cm diameter by the time they reached the 
reaction zone21,22. The centimeter-size-vortex/flame interaction created a wrinkled stretched 
laminar flame, which extinguished after a certain interaction time. The amount of flame wrinkling 
and the time required for extinguishing the flame depend on the vortex propagation velocity. 
Results obtained for a wide range of vortex injection velocities are summarized in Fig. 6. 
Variations in flame (peak) temperature and peak H-radical production rate of the flamelet located 
along the centerline with respect to scalar dissipation rate at stoichiometry (χst) are shown for 
injection velocities ranging from 5 m/s through 160 m/s. Scalar dissipation rate (χ) is calculated 
from mixture-fraction formulation of Bilger31 and using 1 m2/s for diffusion coefficient21. Note that 
vortices injected at a propagation velocity less than 5 m/s could not cause flame extinction. 

As the centimeter-size air-side vortex pushes the flame surface it increases oxygen flux 
into the flame zone and, by virtue of stoichiometric combustion, diffusion flame moves toward fuel 
nozzle for obtaining a balance between the oxygen and hydrogen fluxes. As shown in Fig. 6, 
increase in reactant fluxes increases scalar dissipation rate at stoichiometry (χst) and decreases 
flame temperature (Tf) due to thermal effect (heat conduction out of the reaction zone exceeds 
heat generation due to reaction)32. If combustion were to take place infinitely fast then all the 
curves in Fig. 6 would collapse on to a single curve. However, as the velocity of the vortex 
increases the diffusion time scales decrease and could become comparable or less than 
chemical time scales, which, in turn, brings in chemical-non-equilibrium effects (Damkohler-
number effects) into vortex-flame interactions. When reaction rates cannot keep up with the 
reactant fluxes heat release rate decreases due to partial combustion and consequently for the 
given χst faster vortices are yielding lower flame temperatures.       

           
                                 (a)                                                (b) 

Fig. 5. Structure of the flame computed during its interaction with a centimeter-size-air-side vortex 
in (a). Instantaneous particle locations are superimposed on temperature (Tmax = 1600 K). OH-
PLIF data obtained from experiments is shown in (b). 
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According to the flamelet concept for nonpremixed combustion32, which is treated as a 
non-equilibrium version of the classical Burke-Schumann limit, nonpremixed flames behave 
locally as a steady, one-dimensional, laminar, stretched flames. Considering the differences in 
diffusion and flow time scales flamelet concepts have been modified for unsteady effects33. The 
main advantage of the flamelet concept is the fact that chemical time scales and length scales 
need not be resolved in calculating the turbulent flame. This means that flamelet structure can be 
uniquely resolved as a function of certain prescribed parameters. Most of the flamelet models use 
mixture fraction and scalar dissipation rate at stoichiometry as such prescribed parameters. 
Amazingly, the interactions of centimeter-size vortices with the flame over a wide range of 
velocities shown in Fig. 6 are following the unsteady flamelet concepts. The chemical activity, 
represented by peak ωH, is in general following the flamelet concepts. Reaction rates increase 
initially with reactant fluxes (or χst) then decrease after reaching a peak value due to thermal 
effects and those of faster-vortex cases are decreasing even more rapidly due to chemical-non-
equilibrium effects. 

A typical experimental image of the millimeter-size-vortex/flame interaction obtained with 
a 0.2-mm-diameter injection tube is shown in Fig. 7. The left side of the image represents the OH-
concentration field captured using PLIF measurement technique. Unlike in the centimeter-
vortex/flame interaction, these millimeter-vortex/flame interactions show a significant increase in 
OH concentration in the head region of the vortex. Results obtained from the calculations made 
for this interaction are shown on the right-hand side of Fig. 7. Calculations also have predicted 
the significant increase in the concentration of OH in the head region. The computed OH 
distribution matches qualitatively with the uncorrected experimental OH-PLIF data. The 
somewhat broad and diffused distribution of OH in the vortex-head region of the experiment could 
be attributed to the alignment of laser sheet to the axis of the injection tube. The inner and outer 
radii of the protrusion of the OH layer that occurred due to the vortex motion are only ~ 0.3 and 
0.7 mm, respectively; which are of the order of the laser-sheet thickness (~ 0.4 mm). Any small 
misalignment of the laser sheet to the centerline of the OH protrusion could capture the OH that is 
present circumferentially and make the fluorescence image blurry.     
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Fig. 6. Interactions of cm-size vortex with hydrogen-air diffusion flame for several vortex injection 
velocities. Variations in flame temperature (solid lines) and peak H-radical production rates 
(broken lines) are plotted with respect to scalar dissipation rate at stiochiometry. 
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Fig. 7. Typical protruded flame obtained with a millimeter-size air-side vortex. Measured and 
computed flames in the form of OH-concentration distributions are shown on the left and right 
halves, respectively. Note the increase in concentration of OH at the tip. 
 

Both in the experiment and calculation, the interaction between millimeter-size vortex and 
flame resulted in local quenching of the latter along the stagnation line during the early stages 
and then the flame was reconnected within 1 ms. The temperature and OH concentration started 
increasing soon after the reconnection of the extinguished flame and their increase continued 
monotonically with time and with further propagation of the vortex. Calculations as well as 
experiments34 made with different injection velocities resulted in very similar interaction 
sequences; namely, quenching, re-ignition, and increase in temperature above the adiabatic 
value in the head region of the vortex. 

Turbulence consists of different length scales ranging from Kolmogorov scales (limited by 
kinematic viscosity) to geometrical scales (limited by the physical sizes of the combustion device). 
In order the flamelet concepts to be applied for the prediction of turbulent flows one must 
investigate how various size vortices behave during their interaction with flame. According to the 
regimes established by Peters for nonpremixed combustion35 most of a turbulent flame can be 
described using flamelet concepts except near the nozzle exit and near the flame tip. Peters used 
the ratio between vortex turnover time (tη) and chemical time (tc) for separating the flamelet 
regime from distributed reaction zones. As the centimeter-size-vortex/flame interactions shown in 
Fig. 6 are truly following the flamelet concepts the ratio tη/tc associated with those interactions 
must be sufficiently large to place them in the flamelet regime of the turbulent combustion. 
Chemical time scales for the given fuel-oxidizer mixture do not change with vortex size, shape or 
velocity. Therefore, the smallest value of tη/tc occurs with the fastest vortex assuming that vortex 
size does not change much with the velocity, which is true for the cases shown in Fig. 6. In order 
to examine the applicability of flamelet concepts to different size vortices, one must keep values 
of tη/tc of different size vortices within the flamelet regime of turbulent combustion. Keeping the 
value of tη/tc of the fastest centimeter-size-vortex/flame interaction in Fig. 6 as the lower limit, the 
range for the vortex sizes is determined as 0.4 – 10 mm with a propagation velocity of 6.4 m/s. A 
0.4 mm vortex traveling at 6.4 m/s gives the same value of tη/tc as that of a 1.0 cm vortex 
traveling at 160 m/s. The velocity of 6.4 m/s is chosen such that even the smallest vortex is able 
to cross the flame surface. 

Calculations for the millimeter and sub-millimeter-vortex/flame interactions are performed 
using a micro version of the Rolon burner. Various size vortices on the air side of the flame 
surface are generated by injecting air at 6.4 m/s from injection tubes having different diameters. 
Interaction between a 0.4-mm-diameter vortex and flame is shown in Figs. 8(a) and 8(b) at two 
different phases. Instantaneous locations of the particles are super imposed on vorticity field on 
the left half and on temperature field on the right half. Iso contours of OH radicals and mixture 
fraction are also shown on the left and right halves, respectively.  

The interaction process between a sub-millimeter-size vortex and the flame [Figs. 8(a) 
and 8(b)] is very different from that seen with larger vortices (Figs. 5 and 7). As the sub-millimeter 
vortex penetrates through the flame zone it hardly affects the remaining flame structure ahead of 
it. For example, the stoichiometric surface in Fig. 8(a) was not perturbed even though the vortex 
has penetrated to a distance that is only 0.5 mm away from it. Reaction zone surrounding the 
stoichiometric surface was also unperturbed. Even when the flame temperature and OH 
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concentrations decreased significantly due to the penetration of vortex [Fig. 8(b)] stoichiometric 
surface was shifted only by 0.1 mm. Over all, the flame is not getting stretched as the sub-
millimeter-size vortex penetrates through it, which is contrary to the typical flamelet description of 
a vortex/flame interaction. Note that the ratio tη/tc, which determines whether a vortex/flame 
interaction belongs to flamelet regime or not, for the sub-millimeter case is same as that of the 
centimeter case.         

 
(a) 

 
(b) 

Fig. 8. Sub-millimeter-size-vortex/Flame interactions captured at (a) 226 µs and (b) 288 µs after 
injecting the vortex. Contours of OH mole fraction (left) and mixture fraction (right) are 
superimposed on color fields of vorticity and temperature, respectively. 
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Evolution of the flame structure along the stagnation line during the sub-millimeter-size-
vortex/flame interaction is shown in Fig. 9. The temperature and heat release rate distributions 
across the flame surface at different phases of interaction shown in 9(a) and 9(b), respectively 
illustrate the non-flamelet behavior associated with micro vortices. As the vortex penetrates 
through the flame it replaces the local products with fresh air through convection and the reaction 
zone upstream of the vortex is not affected. The temperature profiles at 232 µs and 256 µs 
suggest that the temperature of the flame (Tf) is decreasing due to convection, rather than due to 
stretching of the reaction zone. As the flame is not stretched, when oxygen is carried into the 
flame zone by a micro vortex, fuel flux does not increase to provide stoichiometric combustion. 
Consequently as shown in Fig. 9(b), heat release rate increases locally near the oxygen-rich-
products region by more than an order of magnitude than that a stretched laminar flamelet would 
give. The high peak values are clipped in this plot for showing the unperturbed heat-release-rate 
profile of the steady state flame. 
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Results obtained from the interactions of different size vortices with flame are 
summarized in Fig. 10. Variations in flame temperature and peak H-radical production rates are 
plotted with respect to scalar dissipation rates obtained at stoichiometry for 15-mm, 2.2-mm, 1.1-
mm, and 0.4-mm cases. This graph should be viewed in conjunction with Fig. 6 for realizing the 
non-flamelet behavior associated with micro vortices. The ratios tη/tc for 15-mm and 0.4-mm 
cases are the same and those of the 1.1-mm and 2.2-mm cases are larger than that of the 15-
mm case. Fig. 6 demonstrates that 15-mm-vortex/flame-interactions follow flamelet description 
over a wide range of tη/tc ratios. Based on the regime diagram for turbulent combustion one would 
expect that all the interactions studied here and shown in Fig. 10 to follow the flamelet 
description. However, 0.4-mm case deviated the most from the flamelet description and 2.2-mm 
and 1.1-mm cases that are falling in between the 150-mm and 0.4-mm cases and are gradually 
deviating from the laminar flamelet behavior. 

Velocities (6.4 m/s) used for the millimeter- and sub-millimeter-size-vortex/flame 
interactions are much lower than the highest velocity (160 m/s) used for the centimeter-size-
vortex/flame interaction—suggesting that chemical non-equilibrium is of less concern in the 
former cases than in the latter. In fact, calculations for the sub-millimeter-vortex/flame interactions 
made with velocities lower than 6.4 m/s also deviated from the laminar flamelet behavior, even 
though, such interactions did not cause flame extinction. Apparently, the criterion for a vortex- or 
eddy/flame interaction in nonpremixed combustion to behave like a stretched laminar flamelet 
should depend on the vortex or eddy size rather than on the ratio tη/tc. The physical reasoning for 
using vortex size for determining flamelet regime is as follows: 
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Fig. 10. Interactions of different size vortices with hydrogen-air diffusion flame. Variations in flame 
temperature (solid lines) and peak H-radical production rates (broken lines) are plotted with 
respect to scalar dissipation rate at stiochiometry. Inset shows the close-up view at lower scalar 
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When a vortex propagates in an incompressible viscous media it not only displaces fluid 
occupied by it but also some fluid ahead of it. The upstream distance to which the influence of 
vortex is felt depends strongly on the vortex size and weakly on the vortex velocity. During a 
vortex/diffusion-flame interaction the fluid ahead of the vortex stretches the flame. As a result, an 
observer sitting on the flame in the reaction zone will feel stretching much earlier than the actual 
arrival of the vortex when the size of the incoming vortex is large. As the vortex size decreases 
the delay between flame stretching and arrival of the vortex decreases. If the reaction zone were 
to be infinitely thin then every vortex, independent of its size, stretches the reaction zone before it 
ever reaches the reaction zone. However, if the reaction zone has finite thickness then small 
vortices could displace the products in the reaction zone without stretching it. Reaction zone 
thickness (based on H-radical production rate) of a hydrogen-air nonpremixed flame could be 
anywhere between 1.6 mm and 4.8 mm depending on the applied stretch. Based on this, if a 5-
mm-size vortex interacts with a 4.8-mm-thick flame, the interaction would not result flame 
stretching and would not follow flamelet description. Based on the lower limit for reaction zone 
thickness, interactions with any vortex smaller than ~ 2.0 mm would not belong to flamelet regime 
of turbulent combustion. Since turbulent eddies are two to three orders smaller than the 2.0-mm 
vortex limit one must exercise caution while using flamelet concepts for the prediction of turbulent 
flame structure. 

SUMMARY AND CONCLUSIONS 

Vortex/flame interactions are often studied to gain a better understanding of turbulent-
flame structures; such studies facilitate the development of accurate turbulence-chemistry-
interaction models. In an effort to identify the limitations of the current turbulence-chemistry-
interaction models for nonpremixed turbulent flames, a numerical study has been performed 
through obtaining time-dependent flame structures established during interactions between 
vortices of different sizes and the flame surface.  A time-dependent model, known as UNICORN, 
that incorporates 13 species and 74 reactions among the constituent species has been used for 
the simulation of vortex/flame interactions in opposed-jet hydrogen-air nonpremixed flames. In the 
past this model has been validated by direct simulation of several steady state and unsteady 
axisymmetric opposed-jet and coflow jet diffusion flames. 

Differences between the steady state and dynamic extinction processes are studied by 
establishing stationary unsteady flames via forcing equal-size vortices from the fuel and air 
nozzles simultaneously. It was found that the air-side stretch rate and scalar dissipation rate at 
stoichiometry cannot be used for characterizing the quenching process associated with unsteady 
flames. In general, the extinction values of these variables in unsteady flames are higher than the 
respective ones in steady-state flames, and the differences increase with vortex speed. A new 
variable (σ) that is proportional to the air-side stretch rate and inversely proportional to the rate of 
change in the flame temperature is found to be uniquely characterizing the unsteady extinction 
process. 

Simulations for single-vortex/flame interactions are made for studying the wrinkled 
unsteady flames. Centimeter-size-vortex-flame interactions obtained over a wide range of vortex 
injection velocities followed the stretched-laminar-flamelet description and resulted similar flame 
structures with respect to χst. Fast moving vortices tend to create chemical non-equilibrium in the 
reaction zone and cause a small shift along the χst scale toward lower values. Sub-millimeter-size 
vortices, in contrast to large-size vortices, do not posses the ability to push the fluid ahead of it 
into the reaction zone. Instead, they bring fluid into the reaction zone spontaneously and replace 
the local combustion products. Such transport mechanism increases χst dramatically without 
stretching the reaction zone. Temperature decreases as products are carried away through 
convection. Millimeter- and sub-millimeter-size-vortex/flame interactions did not completely follow 
the stretched-laminar-flamelet description. Interactions deviated more from the flamelet concepts 
as the size of the vortex decreased. On the other hand, velocity of the vortex did not cause such 
non-flamelet behavior.   
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We report measurements of nitric oxide (NO) in atmospheric-pressure flames using visible pump 
(532 nm) and Stokes (591 nm) beams with an ultraviolet probe beam (236 nm) near an electronic 
resonance, giving significantly enhanced CARS signal at 226 nm.  For a hydrogen-air flame 
stabilized over a Hencken burner, good agreement is obtained between ERE-CARS measurements 
and flame computations using UNICORN, a two-dimensional flame code.  Excellent agreement 
between measured and calculated NO spectra is obtained for heavily sooting acetylene-air flames 
on the same Hencken burner.  The measured shapes of NO concentration profiles determined from 
ERE-CARS spectra without correcting for collisional effects is in excellent agreement with that 
predicted using the OPPDIF code in conjunction with GRI 3.0 kinetics for a laminar, counter-
flow, non-premixed hydrogen-air flame.  Effects of fuel-stream dilution (nitrogen and carbon 
dioxide) on measured NO concentrations are also studied in the counter-flow configuration.  For 
diluted flames, comparisons between measured ERE-CARS signals and computed number 
densities show good spatial agreement and their relative magnitudes match well.  Counter-flow 
flames with various hydrogen levels in the fuel stream (pure oxygen in the oxidizer stream) and 
various oxygen levels in the oxidizer stream (pure hydrogen in the fuel stream) are investigated to 
simulate fuel-rich and oxygen-rich flames and an optimum NO level is found.  Pathway and 
sensitivity analyses are implemented to understand NO formation under these conditions.  The 
current results establish the utility of ERE-CARS for detection of NO in flames with large 
temperature and concentration gradients as well as in sooting environments.  

1. Introduction 

Emissions of oxides of nitrogen (NOx) are pollutants that have a direct impact on the formation 
of photochemical smog and upon the depletion of the ozone layer.  Development of combustors 
for internal combustion and gas turbines engines that produce low NO levels is an important task 
facing the combustion community; moreover, such combustors benefit from advances in 
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fundamental knowledge regarding formation and destruction of NO in flame environments.  
Many previous researchers have developed laser-induced fluorescence (LIF) strategies for 
quantitative detection of nitric oxide in high-pressure flames [1-5].  However, the fluorescence 
signals from NO become difficult to interpret, especially with increasing pressure, owing to: (a) 
interferences from oxygen in fuel-lean regions and from hydrocarbons or soot in fuel-rich 
regions, (b) quenching of the LIF signal via collisions with O2, CO2 and H2O, among other 
colliding partners, and (c) absorption of both the laser beam and the fluorescence signal by CO2, 
H2O and hydrocarbons at typical UV excitation wavelengths.  To overcome these difficulties, 
researchers have considered other diagnostic techniques such as cavity ring-down spectroscopy, 
laser-induced polarization spectroscopy, and coherent anti-Stokes Raman scattering.  While most 
practical combustion devices operate at high pressure, the robustness and utility of the above 
alternative techniques must first be tested in flames at atmospheric pressure.  

Conventional coherent anti-Stokes Raman scattering (CARS) has previously been applied to NO 
measurements in the temperature range from 300 to 800 K at atmospheric pressure [6].  The 
detection limit for NO was found to be about 2500 ppm in N2 buffer gas.  A significant 
enhancement in the CARS detection limit can be obtained by tuning one or more of the pump, 
Stokes and probe beams into resonance with a suitable electronic transition.  Previously, such 
electronic-resonance-enhanced (ERE) CARS has been applied successfully to measure radical 
species such as OH [7, 8] and CH [9].  For these explorations of resonance-enhanced CARS [7-
9], the pump, Stokes and probe beams were all at ultraviolet frequencies.  In contrast, an ERE-
CARS technique has recently been reported for detection of NO using an ultraviolet probe beam 
in electronic resonance while using visible pump and Stokes beams far from electronic resonance 
[10-13].  The NO ERE-CARS signal was found to display little sensitivity to electronic 
quenching [11] which is significant for measurements related to practical gas-turbine combustors 
where the quenching environment can undergo rapid spatial and temporal variations.  The NO 
ERE-CARS signal was found to increase from 0.1 to 2 bars and remained approximately 
constant at pressures from 2 to 8 bars [12].  By doping known quantities of NO into the flame, a 
detection limit of approximately 50 ppm was demonstrated in an atmospheric-pressure 
hydrogen-air flame stabilized on a Hencken burner [13].   

In this paper, we present NO measurements via ERE-CARS for three different flame 
environments.  First, a hydrogen-air flame was stabilized using a Hencken burner and ERE-
CARS measurements of NO were obtained at various heights above the burner surface.  The 
measured NO profile was compared with calculations using a detailed reactive flow code.  In a 
second set of experiments, heavily sooting acetylene-air flames were stabilized using the same 
Hencken burner and spectral scans were recorded at various equivalence ratios.  A third set of 
measurements was performed in a laminar, non-premixed, hydrogen-air flame at a global strain 
rate of 20 s-1 stabilized using a counter-flow burner.  NO concentration profiles were measured in 
this flame using three different Raman transitions.  To understand the effect of diluents on NO 
formation, the fuel stream of the hydrogen-air counter-flow flame was doped with 10%, 25% and 
35% N2 and CO2.  Peak NO signals were also measured in a series of counter-flow flames by 
varying the fraction of H2 in the fuel stream (remainder N2) for pure O2 in the oxidizer stream as 
well as by varying the fraction of O2 in the oxidizer stream (remainder N2) for pure H2 in the fuel 
stream.  For all counter-flow flame measurements, the measured NO profiles were compared 
with concentration profiles computed using an opposed-flow flame code.  Pathway and 
sensitivity analyses were conducted so as to understand the chemical kinetics related to NO 
formation and destruction at various dilution levels for both fuel and oxidizer.   
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2. Experiment 

A two-dimensional, non-premixed, near-adiabatic Hencken burner (Research Technologies 
Model RD15X15) was used to stabilize the atmospheric-pressure hydrogen-air and acetylene-air 
flames.  An oxidizer mixture of 79% N2 and 21% O2 was employed instead of commercial air.  
Mass flow controllers (Models MKS 1559A and M100B) were used to regulate gas flow into the 
burner.  A more detailed description of the Hencken burner is given elsewhere [14].  The burner 
is mounted on a translation stage that permits horizontal and lateral positioning so as to adjust the 
ERE-CARS probe volume within the flame.  The counter-flow burner consists of two 1.9-cm 
diameter nozzles made of hastalloy C-276 designed to carry either the fuel or oxidizer mixture.  
The nozzles are water-cooled to prevent overheating and the water temperature is maintained 
around 30°C so as to avoid condensation on nozzle surfaces.  The separation distance between 
the fuel and oxidizer nozzles was fixed at 2 cm and the velocity of the reactants at the nozzle 
exits was maintained at 20 cm/s, thus producing a global strain rate of 20 s-1, where the global 
strain rate is defined as the sum reactant velocities at the nozzle exits divided by the nozzle 
separation distance.  The counter-flow burner facility is described in more detail in a previous 
publication [15].   

An energy-level diagram describing the ERE-CARS process for nitric oxide is shown in Fig. 1.  
The pump (ω1) and Stokes (ω2) lasers are visible beams with frequencies far detuned from the 
A2Σ+ - X2Π electronic system of the NO molecule.  In contrast, the probe beam frequency (ω3) is 
at or near electronic resonance.  The CARS signal (ω4) is generated using a three dimensional 
phase-matching geometry.  Figure 2 shows a schematic diagram of the experimental system.  
The second harmonic output (~532 nm) of an injection-seeded, Q-switched Nd:YAG laser was 
used as the pump beam.  This second harmonic output was also used to pump a narrowband dye 
laser to produce tunable radiation in the vicinity of 704 nm.  The output of the dye laser was 
frequency-mixed with the third harmonic output (~355 nm) of the injection-seeded YAG laser to 
generate the probe beam (λ3 = 236 nm).  The second harmonic output of a separate unseeded, Q-
switched Nd:YAG laser was used to pump another narrowband dye laser to produce tunable 
radiation in the vicinity of 591 nm, which acts as the Stokes beam.  The full-width at half-
maximum (FWHM) linewidth of the pump beam (532 nm) was 0.003 cm-1 while the linewidth 
for the Stokes (591 nm) and the probe (236 nm) laser beam was 0.1 cm-1.  Using a translating 
razor blade, the diameters of the three beams at 20 mm away from the focus (CARS probe 
volume) were approximately 250 µm.  A polarization-sensitive technique was employed to 
suppress the non-resonant background signal arising from four-wave mixing.  The probe beam 
was vertically polarized while the polarizations of the pump and Stokes beams were set at an 
angle of 60° with respect to the vertical axis.  A fine adjustment of the polarizer in the detection 
channel, orthogonal to the four-wave mixing signal, enables optimum suppression of non-
resonant background [10]. 

For experiments performed using the Hencken burner, the ultraviolet probe wavelength was held 
fixed at 236.06 nm corresponding to the Q1(13.5) transition in the (0,1) band of the A2Σ+ - X2Π 
electronic system of NO.  Spectra were recorded at various heights above the burner by tuning 
the wavelength of the visible Stokes beam, so that UV fluorescence interferences and/or 
background scattering remained constant during the scan.  Such scans, for which the Stokes 
wavelength was varied while the UV probe wavelength was fixed, are referred to as Stokes 
scans.  The resulting baseline can be subtracted to obtain a background-corrected ERE-CARS 
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signal.  This background-corrected signal is divided by the ultraviolet pulse energy to account for 
shot-to-shot variations in the energy of the pulsed probe beam. 
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d
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Vd = 0, Jd = Jb – 1, Jb, Jb + 1

 
Figure 1: Energy level diagram showing the ERE-CARS process for NO.  The transitions identify 

the pump beam (ω1), Stokes beam (ω2), probe beam (ω3) and CARS signal beam (ω4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Schematic of the experimental setup for ERE-CARS of NO.  T: telescope; λ/2: half-wave 
plate; PMT: photomultiplier tube.  Polarizer angles are set with respect to the vertical axis.  Filters 
are four 45°, 215-nm mirrors having 70% transmission at 226 nm and 1% transmission at 236 nm. 
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Three different Raman transitions were investigated for the counter-flow hydrogen-air flame.  
These Raman transitions, Q1(9.5), Q1(13.5), and Q1(17.5), were selected to assess the 
temperature sensitivity of the measured [NO] profile.  For the three selected Raman transitions, 
the ultraviolet probe wavelength was held fixed at 236.19 nm, 236.06 nm and 235.87 nm, 
respectively, corresponding to the Q1(9.5), Q1(13.5) and Q1(17.5) transitions in the (1,0) band of 
the A2Σ+ - X2Π electronic system of NO.  Stokes scans were recorded every 1 mm between the 
fuel and oxidizer nozzles for each of the three ERE-CARS transitions.  For the remaining 
measurements in the counter-flow burner, the probe beam was fixed 236.06 nm corresponding to 
the Q1(13.5) transition in the (0,1) band of the A2Σ+ - X2Π electronic system of NO.  Stokes 
scans were recorded and the baseline was subtracted to obtain a background-corrected signal.  
This signal was divided by the UV pulse energy and the normalized ERE-CARS signal was 
integrated over the width of the Raman transition and the square-root of the integrated signal was 
corrected to the ground-level population of NO via division by the Boltzmann fraction.  The 
square-root of the Boltzmann fraction corrected NO ERE-CARS signal was compared directly 
with the computed NO number density.  For the N2 and CO2 diluted flames, all reported 
measurements are relative to the peak NO concentration in the hydrogen-air flame.  

3. Modeling 

Numerical computations for the hydrogen-air flame stabilized using the Hencken burner was 
performed using the UNICORN (Unsteady Ignition and Combustion with Reactions) code [16-
18].  The flame is modeled as a combination of several diffusion flamelets, where each flamelet 
is supported by fuel originating from each individual tube within the burner.  The exact nature of 
the flamelet (premixed, partially premixed or non-premixed) can be varied, depending on 
experimental flow conditions.  For the counter-flow flame, OPPDIF, a Sandia opposed-flow 
flame code [19], was used for calculations of temperature, velocity and species concentration 
profiles along the centerline between the two nozzles.  The mathematical model for OPPDIF 
reduces the two-dimensional, axi-symmetric flow field to a one-dimensional formulation via a 
similarity transformation [20].  The GRI mechanism (version 3.0) [21] was used for the chemical 
kinetics and gas-phase radiation was considered by adding a radiation source term in OPPDIF.  
The effect of radiative heat loss was considered in the optically thin limit [22].  The radiation 
model utilizes Planck mean absorption coefficients for the major species CO2, H2O, CO and 
CH4; the temperature dependence of these coefficients was modeled using fourth-order 
polynomial fits to the results of narrow-band calculations.  A time-dependent, axi-symmetric 
model in UNICORN was also employed for simulation of the weakly-stretched counter-flow 
hydrogen-air diffusion flame.   

The ERE-CARS spectra obtained in the sooting acetylene-air flame were modeled using a 
perturbative analysis applicable at lower laser irradiances via modification of the Sandia 
CARSFT code [10, 23].  Spectral data for the NO molecule were obtained via LIFBASE [24] 
and from high-resolution CARS measurements [25, 26].   

4. Results and Discussion 

Stokes scans were recorded for various heights in a hydrogen-air flame stabilized on the 
Hencken burner at an equivalence ratio of 1.15.  We previously added known quantities of NO to 
the oxidizer flow in a similar flame to determine the NO detection limit at atmospheric pressure 
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[12].  Figure 3 shows a typical spectrum at a height 55 mm above the burner surface.  The 
spectrum exhibits a non-resonant background resulting from scattering of the UV probe beam 
and fluorescence induced by the UV probe beam.  Because the UV probe wavelength is fixed 
during Stokes scans, this non-resonant background is nominally constant, independent of Stokes 
laser wavelength.  Furthermore, the non-resonant background does not modulate the ERE-CARS 
signal and it can be subtracted in data processing.  The value of non-resonant background signal 
was obtained via integration between Raman shifts of 1871 and 1871.5 cm-1.  After background 
subtraction and division by the UV probe energy, the ERE-CARS signal was integrated between 
Raman shifts of 1872 and 1874 cm-1.  Figure 4 shows a comparison between the measured 
concentration of NO, which is proportional to the square-root of the integrated ERE-CARS 
signal, and predicted NO concentrations computed using UNICORN at various heights above the 
burner surface.  As fuel and oxidizer are rapidly mixed in the region above the burner surface, a 
sharp increase in temperature occurs owing to combustion reactions.  In the post-flame regime, 
the temperature essentially remains constant; however, the NO concentration increases 
continuously because of the Zeldovich reactions.  The data points are not corrected for variations 
in Boltzmann fraction owing to the nearly constant post-flame temperatures, as seen in Fig. 4. 
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Figure 3: Stokes scan at 55 mm above the Hencken burner in an H2-air (φ = 1.15) flame.  The UV 
probe frequency was fixed at 42,361.46 cm-1, corresponding to the Q1(13.5) transition.  Pump, 

Stokes and probe energy levels were fixed at 14 mJ/pulse, 18 mJ/pulse and 0.6 mJ/pulse, 
respectively. 
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Figure 4: Comparison between measured and computed NO concentrations (using UNICORN) at 

various heights above the Hencken burner in an H2-air (φ = 1.15) flame.  The data was scaled so as 
to match measured and calculated [NO] at 48 mm above the burner surface.   
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Flames encountered in practical applications, such as gas turbine combustors, furnaces and 
internal combustion engines, are highly luminous and particle laden, especially when using 
liquid fuels.  Hydrocarbon species, their fragments and soot particulates possess very broad 
absorption and emission signatures throughout the ultraviolet region [27].  Such broadband UV 
interferences complicate signal interpretation when detecting NO via LIF for excitation near 226 
nm in the γ(0,0) band [1-3].  Therefore, acetylene-air flames were studied from lean (φ = 0.8) to 
rich (φ = 1.6) conditions to assess the feasibility of ERE-CARS measurements under highly 
sooting conditions.  Spectra recorded 55 mm above the burner surface are shown in Fig. 5 along 
with theoretical spectral fits obtained using the modified Sandia CARSFT code for the 
stoichiometric condition.  Good agreement is observed between theory and experiment for these 
conditions.  The excellent selectivity of the ERE-CARS technique arises from the fact that both 
Raman and electronic resonance conditions must be satisfied to generate the ERE-CARS signal. 
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Figure 5: Comparisons between measured and computed ERE-CARS spectra at 55 mm above the 

Hencken burner for a highly sooting acetylene-air flame (φ = 1).  The UV probe frequency was fixed 
at 42,361.46 cm-1, corresponding to the Q1(13.5) transition.  Pump, Stokes and probe energy levels 

were fixed at 10 mJ/pulse, 16 mJ/pulse and 1.2 mJ/pulse, respectively. 
 

Stokes spectra were recorded at various positions between the fuel and oxidizer nozzle for the 
non-premixed, hydrogen-air counter-flow flame at a global strain rate of 20 s-1.  A significant 
modulation in ERE-CARS signal was obtained between the fuel and oxidizer nozzles.  Knowing 
the computed temperature at each position from OPPDIF, the Boltzmann fraction was calculated 
for the rotational-vibrational level.  The square-root of the integrated ERE-CARS signal was then 
corrected for population differences using an appropriate Boltzmann fraction calculation.  In Fig. 
6, the square-root of the integrated signal, as divided by the Boltzmann fraction for the 
corresponding rotational level at the calculated temperature, is plotted versus the distance 
between the two nozzles for three different Raman transitions.   

The three different profiles were scaled by setting the peak of the Q1(13.5) profile to unity.  
While the profile peaks for the Q1(9.5) and Q1(17.5) ERE-CARS signals were not scaled to 
match the Q1(13.5) case, the peaks for all three profiles agree to within 15%.  This agreement 
was observed even though measurements for the three different transitions were acquired over 
several hours, thus indicating the stability of the experimental alignment.  We observe that the 
shapes of the NO concentration profiles measured using three different Raman transitions are 
very similar, and that the peaks of the profiles, corrected for their respective Boltzmann 
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fractions, are in excellent agreement.  We should note, however, that in regions of low NO 
concentration, the integrated ERE-CARS signal is sensitive to the background correction. 
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Figure 6: Comparison between measured NO signals and computed number density in an 

atmospheric pressure, laminar, counter-flow, non-premixed H2-air flame at a global strain rate of 
20 s-1.  Computed profiles using OPPDIF (one-dimensional calculation) and UNICORN (two-

dimensional calculation) match well at the low strain rate of 20 s-1. 
 

The relative agreement, both in terms of spatial location and magnitude, between the 
experimental and computed [NO] profiles, either using OPPDIF (one-dimensional calculation) or 
UNICORN (two-dimensional calculation), is quite satisfactory.  Indeed, considering potentially 
complicating factors such as variations in temperature, collisional width and quenching 
environment (the total electronic quenching rate varies by more than an order of magnitude in 
the region encompassing measurable NO concentrations for this flame), this excellent agreement 
between measured and calculated profiles is surely remarkable.  Hence, we find that the 
proposed ERE-CARS technique should be applicable in complex collisional environments, while 
still giving a spatial resolution comparable to techniques such as LIF and conventional CARS.  
For our experimental conditions, we have demonstrated a detection limit of approximately 25 
ppm for the hydrogen-air counter-flow flame using three different Raman transitions.  This 
detection limit could potentially be improved by focusing the beams tightly and by employing 
strategies to reduce the UV scattering/fluorescence. 

Figures 7 displays the comparisons between measured and predicted NO concentrations when 
diluting the fuel stream using various levels of N2.  The relative agreement in terms of spatial 
location and magnitude between the experimental and calculated profiles is quite good for 
different levels of N2.  As the concentration of inert gas in the fuel stream increases, the 
predicted peak NO position moves away from the fuel nozzle, which is also observed 
experimentally.  Similar results were obtained when diluting the fuel stream using CO2.  The 
results also confirm that CO2 is more effective than N2 in reducing the flame temperature, thus 
leading to lower NO concentrations.  In a previous study, similar observations were made using 
probe measurements [28]. 

To simulate high hydrogen-content fuels under oxygen-rich conditions, experiments were 
performed when varying either the H2 to N2 ratio in the fuel stream for pure O2 in the oxidizer 
stream or the O2 to N2 ratio in the oxidizer stream for pure H2 in the fuel stream.  Figure 8 
displays the variation in integrated NO signal at the location of peak [NO] as a function of 
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oxygen content in the oxidizer stream.  The comparison between measurements and predictions 
at various H2 and O2 contents is excellent.  Using a kinetic analysis, thermal NO was found to be 
the dominant pathway for NO formation in these flames; hence, good agreement should be 
expected as the kinetics for the Zeldovich reactions are relatively well-known.  Similar results 
were observed when varying the hydrogen content in the fuel stream.  In both cases, the NO 
concentration first rises with decreasing N2 dilution, reaches a maximum around 40% N2 dilution 
and then drops for increasing hydrogen or oxygen content.  The lack of nitrogen clearly 
dominates the rise in temperature when dilution levels drops below about 40%, thus giving a 
maximum NO level.  For co-flow, laminar, non-premixed methane-oxygen flames, the NOx 
emission index was found to peak at 60% O2 (40% N2) in the oxidizer stream [29], which is 
consistent with our present measurements.  In addition, for methane-air counter-flow flames, 
computations suggest a similar variation in peak NO concentration with N2 dilution in the 
oxidizer stream [30].  The flame temperatures at a given oxygen content in the oxidizer stream 
are greater than the temperatures for the same hydrogen content in the fuel stream and we thus 
observe much higher NO levels for oxygen variation compared to hydrogen variation. 

Distance from the fuel nozzle (mm)

0 5 10 15 20

Sq
ua

re
-r

oo
t o

f I
nt

eg
ra

te
d 

N
or

m
al

iz
ed

 
N

O
 E

R
E-

C
A

R
S 

Si
gn

al

0.0

0.2

0.4

0.6

0.8

1.0

1.2

C
om

pu
te

d 
N

O
 N

um
be

r D
en

si
ty

(X
10

-2
1  m

ol
ec

ul
es

/c
m

3 )
0.0

0.2

0.4

0.6

0.8

1.0

1.2
ERE-CARS (0% N2)
Model (0% N2)
ERE-CARS (25% N2)
Model (25% N2)

 

Distance from the fuel nozzle (mm)

0 5 10 15 20

Sq
ua

re
-r

oo
t o

f I
nt

eg
ra

te
d 

N
or

m
al

iz
ed

 
N

O
 E

R
E-

C
A

R
S 

Si
gn

al

0.0

0.2

0.4

0.6

0.8

C
om

pu
te

d 
N

O
 N

um
be

r D
en

si
ty

(X
10

-2
1  m

ol
ec

ul
es

/c
m

3 )

0.0

0.2

0.4

0.6

0.8

1.0
ERE-CARS (10% N2)
Model (10% N2)
ERE-CARS (35% N2)
Model (35% N2)

 
Figure 7: Comparison between measured NO signals and computed number densities in 

atmospheric pressure, laminar, counter-flow, non-premixed H2-air flames (diluted with different N2 
levels in the fuel stream) at a global strain rate of 20 s-1.   
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Figure 8: Comparisons between measured NO signals and computed number densities at peak 

locations in atmospheric-pressure, laminar, counter-flow, non-premixed H2/O2 flames (with 
various N2 levels in the oxidizer stream and pure H2 in the fuel stream) at a global strain rate of    

20 s-1.  Pump, Stokes and probe energy levels are fixed at 10 mJ/pulse, 14 mJ/pulse and              
0.5 mJ/pulse, respectively. 

 

Fundamental knowledge regarding NOx formation and destruction can be obtained by combining 
reliable experimental measurements with chemical kinetic analysis.  Pathway analysis gives 
contributions from the four major NO formation mechanisms, viz., thermal, N2O, NNH and 
prompt, to total NO production.  Differences between total NO concentrations predicted with the 
full kinetic mechanism and those obtained by removing initiation reaction(s) for a particular 
route give the fractions contributed by each NO production pathway [5].  A sensitivity analysis 
within OPPDIF permits the computation of sensitivity coefficients for each species with respect 
to changes in the rate coefficient for each elementary reaction within the kinetic mechanism.  
Such an analysis identifies key reactions controlling peak NO concentrations.  With decreasing 
dilution level of either N2 or CO2, the importance of the thermal pathway rises almost 
exponentially.  Thermal NO is found to dominate the N2O and NNH pathways and no 
contribution arises from the prompt route owing to lack of CH radicals.  The sensitivity 
coefficients for initiation reactions of the thermal, N2O and NNH mechanisms mirror the 
findings of the pathway analysis. 

5. Conclusions 

ERE-CARS was applied successfully to NO concentration measurements in different 
atmospheric pressure flames.  Stokes scans were recorded at various heights in a slightly rich 
(φ = 1.15) hydrogen-air flame stabilized on a Hencken burner.  The axial profile of the 
background-corrected, square-root of the NO ERE-CARS signal proved to be in excellent 
agreement with calculated NO concentration profiles.  Detection of NO was also demonstrated in 
acetylene-air flames under both fuel-lean and highly sooting fuel-rich conditions.  Excellent 
agreement was obtained between measured and theoretical spectra when using a modified Sandia 
CARSFT code.  An atmospheric-pressure, laminar, counter-flow non-premixed hydrogen-air 
flame was investigated at a global strain rate of 20 s-1.  Despite considerable variation in 
collisional and Doppler line widths, the measured and computed NO concentration profiles were 
found to be in excellent agreement.   
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NO concentration profiles for 10%, 25% and 35% dilution by N2 and CO2 in the fuel stream 
were compared with predictions using the GRI 3.0 kinetic mechanism.  Spatial locations and 
relative magnitudes of [NO] measured using ERE-CARS were in good agreement with 
calculated NO number densities. Pathway and sensitivity analyses were implemented and the 
thermal mechanism was found to dominate as the dilution level decreased.  For counter-flow 
flames, either with varying hydrogen content (30% to 90%) in the fuel stream (with pure oxygen 
in the oxidizer stream) or with varying oxygen content (30% to 90%) in the oxidizer stream (with 
pure hydrogen in the fuel stream), an optimum condition at 40% N2 dilution was observed for 
peak NO production.   

From a diagnostics viewpoint, the potential for ERE-CARS detection of NO with good spatial 
resolution has been demonstrated in challenging environments such as flames with large 
temperature and concentration gradients which exhibit substantial variations in collisional 
quenching as well as in heavily sooting flames.  This demonstration in laboratory-scale flames 
paves the path for application of ERE-CARS diagnostics to pollutant measurements in practical 
combustion systems (gas turbine combustors and internal combustion engines) under high-
pressure conditions. 
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ABSTRACT We report the application of electronic-resonance-
enhanced coherent anti-Stokes Raman scattering (ERE-CARS)
for measurements of nitric oxide concentration ([NO]) in three
different atmospheric pressure flames. Visible pump (532 nm)
and Stokes (591 nm) beams are used to probe the Q-branch
of the Raman transition. A significant resonance enhancement
is obtained by tuning an ultraviolet probe beam (236 nm) into
resonance with specific rotational transitions in the (v′ = 0,
v′′ = 1) vibrational band of the A2Σ+–X2Π electronic sys-
tem of NO. ERE-CARS spectra are recorded at various heights
within a hydrogen-air flame producing relatively low concentra-
tions of NO over a Hencken burner. Good agreement is obtained
between NO ERE-CARS measurements and the results of flame
computations using UNICORN, a two-dimensional flame code.
Excellent agreement between measured and calculated NO
spectra is also obtained when using a modified version of the
Sandia CARSFT code for heavily sooting acetylene-air flames
(φ = 0.8 to φ = 1.6) on the same Hencken burner. Finally, NO
concentration profiles are measured using ERE-CARS in a lam-
inar, counter-flow, non-premixed hydrogen-air flame. Spectral
scans are recorded by probing the Q1 (9.5), Q1 (13.5) and Q1
(17.5) Raman transitions. The measured shape of the [NO] pro-
file is in good agreement with that predicted using the OPPDIF
code, even without correcting for collisional effects. These com-
parisons between [NO] measurements and predictions establish
the utility of ERE-CARS for detection of NO in flames with
large temperature and concentration gradients as well as in soot-
ing environments.

PACS 07.88.+y; 42.62.Fi; 42.65.Dr

1 Introduction

Emissions of oxides of nitrogen (NOx) from inter-
nal combustion and gas turbine engines is a major environ-
mental concern, owing to the direct impact of nitrogenous

� Fax: +1-765-494-0539, E-mail: naiks@ecn.purdue.edu

species on the formation of photochemical smog and their role
in global warming via depletion of the ozone layer. Combus-
tion processes contribute about 95% of atmospheric NOx and
a majority of the NOx from combustion sources is emitted in
the form of nitric oxide (NO). Consequently, development of
combustors producing low NO levels is an important task fac-
ing the combustion community; moreover, such combustors
benefit from advances in fundamental knowledge regarding
formation and destruction of NO in flame environments.

Laser-induced fluorescence (LIF) is frequently used for
the measurement of minor species concentrations in flames,
owing to its sensitivity, excellent spatial resolution and ex-
perimental simplicity. Many researchers have developed LIF
strategies for quantitative detection of nitric oxide in high-
pressure flames [1–5]. However, fluorescence signals from
NO can become difficult to interpret, especially with increas-
ing pressure, owing to: (a) interferences from oxygen in fuel-
lean regions and from hydrocarbons or soot in fuel-rich re-
gions, (b) quenching of the LIF signal via collisions with O2,
CO2 and H2O, among other colliding partners, and (c) absorp-
tion of both the laser beam and the fluorescence signal by CO2,
H2O or hydrocarbons at typical UV excitation wavelengths.

Recently, quantification of NO LIF in a heavy-duty Diesel
engine was demonstrated by correcting for attenuation of the
laser beam and of the NO fluorescence signal arising from
CO2 and O2 absorption [6, 7]. Additional corrections were
made for nitrogen Raman scattering and for window fouling
arising from soot. A combination of one-dimensional spectral
line-imaging and spatially-resolved, two-dimensional NO-
LIF in conjunction with a new multi-spectral detection strat-
egy has also been utilized to quantify measurements in lami-
nar, premixed methane-air flames at pressures up to 60 bar [8].
In addition, a two-photon LIF technique has been developed
and applied to study in-cylinder Diesel combustion, elimi-
nating many difficulties associated with the more common
single-photon NO LIF [9].

While laser-induced fluorescence techniques are attrac-
tive, due to their simplicity and the substantial progress be-
ing made to overcome challenges in quantification of NO via
LIF, other researchers have considered diagnostic techniques
such as cavity ring-down spectroscopy, laser-induced polar-
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ization spectroscopy, and coherent anti-Stokes Raman scatter-
ing. While most practical combustion devices operate at high
pressure, the robustness and utility of such alternative tech-
niques must first be tested in atmospheric pressure flames.

Conventional coherent anti-Stokes Raman scattering
(CARS) has previously been applied to NO measurements in
the temperature range from 300 to 800 K at atmospheric pres-
sure [10]. The detection limit for NO was found to be about
2500 ppm in N2 buffer gas. In a subsequent effort, CARS
was utilized to measure the reduction in NO resulting from
a microwave generated nitrogen plasma at atmospheric pres-
sure [11]. A polarization sensitive background suppression
scheme was applied to detect NO concentrations down to
a few hundred ppm.

A significant enhancement in the CARS detection limit
can be obtained by tuning one or more of the pump, Stokes
and probe beams into resonance with a suitable electronic
transition. Previously, such electronic-resonance-enhanced
(ERE) CARS has been applied successfully to selected radi-
cal species. For example, hydroxyl (OH) concentrations were
measured in a low-pressure microwave discharge as well as in
atmospheric-pressure, premixed hydrogen-air and methane-
air flames [12]. ERE-CARS detection of OH was also demon-
strated in laminar, flat flames at pressures up to 9.6 bar [13]. In
a later investigation, methylidyne (CH) concentrations were
measured in a low-pressure H2/CH4/Ar microwave plasma
using both LIF and ERE-CARS [14].

For these previous explorations of resonance-enhanced
CARS [12–14], the pump, Stokes and probe beams were all at
ultraviolet frequencies. In contrast, an ERE-CARS technique
has recently been reported which implements an ultraviolet
probe beam in electronic resonance while using visible pump
and Stokes beams far from electronic resonance [15–18]. By
employing a room-temperature jet of 1000 ppm NO in N2,
with substitution of N2 buffer gas by up to 82% O2 or CO2, the
NO ERE-CARS signal was shown to display little sensitiv-
ity to electronic quenching [16]. This finding is important for
many practical combustors, for which the quenching environ-
ment can undergo rapid spatial and temporal variations. The
pressure dependence of the ERE-CARS signal from 300 ppm
NO in N2 has also been studied within a gas cell at pressures
up to 8 bar [17]. The NO ERE-CARS signal increased from
0.1 to 2 bar and remained approximately constant at pressures
up to 8 bar. Finally, ERE-CARS has recently been applied
to an atmospheric pressure hydrogen-air flame stabilized on
a Hencken burner. By doping known quantities of NO into the
flame, a detection limit of approximately 50 ppm was demon-
strated [18].

In this paper, we present NO measurements via ERE-
CARS for three different flame environments, as shown in
Fig. 1. Our goal was to assess further the applicability of ERE-
CARS for detection of NO in flames with low NO concen-
trations, with sooting interferences, and with steep tempera-
ture and concentration gradients. First, a hydrogen-air flame
was stabilized using a Hencken burner and ERE-CARS meas-
urements of NO were obtained at various heights above the
burner surface. The measured NO profile was compared with
calculations using a detailed reactive flow code. In a second
set of experiments, heavily sooting acetylene-air flames were
stabilized using the same Hencken burner and spectral scans

FIGURE 1 Three different types of flames investigated in this study

were recorded at various equivalence ratios to demonstrate
detection of NO, despite interferences typically precluding
LIF measurements. A third set of measurements was per-
formed in a counter-flow flame. The counter-flow configura-
tion produces flat flames having a one-dimensional structure,
which permits direct modeling of interactions between fluid
mixing and chemical kinetics, thus promoting reliable cal-
culations of flame structure and pollutant formation. Before
applying ERE-CARS to NO measurements in high-pressure
gas turbine combustors, we must unravel several diagnostic
issues in atmospheric pressure, laboratory-scale counter-flow
flames, which provide not only a challenging measurement
environment but also a good diagnostic test from the perspec-
tive of chemical kinetics. Therefore, a laminar, non-premixed,
hydrogen-air flame at a global strain rate of 20 s−1 was stabi-
lized using a counter-flow burner. In particular, this flame ex-
hibits steep spatial gradients in both temperature and species
concentrations. NO concentration profiles were measured in
this flame using three different Raman transitions. Measured
NO profiles were then compared with concentration profiles
computed using an opposed-flow flame code.
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2 Experiment

A two-dimensional, non-premixed, near-adiabatic
Hencken burner (Research Technologies Model RD15X15)
was used to stabilize the atmospheric-pressure hydrogen-air
and acetylene-air flames. An oxidizer mixture of 79% N2 and
21% O2 was employed instead of commercial air. Mass flow
controllers (Models MKS 1559A and M100B) were used to
regulate gas flow into the burner. The burner surface is fabri-
cated from a 36.5-mm square hastalloy honeycomb through
which the oxidizer flows. The honeycomb structure supports
stainless steel fuel tubes in every fourth honeycomb cell. Fuel
and oxidizer remain separated before exiting at the burner sur-
face. The burner is designed so as to ensure rapid mixing of
fuel and oxidizer immediately above the burner. A co-flow of
nitrogen gas was used in the region surrounding the 36.5-mm
square honeycomb to shroud the flame. A more detailed de-
scription of the Hencken burner is given elsewhere [19]. The
burner is mounted on a translation stage that permits ho-
rizontal and lateral positioning so as to adjust the ERE-CARS
probe volume within the flame. A linear dial gauge was used
to measure vertical movement of the burner so that spec-
tra could be recorded at known heights above the burner
surface.

The counter-flow burner consists of two 1.9-cm diam-
eter nozzles made of hastalloy C-276 designed to carry either
the fuel or oxidizer mixture. The nozzles are water-cooled
to prevent overheating and the water temperature is main-
tained around 30 ◦C so as to avoid condensation on nozzle
surfaces. An annular region surrounding the main reactant
tube provides a nitrogen shroud which surrounds the nearly
one-dimensional, non-premixed flame stabilized between the
opposed nozzles. The separation distance between the fuel
and oxidizer nozzles was fixed at 2 cm and the velocity of
the reactants at the nozzle exits was maintained at 20 cm/s,
thus producing a global strain rate of 20 s−1, where the global
strain rate is defined as the sum of reactant velocities at the
nozzle exits divided by the nozzle separation distance. The
counter-flow burner facility is described in more detail in
a previous publication [20].

An energy-level diagram describing the ERE-CARS pro-
cess for nitric oxide is shown in Fig. 2. The pump (ω1)

and Stokes (ω2) lasers are visible beams with frequencies
far detuned from the A2Σ+–X2Π electronic system of the
NO molecule. In contrast, the probe beam frequency (ω3)
is at or near electronic resonance. The CARS signal (ω4) is
generated using a three-dimensional phase-matching geom-
etry. Figure 3 shows a schematic diagram of the experimen-
tal system. The second harmonic output (∼ 532 nm) of an
injection-seeded, Q-switched Nd:YAG laser was used as the
pump beam. This second harmonic output was also used to
pump a narrow-band dye laser to produce tunable radiation
in the vicinity of 704 nm. The output of the dye laser was
frequency-mixed with the third harmonic output (∼ 355 nm)
of the injection-seeded YAG laser to generate the probe beam
(∼ 236 nm). The second harmonic output of a separate un-
seeded, Q-switched Nd:YAG laser was used to pump another
narrow-band dye laser to produce tunable radiation in the
vicinity of 591 nm, which acts as the Stokes beam. The full-
width at half-maximum (FWHM) linewidth of the pump beam

FIGURE 2 Energy level diagram showing the ERE-CARS process for NO.
The transitions identify the pump beam (ω1 = 18 789.4 cm−1), Stokes beam
(ω2 = 16 920.5 cm−1), probe beam (ω3 = 42 372.8 cm−1) and CARS signal
beam (ω4 = 44 241.7 cm−1)

(532 nm) was 0.003 cm−1 while the linewidths for the Stokes
(591 nm) and the probe (236 nm) beams were 0.1 cm−1. Using
a translating razor blade, we measured the diameters of the
three beams 20 mm away from the focus (CARS probe vol-
ume) to be approximately 250 µm.

A polarization-sensitive technique was employed to sup-
press the non-resonant background signal arising from four-
wave mixing. The probe beam was vertically polarized while
the polarizations of the pump and Stokes beams were set at
an angle of 60◦ with respect to the vertical axis. Fine adjust-
ment of the polarizer in the detection channel, orthogonal to
the four-wave mixing signal, enables optimum suppression of
any non-resonant background [14].

For experiments performed using the Hencken burner, the
ultraviolet probe wavelength was held fixed at 236.06 nm cor-
responding to the Q1 (13.5) transition in the (0,1) band of the
A2Σ+–X2Π electronic system of NO. Spectra were recorded
at various heights above the burner by tuning the wavelength
of the visible Stokes beam, so that UV fluorescence interfer-
ences and/or background scattering remained constant during
the spectral scan. Such scans, for which the Stokes wavelength
was varied while the UV probe wavelength was fixed, are
referred to as Stokes scans. The resulting baseline can be sub-
tracted to obtain a background-corrected ERE-CARS signal.
This background-corrected signal is then divided by the meas-
ured UV pulse energy to account for shot-to-shot variations in
the energy of the pulsed probe beam.

Three different Raman transitions were investigated for
experiments performed using the counter-flow burner. A sub-
stantial temperature gradient exists between the fuel and oxi-
dizer streams in the counter-flow configuration. In fact, NO is
formed and destroyed over temperatures ranging from 700 K
to 2500 K. For these experiments, the Q1 (9.5), Q1 (13.5) and
Q1 (17.5) Raman transitions were selected to assess the tem-
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FIGURE 3 Schematic of the ex-
perimental setup for ERE-CARS of
NO. T: telescope; λ/2: half-wave
plate; PMT: photomultiplier tube.
Polarizer angles are set with respect
to the vertical axis. Filters are com-
posed of four 45◦, 215-nm mirrors
having 70% transmission at 226 nm
and 1% transmission at 236 nm

perature sensitivity of the measured [NO] profile. For the three
selected Raman transitions, the ultraviolet probe wavelength
was held fixed at 236.19 nm, 236.06 nm and 235.87 nm, re-
spectively, corresponding to the Q1 (9.5), Q1 (13.5) and Q1

(17.5) transitions in the (1,0) band of the A2Σ+–X2Π elec-
tronic system of NO. Stokes scans were recorded every one
mm between the fuel and oxidizer nozzles for each of the three
ERE-CARS transitions.

3 Modeling

Numerical computations for the hydrogen-air
flame stabilized using the Hencken burner was performed
using the UNICORN (UNsteady Ignition and COmbustion
with ReactioNs) code [21–23]. The flame is modeled as
a combination of several diffusion flamelets, where each
flamelet is supported by fuel originating from each individ-
ual tube within the burner. The exact nature of the flamelet
(premixed, partially premixed or non-premixed) can be var-
ied, depending on experimental flow conditions. The flamelet
established over the fuel tube is modeled as an axi-symmetric
flow while the hexagonal opening around the fuel tube,
through which the oxidizer mixture flows, is modeled as a co-
annular tube. Adiabatic flow conditions are assumed at the
fuel-tube wall. Symmetric boundary conditions are employed
along the centerline of the flow as well as at the outer bound-
ary in the radial direction of the burner; linear extrapolation
of flow variables is implemented along the outflow boundary
located at a height of several fuel-tube diameters above the
burner surface. Fuel and air velocities are determined from the
known mass flow rates of gases.

For the counter-flow flame, OPPDIF, a Sandia opposed-
flow flame code [24], was used for calculations of tempera-
ture, velocity and species concentration profiles along the cen-

terline between the two nozzles. The mathematical model for
OPPDIF reduces the two-dimensional, axi-symmetric flow
field to a one-dimensional formulation via a similarity trans-
formation [25]. The GRI mechanism (version 3.0) [26] was
used for the chemical kinetics; gas-phase radiation was con-
sidered by adding a radiation source term in OPPDIF. The
effect of radiative heat loss was considered in the optically
thin limit [27]. The radiation model utilizes Planck mean ab-
sorption coefficients for the major species CO2, H2O, CO and
CH4; the temperature dependence of these coefficients was
modeled using fourth-order polynomial fits to the results of
narrow-band calculations. A time-dependent, axi-symmetric
model in UNICORN was also employed for simulation of
a weakly-stretched counter-flow diffusion flame. The two-
dimensional calculations were performed on a grid having
801 by 41 nodal points in the axial and radial directions, re-
spectively.

The ERE-CARS spectra were modeled using a perturba-
tive analysis applicable at lower laser irradiances via modifi-
cation of the Sandia CARSFT code [15, 28]. Spectral data for
the NO molecule were obtained via LIFBASE [29] and from
high-resolution CARS measurements [30, 31].

4 Results and discussion

Figure 4 displays spectra recorded for various
heights in a hydrogen-air flame stabilized on the Hencken
burner at φ = 1.15. We previously added known quantities of
NO to the oxidizer flow in a similar flame to determine the NO
detection limit at atmospheric pressure [18]. From Fig. 4, we
find that the NO ERE-CARS signal along the centerline of the
flame rises with height above the burner surface. The spec-
tra in Fig. 4 exhibit a non-resonant background resulting from
scattering of the UV probe beam and fluorescence induced
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FIGURE 4 Spectral scans at various heights above the Hencken burner in an H2-air (φ = 1.15) flame. The UV probe frequency was fixed at 42 361.46 cm−1,
corresponding to the Q1 (13.5) transition in the A2Σ+–X2Π (1,0) band. Pump, Stokes and probe energy levels were fixed at 14 mJ/pulse, 18 mJ/pulse and
0.6 mJ/pulse, respectively

by the same UV beam. Because the UV probe wavelength is
fixed during Stokes scans, this non-resonant background is
nominally constant, independent of Stokes laser wavelength.
Furthermore, the non-resonant background does not modu-
late the ERE-CARS signal, so that it can be subtracted in data
processing. The overall non-resonant background signal was
obtained via integration between Raman shifts of 1871.0 and
1871.5 cm−1. After background subtraction and division by

the UV probe energy, the ERE-CARS signal was integrated
between Raman shifts of 1872 and 1874 cm−1.

Figure 5 shows a comparison between the measured con-
centration of NO, which is proportional to the square-root of
the integrated ERE-CARS signal, and predicted NO concen-
trations computed using UNICORN at various heights above
the burner surface. As fuel and oxidizer are rapidly mixed in
the region above the burner surface, a sharp increase in tem-
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perature occurs owing to combustion reactions. In the post-
flame regime, the temperature remains essentially constant;
however, the NO concentration increases continuously be-
cause of the Zeldovich reactions. We should note that the data
points are not corrected for variations in Boltzmann fraction,
owing to the nearly constant post-flame temperature, as shown
in Fig. 5.

Flames encountered in practical applications, such as gas
turbine combustors, furnaces and internal combustion en-
gines, are highly luminous and particle laden, especially when
using liquid fuels. Hydrocarbon species, their fragments and
soot particulates possess very broad absorption and emis-
sion signatures throughout the ultraviolet region [32]. Such
broadband UV interferences complicate signal interpretation
when detecting NO via LIF for excitation near 226 nm in
the γ (0,0) band [1–5]. Therefore, acetylene-air flames were
studied from lean (φ = 0.8) to rich (φ = 1.6) conditions to
assess the feasibility of ERE-CARS measurements under
highly sooting conditions. Spectra recorded 55 mm above
the burner surface are shown in Fig. 6 along with theoret-
ical spectral fits obtained using the modified Sandia CARSFT
code. Good agreement is observed between theory and ex-
periment for these conditions. The excellent selectivity of

FIGURE 6 Comparisons between measured and computed ERE-CARS spectra at 55 mm above the Hencken burner for highly sooting C2H2-air flames. The
UV probe frequency was fixed at 42 361.46 cm−1, corresponding to the Q1 (13.5) transition in the A2Σ+–X2Π (1,0) band. Pump, Stokes and probe energy
levels were fixed at 10 mJ/pulse, 16 mJ/pulse and 1.2 mJ/pulse, respectively. For the theoretical calculations, linewidths of the Stokes and probe laser were
selected to be 0.37 cm−1 and 3 cm−1, respectively. The theoretical fits were obtained using a temperature of 2300 K and an NO concentration of 1000 ppm

FIGURE 5 Comparison between measured and computed NO concentra-
tions (using UNICORN) at various heights above the Hencken burner in an
H2-air (φ = 1.15) flame. The data were scaled so as to match measured and
calculated [NO] at 48 mm above the burner surface. The temperature profile
was also calculated using UNICORN

the ERE-CARS technique arises from the fact that both Ra-
man and electronic resonance conditions must be satisfied
to generate the ERE-CARS signal. Based on Fig. 6, ERE-
CARS can be employed for detection of NO, even in heavily
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sooting flames, thus overcoming one of the major drawbacks
of LIF.

Figure 7 displays Stokes spectra recorded at various pos-
itions between the fuel and oxidizer nozzle for the non-
premixed, hydrogen-air counter-flow flame at a global strain
rate of 20 s−1. A significant modulation in ERE-CARS sig-
nal is obtained between the fuel and oxidizer nozzles, as

FIGURE 7 Spectral scans indicating NO ERE-CARS signals at various positions in an atmospheric pressure, laminar, counter-flow, non-premixed H2-air
flame at a global strain rate of 20 s−1. The UV probe frequency was fixed at 42 361.46 cm−1, corresponding to the Q1 (13.5) transition in the A2Σ+–X2Π

(1,0) band. Pump, Stokes and probe energy levels were fixed at 14 mJ/pulse, 10 mJ/pulse and 0.5 mJ/pulse, respectively

shown in Fig. 7. The background-corrected and normalized
ERE-CARS signals from these spectra were integrated be-
tween Raman shifts of 1871.2 and 1873.8 cm−1. Knowing the
computed temperature at each position from OPPDIF, we cal-
culated the Boltzmann fraction for the J ′′ = 13.5, N ′′ = 13,
v′′ = 0 rotational-vibrational level. The square-root of the in-
tegrated ERE-CARS signal was then corrected for population
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differences using an appropriate calculation of Boltzmann
fraction. The integration intervals for the two other Raman
transitions, Q1 (9.5) and Q1 (17.5), were selected to be 1873 to
1875 cm−1 and 1869 to 1872 cm−1, respectively. In Fig. 8, the
square-root of the integrated signal, as divided by the Boltz-
mann fraction for the corresponding rotational level at the
calculated temperature, is plotted versus distance between the
two nozzles for three different Raman transitions.

The three different profiles were scaled by setting the
peak of the Q1 (13.5) profile to unity. While the profile peaks
for the Q1 (9.5) and Q1 (17.5) ERE-CARS signals were not
scaled to match the Q1 (13.5) case, the peaks for all three pro-
files agree to within 15%. This agreement was observed even
though measurements for the three different transitions were
acquired over several hours, thus indicating the stability of
the optical alignment. We observe that the shapes of the NO
concentration profiles measured using three different Raman
transitions are very similar, and that the peaks of the profiles,
corrected for their respective Boltzmann fractions, are in ex-
cellent agreement. We should note, however, that in regions
of low NO concentration, the integrated ERE-CARS signal is
sensitive to any background correction.

The relative agreement, both in terms of spatial loca-
tion and magnitude, between the experimental and com-
puted [NO] profiles, either using OPPDIF (one-dimensional
calculation) or UNICORN (two-dimensional calculation), is
quite satisfactory. Indeed, considering potentially complicat-
ing factors such as variations in temperature, collisional width
and quenching environment in the counter-flow configuration,
the excellent agreement between measured and calculated
profiles is surely remarkable. Hence, we conclude that the pro-
posed ERE-CARS technique should be applicable in complex
collisional environments, while still giving a spatial resolution
comparable to techniques such as LIF and CARS.

Figure 9 shows a comparison between measured and
predicted NO concentrations, including the variation in
calculated temperature, for the counter-flow hydrogen-air

FIGURE 8 Comparison between measured NO signals and computed NO
number density in an atmospheric pressure, laminar, counter-flow, non-
premixed H2-air flame at a global strain rate of 20 s−1. The integrated
ERE-CARS signal has been corrected through background subtraction, divi-
sion by the ultraviolet pulse energy, and division by the Boltzmann fraction
using temperatures calculated from OPPDIF with GRI 3.0 chemical kinetics.
Computed profiles using OPPDIF (one-dimensional calculation) and UNI-
CORN (two-dimensional calculation) match well at the low strain rate of
20 s−1

flame. Scaling the measured ERE-CARS signals via the
predicted peak NO concentration, we estimate a detection
limit of ∼ 25 ppm for the counter-flow flame measure-
ments using three different Raman transitions. This detection
limit could potentially be improved by focusing the beams
more tightly and by employing strategies to reduce the UV
scattering/fluorescence.

Collisions of the NO molecule with other atoms (e.g.,
O, H), diatomic radicals (e.g., OH, NO) and major species
(e.g., H2, O2, H2O, CO, CO2, CH4, N2) depend on pressure
and temperature. It is well-known that LIF signals decrease
owing to such collisions, thus requiring corrections for quan-
tification of NO LIF signals. We have previously shown that
the ERE-CARS signal is nearly independent of electronic
quenching when considering two important colliders, O2 and
CO2 [16]. In a counter-flow non-premixed flame, temperature
and species concentrations vary significantly in the flow field
between the fuel and oxidizer nozzles. Figure 10 shows the
computed variation in total quenching rate (Fig. 10a) as well
as that for the collisional and Doppler linewidths (Fig. 10b)
for a non-premixed H2-air flame. Quenching rate coefficients
(cm3s−1) for collisions of NO with H, H2, O, O2, OH, H2O,
N2, NH, NO, NO2 and N2O were obtained from the litera-
ture [33]. The number density of each collider and the tem-
perature at different locations were obtained from OPPDIF,
with the total quenching rate (s−1) calculated from the sum of
individual quenching rates.

As shown in Fig. 10a, the total electronic quenching rate
varies considerably in the region encompassing measurable
NO concentrations. In practical combustion systems, such
variations in quenching rate, both in space and time, can cause
substantial variations in signal levels when using LIF. The
ERE-CARS spectra recorded using Stokes scans at different
positions between the fuel and oxidizer nozzles were ana-
lyzed, without correction for variations in the collision rate.
Hence, the good agreement between measured and calculated
[NO] profiles, as shown in Fig. 8, demonstrates the effective-
ness of the ERE-CARS technique despite large variations in
collisional rate throughout the flame.

FIGURE 9 Comparison between measured and computed NO concentra-
tions in an atmospheric pressure, laminar, counter-flow, non-premixed H2-air
flame at a global strain rate of 20 s−1. Data points were obtained by averaging
the ERE-CARS measurements shown in Fig. 8 at each position, calibrat-
ing using the computed maximum NO number density, and converting from
number density to ppm levels using temperatures calculated from OPPDIF
with GRI 3.0 chemical kinetics
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FIGURE 10 Variation of (a) total electronic quenching rate and (b) colli-
sional and Doppler widths in an atmospheric pressure, laminar, counter-flow,
non-premixed H2-air flame at a global strain rate of 20 s−1. Temperature and
species concentrations are obtained from OPPDIF using GRI 3.0 chemical
kinetics

The CARS signal generated from the probe volume de-
pends on the square of the third order non-linear susceptibil-
ity; the exact scaling is affected by the broadening mechanism
for both the Raman transition and the UV probe transition, as
well as on the transition spacing. Although much information
is available on collisional broadening of ultraviolet transi-
tions, little information is available on NO Raman linewidths
at flame conditions. As the temperature increases from about
350 K in the wings of the NO profile to about 2500 K near the
[NO] peak, the density decreases which produces a reduction
in the collision-broadened linewidth. The Doppler width, on
the other hand, increases somewhat in the high-temperature
region, although at atmospheric pressure the Raman transition
is predominantly collision-broadened even at flame tempera-
tures. Figure 10b shows this variation in computed collisional
and Doppler widths between the two nozzles. In the region
between 4 to 12 mm from the fuel-side nozzle, the ratio of
collisional to Doppler widths changes by over a factor of
two. Such variations could cause substantial changes in laser
interaction with the Raman and probe transitions, thus poten-

tially complicating the interpretation of ERE-CARS signals.
However, based on Fig. 8, for which the experimental concen-
tration profile was corrected only for changes in temperature,
the measured NO profile still agrees very well with compu-
tations using rigorous transport and chemical kinetics. The
factors which lead to such good agreement will be explored in
future work. In particular, our intention is to investigate sat-
uration effects on the Raman transition and/or the UV probe
transition.

5 Conclusions

ERE-CARS was applied successfully to NO con-
centration measurements in three different atmospheric pres-
sure flames. Stokes scans were recorded at various heights
in a slightly rich (φ = 1.15) hydrogen-air flame stabilized
on a Hencken burner. The axial profile of the background-
corrected, square-root of the NO ERE-CARS signal proved
to be in excellent agreement with calculated NO concen-
tration profiles. Background-corrected detection of NO was
also demonstrated in acetylene-air flames under both fuel-
lean and highly sooting fuel-rich conditions. Excellent agree-
ment was obtained between measured and theoretical spectra
when using a modified Sandia CARSFT code. Finally, an
atmospheric-pressure, laminar, counter-flow non-premixed
hydrogen-air flame was investigated at a global strain rate
of 20 s−1. Despite considerable variation in collisional and
Doppler linewidths, the measured and computed NO concen-
tration profiles were found to be in excellent agreement.

The above three experiments demonstrate that ERE-
CARS is a robust diagnostic technique which can be used to
detect flame-generated NO in challenging environments. The
ERE-CARS signal appears to be much less dependent on col-
lisional rates, especially electronic quenching rates, than is
the case for NO LIF. Continuing efforts will focus on under-
standing the physics of the ERE-CARS process, on further
development of the technique to enable single-shot measure-
ments, and on applications of ERE-CARS to high-pressure
laboratory flames as well as to gas-turbine combustors.
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The impact of oxygenated fuel additives on soot emissions has been investigated in a collaborative 
university, industry and government effort. The main objective of this program was to obtain 
fundamental understanding of how changes in fuel composition can reduce soot and PAH 
emissions from military aircraft combustors. The research team used a suite of laboratory devices 
that included a shock tube, a well-stirred reactor, a premixed flat flame, an opposed-flow diffusion 
flame, and a high pressure turbulent reactor.  The two primary additives investigated were ethanol 
and cyclohexanone.  Fuels included ethylene, heptane, a heptane/toluene blend and JP8.  With one 
exception, an ethylene opposed-flow diffusion flame, the addition of an oxygenated compound led 
to substantial reductions in soot.  Modeling of the premixed flame and opposed-jet diffusion flame 
was used to obtain insights into the mechanism behind the observed soot reductions.  

1. Introduction 

It is estimated that US military aircraft emit about 600,000 kg of particulate matter into the 
atmosphere each year.  All of this particulate matter is in the form of particles with diameters less 
than 2.5 microns (PM2.5), which a growing body of evidence indicates are the cause of 
significant health and environmental problems. Thus the military is seeking methods to reduce 
PM emissions.  
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There are two approaches to reducing PM2.5 emissions from gas turbine engines, modification 
or redesign of the combustion system and modification of the fuel either by reformulation or 
additives.  For existing engines, hardware retrofits are normally prohibitively expensive.  Thus, 
the preferred approach is fuel modifications.   

The technical objective of this program was to develop fundamental understanding of the 
complex effects of changes in fuel composition on the processes that lead to PM emissions from 
military gas turbine engines.   The overall project included investigations of organic compounds 
containing oxygen, nitrogen, and phosphorus.   The work reported in this paper is a summary of 
experimental and modeling results on the effects of two oxygenated compounds, ethanol and 
cyclohexanone, on soot formation across a suite of laboratory devices; the fuels investigated 
were ethylene, heptane, heptane/toluene, and JP8. 

2. Approach 

Because of the inherent complexity of the combustion processes within gas turbine combustors 
and great difficulty in making measurements inside combustors, it was not possible to achieve 
the technical objective of this program by making measurements in gas turbine combustors.  
Furthermore, due to the complexity of the combustion process in a gas turbine combustor, no 
single laboratory flame or reactor is sufficient to serve as a model for a combustor.  Therefore, 
multiple laboratory devices were applied to study the effects of additives on soot.  These devices 
were a shock tube, a well-stirred reactor, a premixed flame, an opposed-jet diffusion flame, and a 
high pressure turbulent reactor.    

The devices were chosen to cover the range of combustion regimes present in a gas turbine 
combustor.  They were also chosen so that they covered a range of complexity in terms of the 
chemical and physical processes involved, from the shock tube, where chemical kinetics is the 
dominant process, to the high pressure turbulent reactor in which chemical kinetics, molecular 
diffusion, turbulent mixing, and spray processes are all involved.   This set of devices was 
applied in an hierarchical manner to identify the key chemical and physical processes through 
which the additives affect soot.    

Numerical simulation proved to be an invaluable tool for understanding the mechanisms by 
which oxygenated compounds reduce soot in these devices.  Simulations were performed to the 
extent possible for each additive/fuel combination.  CHEMKIN was the used for modeling of the 
premixed flame and the opposed-jet diffusion flame.  For modeling the effects of ethanol on 
ethylene chemistry, the research team combined several mechanism available in the literature [1, 
2, 3].    

The devices used in the study along with their associated diagnostics have all been described in 
detail elsewhere [4, 5, 6, 7, 8] so they will not be described here. Table 1 summarizes the range 
of fuel/oxygenate experiments that were conducted during the study.  This paper will focus on 
the effects of ethanol and cyclohexanone on soot; cyclohexanone was studied because it was a 
component of a commercial additive that caused reductions in soot emissions. The fuels used 
included ethylene, pre-vaporized heptane and an 80/20 volume mixture of heptane and toluene, 
as well as liquid JP8.  Details of the experimental methods can be found in the Final Report of 
the project; the data are available as well [9].   Because of the large volume of results only 
summary tables and plots will be presented along with key observations from the modeling 
studies. 
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Table 1: Experiments performed on oxygenated compounds 
 
 
 
 

Additive Fuel Effect on 
Soot 

Comments 

Shock tube Ethanol Ethylene Decrease  
 Cyclohexanone Heptane/ 

Toluene 
Decrease  

Well-stirred reactor Ethanol Ethylene Varies: 
decrease to 

slight 
increase 

Effect is dependent on 
reactor temperature 

 Cyclohexanone Heptane/ 
Toluene 

Decrease  

Premixed flame Ethanol Ethylene Decrease  
 DME Ethylene Decrease DME shows slightly 

greater effectiveness  
Opposed-jet flame Ethanol Ethylene Increase  
 Ethanol Heptane Decrease  
HP Turbulent reactor Ethanol JP8 Decrease  
 Cyclohexanone JP8 Decrease  

 

3. Shock Tube 

The test section for all ethylene experiments contained 5% fuel (v/v), 6.4% oxygen (v/v), and the 
balance argon; the equivalence ratio was 2.34.  For ethylene +ethanol experiments, ethanol was 
added such that 5% (m/m) of ethylene-ethanol mix was oxygen.   Since the diluent gas (Ar) is 
approximately 90%, the heat release from combustion will only cause a minor change in 
temperature.  The results from ethylene and ethylene + ethanol experiments are shown in Table 
2.   The comparison of the sample means from ethylene and ethylene+ethanol experiments shows 
that addition of ethanol decreased the mean soot yield by 18 µg, a 20% decrease in mean soot 
production.   
 
 
Table 2. Summary of Soot Yields From Premixed Ethylene Experiments 
 

 Average 
Temperature, T5, (°C) 

Average 
Pressure, P5, (atm.) 

Average 
Soot Yield (µg) 

Ethylene 788 16.5 93.1 
Ethylene + 

Ethanol 
784 16.4 74.9 
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Figure 1. Averaged carbon signal obtained by desorbing soot samples collected from ethylene 
and ethylene+ethanol experiments in shock tube 
 
 
Figure 1 compares averaged carbon signal obtained by desorbing soot samples collected from 
ethylene and ethylene+ethanol experiments.  The results show that the soot produced in both sets 
of experiments has a high soluble organic fraction (carbon desorbed below 300°C) compared to 
diesel soot whose soluble organic fraction is usually in 5 to 25% range.  This high soluble 
organic fraction is perhaps due to low post-shock temperature in these premixed experiments.  
Figure 1 also shows that addition of ethanol did not change the molecular weight distribution of 
soot; it just lowered the soot yield in all molecular weight divisions. 
 
Figure 2 presents the effect of cyclohexanone on soot for pre-vaporized heptane /toluene.  The 
overall equivalence ratio for these experiments was 3, and cyclohexanone was added to give 
4 % oxygen in the fuel. The reaction temperature was varied by changing the initial pressure of 
the reaction mixture in the test section.  The cyclohexanone caused substantial reductions in soot 
at all temperatures studied. The particle yield data for the base fuel forms a bell-shaped curve. 
The lower soot yields at the lower temperatures (~1150 K) are due to the slower rate of 
formation of soot precursors and the reduced combustion time due to the increased ignition 
delays. However, the lower soot yield at higher temperatures (~1500 K) is due to the rates of 
oxidation dominating the rate of particle formation.  The maximum in soot yield curves thus 
occurs when temperatures are high enough for particle formation processes (e.g., precursor 
formation, nucleation and surface growth) but are still too low for particle oxidation to be 
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significant.   Regardless of conditions, however, the cyclohexanone was effective in reducing 
soot. 
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Figure 2: Carbon yield from shock tube experiments with heptane/toluene and cyclohexanone 
 

4. Well-stirred Reactor 

The effect of ethanol as an additive was studied by Reich et al. [10].  The air flow for the 
experiments was set at a constant 240 g/min with an inlet temperature set at 392 +/- 5K.  The 
fuel/air equivalence ratio ranged from 1.9 to 2.6 for both neat and ethanol added to raise the 
oxygen mass fraction of the fuel to 5%.    Soot samples for mass measurements were made in the 
plug flow region 16 cm downstream of the reactor and within the toroidal WSR.  Figure 3 shows 
total carbon analysis of the quartz filter samples extracted from both the reactor and the plug 
flow sections of the WSR.  The results show that the addition of ethanol decreases the carbon 
mass for all of the cases.   In all cases an increase was shown in the total carbon mass between 
the reactor and the plug flow section.  The particle size distributions sampled from the plug flow 
region of the reactor for both the neat ethylene and the ethylene-ethanol mixtures over a range of 
φ from 2.0 to 2.6; details are available in Reich et al. [10]  The ethylene-ethanol mixture was 
found to reduce particle concentration at all φ compared to the neat ethylene.  The total particle 
number densities obtained by integrating the areas under the curves also showed a reduction for 
the ethanol additive cases as compared to the neat ethylene case. 
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Figure 3:  Total Carbon Measurements Results For Neat Ethylene and Ethanol Additives in 
well-stirred reactor 

 
 
The effectiveness of cyclohexanone was studied in the Well-Stirred reactor (WSR) with the 80% 
heptane-20% toluene fuel.  The results are summarized below and presented in more detail in  
Reference 5 .  Equivalence ratios between 1.90 and 2.10 were studied; cyclohexanone was added 
to the fuel at levels of such that either 2% or 4% of the fuel weight was from oxygen in the 
cyclohexanone.  The experimental results shown will be predominately from the carbon mass 
determined from carbon burnoff from quartz filters. Particulate mass samples were drawn 
through an oil-cooled probe at a location 16 cm downstream of the WSR in the plug flow reactor 
region.   
 
Figure 4 shows the total particulate carbon mass data for experiments with the cyclohexanone 
additive plotted vs. temperature measured in the WSR. The curve shows a peak at φ= 2 and a 
familiar soot bell shape.  The addition of cyclohexanone was shown to reduce soot at all 
equivalence ratios.  At φ = 1.95 the 4 % O additive case produced 36 % less carbon mass than 
the neat case. The effect of cyclohexanone on the temperature changed depending on the 
equivalence ratio.  For the high temperature side of the soot bell the combustion temperature for 
the neat and the additive cases were nearly the same, implying that the effect of the additive in 
this region is chemical rather than thermal.  On the low temperature side of the soot bell, the 
combustor temperature decreased for the additive case relative to the neat case as the equivalence 
ratio was further increased.  For the highest equivalence ratio case studied (φ=2.1) the 
combustion temperature using the 4 % O additive was increased for one data point by increasing 
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the inlet conditions, and the soot mass increased to match that for the neat case, implying that for 
the low temperature side of the soot bell the effect of the additive is mainly due to a decrease in 
the combustor temperature.  
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Figure 4: Effect of cyclohexanone on particulate mass with heptane/toluene fuel 
 

5. Premixed Flame 

Flames with equivalence ratios of 2.34, and 2.64 were studied to facilitate comparison to past 
work on ethylene flames. Two oxygen concentrations, 5 and 10 wt% in the ethylene/additive 
mixture, were studied. 5 wt% oxygen requires a 14.4 % mass fraction of ethanol in the fuel 
stream, and 10 wt% requires approximately twice this amount. When the ethanol was introduced 
into the fuel line, the ethylene flow rate was reduced in appropriate proportion in order to keep 
the total carbon flow rate constant. The equivalence ratio was not affected by the introduction of 
the ethanol so adjustment of the air flow rate was not required to keep the equivalence ratio 
constant.  Detailed results on this flame are available in Wu et al. [6] 
 
Figure 5 presents a comparison of the experimental and modeling results for the ethylene flames 
at the two equivalence ratios studied.  In the simulations experimental temperature profiles were 
used.   The model does reasonably well in capturing the trends in small and large PAH, but it 
underestimates the soot volume fraction and also the effect of equivalence ratio on soot.  Similar 
comparisons of the model predictions and experimental data for the addition of ethanol shows 
that for small aromatic species and large PAH, the model results capture the general trend that 
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increasing the amount of oxygen leads to greater reductions in aromatic species. Also the 
magnitudes of the reductions relative to the baseline match the data reasonably well for the 
aromatic species. The soot predictions for Ф=2.34 are reasonably consistent with the 
experimental data, although the volume fraction is under-predicted. For Ф=2.64, the comparison 
of the model and experiment are not good. The model predicts no effect of 5% oxygen at this 
condition.   

6. Opposed-jet Diffusion Flame 

In experiments and calculations, addition of ethanol to the ethylene increases soot and soot 
precursors, while peak OH concentrations remain approximately constant.  A graph of 
experimental measurements of peak light scattering and OH fluorescence and predictions of 
species maximum mole fraction based upon calculations, for fuel side addition of ethanol, is 
shown in Figure 6.  The calculated data have been normalized to the experimental data to allow 
comparisons of the trends shown by each.  Overall, the trend of the change (increasing), with 
increasing fuel side ethanol addition, of calculated peak mole fractions for the species A1 
through A4 is in good agreement with peak experimental values (measured along the centerline 
between burner ducts) of light scattering, while the change, with increasing fuel side ethanol 
addition, of the calculated peak mole fraction of OH is in reasonable agreement with peak 
measured values of OH fluorescence.  Calculation and experimental measurement show peak 
OH concentration to remain nearly constant with increasing ethanol addition.   
 
Calculations predict that addition of  8 mole percent ethanol to the fuel stream increases the 
integrated mole fraction of aromatic species A1 (C6H6), A2 (C10H8), A3 (C14H10), and A4 
(C16H10) by approximately 3%, 19%, 23%, and 22%, respectively. The peak increase in light 
scattering observed experimentally was approximately 19%.  Temperature and OH concentration 
are predicted by calculation to remain approximately constant.  Acetylene is predicted to remain 
approximately constant while propargyl concentration is predicted to decrease approximately 9% 
when 8% ethanol is added to the fuel stream.   
 
Because the predicted change in propargyl mole fraction with ethanol addition was in the 
opposite direction of the change in A1 mole fraction for fuel side ethanol addition, an analysis of 
rate of formation of A1 by reaction was performed.  The reactions contributing to A1 formation, 
and the change in A1 rate of formation per reaction, relative to the neat flame, when 8% ethanol 
was added to the fuel stream, are: 
 
 Calculated Change in Rate of A1 Formation -  

8% Ethanol addition to Fuel 
C3H3 + C3H3 → A1 -8% 
n-C4H5 + C2H2 → A1 + H +23% 
l-C6H6 + H → A1 + H +27% 
n-C6H7 → A1 + H +34% 

 
The increased production of A1 via these routes is predicted to be the consequence of methyl 
radical formation from the ethanol which leads to increased C3H3+ CH3 (+M)  C4H6 (+M)                      
This reaction shows a calculated increase in rate of production of C4H6 of 17% for the flame with 
8% mole fraction ethanol compared to the neat ethylene/air flame.  Mole fraction profiles (see 
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Figure 6) of propargyl show a slight decrease in concentration over this temperature range 
(1400K – 1700K).  Approximately 85% of the C4H6 reacts with H to form C4H5, which then 
reacts in the acetylene bath to form A1 and aromatic precursors.   Details of the modeling and 
experiments can be found in McNesby et al. [7] 
 
Figure 7 shows the results for the addition of ethanol to a heptane/air opposed-jet flame.  In this 
case the addition of ethanol reduces soot.   The postulated reason for the change in the trend 
compared to ethylene is the abundance of methyl radicals present with heptane as the fuel, so the 
added methyl production from the ethanol has a negligible effect on soot.  Unfortunately the 
OPPDIF model would not converge for the heptane mechanism used. 
 

7. High Pressure Turbulent Reactor 

All tests with oxygenated additives in the high pressure turbulent reactor were run with JP8 as 
the fuel; a major consideration being its reasonable cost compared to the heptane/toluene blend.    
The air flow for the tests was 32 gm/s and the equivalence ratio was 1.3.   The inlet air 
temperature was 550K and the chamber pressure was 0.5 MPa.  Three oxygenated additives were 
investigated: ethanol, cyclohexanone, and methanol.  Methanol was studied as a comparison to 
the ethanol since it had shown good potential to reduce soot in prior work with sooting diffusion 
flames.  For cyclohexanone and ethanol a range of concentration was investigated up to 10% by 
volume.   Methanol was only studied at the highest concentration.  Figure 8 presents the results 
for these three compounds based on the mole fraction of oxygen introduced with the additive.  It 
shows that the three oxygenates fall on essentially the same curve of soot reduction, which 
indicates that the soot reduction in each case is largely being driven by the same phenomena.  
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Figure 5.  Comparison of experiments (square symbols) and model (solid lines) for 
(a) small aromatic species, (b) large PAH, (c) soot at base flames (LIF data 
normalized by the maximum signal observed at Ф=2.64) 
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Figure 6:  Comparison of measurements and predictions for OH, soot and soot precursors, for 
addition of ethanol to ethylene in an opposed-jet diffusion flame. 
 
 
 

 
 
 
 

Figure 7:  Light scattering by particles versus fuel side ethanol addition for heptane/air opposed-
jet flames. 
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Figure 8: Effect of Oxygenated Additives on soot formation with JP-8 

8. Conclusions 

Reduction in soot was achieved by the addition of oxygenated compounds in all of the devices 
studied, with the single exception of the ethylene opposed-jet diffusion flame.  Furthermore, 
reduction was achieved whether the fuel was introduced as a liquid or vapor and regardless of 
whether the conditions were laminar or turbulent.  The ability to reduce soot across the suite of 
devices in which the key governing processes vary so significantly means that the process 
through which the soot reduction is effected must be common to all of the devices -- that 
common process is chemical kinetics.   Therefore, these studies add to the evidence that kinetic 
processes are driving the reduction of soot by oxygenated additives.   

Through detailed modeling studies, the mechanism by which soot is increased when ethanol was 
added to ethylene in the opposed-jet diffusion flame was determined to be kinetic in nature as 
well.  Soot was increased due to the enhancement of the “even-carbon species” pathway to 
benzene as a result of the production of methyl radicals from ethanol, not via the enhancement of 
the “odd-carbon species,” as was originally expected.   Detailed modeling of the results for 
addition of ethanol  to the ethylene diffusion flames predict that the soot reduction in these 
flames is via effects on the propargyl radical pathway to the first aromatic ring. Comparison of 
the premixed flame results for ethanol and DME (not reported here, see reference 11) 
demonstrated that the chemical structure of the additive can play a role in the effectiveness of 
oxygenated additives in reducing soot. [12 ]  

Together this set of results, from a wide range of experimental devices, serves as a challenging 
benchmark for modeling soot formation for ethylene and the effects of the addition of 
oxygenated compounds on soot. 
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The effect of nitrogen-bearing fuel additives on soot and PAH emissions formation has been 
investigated in a collaborative university, industrial and governmental effort. The overall objective 
of this program was to obtain fundamental understanding of how changes in fuel composition can 
effect soot and PAH emissions from military aircraft combustors. Six different laboratory burners, 
including a premixed flat flame, an opposed-flow diffusion flame, a well-stirred reactor, a 
turbulent spray flame, a shock tube, and a high pressure turbulent combustor were used to 
investigate the impact of additives covering a wide range of combustion conditions.  The additives 
included various nitroalkanes (nitromethane, nitroethane, and nitropropane), i-propylnitrate, 
nitrogen dioxide, pyridine and quinoline. Fuels included ethylene, a heptane/toluene blend and 
JP8. The effects of many of the additives were examined in most experimental facilities and the 
results were contrasted and compared. The experimental results were also modeled using a variety 
of modeling packages and mechanisms. Reductions in soot were as large as 70%, although in 
some cases no change was detected; in others, increases were observed. Modeling failed to offer 
explanations for all of the experimental observations. This paper will summarize the key results,  
our interpretations, and suggest some needs for future research.  
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1. Introduction 

US military aircraft emit about 600,000 kg of particulate matter into the atmosphere each year. 
This particulate matter is in the form of particles with diameters less than 2.5 microns (PM2.5). 
Recent research indicates particulates are the cause of significant health and environmental 
problems. Thus, the military is seeking methods to reduce PM emissions. PM2.5 emissions from 
gas turbine engines can be reduced through modification or redesign of the combustion system or 
through modification of the fuel either by reformulation or additives. For existing engines, 
hardware retrofits are normally prohibitively expensive. Thus, the preferred approach is fuel 
modifications. The technical objective of this program was to develop fundamental 
understanding of the interactions of additives with the processes that lead to PM emissions from 
military gas turbine engines. The overall project included investigations of organic compounds 
containing oxygen, nitrogen, and phosphorus. The work reported in this paper is a summary of 
results on the effects of several nitrogen-bearing additives. Results of work on organic 
oxygenates and phosphorous-containing additives are reportedly separately [1,2].  

The motivation for examining nitrogen-bearing compounds came from a series of screening tests 
on the effects of several commercial fuel additives. One of the commercial additives that reduced 
soot significantly was determined to be composed of nitroalkanes, cyclohexanone, toluene, and 
dichloroethane.  The latter two compounds are known to increase soot so they were not 
investigated as possible additives.  Cyclohexanone was not expected to have a significant impact, 
so the nitroalkanes, the primary constituents in the commercial additive, were identified as the 
likely constituents leading to soot reduction.  Consequently, these compounds were investigated 
in detail with experiments and, to the extent possible, modeling; the three compounds selected 
for investigation were nitromethane, nitroethane, and nitropropane.  It was recognized that such 
compounds could well increase total NOx emissions and hence may not present a practical 
solution. Yet, this path was pursued with an expectation of learning more about the soot 
formation process and how it might be suppressed. As long as the nitroalkanes were under study, 
NO2 and nitrogen-heterocyclics were included in the study; NO2 is well-known to oxidize soot 
particles (for diesel engine emission control, for example) and pyridine had been shown to be an 
effective soot suppressing agent in premixed flames in at least one prior study [3]. 

In this manuscript, results for several nitro-alkanes will be presented. In addition, key results 
from the addition of NO2, pyridine and quinoline will be summarized. The fuels investigated 
were a simple JP8 surrogate, heptane/toluene, and JP8. Complete documentation of this study 
can be found in [4]. 

2. Approach 

Focusing only on measurements and interpretations of processes within a gas turbine combustor 
to achieve program goals seemed to be questionable, given the inherent complexity of 
combustion processes within gas turbine combustors and the difficulty in collecting a complete 
set of quantitative measurements inside combustors. Furthermore, no single laboratory flame or 
reactor is a model for a combustor. Therefore, multiple laboratory devices were applied to study 
the effects of additives on soot formation processes. These devices were a shock tube, a well-
stirred reactor, a premixed flame, an opposed-jet diffusion flame, and a high pressure turbulent 
reactor. 
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Table 1.  Summary of the Effects of Nitroalkanes on Soot. 
 Additives Fuel Effect on 

Soot 
Comments 

Shock tube Nitromethane Heptane/ 
Toluene 

Soot 
unchanged 

 

Well-stirred reactor Nitromethane 
Nitroethane 
Nitropropane 

Heptane/ 
Toluene 

Decreased Temperature plays a role 
but a chemical effect is 
present. 

Premixed flame Nitromethane 
Nitroethane 

Heptane/ 
Toluene/ 
Ethylene 

Decrease The addition of ethylene 
was required to avoid 
instability on the flame. 

 Nitropropane Heptane/ 
Toluene/ 
Ethylene 

Increase 2% oxygen level. 

Opposed-jet flame Nitromethane 
i-propyl nitrate

Heptane/ 
Toluene 

Small 
increase 

 

Turbulent spray 
flame 

Nitroethane 
Nitropropane 

Heptane/ 
Toluene 

Decrease Nitromethane not run 
due to explosion hazard. 

HP Turbulent 
reactor 

Nitroethane 
Nitropropane 

JP-8 Decrease Nitromethane not run 
due to explosion hazard. 

 
The devices were chosen to cover a range of combustion regimes present in a gas turbine 
combustor. They also covere a range of complexity in terms of the chemical and physical 
processes involved, from the shock tube, where chemical kinetics is the dominant process, to the 
high pressure turbulent reactor in which chemical kinetics, molecular diffusion, turbulent mixing, 
and spray processes are all coupled. The objective of these experiments was to identify the key 
chemical and physical processes through which the additives affect soot. In the related studies 
(on organic oxygenates, for example), numerical simulation proved invaluable for understanding 
the mechanisms by which added compounds reduce soot in these devices. For the nitrogen-
bearing additives, this success cannot be claimed due to numerical convergence issues and 
because computational and experimental results were generally not in agreement. Simulations 
were performed to the extent possible for each additive/fuel combination.  
 
For modeling the effects of nitromethane, the research team combined the reaction set of Zhang 
and Bauer [5,6] to the heptane mechanism of Babushok and Tsang [7] which also includes 
toluene reaction steps. The NIST mechanism also contains a compilation of the PAH formation 
steps from Appel, et al. [8] and Richter, et al. [9]. The devices used in the study along with their 
associated diagnostics have all been described in detail elsewhere [10-14] so they will not be 
described here. Table 1 and 2 summarizes the range of experiments that were conducted during 
the study for nitroalkanes and for several nitrogen-heterocyclics. These tables also have 
summary results for the different sets of additives. This paper will focus on the results of 
experiments with nitroalkanes added to fuels and interpretations. The fuels used included an 
80%/20% volume mixture of heptane and toluene, as well as liquid JP8. Details of the 
experimental methods can be found in the Final Report of the project; the data are available as 
well [4]. Because of the large volume of results only summary tables and plots will be presented 
here along with key observations. 
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Table 2. Summary of the Effects of Pyridine on Soot. 
 Additive Fuel Effect on 

Soot 
Comments 

Shock tube Pyridine Heptane/ 
Toluene 

Varies: no 
change to 
increase 

Variation occurs as reaction 
temperature increases. 

Well-stirred reactor Pyridine Heptane/ 
Toluene 

Varies: 
decrease to 

increase 

Temperature of reactor 
appears to be key factor. 

 Quinoline Heptane/ 
Toluene 

Increase  

Premixed flame Pyridine Heptane/ 
Toluene/ 
Ethylene 

Decrease  

Opposed-jet flame Pyridine Heptane/ 
Toluene 

 No data due to experimental 
difficulties. 

Turbulent spray 
flame 

Pyridine Heptane/ 
Toluene 

Decrease  

HP Turbulent 
Reactor 

Pyridine JP-8 No Effect  

  Heptane/ 
Toluene 

No effect Run to determine if the lack 
of an effect was due to use of 
JP-8. 
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Figure 1. Comparison of the experimental ranges for several of the experiments with each other 
and against equilibrium curves. The turbulent flame and opposed jet experiments, presumably 

track close to the equilibrium curves. 
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As is apparent from Tables 1-2, there are differences in results amongst the experimental studies. 
Such contrary and confusing results are not inconsistent with prior studies on the effect of 
additives on soot formation. At least part of the differences may be due to the different set of 
experimental conditions present in each set of experiments. Figure 1 is a plot comparing the 
different conditions (temperature and equivalence ratio) for the well-stirred reactor, the shock 
tube and the premixed flame experiments. In addition to variations in temperature and 
equivalence ratio, there are of course difference in local turbulence, pressure (20 atm for the 
shock studies), diffusion, and back mixing of products amongst the different experiments. 

3. Shock Tube  

All nitroalkane additive experiments in the shock tube (7.6 cm ID x 2.74 m long driver section, a 
5.08 cm ID x 2.75 m long driven section, and a 5.08 cm ID x 0.9 m long test section) were 
conducted at a pressure of ~ 21 atm over a post-shock, pre-combustion temperature range of 
1100 K-1600 K (post-combustion temperature range of 1650 K-1950 K). The argon content in 
the test section was maintained at 93 vol% and the remainder comprised of oxygen and fuel. The 
experiments were conducted at an equivalence ratio of 3.0. The exothermic reactions of 
nitrocompounds cause an increase in post-combustion temperature [15]. To exclude thermal 
effects when interpreting the results, all product yields measured in this study were compared at 
post-combustion temperatures, defined here as the computed post-combustion temperature 
immediately after onset of ignition. Thus, any observation herein and associated conclusions are 
principally due to the chemical effect from the additive. 

For the nitromethane experiments, 5 vol% of nitromethane was added to the base fuel mixture so 
that the oxygen content in the fuel mixture was 4 wt%. Both gaseous products and soot yields 
were measured and normalized with respect to the mass of carbon in the fuel to exclude any 
volumetric effect that may arise from normalization with respect to the mass of the fuel. Results 
from Leco carbon analysis of particle yields are shown in Fig. 2. The solid lines indicate 
polynomial trend lines fitted to the experimental soot yields. The trend lines show that addition 
of nitromethane had no discernable impact on soot yields.  

The low carbon yields observed at the lower temperatures (Fig. 2) are due partially to the slower 
rate of particle formation, but also can be affected by finite ignition delay times that limits the 
total reaction time. (Total dwell times are  ~ 7.5 msec; reaction times can be reduced by lengthy 
ignition delays, which generally are negligible under the higher temperatures of this work.)  As 
the temperature is increased, particle formation dominates and the soot yield goes to a maximum. 
However, with further temperature increases, soot production decreases due to the decreased 
stability of the aromatic building blocks related to soot formation. Thus, particle yields decrease 
generating a classical bell-shaped curve for soot yield as a function of temperature. Closer to the 
maxima where the soot formation is high, small differences in reaction times can cause a 
significant change in soot formation, as it is formed late in the reaction process. This is the likely 
explanation for high experimental scatter close to the maxima.  

The product yields were obtained by using a point calibration of the internal standards for a 
similar class of compounds. The yields from both product analysis and modeling were 
normalized with respect to the mass of carbon in the fuel. The product yields are given as yield 
% per unit mass of carbon in fuel. For clarity, only a few selected species are shown here; other 
data is provided in [15]. The experimental yields of various species have been fitted with 
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exponential trend lines and are shown as solid lines in Fig. 3. The broken lines represent model 
yields and have been plotted using point plots. While comparing experimental and model yields, 
the reader should be aware that axes showing experimental and model yields have different 
scales. As such, the difference observed from experimental yields with the additives may not be 
visible in product yields generated by the kinetic model. 
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Figure 2. Carbon Yield from Combustion (Φ = 3) of n-Heptane/Toluene and n-Heptane/Toluene 

+ Nitromethane at 21 atm. 

The measured lightweight species indicate that at the lower temperatures, the addition of 
nitromethane has a tendency to increase yield of every soot precursor yield except that of 
benzene (Fig. 3a), isomers of methyl naphthalene, and o-diethenylbenzene (latter two not 
shown). Alternatively, the modeling results indicate that at lower temperatures, the yield of all 
volatile and semivolatile species decreases with the addition of nitromethane; and for most 
modeled species the differences between the curves (with and without the additives) are 
significantly smaller than for the experimental data. Experimental scatter was higher at lower 
temperatures although the scatter was less than the base fuel for nitromethane. 

Although no significant difference in soot yield was observed, PAH yields increase with the 
addition of nitromethane, In general, the predicted curves track the general shape of the 
experimental data remarkably well. However, the effect of the additive as predicted by the 
models did not match the observed experimental (relative) trends.  For the base fuel, the model 
was able to qualitatively predict experimental trends in species profiles (except for 
benzo[ghi]perylene – not shown - and coronene), but the quantitative model over predicted from 
a factor of two for benzene to two orders of magnitude for most other species. The model does 
not include particle formation, which might scrub PAH species and, hence, is likely a large 
contributor to the errors. In addition, the model may have inaccuracies in the thermodynamic or 
kinetic data or perhaps key species are missing from the reaction mechanism. 
Dibenzo[ah]anthracene is an example of a species missing from the NIST mechanism.  
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Figure 3.  Yields of (a) Benzene, (b) Naphthalene, (c) Chrysene, and (d) Coronene from 
Combustion of n-Heptane/Toluene and n-Heptane/Toluene + Nitromethane at 21 atm. 

 

An attempt was made to identify all species with significant yields, especially the nitrogenated 
compounds, in the hope that this information might help to better understand how nitromethane 
impacts the soot formation process. The following compounds were detected in this study when 
nitromethane was used as the additive: benzonitrile, 2-methyl-benzonitrile, 4-methyl-2-nitro-
phenol, 5-methyl-2-nitro-phenol, and 2-nitro-phenol. The species with the largest concentration 
was benzonitrile, with data (concentration and shape) similar to that for the chrysene (with 
nitromethane present), as depicted in Fig. 3c.  

4.   Well-Stirred Reactor (WSR) 

The effectiveness of three nitroalkanes (nitromethane, nitroethane and nitropropane) was studied 
in the WSR. The results are discussed below and in Stouffer, et al [16].  The neat fuel for the 
tests was 80% heptane/20% toluene by volume.  The reactor material was amorphous fused silica 
which minimized both cracking and heat loss and could be used because the temperature in the 
reactor was less than the 1500°C melting point of the silica.   

Equivalence ratios between 1.90 and 2.10 were studied.  The WSR was limited to this 
equivalence ratio range on the low side by the melting point of the fused silica and on the high 
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side by the rich blowout limit. This range of equivalence ratios captures the peak along with the 
low temperature and high temperature sides of the so-called "soot bell". The airflow was held at 
a constant 240 g/s and the average residence time in the reactor was 10 +/- 0.4 ms. The reactor 
pressure was slightly (0.6-1.4 kPa) over the ambient atmospheric pressure for all of the tests.  

The nitroalkane additives were added to the fuel in concentrations such that the oxygen mass 
fraction of the fuel was 0% (neat heptane/toluene mixture), 2% and 4%.  The mass flows of the 
additive and the base fuel were adjusted to maintain the same equivalence ratio as the neat case. 
The additives concentrations used to achieve the desired oxygen levels are listed in Table 3. 

 

Table 3. Additives and Concentration Levels (ppm by volume) Used in the Nitroalkane 
Experiments. 

 
Additive Formula 2% O in Fuel 

Additive Concentration 
 4% O in Fuel  
Additive Concentration 

Nitromethane CH3NO2 24,660 ppm 50,020 ppm 
Nitroethane C2H5NO2 32,820 ppm 66,620 ppm 
Nitropropane C3H7NO2 40,820 ppm 82,950 ppm 

 

For each of the nitroalkane additives, three test concentrations were considered with the same 
inlet fuel/air mixture temperature at each equivalence ratio:  neat fuel, additive with 2% oxygen 
weight in the fuel, and additive with 4% oxygen weight. Highly energetic nitroalkane additive 
compounds, such as nitromethane, will increase the combustion temperature at the same inlet 
temperature and equivalence ratio. Temperature increases decrease soot produced on the high 
temperature side of the soot bell and increase soot produced on the low temperature side.  To 
explore the effect of temperature on the soot formation, an additional test point was also 
considered where the combustion temperature of the neat case was adjusted to match that of one 
of the additive cases.  The combustion temperature was increased by increasing the inlet 
temperature of the fuel/air mixture, and allowed differentiation between the thermal effect on the 
kinetic process and any chemical effect of the additive.  At the highest equivalence ratios tested 
(φ = 2.1), the increase in the inlet temperature also has an effect on the combustion temperature 
due to the increase in the combustion efficiency, as exhibited by a decreased measured oxygen 
levels in the exhaust emissions. 

The experimental results shown are the carbon mass determined from carbon burn off from 
quartz filters and gaseous emissions from FTIR measurements. Particulate mass samples were 
drawn through an oil-cooled probe at a location 16 cm downstream of the WSR in the plug flow 
reactor region.  Smoke number was also determined during the study and was found to track well 
with the soot mass.    

Figure 4 shows the total particulate carbon mass data for experiments with the nitromethane 
additive plotted versus. temperature measured in the WSR. The curve shows a peak and a 
familiar soot bell shape.  Note however that the peak in soot occurs at a lower temperature 
(~1600K) than for the shock tube results (~1750-1800K). This shift may be due in part to the 
presence of high concentrations of O2 and hence O-atoms under fuel-rich conditions in the WSR 
that act to oxidize soot particles and precursors (see Colket, et al. [17]). For the neat cases the 
peak is found for tests with φ = 2.  Above this equivalence ratio the carbon mass decreased as the 
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temperature increased (as φ was lowered or inlet temperature was increased) and is commonly 
referred to as the high temperature side of the soot bell.  On the opposite (low temperature) side 
of the soot bell, the carbon mass production increased as the temperature increased. For ready 
comparison, data at the same equivalence ratios is outlined within the ovals on the plots. The 
data clearly show that nitromethane decreases the total carbon particulate mass for φ = 2.05.  As 
the concentration of nitromethane increased the carbon mass dropped further.  The reduction in 
carbon mass at φ = 1.95 was over 47% for the 4% O case.  To explore the effect of temperature, 
the inlet temperature for the neat elevated inlet temperature case was increased until the WSR 
flame temperature was approximately the same for both the 2% O and the neat case. For the low 
temperature side of the soot bell, the increased combustion temperature associated with the inlet 
temperature increased the soot mass production. On the high temperature side of the soot bell, 
the soot produced for the neat case decreased as temperature was increased. However, the soot 
mass production for the nitromethane additive case at the same temperature was less than or 
equal to the neat case at the same combustion temperature.  Therefore, it is apparent that the drop 
in soot production observed over most of the test points with the additive addition is not merely 
due to an increase in temperature caused by the additive, but rather by other features of the 
reaction mechanism associated with the additive.   At the lowest equivalence ratio considered (φ 
= 1.90), the additive case and the neat case had approximately the same total carbon mass.  
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Figure 4. Total Carbon Mass for Nitromethane Additive Cases Studied in the WSR. 

 

During the early work with the nitromethane additive, an MKS 2030 FTIR multigas analyzer 
was used to determine the concentrations of several hydrocarbon species at neat and 28,460 ppm 
additive concentrations.  This additive level corresponds to 2.3 weight % O in the fuel.   Both the 
acetylene and methane concentrations decrease (~10% and ~50% respectively) with the addition 
of nitromethane and increase with increasing equivalence ratio. Ethylene and formaldehyde also 
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are reduced by nitromethane (~50% each) and increase with an increase in equivalence ratio. 
Figure 5 shows the effect of the nitromethane on NO and HCN. The NO and HCN were both 
below the detection limits for the neat case and were increased dramatically with the addition of 
nitromethane. No measurable quantities of NO2 were detected for either the neat or additive 
case. For the very fuel rich conditions of this study, this result is not surprising. 
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Figure 5.  HCN and NO Emissions with Nitromethane Additive. (Neat case emissions were 

below detectable limits.) 

Summary of all nitroalkanes 

All three of the nitroalkane additives evaluated in the WSR showed a reduction in the amount of 
soot mass produced.  While there is an effect of the additive on the flame temperature which 
will, in turn, affect the rates of reaction, temperature is not the only effect of these additives and 
altered chemistry plays a role. 

The level of the reduction in carbon mass was similar for each of the additives as shown in Table 
4 for three additives at oxygen levels of 4 % and an equivalence ratio of 1.95., at the same 
reaction temperature. 

Analysis of the gaseous emissions showed that nitromethane reduced acetylene, ethylene and 
formaldehyde while increasing hydrogen cyanide and nitric oxide. 

 
Table 4.  Reduction in Carbon Mass with 4% O Addition 

Additive Reduction in  Carbon Mass 
Nitromethane 48% 
Nitroethane 50% 
Nitropropane 48% 
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5.   Premixed Flame 

Initial experiments with the 80% heptane/20% toluene mixture resulted in cellular flame 
structures using a perforated plate for stabilizing a premixed flames. The premix burner surface 
was changed to a porous plug due to concerns that jetting from discrete holes created localized 
non-uniformities in the flame.  Repeat formation of the cellular structures in the porous burner 
and further investigations reminded us of the well-known structures in fuel-rich flames occurring 
with high molecular weight fuels [17]. Hence subsequent experiments were performed with 25% 
mass of the fuel as ethylene to mitigate this effect. 

Control of reactant gas and coflow to the premixed burner was performed using Brooks 5800 
series mass flow controllers.  The additives were introduced (along with the liquid and gaseous 
reactants) into a 1 L vaporization/mixing chamber maintained at 200°C.  The mixing chamber 
was connected to the base of the burner with 50 cm of 6.35mm OD heated stainless steel tubing.   

Liquids were injected by use of high pressure syringe pumps. Two ISCO 500D precision syringe 
pump systems were installed which allowed on-demand control of fuel and additive(s) at any 
given flow rate from 0.001 to 200 ml/min.  Delivery flow rates were verified to be better than 1% 
of setpoint by experiment.  The additives and fuel were mixed with air and introduced into the 
heated vaporization chamber. 
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Figure 6. Flame temperatures as a function of height in the premixed flames. 

 

Additive studies have been performed using nitromethane, nitroethane, and nitropropane, the 
primary components in a commercial additive, which was found to have a relatively strong effect 
on soot formation. Flame temperatures (thermocouple particle densitometry - TPD) and soot 
volume fractions (laser extinction) have been measured as a function of height above the burner 
surface. Relatively small differences in flame temperatures were observed, as shown in Fig 6 for 
the baseline flame and for the additives nitropropane and nitromethane. Relative mass and flow 
conditions are reported in Table 5. 
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Table 5. Mass and mole fractions of fuels with various additives in premixed flame studies. 

Additive % (O) C7H16 C7H8 C2H4 Additive C7H16 C7H8 C2H4 Additive
none 0 0.344 0.118 0.538 0.000 0.570 0.180 0.250 0.000
nitromethane 2 0.331 0.114 0.518 0.037 0.549 0.173 0.241 0.037
nitromethane 4 0.318 0.109 0.498 0.075 0.527 0.167 0.231 0.076
nitroethane 2 0.331 0.114 0.518 0.038 0.543 0.172 0.238 0.046
nitroethane 4 0.317 0.109 0.497 0.076 0.517 0.163 0.227 0.093
nitropropane 2 0.330 0.114 0.517 0.039 0.538 0.170 0.236 0.056
nitropropane 4 0.316 0.109 0.496 0.079 0.506 0.160 0.222 0.112

Mole Fractions Mass Fractions

 
 

At additive loadings of 4% by mass of oxygen, the most effective additives were nitromethane 
and nitroethane, with the former reducing the soot production by about 25% and the latter 
reducing soot production by more than 50%.  For flames with φ = 2.4, a comparison of the 
fractional reductions in soot as a function of additive levels is shown in Fig. 7. 

The most unusual feature of the data in Fig. 7 is the contrary effects of different levels of the 
additive, nitropropane. All of the results (and trends) have been confirmed by using a time 
tracing method. In these tests, the flame height was kept constant and the make up of the inlet 
gases were altered in the following sequence: base flame, 4% oxygen (additive); base flame, 2% 
oxygen (additive). A typical time trace is shown in Fig. 8 for the nitropropane results which 
exhibited the unusual results of increasing soot at the lower concentration, but reducing soot at 
higher concentrations. 
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Figure 7.  Relative Soot Production in Laminar Premixed Flame at Phi = 2.4. 
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Figure 8. Time Trace Confirming Concentration Effect with Nitropropane. 

 

Our interpretation of these results in the laminar, premixed flames is that a C3-hydrocarbon 
fragment (C3H5) from nitropropane enhances the propargyl radical (C3H3) concentration at low 
additive levels. Propargyl, in turn, is a known key intermediary to the formation of aromatic 
rings. We speculate that the formation of propargyl initially counterbalances any soot-reducing 
potential that the nitrate group provides. But at higher additive levels, the C3 level is saturated, 
and the effect of the NO2 component dominates, leading to reduced soot production. 
Nitromethane is a less active soot-reducing agent than is nitroethane since the former produces 
methyl radicals that add to C2 hydrocarbons to form C3 species. Nitroethane, on the other hand, 
is the most effective presumably because it barely perturbs the existing C2 concentrations. 
Propargyl radicals are unaffected and there is no counterbalancing effect inhibiting the added 
NO2 from reducing soot. 

6.   Opposed-Jet Diffusion Flame 

The data reported here are for flames to which nitromethane was added to the fuel.  The base fuel 
an 80% heptane/20% toluene mixture by liquid volume.  This base flame was found to be much 
more soot producing than a neat heptane/air flame.  Even with the heptane/toluene fuel mix, it 
was found that above an added oxygen component of approximately 2.4% by weight (about 3 ml 
of nitromethane added to 100 ml of heptane/toluene mix), some nitromethane would separate out 
if allowed to stand for a few minutes. 

The experimental procedure was as follows.  Fuel and air flows were initiated, and the flame was 
ignited by placing a small torch between the burner ducts.  Once the flame was established, a 
heated nitrogen shroud was used to prevent outside air from being entrained in the fuel flow.  
Approximately half of the contents of the injection pump (50 ml capacity) were dispensed into 
the flame when collection of data began.  Each data point represents the average of the Planar 
Laser Induced Incandescence (PLII) signal produced by 100 laser shots.  After every few data 
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points the laser was blocked and an emission spectrum was recorded.  The emission from the 
flame was typically 2.5 % of the PLII signal.  Each charging of the injection pump yielded 
between 5 and 10 data points.  An example PLII image of a heptane/air flame is provided in 
Figure 9. 

 
 

Figure 9.  A PLII Image of a Heptane/Air Flame. 
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Figure 10.  The Peak Pixel Value of the Raw PLII Signal Measured Along the Centerline of the 

Burner for Fuel Side Addition of Nitromethane to Heptane/Toluene/Air Flames.  (Up to an 
oxygen addition from nitromethane corresponding to 2.4% oxygen by weight.) 

Figure 10 shows the peak pixel value of the raw PLII signal measured along the centerline of the 
burner  for fuel side addition of nitromethane to heptane/toluene/air flames, up to an oxygen 
addition from nitromethane corresponding to 2.4% oxygen by weight.  The data shown in Figure 
9 is not corrected for emission.  For each addition of nitromethane to the fuel stream, an increase 
in particle formation was observed.  The amount of soot formation was approximately 
proportional to the amount of nitromethane added to the fuel stream, and was independent of 
whether successive tests involved increases or decreases of the additive. The increase in soot 
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reported here for small nitromethane addition to the fuel stream was also seen for small additions 
of ethanol and isopropyl nitrate to the fuel stream of heptane/air opposed flow flames, and for 
ethanol addition to the fuel stream of ethylene/air opposed flow flames.  Modeling results for 
ethanol addition suggest the increase in soot for the ethylene/air opposed flow flames upon 
addition of ethanol to the fuel stream may be attributed to introduction of hydrocarbon radicals in 
extremely fuel-rich areas near the stagnation plane.  Modeling efforts (OPPDIF, Reaction 
Design) have been attempted to help understand the increase in soot formation observed for the 
heptane/toluene/air flames with fuel side nitromethane addition.  However, to date we have been 
unsuccessful in achieving a convergent solution for this large reaction mechanism (1700 
reactions.   

The increase in soot with fuel side addition is also similar to the result observed by Hura and 
Glassman [19] who showed that soot increases when small amounts of oxidizers (e.g., oxygen) is 
added to the fuel side of a non-premixed flame. 

7.  Turbulent Spray Flame  

A mixture of 20% toluene/80% heptane was used as the base fuel for these experiments to better 
approximate the composition of JP-8. The overall equivalence ratio for these experiments was 
2.37.  The airflow rate was the same as that for the heptane/ethanol experiments [1] so the cold 
flow Reynolds number was identical for the two sets of tests.  The commercial additive was 
added at 5% by volume. At the time of the initial experiments with the commercial additive, its 
chemical constituents and properties were not available. Therefore, the fuel flow rates with and 
without the commercial additive were not corrected, but adopted the same value. The 
experimental conditions of the study are listed in Table 6.   

Subsequent to the initial experiments with the commercial additive, its basic composition was 
determined and the main components with a potential to reduce soot were identified as 
cyclohexanone, nitromethane, nitroethane, and nitropropane.   These components were run 
individually in the turbulent spray flame to determine their effectiveness in reducing soot under 
conditions similar to those listed in Table 6.  Nitromethane was not run in these experiments 
because of the possibility that it could explode upon compression.  The tests were done at two 
levels of oxygen addition, 2% and 4% of the fuel by mass. 

The commercial additive showed very interesting time dependent behavior in these experiments.  
After it was first introduced, the amount of soot decreased slowly to a steady state level;  when 
the additive was removed, the soot increased slowly toward the initial baseline level.  This 
behavior is illustrated in Fig. 11.   A number of experiments were run to determine the cause of 
this slow time response.  Unfortunately, difficulty getting good repeatability in these experiments 
due to nozzle fouling made it impossible to determine the cause of the time dependent behavior. 
Variable level of nozzle fouling is in fact a leading contributing factor in the time-dependent 
behavior. 

Data to determine the effect of the additive on soot were collected during the steady periods of 
behavior.  Three hundred (300) shot averages were used and the results were background 
corrected and also corrected for pixel-to-pixel variation.   Figure 12 presents a plot of the average 
LII intensity for the flame with and without the commercial additive.  The results for the 
commercial additive show that it has a greater effectiveness than ethanol [1]. Soot yields 
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decreased by about 40%, even though its volume fraction is significantly less than that used for 
ethanol. 

Following this work, experiments were performed to test the effective individual components in 
the commercial additive. Figure 13 presents summaries of the effect of the nitroethane and 
nitropropane on soot formation in the turbulent spray flame. The effectiveness of ethanol and 
cyclohexanone are also presented for comparison purposes. The nitroalkanes are both more 
effective than ethanol at equivalent oxygen levels, and the cyclohexanone leads to soot 
reductions on the order of those for ethanol. 
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Figure 11. Series of LII Images Illustrating the Time Dependent Behavior of the Commercial 
Additive. 
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Table 6. Experimental Conditions for Heptane/Toluene Fuel and Commercial Additive 
 

Base Fuel Formulation 80% Heptane, 20% 
Toluene by volume 

Additive  Commercial 
Additive 

Base Fuel Supply (g/s) 0.28 
Fuel with Additive Supply (g/s) 0.28 
Air Supply (g/s) 1.76 
Equivalence Ratio for Baseline 
Test 

2.37 
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Figure 12.  Effects of Commercial Additive on Soot. 
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Figure 13.  Effect of Individual Components of the Commercial Additive on Soot (ethanol 

included for comparison purposes). 
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8.   High Pressure Turbulent Reactor  

All tests with nitroalkane additives in the high pressure turbulent combustor were run with JP-8 
as the fuel, a major consideration being its reasonable cost compared to the heptane/toluene 
blend.    The airflow for the tests was 32 gm/s and the equivalence ratio was 1.3.   The inlet air 
temperature was 550 K and the chamber pressure was 0.5 MPa.  Only two of the three 
nitroalkanes from the commercial additive were studied, nitroethane and nitropropane.  The 
third, nitromethane, can detonate due to compression so it was not run in these experiments.   

Figure 14 presents a summary of the test results on soot volume fraction versus additive 
concentration.  Nitroethane was added to JP-8 in concentrations ranging from approximately 
2.5% to 10% by volume of the fuel. It was found that the nitroethane reduced soot at all 
concentrations. The soot suppression effect was found to increase with increases in the additive 
concentrations. At the lowest concentration of about 2.5%, the soot reduction was roughly 20%; 
at an additive concentration of 10% by volume in the fuel, the reduction was ~70%.  Similar 
trends were observed with the addition of nitropropane. Although the reduction in soot was 
approximately the same as with nitropropane at the lowest additive concentrations, the reduction 
was slightly lower than nitroethane at higher additive concentrations. At an additive 
concentration of about 10% by volume of JP-8, nitropropane reduced soot by approximately 
60%. 

These levels of reduction were substantially greater than those obtained with ethanol.  Modeling 
of the experiments could not be performed with standard tools in CHEMKIN due to the 
complexity of the problem, so the reasons for the greater effectiveness observed could not be 
identified through modeling.   
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Figure 14. Effect of Nitroalkanes on Soot Formation in the Dump Combustor with JP-8. 
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9.  Summary Effect of Other Additives 

The study of NO2 addition in the shock tube was directed at checking the hypothesis that the 
methyl radical formed when nitromethane decomposes could offset the tendency of the NO2  to 
reduce soot, leading to the minimal benefits as observed with nitromethane in the shock tube 
experiments.   The experimental results did not confirm this hypothesis; they showed a small 
decrease in soot at lower temperatures and a small increase at higher temperatures.  Therefore, 
the results were not significantly different than those for nitromethane.  Modeling was then 
undertaken to investigate the effect, but the study did not yield conclusive answers, potentially 
due to difficulties with the kinetic model.  

A study of NO2 addition to the ethylene flame was conducted in order to determine the relative 
contributions of temperature changes and direct kinetic effects on reducing soot.  The study 
yielded the very unusual result that soot decreased, but the polycyclic aromatic hydrocarbons 
increased.  Modeling of the flames with and without the addition of NO2 was used to understand 
the reason for the increased PAH, which appears to be linked to higher yield of acetylene when 
NO2 is added. 

The study of nitroalkanes triggered a thought process that led the team to consider other species 
containing heteroatoms that might reduce soot, which eventually led to testing of pyridine.   
Pyridine, a six-membered ring containing five carbons and one nitrogen, is known to pyrolyze 
without forming much soot.  Initial studies in a premixed flame showed substantial reductions in 
soot and led to the study in the full suite of devices.   

The pyridine results show fairly complex behavior from variations on the effectiveness with 
temperature in the shock tube and the WSR to the complete lack of an effect in the HP Turbulent 
Reactor.  Only the premixed flame and the turbulent spray flame showed decreases in soot.   A 
possible explanation for the trends that were observed is that there are two competing effects:  an 
inhibiting effect caused by the presence of the nitrogen in the ring that slows ring growth, and an 
accelerating effect resulting from the reaction of the ring producing products that contribute to 
soot formation.  The inhibiting effect requires the ring to remain intact and would be more 
important at lower temperatures. 

In order to check this hypothesis, a chemical kinetic mechanism was created based on available 
pyridine chemistry, which was added to the heptane/toluene mechanism.  Modeling was 
undertaken for the shock tube and the premixed flame.  The results showed that there were 
significant deficiencies in the model, so it was not possible to confirm or refute the hypothesis.  
So the data set stands as a challenge for future research after an improved mechanism can be 
formulated. 

10.   Summary 

The study of nitroalkanes was motivated by testing of a commercial additive that showed 
promise in reducing soot.  Analysis of the additive showed that its components that were most 
likely to be causing the soot reduction were nitroalkanes and cyclohexanone.    

In the various test rigs, the nitroalkanes showed very complex effects on soot depending on 
experimental conditions and the structure of the additive. In the shock tube, negligible changes in 
the soot production were observed, although the concentration of nearly all aromatic soot 
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precursors increased with added nitromethane. Modeling indicated the opposite should occur. In 
the well-stirred reactor, all of the nitroalkanes showed reduced soot emissions, but their 
effectiveness varied with equivalence ratio. Measurement of product species demonstrates 
concerns about the viability of nitroalkane additives due to the HCN formation and added NO 
production. For the premixed flame, two of the additives (nitromethane and nitroethane) 
decreased soot monotonically with increases in additive concentrations. Alternatively, increasing 
the amount of nitropropane initially increased soot, but further increases in the amount of 
nitroproprane decreased soot. This unusual result may be the caused by added C3-hydrocarbons 
with nitropropane causing increases in benzene formation. Under non-premixed opposed jet 
conditions, nitromethane increased soot production, consistent with prior studies on the effect of 
oxygen or oxygenated additives in the fuel-side of the flame.  In the atmospheric pressure spray 
flame and the high pressure turbulent combustor the effectiveness was dependent on the structure 
of the alkyl group, although all additives provided a decrease in soot. Considering the opposing 
results obtained in the non-premixed jet flame configuration, it is rational to conclude that much 
of the fuel is burning in a partially premixed mode rather than purely, non-premixed. 

Such a rich set of experimental results provide an excellent test for kinetic models of PAH and 
soot formation.  In an effort to test a model for heptane/toluene combustion made available by 
the NIST SERDP team, kinetics related to nitromethane were added to the model.  
Unfortunately, it failed to model accurately even the shock tube data where kinetic processes 
must be dominant. The mechanism was too large to readily run when transport effects were 
included. Therefore, we were unable to establish whether the model supported conjectures on the 
mechanisms underlying the trends in the premixed flame data and the opposed-jet diffusion 
flame results. 
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Recently researchers from universities, industry and governmental laboratories completed a 
collaborative study that investigated the impact of different types of organic fuel additives on soot 
and PAH emissions from military gas turbine engines.  The main objective of this program was to 
obtain fundamental understanding of how even a small changes in fuel composition can affect soot 
and PAH emissions. Six different combustors namely, a premixed flame, a co-flow diffusion 
flame, an opposed-flow diffusion flame, a well-stirred reactor, a shock tube, and a swirl-stablized 
combustor were used to investigate the impact of additives covering a wide range of combustion 
conditions.  The experimental results from this study were then modeled using variety modeling 
packages and mechanisms. This paper will summarize the key results from studies of the effects of 
phosphorus additives, trimethyl phosphite, trimethyl phosphate, diethyl allyl phosphate, and 
dimethyl methyl phosphonate on soot and PAH for several gaseous fuels and a simple JP8 
surrogate, heptane/toluene. 

1. Introduction 

The total amount of particulate matter (PM) emissions for aircraft in the United States is about 3 
million kg per year. The US civil and military aviation uses about 20 and 25 billion gallons of 
aviation fuel per year. The fleet average emission index for soot has been estimated to be 
approximately 0.04 g/kg of fuel burned [International Civil Aviation Organization (ICAO) Data 
Base]. Although there is some uncertainty in these estimates, they are consistent with the 
magnitude being used to estimate global emissions from aircraft. There are two approaches to 
reducing PM2.5 emissions from gas turbine engines, modification or redesign of the combustion 
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system and modification of the fuel either by reformulation or additives. For existing engines, 
hardware retrofits are normally prohibitively expensive. Thus, the preferred approach is fuel 
modifications. The technical objective of this program was to develop fundamental 
understanding of the complex interactions of additives with the processes that lead to PM 
emissions from military gas turbine engines. The overall project included investigations of 
organic compounds containing oxygen, nitrogen, and phosphorus. The work reported in this 
paper is a summary of the key results from studies of the effects of phosphorus additives, 
trimethyl phosphite, trimethyl phosphate, diethyl allyl phosphate, and dimethyl methyl 
phosphonate on soot and PAH for several gaseous fuels and a simple JP8 surrogate, 
heptane/toluene. 
 
The phosphorus compounds were chosen as additives because an earlier study by Hastie and 
Bonnell showed that the addition of 1000 ppm of trimethylphosphate (TMP) resulted in 
substantial reduction of soot in a propane-air diffusion flame. [1]  The primary focus of the study 
was flame inhibition so only a small amount of information is available on the effects on soot 
including images of the flames with and without the additives.  They also reported that 1000 ppm 
of TMP increased smoke in a propane-air premixed flame; however, the images in their report 
indicate that the amount of increase is small. Also, recently phosphorus has received significant 
attention again as a flame inhibitor and phosphorus compounds have been studied as surrogates 
for nerve agents that can be destroyed by incineration. [2, 3] As a result of these studies detailed 
kinetic mechanisms for phosphorus are appearing in the literature.   The mechanism by which the 
phosphorus compounds inhibit premixed flames is postulated to be through a pseudo-catalytic 
mechanism, similar to the one identified for NO2 in our work with nitro-alkanes. The key 
reactions are for fuel-rich premixed flames are: 
 

PO2 + H  OPOH 
OPOH + H  PO2 + H2

OPOH + O  O2POH 
O2POH + H  PO2 + H2O 

 
These reactions lead to reductions in the radical concentration and lower the flame speed in 
premixed flames.  The reduction in radicals will affect the soot formation, but precisely how is 
not clear. 
 
The mechanism for the inhibition of diffusion flames by phosphorus has been studied in 
opposed-flow methane/O2/N2/Ar flames by MacDonald et al. [3]  In this work the investigators 
made measurements of the OH concentration and discovered that peak OH concentration 
decreased by 23% with the addition of 572 ppm of dimethylmethylphosphate.   The conditions of 
the experiments were such that these flames did not produce soot so no conclusions can be drawn 
about the effects on soot.  However, it would be expected that decreasing the OH would lead to 
an increase in soot.  For methane-air diffusion flames, this is precisely what Hastie and Bonnell 
report. [1]   
 
No experimental or modeling work on the effect of phosphorus on soot appears in the literature 
after the work of Hastie and Bonnell.   The enhanced understanding of the mechanism by which 
phosphorus affects premixed flames and diffusion flames has not been used to understand how it 
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reduces soot in diffusion flames or how it affects soot in premixed flames.  Therefore we decided 
to investigate the effects of phosphorus additives on soot that would establish the mechanism by 
which it reduces soot and also its potential to reduce soot in gas turbine combustors. 

2. Approach 

Because of the inherent complexity of the combustion processes within gas turbine combustors 
and great difficulty in making measurements inside combustors, it was not possible to achieve 
the technical objective of this program by making measurements in gas turbine combustors. 
Furthermore, due to the complexity of the combustion process in a gas turbine combustor, no 
single laboratory flame or reactor is sufficient to serve as a model for a combustor. Therefore, 
multiple laboratory devices were applied to study the effects of additives on soot formation 
processes. These devices were a premixed flame, a co-flow diffusion flame, an opposed-flow 
diffusion flame, a well-stirred reactor, a shock tube, and a swirl-stablized combustor.  The 
devices were chosen to cover the range of combustion regimes present in a gas turbine 
combustor. They were also chosen so that they covered a range of complexity in terms of the 
chemical and physical processes involved, from the shock tube, where chemical kinetics is the 
dominant process, to the swirl-stablized combustor in which chemical kinetics, molecular 
diffusion, turbulent mixing, and spray processes are all involved. This set of devices was applied 
in an hierarchical manner to identify the key chemical and physical processes through which the 
additives affect soot. 
 
Numerical simulation proved to be an invaluable tool for understanding the mechanisms by 
which phosphorus compounds affected soot in these devices. Simulations were performed to the 
extent possible for each additive/fuel combination. CHEMKIN was the used for modeling of the 
opposed-jet diffusion flame. The time dependent, axisymmetric mathematical model 
(UNICORN) was used to model co-flowing premixed and diffusion flames.  The devices used in 
the study along with their associated diagnostics have all been described in detail elsewhere [4, 
5, 6, 7, 8, 9] so they will not be described here.  
 
Table 1 presents a summary of the effects of the phosphorus compounds tested.  The use of 
different molecules to deliver the phosphorus resulted from a problem with MSDS data on the 
compound that was originally chosen.  As a consequence, each lab took it upon itself to locate 
alternatives suitable for the device to be used.  Past work in the literature indicates that the 
molecule used to deliver the phosphorus has little or no effect on the results for flame inhibition.   
The fire suppression works has shown that its not the identity of parent organophosphorus 
compounds (OPC) but the small phosphor-bearing species such as HOPO2 and HOPO produced 
from the parent OPC that alter the flame chemistry by catalytically recombining the key flame 
radicals, especially H, O, and OH.[2, 10] Table 1 shows that depending upon the device, and in 
some cases the experimental conditions, the phosphorus often had no effect; in the test of a 
device that is closest to an actual combustor, it increased soot emissions.   The fuels used in this 
study included ethylene, propane, ethane and an 80/20 volume mixture of heptane and toluene. 
Details of the experimental methods can be found in the Final Report of the project; the data are 
available as well [9]. Because of the large volume of results only summary tables and plots will 
be presented along with key observations from the modeling studies. 
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Table 1. Summary of the Effects of OPCs on Soot. 

 Additive Fuel Effect on 
Soot 

Comments 

Shock tube Trimethyl 
phosphite 

Heptane/ 
Toluene 

Varies: 
decrease to 

increase 

Variation with reaction 
temperature 

Well-stirred reactor Diethyl allyl 
phosphate 

Heptane/ 
Toluene 

Varies: no 
effect & 
reduction 

Depends on temperature and 
treatment level.  
Experimental problems led 
to early termination of the 
test series. 

Premixed flame Trimethyl 
phosphate  

Ethylene No effect   

Coflow Diffusion 
Flame 

Trimethyl 
phosphate 

Ethylene Decrease  

 Trimethyl 
phosphate 

Propane Decrease  

 Trimethyl 
phosphate 

Ethane No effect  

Opposed-jet flame Demethyl 
methyl 
phosphonate 

Ethylene No effect  

CFM Combustor Diethyl allyl 
phophate 

Heptane/ 
Toluene 

Increases 
soot 

Decreases particle size, but 
increases number density 

 

3. Shock Tube 

Premixed gas phase experiments were conducted using a single pulse shock tube. An OPC, 
trimethyl phosphite with an adequate vapor pressure (17 torr at 760 mmHg), was selected as the 
phosphorus additive for this study. For all phosphorus additive experiments 1.73 vol% (2.5wt% ) 
of trimethyl phosphite was added to base fuel mixture (80 vol% heptane + 20 vol% toluene). 
Experiments were conducted over a temperature range of 1600 K – 1900 K at a pressure of ~21 
atm, an equivalence ratio of 3.0, and dwell times (fuel exposure times) of ~7.5 ms.  
 
Both gaseous products and soot yields were measured and normalized with respect to the mass of 
carbon in the fuel to exclude any volumetric effect that may arise from normalization with 
respect to the mass of the fuel. Results from Leco carbon analysis of particle yields are shown in 
Figure 1.  The solid lines indicate polynomial trend lines that were used to fit the experimental 
soot yields. The trend lines show that addition of trimethyl phosphate decreased soot yields at 
lower temperatures and increased soot yields at higher temperatures. The experiments were done 
at close temperature intervals to cover the entire temperature range instead of repeating the same 
experiments at a fixed temperature.  The measured ignition delay data shows (see Figure 2) 
addition of trimethyl phosphite reduced the ignition delay over the entire temperature range. 
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The lower ignition delay under fuel-rich conditions at the lower temperature region 
indicates a possible chemical effect in reducing the soot yields from reactions of the type 
HOPO2+H=PO2+H2O [2] that consume the H radicals. At the higher temperatures this effect is 
negated due to dissociation of HOPO2.  
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Figure 1. Carbon Yield from Combustion of Heptane/Toluene and Heptane/Toluene+(25K ppm) 
Trimethyl Phosphite. 
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Figure 2. Ignition Delay from Combustion of Heptane/Toluene and Heptane/Toluene+(25K 
ppm) Trimethyl Phosphite. 
 

4. Well-stirred Reactor 

Diethyl allyl phosphate at concentrations of 2500 ppm and 1000 ppm was tested as a soot 
reduction additive in the WSR using a 80% heptane/20% toluene mixture as the neat fuel. The 
air mass flow rate for the WSR was 240 g/min, and the equivalence ratio, φ, was set to 1.92 or 
2.0.  The vapor pressure of this additive was much lower than had been advertised in the 
manufacturers literature, however, we estimate that at φ = 2.0 and 2500 ppm, the additive needs 
to have a vapor pressure of  only 0.125 Torr to remain in the vapor phase.  To enhance 
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vaporization the fuel was heated to a temperature of 160°C, and the air to 200°C before 
the vaporizer, leading to a final inlet temperature 175°C. In contrast to studies of lean to slightly 
fuel-rich studies in the CFM56 combustor, no visual effect was observed on the exhaust plume 
when the additive was added.  Soot mass samples were acquired from a probe located at a 
distance of 16 cm from the exit of the WSR in the plug flow region. 
 

entering 

he results of carbon mass collected on quartz filters and determined by carbon burnoff in the 
e 

ivalence 
t 

r φ = 

er 

ethane, acetylene, ethylene, formaldehyde and benzene were also monitored using the FTIR 

ve 

 than 

T
LECO analyzer are shown in Figure 3.   Most of the results obtained with the 1000 ppm additiv
concentration were compromised by a problem with the LECO apparatus. At the concentration 
levels studied, the additive was shown to reduce total measured carbon at φ = 2.0 by 
approximately 20% and to have little effect on the total measured carbon mass at equ
ratios of φ = 1.92.  The total carbon mass measured was divided into a volatile component, tha
was obtained by measuring the carbon burned off from the filter at temperatures below 330°C, 
and a carbonaceous component, obtained by the carbon mass burned off from the filter at 
temperatures above 330°C.  The volatile carbon fraction results are shown in Figure 4.  Fo
2.0 the greatest reduction in the carbon mass with the addition of the additive occurred in the 
volatile component, while the carbonaceous fraction of the carbon mass changed little for eith
cases with the additive.  
 
M
multigas analyzer.  All of these gaseous species increased in concentration as the equivalence 
ratio changed from φ=1.92 to φ= 2.0, but their concentrations increased further when the additi
was used.  These data suggest the concentrations of these soot precursors increase in association 
with the decrease in volatile carbon mass, associated with the use of the additive.  The results of 
the gas analysis show no measurable increase or decrease in the already low NOx values.  
Reactor temperature was measured for the φ = 2.0 case and showed a slight difference (less
5 °K) between the additive and nonadditive cases.   
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Figure 3. The Effect of Diethyl Allyl Phosphate on Measured Carbon Mass from Samples in the 
WSR. 
 

6 
999



5th US Combustion Meeting – Paper # F17  Topic: Emissions 

0

10

20

30

40

50

60

1.9 1.92 1.94 1.96 1.98 2 2.02
Equivalence Ratio

M
as

s 
(m

g/
m

3)
Neat (mg/m3)
2500 ppm (mg/m3)
1000 ppm (mg/m3)

 
Figure 4. The Effect of Diethyl Allyl Phosphate on the Volatile Carbon Mass from ples in 

5. Premixed Flame 

The experiments were conducted on a laminar premixed flat flame burner  using ethylene (C2H4) 

 
g 

ed 

t 

 

xperiments were also attempted with propane in order to allow direct comparison to the work 

 
burner 

he soot volume fractions for the baseline and the flame with TMP added for an equivalence 

 Sam
the WSR. 

as the fuel and air as the oxidizer.  The flame was shielded from the surrounding air using a 
shroud of nitrogen supplied through an annulus 11 mm thick, concentric to the burner, which
was 60.3 mm in diameter.  The soot volume fraction was measured using laser extinction, usin
the 514.5 nm line of an argon-ion laser (Coherent Innova 70).  The total mass flow rate of the 
fuel/air mixture was approximately 225 mg/s.  The additive was introduced into the reactant 
stream by passing the reactant’s flow through a bed of glass beads ~4 mm in diameter and fill
with trimethyl phosphate (TMP).  Using the vapor pressure of TMP, it was estimated that the 
concentration of TMP in the reactant stream was approximately 0.1% by volume of the reactan
stream or 0.7% by mass of the reactant stream.  The experiment was conducted for equivalence 
ratios of 2.34 and 2.64, conditions used in all of the other premixed flame experiments conducted
at Penn State.  The flow conditions for the experiment are presented in Table 2. 
 
E
of Hastie and Bonnell [1].  However, the flame was just beginning to produce soot at the higher 
equivalence ratio of 2.64, and at those conditions it was beginning to become unstable.  
Consequently, no data could be collected for propane with and without TMP added.  The
difference between the present experiments and those of Hastie and Bonnell is the type of 
used.  They used a small diameter premixed jet flame that could be stabilized at much richer 
conditions than the flat flame used in this study.  The flat flame burner is necessary to allow 
optical diagnostics to be used. 
 
T
ratio of 2.34 is shown in Figure 5. It is seen that the soot volume fractions for the flame with  
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Table 2.  Flow Conditions for Premixed Ethylene Flames with TMP. 

Flame Baseline Additive Baseline Additive 
 

Equivalence Ratio 2.34 2.34 2.64 2.64 
C/O ratio 0.78 0.78 0.88 0.88 

Fuel 30.8 (26.45) 30.8 (26.45) 34.1 (29.28) 34.1 (29.28)  mass flow rate 
(C2H4), mg/s,(cc/s)a

Air mass flow rate 
mg/s,(cc/s)a

194.3 
(161.93) (161.93) (159.09) (159.09) 

194.3 190.9 190.9 

TMP 1  1   mass flow rate 
mg/s,(cc/s)b 0 .19 (0.20) 0 .19 (0.20)

Coflow w rate 557 (478.28) 557 (478.28) 557 (478.28) 557 (478.28)  N2 mass flo
mg/s,(cc/s)a

P ) ressure (atm 1 1 1 1 
T  295 295 295 295 emperature (K)

Fuel Ethylene Ethylene Ethylene Ethylene 
(99.5%) (99.5%) (99.5%) (99.5%) 

a: volum ow rate calculat on T=2
nd vapor pressure (110Pa at 293K) 

Figure 5.   Effect of TMP on Soot Volume Fractions for Phi = 2.34 Premixed C2H4 Flame. 
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T
measurement point being approximately 3%, which is within the uncertainty of error f
technique. The same trend is seen at an equivalence ratio of 2.64 but the increase in soot is 
slightly higher than the leaner flame, with an increase of approximately 6.5% at the final 
measurement point of 20 mm HAB. Within this program, an increase of soot was observe
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ethanol was added to ethylene/air opposed flow diffusion flames due to similar effects.  Analysis 
of modeling results showed that the increase was due to the methyl radicals formed from the 
ethanol which increased the rate of formation of the first aromatic ring via a 4-carbon 
intermediate.  The increase of soot with the addition of TMP may be a result of a similar effect.  

6. Coflow Diffusion Flame 

The fuels used in the study were ethylene (purity 99.5%), propane (purity 99.9%) and ethane 

 

 
o 

The mo t obvious effect of additive was visible for ethylene and propane in which the TMP 
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R v

R

0 vv rdr)r,z(frdr)r,z(f)z(F  

Figure 6 presents the overall trends showing that phosphorus leads to a decrease in soot for in the 

(purity 99.5%).  Coflow air was supplied from a laboratory compressor.  The volumetric flow 
rates of ethylene, propane and ethane were 3.85, 2.5 and 4.13 cc/s, while air flow rate was fixed
at 713.3 cc/s for each fuel. The TMP (purity ≥ 99%), supplied by Sigma-Aldrich Corp., and 
known as a chemically active flame inhibitor is liquid at room temperature with low vapor 
pressure (less than 1 torr at ambient temperature).  Due to higher boiling point (~197 °C) of
TMP, it is impractical to make a vaporizer system.  Instead, a glass aspirator was fabricated t
convey the TMP vapor by the fuel volumetric flow.  The volumetric percentage of TMP was 
approximately 0.1% of fuel volumetric flow rate based on vapor pressure of TMP.  

 
s

delayed the appearance of soot increasing the height above the burner at which soot is first 
observed.   For ethane the soot concentration is so low that no difference was visible.  Decre
in soot concentration do occur when TMP is added to the ethylene and propane flames, but they 
were difficult to see.  The examination of radial soot concentration profiles at various heights in 
the flames showed that the decrease in soot was most discernable at the lowest flame heights.  
Finally, to give an overall sense of the effects on soot, volume fraction was integrated radially a
each height according to the equation: 

⎛ ⎟
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⎝

ethylene and propane flames.  The reduction in soot with the addition of TMP to the propane 
flame is consistent with the original work of Hastie and Bonnell with this fuel. 
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Figure 6.  Integrated Soot Volume Fraction as a Height of the Flame 
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7. Oppo

echanism (with transport files) in CHEMKIN format, 
ethyl  chosen for investigation as a soot suppressant at 

han 
nt. 

addition.  However, we do not believe DMMP would be a suitable 

sed-flow Diffusion Flame 

Because of the availability of a chemical m
dim methylphosphonate (DMMP) was
ARL.  When the DMMP was added on the air side of the ethylene/air opposed-flow flame, at 
two different oxidizer global strain rates it caused the flame to appear more whitish than the neat 
flame and increased the apparent separation between combustion and sooting regions. At the 
time of these experiments, we were capable of supplying additives to only the upper gas stream 
in the opposed-flow burner.  For this reason, it was necessary to move the fuel stream to the 
upper burner duct so we could add DMMP to the ethylene fuel. 
 
Figure 7 shows a summary of experimental measurements of DMMP to fuel and oxidizer 

reams for the opposed-flow ethylene/air flames.  As with ethanol addition to ethylene/air st
flames, addition of DMMP to the oxidizer stream was more effective at particle reduction t
fuel side addition.  However, it is worth mentioning that DMMP is a known flame suppressa
 
A chemical kinetic mechanism for DMMP combustion in ethylene/air flames was compiled, in 

HEMKIN format, with thermo and transport files.  The low vapor pressure of DMMP limits the C
amount that can be introduced as vapor at room temperature, and the initial parameters of the 
calculations reflect this limitation.  The calculations of DMMP addition to fuel and oxidizer sides 
of opposed-flow ethylene/air flames agree, qualitatively, with experiment.  That is, addition of 
DMMP to the air side of the flame is predicted to be more effective at reducing soot precursors 
C2H2 and A1 than for fuel side addition.  However, as mentioned previously, DMMP is a known 
fire suppressant.  The mechanism for suppression is believed to be radical scavenging of H and 
OH in a catalytic-like cycle.   
 
A detailed analysis of flame chemistry such as was performed for ethanol addition to flames was 
ot performed for the DMMP n

soot suppressant because of its flame inhibition characteristics.  Additionally, we have a 
qualitative observation that for addition to ethylene/air and heptane/air opposed-flow flames, 
addition of DMMP produces a particulate (off white in color) in addition to soot. 
 
 

 

10 
1003



5th US Combustion Meeting – Paper # F17  Topic: Emissions 

Fuel side addition of DMMP to C2H4/air flames

fuel

air

0 ul DMMP

25 ul DMMP

40 ul DMMP

55 ul DMMP  

Figure 7.  PLIF Images of Opposed Flow Ethylene/Air Flames to which DMMP has been Added 
to the Fuel (ethylene) Stream.  Note the fuel stream enters the flame from above. 

8. CFM Combustor 

For this study, a fuel mixture of 80% heptane and 20% toluene was used as a fuel.    The 
combustor overall equivalence ratio was varied from Ф=0.70 to 1.10, which resulted in a fuel 
flow rate of 112-175 ml/min.  The airflow rate was constant at 28 gm/sec.  Additive 
concentrations of 1000 ppm, 2500 ppm and 5000 ppm were tested. 
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The particle emissions from heptane/toluene blend were compared with JP-8 particle emissions.  
And it was found that heptane/toluene generally produces much fewer particles than JP-8.  
Additive tests are generally run at a lean (Ф=0.7) and a rich (Ф=1.1) equivalence ratio.  The 
procedure is to operate the TSI particle instrumentation in a continuous measurement mode 
while the additive is cycled on and off several times using syringe pumps.  During the additive 
cycling, adequate time is given for the fuel system and combustor to come to equilibrium.  This 
demonstrates repeatability and readily shows if there are any hysteresis affects.  This additive 
required approximately 45-60 minutes for the particulate count to reach a steady state value, 
which is much longer than for most additives. 
 
Figure 8 shows the results of adding 1000 ppm of diethyl allyl phosphate to the 80/20 
heptane/toluene mixture.  The additive substantially increases the particle count at 1000 ppm for 
both lean and rich conditions.  The increase is several orders of magnitude for lean conditions 
and roughly an order of magnitude for rich conditions.  At high PND, i.e., greater than 10000 
counts, the particle counters operate in the photometric mode, which is less sensitive than the 
individual particle counting mode.  This may explain why the increase in PND at rich conditions 
is not as dramatic as for lean conditions. When the additive was being injected at 1000 ppm, 
there was a visible color change to the exhaust gases, which filled the whole combustion 
chamber.  These particles had an orange-yellow appearance, different from the mostly yellow 
color normally seen as soot. Additive concentration levels of 2500 ppm and 5000 ppm were also 
tested and were found to increase PND to a level such that our sampling system was not able to 
dilute the sample to a point at which we could get a measurement.      
 
Particle size data was also taken in this study and it shows that JP-8 produces the largest mean 
particle size at an equivalence ratio of 1.1.  The heptane/toluene mixture produces slightly 
smaller particles, while also producing less.  The heptane/toluene mixture with 1000 ppm 
additive produced the smallest average particle size, but also produced many more particles.  
This is what one would expect when burning a metal-containing additive.   

 
UNICORN results, to be discussed in the next section, predicted that phosphorus would reduce 
NO in premixed and diffusion flames; no prior discussion of such an effect was found in the 
literature.  Based on this novel prediction, NOx measurements were made in the CFM 
combustor.  Even though no particulate data could be taken for additive levels above 1000 ppm, 
emissions data was still taken at higher additive levels.  This data is shown in Figure 9.  For the 
two equivalence ratios tested, NOx emissions were reduced as the additive concentration 
increased, except for Ф= 1.1 at 5000 ppm.  It is possible that this is an errant point, but further 
testing would be needed to verify this.  This result is consistent with the UNICORN calculations 
that have shown NOx emissions reduction using a phosphorus-containing additive. 
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Phosphorous Additive with Heptane/Toluene Fuel
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Figure 8.  Particle Number Density Changes for Diethyl Allyl Phosphate Added to 80/20 
Heptane/Toluene at 1000 ppm. 
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Figure 9.  The Effect of the Phosphorus Additive on NOx Emissions. 
 

9. Jet Flames, UNICORN Modeling 

The time dependent, axisymmetric mathematical model (UNICORN) is used for the simulation 
of coflowing premixed and diffusion flames. The body force term due to the gravitational field is 
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included in the axial momentum equation for simulating vertically mounted flames. A clustered 
mesh system is employed to trace the large gradients in flow variables near the flame surface. A 
detailed chemical kinetics model developed by NIST is incorporated into UNICORN for the 
investigation of PAH formation in heptane flames. The combustion inhibition chemistry of TMP 
developed by LLNL [10] is also incorporated. The combined mechanism consists of 238 species 
and 3178 elementary reaction steps. A simple radiation model based on the optically thin media 
assumption is incorporated into the energy equation. Only radiation from CH4, CO, CO2, H2O, 
and soot is considered. A two-equation model for soot with transport equations for particle 
number density and soot mass fraction is considered. 
 
The code developed for the simulation of TMP effects on heptane flames could also be used for 
the simulation of methane, propane, or ethylene flames doped with TMP. Calculations are made 
for a propane flame with an equivalence ratio (phi) of 1.5. Fuel/air/TMP mixture is issued from a 
6 mm-diameter tube at an average exit velocity of 0.5 m/s. Parabolic velocity profile which gives 
a peak value of 1.0 m/s is imposed at the exit of the tube. A low speed (0.01 m/s), coannular 
airflow is used in the region outside the flame. Distributions of temperature and soot volume 
fraction for the base flame (with no added TMP) are shown in Figures 10(a) and 10(b), 
respectively. Similarly, distributions for 0.1% added TMP are shown in Figures 10(c) and 10(d), 
and those for 1.0% TMP are shown in Figures 10(e) and 10(f). A common color scheme is used 
for each variable based on the peak value obtained from all the flames. As the peak soot 
concentration produced in the flame with 1% TMP  (Figure 10(f)) is nearly two orders more than 
that of the base flame (Figure 10(b)), the linear color scale did not show the soot distribution in 
the latter flame. As seen from Figure 10, addition of TMP to the propane premixed flame is 
decreasing the burning velocity and increasing the soot formation. Based on the inner cone areas 
in Figures 10(c) and 10(e), the burning velocity has decreased by 45% and 56% when TMP was 
added by 0.1% and 1.0%, respectively. Decrease in burning velocity also resulted in an increase 
in flame standoff distance. This decrease compares favorably with that measured for 
stoichiometric flame.  
 
Calculations were also performed for the propane jet diffusion flame with various amounts of 
TMP added to the fuel jet. Results obtained for a 0.01-m/s jet velocity case are shown in Figure 
11.  Interestingly, TMP has very little effect on the stability of the diffusion flame for 
concentrations up to 1%.  However, soot has decreased by about 20%. This is in contrast with the 
premixed flame in which soot increased with the addition of TMP. Similar calculations were 
made for a higher fuel jet velocity (0.1 m/s) and found that TMP has negligible impact either on 
the stability or on the soot production even for concentrations up to 1%.  
 
The predicted effects of TMP in propane premixed and diffusion flames matched qualitatively 
with those obtained in the experiments. Both calculations and experiment yielded increase in 
soot and flame inhibition for premixed flames and decrease in soot for diffusion flames. 
Calculations made with methane fuel also resulted in similar trends. Even though the methane 
flame stability is not affected with the addition of TMP, soot decreased more significantly than 
that noted in propane flames. However, quick experiments conducted for methane diffusion 
flame suggested an increase in soot production with TMP.  
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Calculations were also performed for heptane premixed and diffusion flames with various 
amounts of TMP added to the fuel. The diameter of the fuel tube was 12 mm and the fuel jet 
velocity was 0.005 m/s. Even with this low fuel velocity the diffusion flame formed was longer 
than those obtained for methane and propane fuels. This is inconsistent with the other diffusion 
flame calculations. Due to the length, the simulated heptane flame was insensitive to the added 
TMP. Flame structures were identical for 0% and 0.1% TMP cases. However, a trace amount of 
deviation was observed for the 1% case. Interestingly, NO decreased significantly with addition 
of 1% TMP.  As expected from the other premixed calculations, burning velocity of heptane 
premixed flame also decreased with the addition of TMP, 5% when 0.1% TMP was added and 
19% with 1% TMP. As expected, concentration of OH decreased and that of soot increased with 
the amount of TMP. The radical recombination promoted by the P-based species caused OH 
concentration to decrease. The increase in soot concentration correlates to that in benzene 
concentration. Significant reduction in NO is also noted. It seems TMP reduces NO production 
in both premixed and diffusion flames. 
 
In general, soot is enhanced in premixed flames and suppressed in diffusion flames when TMP is 
added. Premixed flames are more sensitive to the presence of TMP compared to diffusion 
flames.  Also, large flames are less sensitive to TMP compared to small ones. Among the fuels 
studied, methane is more sensitive than propane, which is more sensitive than heptane to the 
presence of TMP. 
 
 

 
 
Figure 10. Effect of TMP on Premixed Propane Flame. Mixture of propane, air and TMP with 
phi = 1.5 is issued from a 6 mm tube at 0.5 m/s. Distributions of (a) temperature and (b) soot 
volume fraction for base flame with 0% TMP, (c) and (d) for the flame with 0.1% TMP and (e) 
and (f) are for the flame with 1% TMP.  
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Figure 11. Effect of TMP on Propane Jet Diffusion Flame. Distributions of (a) temperature and 
(b) soot volume fraction for base flame with 0% TMP, (c) and (d) for the flame with 0.1% TMP, 
and (e) and (f) are for the flame with 1% TMP. 
 

10. Conclusions 

The impact of phosphorus additives on soot yield varied with combustor type and combustion 
conditions.  In the shock tube study addition of phosphorus additive produced slight decrease in 
soot yields at lower temperatures but an increase in soot yields at higher temperatures.  In WSR, 
impact of the phosphorus additive was minimal at Φ of 1.92 but caused a slight decrease in soot 
at Φ of 2.  In flames, addition of phosphorus additives increased soot in premixed flames and 
decreased soot in diffusion flames.  These flame observations were successfully modeled using 
UNICORN.  However, in CFM combustor, the device closest to turbine engine, the soot yield 
increased with addition of phosphorus additive.  From experimental and modeling results of this 
study, we can conclude that organophosphorus compounds are not suitable additives to decrease 
soot from turbine engines. 
 
An important and unexpected result, however, came out of the modeling work that was part of 
this study.  The modeling results indicated that the addition of phosphorus would lower NOx 
emissions.  As far as we can ascertain, this result has not been reported in the literature to date.  
This effect on NOx emissions was predicted prior to the studies in the CFM combustor, so those 
studies were modified to include measurements of NOx emissions.  The measurements show that 
NOx decreases with the addition of phosphorus under certain test conditions, so the predictions 
were partially verified by the experimental data. 
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Abstract

Time-resolved femtosecond coherent anti-Stokes Raman scattering (fs-CARS) spectroscopy of the nitrogen molecule is used for the
measurement of temperature in atmospheric-pressure, near-adiabatic, hydrogen-air diffusion flames. The initial frequency-spread
dephasing rate of the Raman coherence induced by the ultrafast (�85 fs) Stokes and pump beams is used as a measure of gas-phase tem-
perature. This initial frequency-spread dephasing rate of the Raman coherence is completely independent of collisions and depends only
on the frequency spread of the Raman transitions at different temperatures. A simple theoretical model based on the assumption of
impulsive excitation of Raman coherence is used to extract temperatures from time-resolved fs-CARS experimental signals. The
extracted temperatures from fs-CARS signals are in excellent agreement with the theoretical temperatures calculated from an adiabatic
equilibrium calculation. The estimated absolute accuracy and the precision of the measurement technique are found to be ±40 K and
±50 K, respectively, over the temperature range 1500–2500 K.
� 2007 Elsevier B.V. All rights reserved.

PACS: 78.47.p; 39.30.+w; 42.65.Dr; 82.53.Kp; 33.20.Fb
1. Introduction

Coherent anti-Stokes Raman scattering (CARS) spec-
troscopy of nitrogen and hydrogen using nanosecond (ns)
lasers is widely employed for gas-phase temperature and
species-concentration measurements [1,2]. The nonlinear
interaction of the laser beams in ns-CARS generates a
coherent nonresonant four-wave-mixing (FWM) signal
along with the resonant CARS signal. Interpretation of
the signal is complicated by the interference between the
resonant and nonresonant signals. The nonresonant signal
sometimes limits the accuracy and degrades the sensitivity
of the technique [3]. Moreover, these measurements are
0030-4018/$ - see front matter � 2007 Elsevier B.V. All rights reserved.

doi:10.1016/j.optcom.2007.09.040

* Corresponding author. Tel.: +1 937 255 3115; fax: +1 937 656 4110.
E-mail address: sroy@woh.rr.com (S. Roy).
generally performed at low repetition rates (generally 10–
20 Hz) because of the unavailability of high-repetition-rate,
high-power ns lasers. This lack of temporal resolution hin-
ders the study of unsteady phenomena in reacting flows.

The use of femtosecond (fs) laser systems for CARS
spectroscopy has three significant potential advantages:
(1) reduction or elimination of the nonresonant contribu-
tion to the CARS signal when the probe beam is delayed
with respect to the pump beam, (2) reduction or elimina-
tion of the effects of collisions on the CARS signal, thereby
reducing modeling uncertainty and increasing signal-to-
noise ratio, and (3) the capability of generating signals at
rates of 1 kHz or greater. The reduction or elimination of
the nonresonant background and collisional effects will
greatly simplify the modeling of CARS spectra and
improve accuracy by eliminating the need for information
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concerning Raman linewidths. The advent of high-fidelity
picoseconds (ps) and fs lasers has revolutionized the field
of optical spectroscopy and enabled the development of
tabletop systems for laser machining, generation of X-rays,
extreme ultraviolet light, and attosecond optical pulses
[4–8].

Schematic diagrams of the CARS process and the
Raman-excitation processes with ns- and fs-lasers are
shown in Fig. 1. In CARS, the wavelengths of the pump
and Stokes beams are chosen such that the pump-Stokes
frequency difference matches a Raman resonance fre-
quency of the molecule. For the nitrogen molecule, the
Raman resonance frequency for the v00 = 0 to v 0 = 1 band
is approximately 2330 cm�1. This excitation process creates
a Raman coherence in the medium, resulting in a shifted
signal when the medium is probed by another laser beam.
In multiplex CARS using ns lasers, a narrowband pump
beam and a broadband Stokes beam are employed for
simultaneous excitation of numerous transitions in the
ro-vibrational Raman band of the molecule. As shown in
Fig. 1, in ns-CARS each pair of pump and Stokes frequen-
cies is resonant with only one transition. For fs-CARS,
however, multiple pump-Stokes pairs contribute to the
excitation of the same transition, thereby creating a signif-
icant Raman coherence in the medium [9,10] despite the
large frequency bandwidths of the pump and Stokes
beams. Numerous Raman transitions are excited with the
same phase when the pump and Stokes beams are nearly
Fourier transform-limited. This in-phase impulsive excita-
tion creates a very large coherence in the medium, which
then decays as a result of the slight frequency differences
between the neighboring transitions. This decay rate can
be used to determine the temperature [11].

Time-resolved fs-CARS has been used for the first time
by Leonhardt et al. to study the molecular beat phenomena
in liquid phase benzene, cyclohexane, and pyridine [12].
Hayden and Chandler [13] first used fs-CARS for investi-
gating the molecular vibrational dynamics of ground-state
gas-phase benzene and 1,3,5-hexatriene. Schmitt et al. [14]
used fs-CARS to study the ground- and excited-electronic-
state dynamics of iodine vapor. These studies demon-
Fig. 1. Coherent excitation process in ns- a
strated the potential for applying broad-bandwidth fs-
lasers for gas-phase spectroscopic studies. Previously, the
application of these lasers was thought to be of little value
because of the excitation of multiple transitions by the
broad laser pulses and the relatively inefficient coupling
of these broad pulses to an individual transition as com-
pared to the narrowband pulses more closely matched to
the linewidth of these transitions. Hayden and Chandler
[13] examined the dephasing of the coherence established
by the pump and Stokes beams during the first few ps after
the initial excitation and observed markedly different decay
rates for gas-phase benzene and 1,3,5-hexatriene. They
observed that the decay rate of the initial coherence was
much faster for 1,3,5-hexatriene than for benzene due to
dephasing of the initial orientation created by the laser
pulses. Unlike benzene, in 1,3,5-hexatriene the laser pulses
creates a superposition of spatially oriented, vibrationally
excited, rotational states that starts to change from the ini-
tial orientation due to the variation of rotational speeds of
different molecules in the ensemble. Recently our group
recognized that this initial dephasing rate during the first
few ps can be used as a measure of gas-phase temperature,
independent of any collisional influence [10,11].

The use of fs lasers for investigating the ultrafast dynam-
ics of isolated molecule was pioneered by Scherer et al. [15].
The work of Dantus et al. [16] for observing the molecular
vibration and rotational dynamics was also ground break-
ing in this regard. The work of Zewail’s group [15,16] was
based on pump-probe techniques where they prepared an
excited state with a pump beam and detected the laser-
induced fluorescence signal when excited by a delayed
probed beam; this is similar to the fs-CARS technique,
where the molecular coherence is prepared by the overlap-
ping pump and Stokes beam and is then probed by a
delayed probe beam. The review paper by Dantus [17] pro-
vides a comprehensive discussion of the coherent nonlinear
spectroscopy based on ultrafast lasers.

Lang et al. [18] used fs-CARS of the H2 molecule for
determining molecular parameters and gas-phase tempera-
ture from the time-resolved oscillatory pattern of the
Raman coherence following pump-Stokes excitation.
nd fs-laser-based CARS spectroscopy.
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Those parameters were determined from the width and the
relative heights of the recurrence peaks. Lang et al. [19] also
used the time-resolved N2 CARS signal for measuring tem-
perature by focusing on recurrence peaks at �320 ps or
longer; on this time-scale, understanding of the collisional
environment and the relaxation processes is essential for
accurate temperature measurements. fs-CARS has also
been used for measurements in a dense medium to investi-
gate rotational energy-transfer processes [20], for determin-
ing the concentration of ortho- and para-deuterium [21],
and for measuring single-shot temperature by probing the
hydrogen molecule using a chirped probe pulse [22]. More
recently, fs-CARS has been used for the detection of bacte-
rial spores in the presence of other molecules [23], for the
characterization of polymer thin films [24], and for back-
ground-free analysis of analytes trapped in aerogel pores
[25].

The objective of the current study is to apply the
time-resolved fs-CARS technique for temperature mea-
surements in high-temperature flames, based on the fre-
quency-spread dephasing rate after the initial impulsive
excitation of the Raman coherence in the N2 molecule by
fs pump and Stokes beams. In this study, temperature from
the time-resolved N2 CARS signal is extracted by means of
a simple theoretical model by concentrating on the signal
decay during the first few ps after the pump-Stokes excita-
tion. These decay results from the slight frequency mis-
matches between the neighboring Q-branch transitions
and is completely insensitive to collisions [11]. The accu-
racy and precision of the measurement technique are also
addressed.
Fig. 2. Schematic diagram
2. Experimental system

A schematic diagram of the experimental system is
shown in Fig. 2. The output of a 1-mJ, 1-kHz, 85-fs,
Ti:Sapphire regenerative amplifier (Model:Libra, Coher-
ent, Inc.) at 800 nm is used to pump an optical parametric
amplifier (OPA). Approximately 15% of the energy of the
regenerative amplifier is used as the Stokes beam, and the
remainder is used to pump the OPA. The laser beam from
the frequency-doubled OPA is centered at �675 nm, with
an approximate energy of 25 lJ/pulse. This beam is then
split equally to yield the pump and probe beams for the
CARS signal generation. The full-width-at-half-maxima
(FWHM) of the frequency spectra of the pump (probe)
and Stokes lasers were approximately 160 cm�1 and
220 cm�1, respectively. The timing of the probe beam with
respect to the pump and Stokes beams was varied for
acquisition of the probe-delay scans using a motorized
translation stage. A short-pass filter was used to block
the scattered light from the pump and probe beams, and
the CARS signal centered at 584 nm was detected with a
low-noise, high-bandwidth photodetector (10-MHz
Adjustable Photoreceiver, Model:2051, New Focus). The
signal was acquired using a lock-in amplifier, and each data
point was averaged over 300 laser shots. Measurements
were performed in an atmospheric-pressure, near-adiabatic
hydrogen-air flame stabilized over a Hencken burner. Tem-
perature was varied by changing the equivalence ratio (/)
of the flame (equivalence ratio is defined as the ratio of
actual fuel-to-air over fuel-to-air for the stoichiometric
condition [26]). The temperature of the flame stabilized
of fs-CARS system.
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over the Hencken burner increases with equivalence ratio
for / 6 1.0, after which it decreases due to incomplete
combustion of the fuel [27].

3. Results and discussion

Time-resolved fs-CARS signals of nitrogen as a function
of probe pulse delay with respect to the pump beam at var-
ious equivalence ratios are shown in Fig. 3. The decay of
the Raman coherence during the first few ps after the initial
impulsive excitation by the nearly transform-limited pump
and Stokes laser pulses is the focus of our experiments. The
effects of collisions on this time scale are not important for
pressures less than 10 bar. It is evident from the figure that
the rate at which the signal decays increases with flame
equivalence ratio and temperature. The signal decays faster
with increasing temperature because of the contributions of
more transitions over a wider frequency range to the initial
Raman coherence. This results from redistribution of the
population to higher energy levels with increasing temper-
ature. The spectrally broad, nearly transform-limited pump
and Stokes pulses simultaneously excite all the transitions
accessible within the bandwidth, frequency pairs of the
lasers. The resulting coherence decay thereafter as a result
of the slight frequency mismatches between neighboring
transitions. The signal reaches a maximum value at a probe
delay of zero because of the contribution from both reso-
nant and nonresonant signals. In Fig. 3 all signals were
normalized to a peak intensity of 100 at time zero. The
oscillatory behavior of the signal is qualitatively similar
for temperatures in the range 1600–2400 K. The character-
istic frequency of the oscillations observed in Fig. 3 is
approximately 900 GHz, which corresponds to the beat fre-
quency between the v 0 = 1! v00 = 0 and v 0 = 2! v00 = 1
vibrational bands and also between the v 0 = 2! v00 = 1
and v 0 = 3! v00 = 2 vibrational bands.

Theoretical spectra of N2 CARS for three different
temperatures are shown in Fig. 4. These spectra were
calculated using the Sandia CARSFT code [28]. For
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Fig. 3. Time-resolved fs-CARS signal for various equivalence ratios (/).
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temperatures less than 800 K, only the first vibrational
band appears, which results in a time-resolved signal
without oscillations during the first 10 ps after the initial
excitation, as shown in our previous work [11]. The first
hot-band (v 0 = 2! v00 = 1) begins to appear for tempera-
tures greater than 1000 K, and the second hot-band
(v 0 = 3! v00 = 2) appears at approximately 2000 K. The fre-
quency difference between the band heads is approximately
30 cm�1, as is evident in Fig. 4. This 30-cm�1 frequency dif-
ference corresponds to a 900 GHz in beat frequency.

Fig. 5 shows the fit between the theoretical and experi-
mental probe-delay scans for / = 0.5 and / = 1.0. The
best-fit theoretical probe-delay scans are used to extract
temperatures from experimental scans. The theoretical
modeling is discussed in detail by Lucht et al. [11]. The the-
oretical signal as a function of probe delay is calculated
using the following equation.

SðsÞ ¼
Z þ1

�1
Iprðt � sÞ½P resðtÞ þ P nresðtÞ�2dt

þ Background noise ð1Þ
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Fig. 6. Comparison of theoretical and experimental scans when the best-fit (b
±100 K for / = 0.5 and / = 1.0. Scans are expanded versions of those show
respectively, when temperatures are varied by +50 K and +100 K. Fig. 6(c) an
temperatures are varied by �50 K and �100 K.
where the resonant signal (Pres) is calculated as

P resðtÞ ¼ b
Z t

�1
Epðt0ÞEsðt0Þdt0

� �

�
X

i

DN i
dr
dX

� �
i

cosðxitÞ expð�CitÞ
� �

ð2Þ

In Eq. (2), Ep(t) and Es(t
0) are the time-dependent electric

fields of the pump and Stokes laser fields, respectively,
DNi is the difference in population between the excited
and ground levels of a transition, dr

dX

� 	
i

is the Raman cross
section (for a particular transition i), xi is the frequency of
the Raman transition, Ci is the coherence dephasing rate
due to collisions, which will only be significant for longer
time scales or higher pressures, and b is a scaling factor
used to match the experimental signal with the theoretical
spectrum. In Eq. (1), Ipr is the intensity of the probe beam,
and Pnres is the nonresonant polarization calculated as

P nresðtÞ ¼ aEpðtÞEsðtÞ ð3Þ
where a is a nonresonant scaling factor. For each experi-
mental scan, the ratio a/b is varied to match the theoretical
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n in Fig. 5. Fig. 6a and b show probe-delay scans / = 0.5 and / = 1.0,
d (d) show probe-delays scans for / = 0.5 and / = 1.0, respectively, when
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and experimental signal-decay rates. For the two equiva-
lence ratios shown in Fig. 5, adiabatic flame temperatures
are calculated to be 1642 K and 2382 K for / = 0.5 and
/ = 1.0, respectively, [26]. These measurements show very
good agreement between the adiabatic flame temperatures
and the temperatures extracted from the experimental
scans by least-square fitting with the calculated theoretical
time-resolved signal using Eq. (1). In Fig. 5, solid lines rep-
resent the theoretical best-fit signal and symbols represent
the experimental data points.

To address the temperature sensitivity of the measure-
ments, experimental scans shown in Fig. 5 were compared
with theoretical scans by varying the best-fit temperature
by ±50 K and ±100 K as shown in Fig. 6. Fig. 6a and b
show the expanded versions of the time-resolved scans
for / = 0.5 and / = 1.0 when the theoretical temperatures
were varied by +50 K and +100 K from the best-fit values;
Fig. 6c and d show the same scans when the theoretical
temperatures were changed by �50 K and �100 K from
the best-fit values. The clear mismatch between the experi-
mental and theoretical signals for temperatures adjusted by
50 K and 100 K from the best-fit value shows the sensitivity
of the current measurement technique is ±50 K. Changing
the temperature by ±25 K did not yield any perceptible
variation in the theoretical signal profiles.

To address the accuracy and precision of the proposed
measurement technique, the temperature extracted from
the experimental signals is compared with adiabatic flame
temperatures, as shown in Fig. 7. The extracted tempera-
tures are within 40 K of the adiabatic flame temperatures
for equivalence ratios ranging from 0.5 to 1.0. The system-
atic error in the measurements cannot be evaluated quanti-
tatively from these results, but appears to be much smaller
than random errors of approximately ±50 K. It might be
expected that systematic errors in fs-CARS will be reduced
compared to ns-CARS because collisions do not affect the
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Fig. 7. Comparison of experimentally measured temperatures with
adiabatic flame temperatures for atmospheric-pressure, near-adiabatic,
hydrogen-air diffusion flame. Sets represent data acquired on three days
over a two-week time period.
fs-CARS signal in the first few ps after impulsive pump-
Stokes excitation. Consequently, no knowledge of Raman
linewidths is required to model the fs-CARS signal behav-
ior. For ns-CARS, on the other hand, accurate Raman-
linewidth data is required for temperature determination
[29]. The three sets of data points shown in Fig. 7 were
acquired on three different days spanning two weeks in
time. The standard deviation of the extracted temperatures
was approximately 50 K for an equivalence ratio of 1.0, but
the standard deviation was approximately 11 K for / = 0.5
and / = 0.8. These measurements suggest the accuracy and
precision of the measurement technique are within ±40 K
and ±50 K, respectively.

4. Conclusions

Temperatures ranging from 1500 K to 2400 K is mea-
sured using the time-resolved fs-CARS technique in atmo-
spheric-pressure, near-adiabatic, hydrogen-air diffusion
flames. In this study, wavelengths of the pump and the
Stokes beams are chosen to probe the vibrational transi-
tions of the N2 molecule. The initial decay of the Raman
coherence results from the slight frequency mismatches
among the transitions, excited by the broad pump and
Stokes beams. The rate of decay of the initial Raman
coherence was used as a measure of temperature. The fs-
CARS signals within the first few ps after pump-Stokes
excitation are free from collisional influence for pressures
less than 10 bar and, therefore, do not require any
knowledge of the collisional-relaxation processes for either
temperature or concentration measurements from experi-
mental signals. The temperatures extracted from the time-
resolved signals agreed very well with the adiabatic flame
temperatures for a range of equivalence ratios. The esti-
mated accuracy and precision of the measurement tech-
nique are within ±40 K and ±50 K, respectively. The
estimated systematic errors in the measurements are less
than ±50 K.
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Preliminary design computational results showed that a 
significant amount of increased flow turning (12 
degrees) can be achieved in a high turning stator 
example with only 0.5% core flow counter-flow 
blowing (CFB).  The loading is held nearly constant 
over the entire blade with counter flow blowing, thereby 
turning the flow over the entire chord.  To explore this 
approach, an existing cascade section was modified to 
implement a “proof-of-concept” design.  Experimental 
data from Particle Image Velocimetry (PIV) showed 
that an increase of 8 degrees in turning was achieved 
through counter-flow blowing of 1%.  Furthermore, an 
optimum amount of blowing exists to minimize wake 
increase and maximize flow vectoring. For this 
investigation, the Advanced Ducted Propfan Analysis 
Code (ADPAC) 2-D model was calibrated by 
comparison to the experimental results for a range of 
0.15% to 0.38% core flow counter-flow blowing.  
Based on this study, ADPAC has been shown to be a 
viable design tool for CFB applications. 

ABSTRACT 
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Current fan designs in many cases require flapped 
IGV’s (a segmented stator with only the back portion 
rotating like a flap on a wing of an aircraft) to assure 
correct inlet flow conditions during off-design 
operation.  The ability to vector the flow without the 
need of the “flap” on the IGV would significantly 
reduce the mechanical complexity and weight of the fan 
system.  In addition, flow vectoring within the fan and 
compressor could greatly reduce the need for variable 
stators, again reducing the cost and weight of the 
engine.  This approach employs pressure surface 
counter-flow blowing to increase the circulation/loading 
and achieve considerable flow vectoring.  The stator 
uses a carefully placed blowing jet to increase the 
circulation (i.e. loading) of the blade, thereby providing 
the necessary turning.  The blowing jet is placed on the 
pressure surface of the blade near the trailing edge and 
is directed into the flow, i.e. in a counter-flow direction, 
as near to tangent to the surface of the blade as possible. 

INTRODUCTION 

 
In this paper, a detailed experimental and computational 
investigation into the flow physics associated with CFB 
for an advanced design stator airfoil is reported.  A 
transonic linear cascade wind tunnel is utilized to obtain 
detailed PIV measurements with and without CFB.  In 
addition, a high fidelity computational fluid dynamics 
(CFD) model is used to model the experimental 
configuration.  The CFD model, ADPAC, is compared 
with the experimental data with the intent that it could 
then be utilized to design a new circulation-controlled 
(CC) IGV, which would eliminate the need for the flap 
therefore reducing the weight and the required axial 
spacing of an engine using a flapped IGV. 
 
 

Modifications were made to an existing 2D cascade of 
the “Tescom” geometry, a counter-swirl stator, and 
called the “Tescom-CAR” geometry (see Figure 1).  
The trailing edge was rounded off to allow for 
installation of the blowing plenum and proper location 
of counter-flow blowing jets.  These jet slots were 
added on the pressure surface near the trailing edge on 
the center three blades of the cascade, which contained 
a total of seven blades.  The jets had a flow angle of 70

EXPERIMENTAL SETUP 

o 
with respect to the normal to the blade surface, in the 
counter-flow direction, and a nominal width of 0.010”.  
Particle Image Velocimetry (PIV) test data were 
acquired for nominal mass blowing coefficients of 0.0 
(baseline), 0.005, and 0.01 of the core flow.1-2   For a 
mass blowing coefficient of 0.01, the injected flow 
passed through a slot spanning only 2.00” on a blade 
with a total span of 6.06”, yielding a Cm

 

 value of 

0.0303 per unit of span at the PIV test cross section.  
Test cases were conducted in a transonic blowdown 
wind tunnel at Virginia Tech University having a test 
section of 30.48 cm x 15.24 cm (12 in x 6 in) and with 
test durations of 10 seconds and a nominal inlet Mach 
number of 0.75. 

A DPIV system was developed (see schematic, Figure 
2) for transonic-cascade investigations.3  Two 
frequency-doubled Nd:YAG lasers are used for 
instantaneous marking of the seed particles in the flow 
field.  The beams are combined and directed through 
sheet-forming optics and illuminate the test section with 
a 2D plane of thickness < 1 mm.  The scattering from 
the seed particles is recorded on an ES1.0 Kodak CCD 
sensor (1008 x 1012 pixels).  The camera maximum 
repetition rate is 15 double exposures per second and 
was set to 10 Hz for synchronization with the laser 
repetition rate.  A 105-mm Nikon lens was used.  The 
magnification for the present experiments was ~ 20 
pixels/mm, which corresponds to a viewing width of ~ 
50 mm.  The time delay between the lasers was 
typically 2 µsec. Once the PIV image has been captured 
and digitized, the velocity field is obtained using cross-
correlation techniques.  The correlation function is 
calculated over small segments (interrogation domains) 
of the PIV image.  The peak of the correlation map 
corresponds to the average velocity displacement within 
the interrogation spot.  An intensity-weighted peak-
searching routine is used to determine the exact location 
of the peak to sub-pixel accuracy.  To improve the 
signal-to-noise ratio in the correlation maps, a 
correlation-correction scheme is applied wherein each 
map is multiplied by its immediate four neighborhoods.  
An overlapping of 75% is used to include many of the 
same particles in the five maps that are multiplied to 
yield a single correlation map with lower noise.  Zero 
padding is also employed for adding accuracy.  For 
these experiments 100 image pairs were obtained during 
a 10 sec tunnel blowdown period.  Of those images, 50 
were chosen within the steady part of the run to be 
averaged with outlier rejection of two standard 
deviations.  Averaging the instantaneous velocity fields 
has the effect of eliminating the fluctuations due to 
incoherent unsteadiness associated with turbulence and 
permitting a better comparison to the steady CFD 
predictions.
 

4 

A compact laser-sheet delivery system was utilized.  
This system consists of an optical probe designed with 
light-sheet-forming optics internal to the probe, which is 
similar to that reported by Copenhaver et al. (2002).  
The probe was placed downstream of the cascade in the 
flow path inside a glass rod that is transverse to the 
main flow direction.  The cascade endwalls were 
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formed with 31.75-mm (1.25-in.) thick Plexiglas to 
allow optical access.  The power required for laser-
sheet illumination was very low (< 20 mJ/pulse) 
because of minimal optics loses.  Seeding particles were 
injected into the flow approximately 10 blade-chord 
lengths upstream of the cascade section with an 
injection rake.  Sub-micron particles of aluminum 
dioxide were used as the seeding material.  Figure 2 is a 
schematic of the DPIV setup.  
 
The uncertainty in the DPIV velocity measurements was 
determined as follows.  The velocity was computed 
dividing the displacement (pixels) of each interrogation 
region, by the time interval between the two exposures, 
and by the magnification of the digital image relative to 
the object (pixels/mm). The time interval was adjusted 
to yield typical displacements of the free stream in the 
present experiments of > 10 pixels, with an uncertainty 
of <1%. Values in the wake region where the minimum 
velocity occurs, however, have higher uncertainties 
because of the lower displacements; for example, 1 
pixel displacement could yield an uncertainty of ~ 10%.  
The maximum uncertainty in the time interval was 
calculated from the time interval between the two laser 
pulses.  It was found that this uncertainty increases with 
lower laser power and with lower time interval. A 
conservative number for the present experiments, which 
employed a time interval of 2 µsec and powers around 
20 mJ, was found to be 1%.  The magnification was 
measured from images of rulers located in the laser-
sheet plane, and it is conservatively estimated that could 
be read to better than 1%.  Combining these three 
conservative measurements of uncertainty yields a 
maximum error of < ±2% of the reported value for the 
free-stream velocity, which increases to ~±10% of the 
reported value at the wake-minimum-velocity location. 
 
Inlet conditions during the test were set according to 
inlet total and static pressure measurements.  Counter-
flow blowing was measured with a calibrated orifice 
plate and supplied to the center three blades of the 
cascade.  The estimated gauge pressures for Cm

 

 values 
of 0.0108 and 0.0047 were 40psi and 13psi, based on 
data from the test facility. 

The exit flow fields obtained averaging 50 PIV frames 
are shown in Figure 4 for corrected mass blowing 
coefficients of 0.0, 0.0023, and 0.0027, as obtained 
from equations (2), (3), (8), and (10).  Data were 
extracted directly from the contour plots for calculation 
of displacement thickness and deviation.  Displacement 
thickness was calculated at 105% axial chord, 
numerically integrating the data across a full flow 
passage according to equation (9).  This gives the 

fraction of blockage in the flow passage due to the 
presence of the blade.  Deviation was calculated along 
the same plane at 105% axial chord from mass-averaged 
x and y velocity components via equations (4), (6), and 
(7).  Density, which varied by <10% in the wake region 
for all CFD cases, was assumed constant in equation 
(4).  All experimental results are presented in Table 1.  
To summarize, an increase of flow turning of 2° was 
achieved with C

EXPERIMENTAL RESULTS 

m
* of 0.0023, while an increase of 7.5° 

was achieved with Cm
*

 
 of 0.0027. 

A key assumption underlying the experimental Cm 
values is identical blowing slot widths on all three 
blades.  This was not the case, as the average slot 
widths of the blades were 0.012”, 0.011”, and 0.013”, 
the blade used for the PIV data being the smallest of the 
three.  From continuity, and assuming steady flow with 
constant mass flux across each slot, the actual mass flow 
rates through the test blade would have been 0.93 of 
reported values.  Cm

*

 

 values were adjusted from 0.0025 
to 0.0023, and from 0.0029 to 0.0027.  Experimentally, 
this implies that a greater increase of flow turning was 
achieved with a lesser percentage of the core mass flow.     

In order to gauge the accuracy of computational tools in 
a CFB-type flow situation, a simulation of the Tescom-
CAR case was run in ADPAC (Advanced Ducted 
Propfan Analysis Code).4  The solutions were run in 2D 
steady-state mode to save on computational time, and 
the Spalart-Allmaras (1-equation) turbulence model was 
used.  The computational domain consisted of three 
blocks, with a capped O grid for the blade and two, 
110%-axial-chord, extension H grids upstream and 
downstream of the blade.  Figure 3 shows the capped O 
grid used in the coarse mesh.  Each test case was run on 
coarse, medium, and fine meshes to demonstrate grid 
independence of the solution.  Resolution was increased 
by a factor of 3.93 from the coarse to the medium mesh, 
and by a factor of 3.59 from the medium to the fine 
mesh.  This corresponded to ~1.98x and ~1.89x 
increases along each dimension for the 2-D mesh.   

2-D COMPUTATIONAL MODEL 

 
Boundary conditions were set to model the experiment 
as follows:  Inlet total pressure and temperature were set 
to standard values, and the exit static pressure was set to 
obtain inlet Mach ~ 0.75 for all cases.  Periodic 
boundary conditions were set on the upper and lower 
edges of the mesh, and the flow solver was set to 
Cartesian coordinates, to model the linear cascade.  The 
blade was defined as an adiabatic, viscous, solid, no-
slip surface.  Counter flow blowing was modeled with 
an inlet boundary condition at the appropriate location 
on the pressure surface of the blade.  The code was 
restarted, adjusting the blowing jet total pressure and 
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flow angle to obtain the correct conditions.  Mass flow 
rates, as well as mass-averaged velocity components, 
were measured with PROBE (boundary condition) at 
the inlet, at the blowing jet, and at 105% axial chord. 
 
All solutions were run to iterative convergence, where 
the log10 residual was –8.0 or lower.  The initial log10

 

 
residual values ranging from –2.0 to –3.0, these results 
go well beyond the ADPAC manual’s three orders of 
magnitude criterion for converged solutions.  

The exit flow fields for C
COMPUTATIONAL RESULTS 

m
* = 0.0, 0.0022, and 0.0030 

are shown in Figure 5, corresponding to the three 
experimental test points in Figure 4.  Displacement 
thickness was calculated as for the experiment.  
Deviation was calculated from the mass-averaged 
PROBE data.  Details of the computational study are 
presented in Table 2 for Cm

*

 

 ranging from 0.0 to 
0.0030.  Total pressure of the blowing jet was increased 
until the code became unstable for all three meshes, 
thereby determining the maximum blowing rate.  The 
baseline mesh was the only one that was actually 
choked (M ~ 1.0) at its maximum blowing rate, whereas 
both the coarse and fine cases were not yet choked (M ~ 
0.95).  Slot geometries, as determined by inlet boundary 
conditions in ADPAC, were identical for all three 
meshes. Non-physical pressure gradients in the first two 
cells along the blowing slot are the likely cause of the 
instability.   

The minimum, average, and maximum y+ values, as 
given in the ADPAC output files for the first grid point 
off the blade, are also presented in Table 1.  Generally, 
y+ values less than 5 are needed to include the viscous 
sub-layer, while most research suggests that values less 
than 1 are required for good accuracy when the 
turbulence equations are integrated to the wall.5   This 
does not imply complete physical accuracy of the 
turbulence model, rather, that the full capability of the 
model—though limited—was being used.  The y+ 
values were independently calculated with equation (5) 
using second-order polynomial fits for the (du/dy)wall 
values and plotted in Figure 6.  It is apparent from 
Figure 6(a) that a large part of the suction and pressure 
surfaces were at or above y+ = 1.  This, along with non-
monotone convergence of the displacement thickness, 
indicated that there was significant error in the coarse-
mesh boundary layer solution.  Consequently, the 
coarse-mesh solution was out of the asymptotic range as 
described by Roache.6

 

   The y+ values were less than 
~0.8 for the medium mesh and less than ~0.7 for the 
fine mesh everywhere along the blade, except for the 
leading edge and the immediate vicinity of the blowing 
slot.  Therefore a two-grid analysis was used on the 

medium and fine meshes with a factor of safety of 3 to 
determine the discretization error. 

Table 3 presents the Grid Convergence Index data for 
the medium and fine mesh solutions.  The grid 
convergence index for a fine mesh solution is calculated 
as follows: 

[ ]
1−

=
psfine r

FGCI
ε

  (11a) 

where  
m

fm

f
ff −

=ε    (11b) 

for some characteristic function f (e.g., deviation) 
defined on the medium mesh, at level m, and the fine 
mesh, at level f.  The recommended factor of safety for 
a two-grid convergence study is Fs

D

N
N

r
1

1

2








=

 = 3.  The effective 
grid refinement ratio may be defined as 

  (11c) 

where D = 2 is the dimensionality of the problem.  For 
the medium-fine mesh comparison at hand, r ~ 1.895, 
and the order of convergence is assumed to be p = 2.  
According to the grid convergence index calculations, 
the discretization error of the fine mesh solution was 
<2.5% for deviation and <3.9% for displacement 
thickness. 
 

Computational versus experimental results are 
presented in Figure 7 for deviation and displacement 
thickness, respectively.  The code over-predicted the 
flow separation point for the baseline case, resulting in 
a difference of almost 9° in the predicted deviation of 
flow from experimental values.  However, it also 
predicted the deviation to within 1-2° of the 
experimental data, for corrected mass blowing ratios of 
0.002 to 0.003.  The code over-predicted the flow 
blockage by .02-.05 for corrected mass blowing ratios 
up to 0.0023, while it remained within ±.03 for values 
greater than 0.0023.   

EXPERIMENTAL/COMPUTATIONAL 
COMPARISON  

 
The substantial error in the baseline case is probably 
due to some features of the blade geometry.  First and 
foremost, the blowing slot was modeled with an inlet 
boundary condition at the surface, instead of using an 
actual “slot” within the computational mesh and inlet 
boundary condition within that slot.  When the counter 
flow blowing was turned “off”, that part of the blade 
became a smooth surface.  It is reasonable that the 
existence of a physical blowing slot in the experiment, 
due to its counter-flow angle, created some blockage on 
the pressure surface near the trailing edge and, 
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consequently, increased turning of the flow.  This lack 
of blockage in the computational model, in addition to 
the blunt trailing edge and high loading over the entire 
chord length, created a highly-separated flow for the 
baseline condition.  The Spalart-Allmaras turbulence 
model and the ADPAC code itself have not been 
validated for flows of this nature.  From an engineering 
standpoint though, it may still be possible to “calibrate” 
the results to experimental data for future design 
applications.   
 
Some of the discrepancies over the full range of Cm

*

 

 
values may also be attributed to the fact that a 2-D, 
instead of 3-D, analysis was performed.  A full-blown, 
3-D ADPAC solution would capture more real aspects 
of the flow physics, such as the 3-D relief effect and end 
wall boundary layer growth, and would therefore yield 
more realistic results.  A 3-D analysis will not be used 
until later stages in the design process, if necessary. 

A transonic- linear cascade of advanced design stators 
has been utilized to perform a feasibility study of using 
CFB to achieve additional flow turning.  The PIV data 
acquired in the cascade facility has been compared to a 
high fidelity CFD analysis, ADPAC.  Considering 
limitations of the turbulence model and 2-D simulation 
taken into account, the code was shown to effectively 
predict values of deviation for CFB applications. 
Therefore, this study demonstrates the ability of 
ADPAC to effectively model the relevant flow physics.  
The CFD results did not compare favorably with the 
PIV data for no blowing, but modeling part of the slot 
configuration would provide a significant improvement.  
Based on this initial experimental and computational 
investigation, the potential of using CFB to replace a 
flapped IGV looks promising. 

SUMMARY 
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Figure 1a: 2D, scaled-up version of Tescom counter-

swirl stator in cascade. 

 

 

 

 
 

Figure 1b: Schematic of modifications made to create 
the Tescom-CAR geometry. 
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Figure 2:  Schematic of DPIV setup for cascade 

measurements 
 

 
Figure 3: Capped O grid for Tescom-CAR geometry, 
coarse mesh. 

2-D Mesh:  
3 Blocks 
Coarse:  1.12 x 104 points 
Medium: 4.40 x 104 points 
Fine:  1.58 x 105 points 
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Figure 4: PIV data for Tescom-CAR geometry.  From 
top to bottom, Cm

* = 0.0, 0.0023, and 0.0029.  Inlet 
Mach # = 0.75.  

 
Figure 5: ADPAC solutions for Tescom-CAR.  From 
top to bottom, Cm

*

 

 = 0.0, 0.0022, and 0.0030.  Inlet 
Mach # = 0.75. 
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Figure 6: Calculated y+

 

 values around the blade for (a) 
coarse, (b) medium, and (c) fine meshes. 
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Table 1: Experimental Details.  

0.75 0.00 N/A 0.00 10.45 0.116 0.62
0.75 0.44 1.88 2.32 8.43 0.145 0.63
0.75 1.00 3.72 2.70 2.61 0.222 0.67
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Table 2: ADPAC Simulation Details. 

1 M 0.750 0.000 0.418 0.00 N/A N/A 0.00 19.30 0.165 0.575 -7.4 0.039 0.58 1.14
2 M 0.748 0.192 0.418 1.51 0.54 0.89 1.69 10.91 0.171 0.575 -9.6 0.039 0.525 1.25
3 M 0.750 0.256 0.418 2.02 0.68 0.93 2.18 9.20 0.174 0.585 -9.6 0.018 0.537 1.25
4 M 0.752 0.321 0.418 2.53 0.85 0.99 2.57 7.46 0.179 0.599 -9.6 0.025 0.557 1.61
5 M 0.750 0.380 0.418 3.00 1.00 1.07 2.81 5.97 0.186 0.615 -8.4 0.043 0.577 1.85
6 M 0.745 0.480 0.417 3.80 1.30 1.27 2.99 3.06 0.208 0.668 -8.0 0.039 0.619 2.16

7 C 0.754 0.000 0.419 0.00 N/A N/A 0.00 19.70 0.074 0.594 -8.2 0.06 0.861 1.57
8 C 0.748 0.193 0.418 1.53 0.54 0.88 1.74 12.42 0.190 0.598 -9.3 0.057 0.726 1.44
9 C 0.752 0.255 0.418 2.01 0.68 0.91 2.21 11.10 0.192 0.600 -9.3 0.063 0.737 2.03

10 C 0.751 0.321 0.418 2.53 0.86 0.98 2.59 10.13 0.192 0.604 -9.3 0.073 0.765 2.53
11 C 0.749 0.381 0.418 3.01 1.01 1.07 2.81 9.61 0.195 0.610 -9.3 0.052 0.79 2.74
12 C 0.753 0.480 0.419 3.78 1.23 1.28 2.96 8.40 0.201 0.633 -9.3 0.034 0.857 2.97

13 F 0.755 0.000 0.419 0.00 N/A N/A 0.00 19.00 0.162 0.571 -8.0 0.02 0.51 1.11
14 F 0.744 0.190 0.418 1.50 0.54 0.89 1.68 10.66 0.173 0.570 -9.8 0.013 0.481 1.14
15 F 0.752 0.253 0.419 2.00 0.67 0.92 2.17 9.06 0.176 0.579 -9.0 0.019 0.494 1.76
16 F 0.750 0.318 0.419 2.50 0.84 0.98 2.56 7.35 0.182 0.592 -9.5 0.022 0.519 2.21
17 F 0.755 0.380 0.418 3.00 1.01 1.06 2.82 5.74 0.192 0.610 -9.8 0.008 0.543 2.39

ca
se

 n
um

be
r

C
m

 ( x
 1

0 
3 )

C
m

*  (
x 

10
 3 )

U
j /

 U
in

f

m
es

h 
le

ve
l

m
do

t, 
j (

lb
m

/s
ec

 x
10

 2 )

m
do

t, 
in

f (
lb

m
/s

ec
)

M
in

f

y+  m
ax

im
um

P j
 / 

P i
nf

 

lo
g 1

0 
(R

M
S 

er
ro

r)

y+  m
in

im
um

y+  a
ve

ra
ge

γ 
(d

eg
re

es
)

δ* s

Μ
e

 

1026



Table 3: Grid Convergence Details. 

M 0.00 0.00 19.300 0.1647
F 0.00 0.00 19.000 1.80% 0.1620 1.90%

M 1.51 1.69 10.814 0.1705
F 1.50 1.68 10.663 1.62% 0.1725 1.36%

M 2.02 2.18 9.101 0.1740
F 2.00 2.17 9.061 0.51% 0.1759 1.26%

M 2.53 2.57 7.363 0.1791
F 2.50 2.56 7.347 0.25% 0.1820 1.87%

M 3.00 2.81 5.865 0.1859
F 3.00 2.82 5.738 2.50% 0.1922 3.90%
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DPIV MEASUREMENTS OF THE FLOW
FIELD BETWEEN A TRANSONIC ROTOR
AND AN UPSTREAM STATOR

Steven E. Gorrell and William W. Copenhaver
U.S. Air Force Research Lab
Propulsion Directorate
Wright-Patterson AFB, Ohio

Jordi Estevadeordal
Innovative Scientific Solutions, Inc.
Beavercreek, Ohio

1. Introduction

The use of a planar non-intrusive measurement technique such as Digital
Particle Image Velocimetry (DPIV) have made it possible to investigate many
aspects of unsteady flows previously considered difficult due to the effect of
a measurement probe on the flow field or too time consuming because of the
pointwise nature of Laser Doppler Velocimetry or Laser Transit Anemometry.
Furthermore, time-accurate CFD codes are being developed and are now com-
monly used to simulate compressors and investigate complex unsteady flow
phenomenon.

In this paper DPIV measurements made in a transonic compressor stage are
used to investigate interactions between an upstream stator and a downstream
transonic rotor. In particular, the interaction between the rotor bow shock and
the wake shed from the upstream stator are explored and offered as a test case
for unsteady CFD comparison.

Blade-row interactions are known to have a significant impact on the aerome-
chanical and aerodynamic performance of compressors. For example, Sanders
and Fleeter [1] have shown shock-induced rearward forcing to elicit significant
upstream surface-pressure amplitudes and a complicated forcing environment
that contributes to High Cycle Fatigue (HCF). Numerous low speed and high
speed experimental and numerical investigations [2], [3], [4], [5], [6], [7] have

1
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revealed how some blade row interactions improve stage pressure ratio and
efficiency while others are detrimental to performance.

Previous experiments using pointwise velocimetry techniques have been used
to better understand the three-dimensional geometry of rotor shocks [8], wake
recovery [4], wake-shock interactions [9], [10], and for steady CFD code com-
parison [11].

2. Stage Matching Investigation Rig

The DPIV measurements were acquired on the U. S. Air Force’s Stage Match-
ing Investigation (SMI) rig. It is a high-speed, highly-loaded compressor con-
sisting of three blade-rows: a wake generator, rotor, and stator as shown in
Figure 1. The rig was designed so that the wake generator to rotor axial spacing
and the wake generator blade count could be varied. The axial spacings were
denoted as "close", "mid", and "far". The mid and far spacings represent typi-
cal axial gaps found in operational fans and compressors. However, the current
generation of high performance fans and compressors are being designed with
the goal of minimizing blade-row spacing in order to increase performance and
reduce compressor length and thus weight. The wake generator blade count
could be set to 12, 24, or 40, or the rig could be run without any wake generators
(identified as the "clean inlet" configuration). Table 1 gives the wake generator
to rotor axial spacings normalized by the wake generator chord.

Wake Generator Rotor Stator

Far Mid
Close

Exit
Rakes

 

Figure 1. Stage Matching Investigation Rig Layout

2.1 Compressor Stage and Wake Generators

The rotor and stator were designed by Law and Wennerstrom [12]. A sum-
mary of the SMI stage aerodynamic design parameters is given in Table 2.
The purpose of the wake generators was to create wakes typically found in
modern-technology, highly-loaded, low-aspect-ratio fan and compressor front
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Table 1. Wake Generator-Rotor Axial Spacing

Spacing ax/c 
(mean) 

ax/c 
(hub) 

ax/c (tip)

Close 0.13 0.10 0.14 
Mid 0.26 0.26 0.26 
Far 0.55 0.60 0.52 

ax = axial spacing 
c = wake generator chord 

Table 2. SMI Aerodynamic Design Parameters

PARAMETER ROTOR STATOR 
Number of Airfoils 33 49 
Aspect Ratio - Average 0.961 0.892 
Inlet Hub/Tip Ratio 0.750 0.816 
Flow/Annulus Area, 
kg/s/m2 

195.30 -- 

Tip Speed, Corrected m/s 341.37 -- 
MREL LE Hub 0.963 0.820 
MREL LE Tip 1.191 0.690 
Max D Factor  0.545 0.502 
LE Tip Dia., m 0.4825 0.4825 

 

stages. In general these wakes are turbulent and do not decay as rapidly as
wakes from high-aspect-ratio stages with lower loading. The wake generators
were designed with the intent of producing a two-dimensional representation of
wakes measured at the exit of a high-pressure-ratio, low-aspect-ratio fan stage
reported by Creason and Baghdadi [13]. A two-dimensional representation
was desired in order to isolate the effect of different wake parameters during
the experiment.

Details of the Wake Generator (WG) design were presented by Gorrell et al.
[14]. In summary, the WG’s are uncambered symmetric airfoils that do not turn
the flow. They have a small leading edge and a blunt trailing edge. This shape
creates a large base drag and no swirl. Solidity is held constant from hub to tip
by varying the chord, the intent being to hold spanwise loss and wake width
constant.
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Calibration of the WG’s showed this was the case except near the endwalls.
The calibration procedure, instrumentation, and results are found in references
[15] and [16]. From those results the widening of the wake from close to
far spacing was clearly evident. Wake depth was deepest at close spacing
and became shallower at mid and far spacing. The wake width was nearly
constant from hub to case. This confirmed the intent of the wake generator
design to produce a two-dimensional wake profile. The wake is constant in the
circumferential and radial directions but not in the streamwise direction. Also
evident from rake measurements near the endwalls was the boundary layer
growth as the spacing increased from close to far.

From calculated velocity profiles it was observed that the wake depth was
similar at the hub and case and deepest near mid span. Wake decay analyzed
by Chriss et al. [16], showed that the SMI wake generator wakes demonstrated
similar trends to that compared in the literature.

Due to the blunt trailing edge of the wake generator, its wakes may be wider
than what would be produced from a normally cambered stator airfoil, but wake
measurements for comparison are not found in the open literature. Regardless
of the wake thickness, the loss produced was very near the design intent and
well within the range typically found in highly loaded stators.

2.2 SMI Performance

Performance characteristics for the SMI rig are shown in Figure 2. There
was a significant difference in performance between each of the three spac-
ings tested. Both the pressure ratio and efficiency characteristics decreased
significantly as the blade-row axial spacing was reduced from far to close. The
choking mass flow rate decreased as the blade-row axial spacing was reduced.
The difference in pressure ratio, efficiency, and mass flow rate between the far
and close spacing configurations was greater than the repeatability documented
in reference [14]. Therefore it was concluded that the observed change in per-
formance with axial blade-row spacing was real and not due to experimental
measurement uncertainty.

3. DPIV System

The DPIV system used to obtain the measurements presented in this paper
has been described in detail by Estevadeordal et al. [17]. Figure 3 contains
schematics of the optical system. Two frequency-doubled Nd:YAG lasers are
employed for instantaneous marking of the seed particles in the flow field.
Combined by a polarizing cube or a beam combiner, the beams are directed
through sheet-forming optics and illuminate the test section with a 2D plane of
thickness∼1 mm. The scattering from the seed particles is recorded on a cross-
correlation CCD camera with 1008 x 1018 pixels (Redlake ES1.0). The camera
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Figure 2. SMI Performance, 24WG’s, 100% Corrected Speed

maximum repetition rate is 15 double exposures per second and was set to 10
Hz for synchronization with the laser repetition rate. The time delay between
the lasers was typically 2µsec. For the present experiments where only a small
area was to be captured, the camera offered sufficient resolution. A 105-mm
Nikon lens was used. The magnification for the present experiments was 17 and
27 pixels/mm which corresponds to a viewing width of 59 mm (close spacing)
and 37 mm (far spacing).

The laser-sheet delivery system consists of a probe inserted in an enlarged
WG, light-sheet-forming optics, prisms, and probe holders for mounting the
optics and for protecting them from contaminated seed materials. To minimize
perturbations the modified WG was located two WGs below the WG that was
centered at the receiving window. A receiving window made of chemically
strengthened glass allowed optical access to the region of interest. Figure 3
shows schematic diagrams of the path for the laser system and the optical
probe. Although the path was relatively long, the power required for laser-
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Figure 3. a) Schematic of optical path; b) schematic of flow features (drawn to scale) showing
DPIV delivery and receiving optics
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sheet illumination was very low (∼10 mJ/pulse) because of the minimal amount
of optics loses. The F stop of the 105 mm lenses was kept at 5.6 for these
experiments; this allowed the laser power to be kept low which is important
for the safety of the optical components in the optical probe as the beam starts
focusing.

The shape of the laser sheet (thickness, width, focal distance) can be changed
through various combinations of the spherical-lens focal length, the cylindrical-
lens diameter, and the distance between them inside the WG as well as through
external optics (a spherical lens) located in the laser path. The spanwise location
of the laser sheet was changed by rotating the probe (Figure 4). As shown in
this figure, the laser sheet is inclined and not at a constant radius.

75% 90%

45o

140 µs
20 µs
 40 µs
 60 µs

 80 µs
 100µs

120 µs
100 µs

80 µs
60 µs

40 µs

120 µs
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optical
probe

Laser Sheets

Blade Delay/ Locations

75% 

90%

1"

WG

140 µs

-7.5o

22.5o

7.5o

37.5o

 

Figure 4. Laser sheet orientation. Blade LE locations are shown at 20µs intervals with lighter
lines. Thicker portions of laser sheets denote DPIV image locations.
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The length of the probe that was outside the WG could also be changed to
provide further flexibility in moving the laser-sheet in the streamwise direction.
The probe was set manually before each experiment.

The camera was aligned and focused on the laser sheet prior to each run. It
was mounted on a tripod to minimize the effect of rig vibrations. To account
for possible motion of the camera with respect to the laser sheet that might
occur, the camera was positioned by means of a translation stage that was
remotely controlled to allow small corrections in the camera location. Large
changes with respect to the laser sheet could produce magnification changes that
must be taken into account. After every experiment the laser-sheet and camera
locations were verified for possible misplacements. In the present experiments
the only change required was slight refocusing, with negligible magnification
effects.

The viewing window had the same curvature as the rotor housing (inner
housing radius is 241.3 mm), was made of chemically strengthened glass and
had a thickness of 2 mm. The effect of window curvature and thickness was
investigated by Copenhaver et al. [18] and found to have a negligible effect for
the present CARL setup.

Several options for seeding the high-flow (∼16 kg/s) SMI rig in the CARL
facility were evaluated [17], including the use of various seeding units and seed
materials. Both local and global seeding was considered. The seed material
used was sub-micron-size smoke particles generated from a glycerin and water
mixture. During its use in the CARL facility, this system produced sufficient
seed when the particles were introduced at the end of the settling chamber,
before the contraction, and at the height of the receiving window. The machine
can be remotely controlled. The seed material was introduced through a pipe
of 50.4-mm diameter located under the contraction entrance.

The rotor one-per-revolution signal was used for triggering the synchro-
nization system. A digital pulse generator (Stanford DG535) and a camera
frame-grabber (National Instruments PCI-1424) were used.

Once the PIV images have been captured and digitized, the velocity field is
obtained using cross-correlation techniques over interrogation domains of the
images using DPIV software developed internally. The dimensions of each
interrogation domain are dependent on particle density, estimated local veloc-
ity gradients, particle-image size, and desired spatial resolution. The peak of
the correlation map corresponds to the average velocity displacement within
the interrogation spot. An intensity-weighted peak-searching routine is used to
determine the location of the peak to sub-pixel accuracy. To improve the signal-
to-noise ratio in the correlation maps, a correlation-correction scheme [19] is
applied wherein each map is multiplied by its immediate four neighborhoods.
An overlapping of 75% is used to include much the same particles in the five
maps that are multiplied to yield a single correlation map with lower noise. Zero
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padding is also employed for adding accuracy. The software includes a grid
feature that allows selection of areas of the image to be processed. This permits
removal of solid regions such as blades and WGs and also shadows from the
processing areas. It also provides a choice of various correlation engines and
correlation peak locators and incorporates several improvements to standard
(single-pass) PIV techniques such as recursive estimation of the velocity field
through a multipass algorithm for increasing resolution. Two passes with in-
terrogation cells overlapping 75% were performed. The interrogation domains
are overlapped by three-quarters the domain size to yield more vectors. The
overlapping includes new particles in every subregion. Average routines allow
for removal of outliers beyond any number of standard deviations. Because of
the strong phase-locked flow features, the median offers a valid, robust, and
smooth statistical representation of the average velocity field [17].

Many factors are involved in the DPIV uncertainty-calculation process (laser,
CCD, seeding, imaging, algorithms, oscilloscope, etc). The highest uncertainty
was found to be associated with the velocity calculation which involves∆x
(the displacement in pixels of each interrogation region),∆t (the time interval
between the two exposures), and the magnification of the digital image relative
to the object (pix/m). The displacement in pixels obtained by peak-locator
algorithms can provide sub-pixel accuracy (< 0.1 pixels) after correction for
various biases [20]. The∆t was adjusted to yield typical displacements of
the main stream > 10 pixels, and the uncertainty is thus < 1%. Values in the
wake region, however, may have higher uncertainties due to the lower∆x. The
maximum uncertainty in the∆t was calculated from the time interval between
the two laser pulses with the aid of an oscilloscope (uncertainty 2%). It was
found that this uncertainty increases with lower laser power and with lower∆t.
A conservative number for the present experiments, which employed a∆t of
about 2µs and powers around 10 mJ, was found to be 1%. The magnification
was measured using images of grids located in the laser-sheet plane to better
than 1%. Combining these conservative measurements of uncertainty yields a
maximum error of < 2% for the free-stream velocity and∼10% in the wake
near the WG area.

4. Results

DPIV results are presented for close and far spacing configurations at 75%
span, 100% corrected speed, peak efficiency. Of particular interest is the in-
teraction between the wake generator wake and the rotor bow shock and the
effect blade-row axial spacing has on the overall flow field. The median of
50 instantaneous images is plotted as it was found that it provided the clearest
image of the flow field.

1036



10

4.1 Close Spacing

Previous analysis of flow visualization and DPIV results from the SMI rig
[17], [18], [21] have shown that at close spacing vortex shedding from the wake
generator trailing edge is phase locked to the rotor blade pass frequency. The
main source of the synchronization appears to be the strong pressure perturba-
tion provided by the rotor bow shock to the wake generator trailing edge. At
close spacing the instantaneous images of vortex shedding are similar for any
given operating condition and blade delay. This is consistent with high response
pressure measurements obtained on the wake generator surface, which showed
a strong fluctuation in pressure at blade-passing frequency (7.7 kHz). Since the
instantaneous DPIV data contains holes in velocity information where seeding
was not sufficient to obtain a correlation, it is more informative to look at the
average flow field where data intermittency can be minimized. Since the vor-
tex shedding is phase locked to rotor passing, rotor phase locked averaging is
possible without destroying the details of the velocity field in this interaction
region.

At close spacing DPIV measurements were made at blade delay intervals of
5 µs giving 30 different rotor blade locations for one blade-pass period. Seven
of the blade delays are shown in Figure 5. The rotor bow shock is defined
by the large velocity gradient and a change in flow angle toward the shock.
Streamlines are drawn near the wake generator to highlight the wake motion at
different rotor locations. The wavy motion of the wake is a result of a vortex
being shed from the pressure or suction surface of the wake generator. This
up and down motion continues as the wake convects downstream and interacts
with the rotor bow shock and then is chopped by the rotor blade. Downstream
of the rotor bow shock there is an expansion zone due to the flow accelerating
around the rotor suction surface.

The DPIV images at blade delay 140µs and 20µs illustrates that the shock-
wake interaction results in a wider and deeper wake downstream of the shock.
At time 20µs the low velocity region downstream of the shock and within the
wake moves up to 18% pitch suggesting that the shock-wake interaction has
resulted in an increase in wake width.

From the plot at blade delay 140µs it is clear that the wake actually splits
the shock into two distinct regions above and below the wake. It was also ob-
served that the velocity magnitude at the wake generator trailing edge fluctuates
significantly depending on the location of the rotor bow shock. As the shock
approaches the wake generator the velocity increases first near the wake gener-
ator pressure surface, then on the suction surface. Once the shock is separated
and propagates upstream the velocity magnitude decreases. Numerical analysis
reported by Gorrell et al. [7] showed that the interaction of the wake generator
trailing edge with the rotor bow shock causes the shock to turn more normal

1037



11

%
W

G
C

h
o

rd

%Pitch

0
5

10
15

20

-2
0

-1
00102030

V
el

M
ed

ia
n

(m
/s

)
25

0
24

0
23

0
22

0
21

0
20

0
19

0
18

0
17

0
16

0
15

0
14

0
13

0
12

0
11

0
10

0
90 80 70 60 50 40 30 20

1
0

0
µs

%
W

G
C

h
o

rd

%Pitch

0
10

20

-2
0

-1
00102030

1
2

0
µs

%
W

G
C

h
or

d

%Pitch

0
10

20

-2
0

-1
00102030

1
4

0
µs

%
W

G
C

ho
rd

%Pitch

0
10

20

-2
0

-1
00102030

20
µs

 

%
W

G
C

h
or

d

%Pitch

0
10

20

-2
0

-1
00102030

40
µs

%
W

G
C

ho
rd

%Pitch

0
10

20

-2
0

-1
00102030

60
µs

%
W

G
C

h
o

rd

%Pitch

0
10

20

-2
0

-1
00102030

8
0

µs
 

Figure 5. Close spacing, 75% span, median velocity
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to the freestream flow. This phenomenon is also observed in the experimental
data presented in Figure 5.

4.2 Far Spacing

DPIV plots of median velocity at the far spacing configuration are shown in
Figure 6. Due to the limit in laser sheet width the flow field was not captured
near the wake generator trailing edge. The wake shedding frequency is not
easily determined as it was at close spacing. Hot wire measurements obtained
downstream of the wake generator show the blade-pass frequency of 7.7 kHz
and another frequency of 8.8 kHz are the most powerful peaks in the spectrum.
Further analysis is required to determine the natural shedding frequency of the
wake generator. An observation made from the instantaneous flow visualization
images (not presented here) suggest a phase locking of the wake shedding to
the bow wave perturbation but random motion of the vortices as they convect
downstream. At far spacing two or three shed vortices are present at any given
time in the gap between the wake generator and rotor. At close spacing there
is only one vortex present. As a result the averaged instantaneous images at
far spacing do not show as clear a view of the wake region as close spacing.
Nevertheless, plots of median velocity still illustrate important details of the far
spacing flowfield.

Analysis of Figure 6 shows bands of low and high velocity in the flow field
that are a result of the rotor bow shock and expansion zone. At far spacing the
rotor bow shock is not as well defined because it is weaker than at close spacing.
This is evident from the peak velocity magnitude observed in the DPIV images.
The peak velocity at far spacing is approximately 220 m/s while at close spacing
it is 245 m/s. Due to the increased axial gap between the rotor leading edge and
wake generator the rotor bow shock has dissipated into more of a bow wave at
the location it interacts with the wake generator trailing edge.

The wake generator wake has mixed out more resulting in a wider and shal-
lower wake. The interaction of a weaker wake with a weaker bow shock does not
split the rotor bow shock into two clearly defined regions such as was observed
at close spacing.

5. Summary

A DPIV system for use in transonic turbomachinery has been described.
Results from an experiment conducted in the SMI rig are presented that show
the complex flow field associated with the interaction of a downstream transonic
rotor with an upstream stator. The effect of changing the axial gap between
blade-rows is studied and the DPIV plots are presented as an experimental data
set for time accurate CFD validation.
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At close spacing the wake shedding is synchronized with the rotor blade-pass
frequency. The interaction of the rotor bow shock and wake generator causes
the wake to expand downstream of the shock. The shock is split into two regions
above and below the wake. As the shock approaches the wake generator trailing
edge the velocity increases and the shock to turn more normal to the freestream
flow.

At far spacing the wake convects downstream in a chaotic fashion. Bands
of high and low velocity are evident from the rotor bow shock and expansion
waves downstream of the shock. The interaction between the rotor bow shock
and wake generator is much weaker than the close spacing interaction. The
wake has mixed out more at the location it interacts with the shock and does
not split the shock in two nor turn the shock normal to the freestream flow..
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Investigation on Vortex Shedding of Jet in Crossflow 
 
B. Kiel, A. Cox, J. Estevadeordal, and S. Gogineni 
 
ABSTRACT  
An experimental investigation of a circular jet issuing from a wall normal to a crossflow was conducted 
over a momentum-ratio range of 2.0 - 15 for various jet and crossflow Reynolds numbers.  The flow field 
was interrogated using split-film and DPIV techniques to characterize the various regimes of the flow.  The 
analyzed data revealed the three classic vortices that are present in a jet-in-cross-flow environment:  the  
leading-edge horseshoe vortex, Karman-Street vortices, and the combined Kelvin-Helmholtz/Counter-
Rotating Vortex Pair (K-H/CVP).  It was observed that the penetration is a function not only of momentum 
ratio and axial location but also of both jet and crossflow Reynolds Numbers. The DPIV data qualitatively 
indicated an increase in the Kelvin Helmholtz vortex shedding frequency with crossflow Reynolds number.  

 
 
NOMENCLATURE 
 
CVP Counter-Rotating Vortex Pair 
DFFT Discrete Fourier Transform 
DPIV Digital PIV 
JICF Jet in Crossflow 
M Momentum Ratio  (ρ jUj

2/ρc Uc
2

k Wave Number 
)                    

Re Reynolds Number 
rms Root Mean Square 
St Strouhal Number 
U Velocity 
 
Subscripts 
 
c Crossflow 
d Dissipation Scale 
j Jet 
 
 
INTRODUCTION   
Jets in crossflow (JICF) are important design considerations for many components in gas turbine engines. 
For example, in the combustor, crossflow jets are introduced into the hot-gas path to promote primary-zone 
and dilution-zone mixing. The crossflow jets enhance mixing, which is required for high combustor 
efficiencies, are also used to create exit-temperature profiles for the turbine stages to allow high turbine 
efficiency and acceptable turbine durability.  JICF are also used in the augmentor to cool hot parts.  A 
greater understanding of the design parameters of a JICF can lead to performance improvements in the 
inlet, combustor, turbine, augmentor, and exhaust nozzle, (Lord, MacMartin, & Tillman 2000). 
 
JICF have been studied for more than 70 years, (Sutton 1932 and Bosanquet & Pearson 1936).  In the 
1970s and 1980s a tremendous number of studies were conducted on JICF.  These efforts have been 
summarized by Margason (1993).  In this comprehensive paper, Margason reviewed many areas, including 
parametric studies associated with jet properties.  One of Margason’s conclusions was that only limited 
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efforts have been made to resolve the unsteady flow features of a JICF.  More recent papers have addressed 
several aspects of JICF and the unsteady nature of the flow.  Specifically, numerous authors have described 
a system of four vortices that emanate from the mixing process between the jet and the crossflow: 
horseshoe vortices, Karman-Street vortices, Kelvin-Helmholtz vortices, and the counter-rotating vortex pair 
(CVP).  When the jet issues into the crossflow, it initially acts as a semi-rigid column of air.  The formation 
of the horseshoe and Karman-Street vortices is similar to that of vortices formed by a solid cylinder in 
crossflow (Figures 1and 2).  The size and number of horseshoe vortices is dependent on the crossflow Re 
(Wei, Chen, & Du 2000 and Kelso & Smits 1995). 
 

 
Fig. 1 Flow Visualization of Horseshoe Vortices on Leading Edge of Jet [Gogineni et al. (1995)] 

 

  
Fig. 2 Flow Visualization of Karman-Street Vortices  [Gogineni  et al. (1995)] 

 
Regarding the Kelvin-Helmholtz vortices, Figure 3, shows a side view of three such vortices, with axes of 
rotation normal to the page.  Figure 4 depicts the same type of vortices, with the laser sheet normal to the 
crossflow direction.  The origins of the Kelvin-Helmholtz have been debated for more than 30 years.  
Several papers have supported the position that the origin of both the Kelvin-Helmholtz and the CVP is 
instabilities manifested  from a vortex ring  emanating from  the jet.   The mechanism  for the  formation of  

 

     
 

        Fig. 3 Flow Visualization of Kelvin-Helmholtz Vortices                                 Fig. 4  PIV Image of CVP 
[Gogineni et al. (1995)] 

 
these vortices is the Kelvin-Helmholtz instability at the jet exit.  A vortex ring is formed as the jet issues 
into the crossflow.  As the vortex ring convects in the wake, it is amplified by the velocity gradient between 
the jet and the recirculation zone.  The vortex ring is also stretched and tilted by the strong velocity gradient 
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between the free stream and the jet wake.   These assertions have also been recently verified by Kiel et. al. 
(2003). 
 
 
SCOPE   
Most recent studies on JICF have been concentrated in two areas.  First, many studies have been focused on 
a specific vortex shedding in the flow.  Here, the effect of Re or momentum ratio on the specific vortex-
shedding phenomena was studied.  Second, other studies have used computations, smoke, or lasers to 
visualize the flow.  From the visualizations, conclusions were drawn on the nature of the vortices in the 
JICF interactions.   These visualizations were typically at one momentum ratio and one Re.  This paper 
reports the results of a split-film and DPIV experimental study that determined the frequency content of the 
vortices formed in the JICF over a wide range of conditions.  Data were obtained on the horseshoe and 
Kelvin-Helmholtz vortices  Comparisons between split-film and DPIV data are made to shed further light 
on the nature of the vortices in this flow. 
 
 
EXPERIMENTAL APPARATUS   
The test article (Fig. 5) required two sources of air--one for the jet and one for the crossflow.  The 
crossflow air was supplied by a 5.60-kW blower that delivered up to 0.567 kg/s of air (standard day).  The 
mass flow from the blower was controlled by a variable-speed motor controller.  Jet air was supplied by an 
825-kPA air source.  Air flow and pressure were controlled through the use of a pressure regulator and 
control valve.  Subsequently, the air was metered by a rotameter with a flow range of 0.589 - 13 m3

 

/s.  
Several factors were considered in the design of this test article.  It was designed such that the Re based on 
jet velocity and jet diameter was in the range 13,000 - 34,000.  This range was consistent with that of 
mixing jets, dilution jets, and film-cooling flows in combustors and augmentors.  Consideration was also 
given to crossflow Re based on channel height.  A range of 100,000 - 250,000 was achieved, which also is 
analogous to combustor and augmentor flows.  

 
 

Fig. 5  Schematic of Test Article (D = 0.001476m) 
 

DATA COLLECTION AND PROCESSING 
Data were collected in a previous experiment (Kiel et. al., 2003) using a split-film probe; in the present 
experiment DPIV was employed.  Horseshoe-vortex data were collected one-half diameter ahead of the 
upstream edge of the jet orifice.  This point can be referred to at location “A” on Figure 5.  The split-film 
probe was traversed in the flow to obtain Karman-Street and K-H/CVP data.  Traverses were taken one 
diameter downstream of the trailing edge of the jet (location “B” in Fig. 5).  Traverses proceeded normal to 
the bottom surface of the test article.  The probe was traversed at increments of 0.0025 m until the 
measured velocity was parallel to the inlet crossflow.  Rms velocity was also compared to the velocity of 
the inlet crossflow to assure matching. Traverses typically contained from 15 to 20 data points.  Finally, 
frequency-domain information was calculated from raw velocity data obtained with the split film using a 
DFFT routine.  The frequency-domain information was treated in two ways.  First, the frequency-domain 
velocity data was studied, and data on dominant frequency and associated flow conditions were collected.  
Data were then non-dimensionalized and tabulated for vortex type.   
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Figure 6 is a schematic of the DPIV system used to collect instantaneous velocity and flow-visualization 
data.  Two frequency-doubled Nd:YAG lasers are employed for instantaneous marking of the seed particles 
in the flow field.  Combined by a beam combiner, the beams are directed through sheet-forming optics and 
illuminate the test section with a 2D plane ~ 1 mm thick.  Scattering was created from seed particles 
introduced into the flow.  The seed material used in the main flow was submicron-size smoke particles 
generated from a glycerin and water mixture and introduced directly into the system through the open 
blower. For seeding the jet, alumina-dioxide submicron particles were added in the line that feeds the jet 
using a cyclone-type seeder.  The location of the seed particles is recorded on a cross-correlation CCD 
camera with 1008 x 1018 pixels (Redlake ES1.0).  The camera repetition rate is set to 10 Hz for 
synchronization with the laser repetition rate.  A 105-mm Nikon lens was used.  Selection of the 
magnification and time delay between the lasers was dependent on the viewed area of the flow. The power 
required for laser-sheet illumination was very low (~ 10 mJ/pulse) because of the minimal amount of optics 
loses.   
 
Once the PIV images have been captured and digitized, the velocity field is obtained using cross-
correlation techniques over interrogation domains of the images using commercially available DPIV 
software.  The dimensions of each interrogation domain are dependent on particle density, estimated local 
velocity gradients, particle-image size, and desired spatial resolution. The peak of the correlation map 
corresponds to the average velocity displacement within the interrogation spot.  An intensity-weighted 
peak-searching routine is used to determine the location of the peak to sub-pixel accuracy.  To improve the 
signal-to-noise ratio in the correlation maps, a correlation-correction scheme is applied wherein each map is 
multiplied by its immediate four neighborhoods.  An overlapping of 75% is used to include about the same 
particles in the five maps that are multiplied to yield a single correlation map with lower noise.  Zero 
padding is also employed for adding accuracy.  The software includes a grid feature that allows selection of 
areas of the image to be processed.  It also provides a choice of various correlation engines and correlation 
peak locators and incorporates several improvements to standard (single-pass) PIV techniques such as 
recursive estimation of the velocity field through a multipass algorithm for increasing resolution. The 
interrogation domains are overlapped by three-quarters the domain size to yield additional vectors.  The 
overlapping includes new particles in every subregion.  Average routines allow for removal of outliers 
beyond any number of standard deviations (Estevadeordal et al. 2002).   
 
Many factors are involved in the DPIV uncertainty-calculation process (laser, CCD, seeding, imaging, 
algorithms, oscilloscope, etc).  The highest uncertainty was found to be associated with the velocity 
calculation, which involves ∆x (the displacement in pixels of each interrogation region), ∆t (the time 
interval between the two exposures), and the magnification of the digital image relative to the object 
(pix/m). The displacement in pixels obtained by peak-locator algorithms can provide sub-pixel accuracy   
(< 0.1 pixels) after correction for various biases.  The ∆t was adjusted to yield typical displacements of ~ 10 
pixels, and the uncertainty is, thus, < 1%. Values in the wake region, however, may have higher 
uncertainties due to the lower ∆x.  The maximum uncertainty in the ∆t was calculated from the time 
interval between the two laser pulses with the aid of an oscilloscope (uncertainty 2%).  It was found that 
this uncertainty increases with lower laser power and with lower ∆t.  A conservative number for the present 
experiments, which employed a ∆t of about 10-20 µs and powers around 10 mJ, was found to be <1%.  The  

 
 
 
 
 
 

 
 
 
 
 

Fig. 6 Schematic of DPIV System 
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magnification was measured using images of grids located in the laser-sheet plane to better than 1%. 
Combining these conservative measurements of uncertainty yields a maximum error of < 2% for the free-
stream velocity and ~10% in the lower speed areas of the jet.   
 
 
RESULTS AND DISCUSSION   
In this section results from split-film and DPIV measurements will be presented in two ways.  Split-film 
data will be shown through the use of dimensionless energy spectra and dimensionless mean velocity 
profiles.  Figure 7 is the dimensionless turbulent kinetic energy spectra for a momentum ratio of 10.  It was 
taken one diameter behind the jet and at the point normal to the surface where maximum velocity occurred 
(~ 2.75 diameters above the surface).  Figure 8 is representative of the dimensionless turbulent kinetic 
energy at all points in the flow.  Plots differed only in the magnitude of dimensionless turbulent kinetic 
energy in the large-eddy region of the flow, in excellent agreement with the assertions made by Tennekes 
and Lumley (1990).  Note that the split-film probe would resolve only dimensionless wave numbers less 
than k/kd~0.08.  As a result, some of the dissipation range was not resolved. 
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Fig. 7  Dimensionless Turbulent Kinetic Energy vs. Dimensionless Wave Number 

   
Mean and rms velocity was also calculated for each point of data taken by the split-film probe.  The mean 
of the time-varying data was then calculated.  Figure 8 depicts mean-velocity profiles one diameter 
downstream of the probe for momentum ratios ranging from 2.5 to 15.  It should be noted that generally the 
dimensionless mean-velocity peak increases with increasing momentum ratio.  Furthermore, the maximum 
occurs higher and higher along the y-axis as the momentum ratio increases, as expected.    
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For the horseshoe vortex, instantaneous velocity data were collected over a momentum-ratio range of 3-25, 
and a range of Re, based on jet diameter and crossflow velocity, of 3,000 - 17,600.  Re was varied 
independent of momentum ratio and visa versa.  Four characteristic peaks were discerned in the data 
between 0 and 50 Hz.  For frequencies greater than 50 Hz, a peak was rarely discernable.  Figure 10 is a 
plot of St versus Re for all four peaks.  Note in all cases that St decreased with increasing Re. 
 
Kelso and Smits (1995) studied a laminar horseshoe vortex in front of the jet.  Their data and flow 
visualization indicated that horseshoe vortices exist in three Re regions: steady, oscillating, and coalescing.  
For their conditions they indicated that for Re greater than 3,500 the vortices are a coalescing system.  One 
could speculate that the vortices in this experiment are most likely in the oscillating or coalescing regions.  
In the oscillating case, the vortices oscillate as the Kelvin-Helmholtz vortex ring forms in the jet and sheds.  
In the coalescing case, vortices coalesce. and new vortices are constantly being formed.  Both regions are 
characterized by three primary and several secondary vortices. 

   
Figure 9 shows the St data for the four peaks noted in the frequency data for the horseshoe vortex.  As 
indicated by Kelso & Smits (1995), three of the peaks in the data are associated with the three primary 
vortices.  The fourth can be explained in two ways.  Either it is due to the oscillatory nature of the flow 
(typically these oscillations are very low frequency, corresponding to the lowest St) or it corresponds to the 
formation and shedding of the Kelvin-Helmholtz ring in the jet boundary layer.  
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Fig. 9  St Versus Re for Horseshoe Vortex 

 
Figure 10 depicts two typical results from the DPIV investigation of horseshoe vortices.  At the top are 
flow visualization images, and at the bottom are average velocity vectors and streak lines.  Areas of 
recirculation are noted on the leading edge of the jet.  It is difficult to discern whether this area is created by 
horseshoe-vortex formation, Kelvin-Helmholtz vortex formation, or a combination of these two.  Beyond 
this area it is difficult to discern other areas of possible recirculation because of the fine structures 
developing along the wall and on the wall of the jet as it issues into the crossflow.  On the other hand, the 
raw and processed plots for the higher Reynolds number, lower momentum ratio flow depict more 
discernable areas of horseshoe vortex formation.  In the color image, streak lines make it easy to recognize 
at least two horseshoe vortices. 
  
Figure 11 depicts the DFFT of instantaneous velocity data from split film in the region of the Kelvin-
Helmholtz vortices.  These data were taken approximately one diameter downstream of the trailing edge of 
the jet and at a point above the surface where the velocity vector was maximum.  This position depended 
on flow conditions.  From Figure 11 it is noted that two bands of data were measured at the different 
conditions in the flow.  Previously, Kiel et. al. (2003) proposed that the two sets of data correspond to the 
frequency of the K-H/CVP vortices and the frequency of the shedding of the vortex ring. 
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Fig. 10 Instantaneous DPIV Data Upstream of Jet Exit for Two Re Cases 
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Figure 12 displays raw DPIV images corresponding to a jet Reynolds number of 36,000 with various 
momentum ratios.  The effect of increasing the crossflow momentum in the jet can be qualitatively 
discerned.  Figure 13 shows the average of 50 processed (median) DPIV images.  Pictured are contours and 
vectors of velocity.  The conditions for these data are the same as those depicted in Figure 12.  The effect of 
increasing the crossflow momentum in the jet can be quantitatively discerned. 

 

       
                M=10               M=8          M=6        M=4 

Fig. 12 Flow Visualizations for Various Momentum Ratios (Ujet=59.6 m/s) 
 
 

     
                  M=10                                        M=8                                           M=6                                         M=4 

Fig. 13 Average Velocity Distribution for Rej=36,000 
 

In both Figures 12 and 13, it is evident that jet penetration is a function of the jet momentum ratio for a 
constant jet Reynolds number.  In Figure 14 raw and processed data are displayed.  The processed data are 
average (50 samples) vectors and velocity contours.  The conditions for Figure 14 were such that the 
momentum ratio was held constant while jet and crossflow Reynolds numbers were varied.  For a constant 
momentum ratio of 10 it is obvious that the jet penetration changes radically with Reynolds number.  From 
this result we can assert that the jet penetration is a function not only of the momentum ratio and axial 
location but also of both jet and crossflow Re numbers.  
 
Figure 11 (Kiel, et. al. 2003) depicts the St decreasing for the Kelvin-Helmholtz vortices.  On further 
inspection, this result is counter-intuitive relative to shedding from circular cylinders and bluff bodies.  
Further assessment of the raw data in Figure 14 also sheds light on this issue.  It is evident from the figure 
that the vortices are reduced in size as the Reynolds number of the crossflow is increased, which is 
analogous to the increase in frequency.  This contradiction can be resolved when the frequency--not the 
Strouhal number--of the data is considered.  Figure 15 depicts the frequency vs Reynolds number for the 
data in Figure 12.  It should be noted that frequency is, in fact, increasing with Reynolds number, 
regardless of momentum ratio.  When comparing Figures 11 and 15, the data indicate that the frequency is 
increasing.  However, from the definition of the Strouhal number, the velocity (in the denominator) is 
apparently increasing more rapidly than the frequency (in the numerator).  This would explain the negative 
trend in Strouhal number.   
 
 
CONCLUSION AND RECOMMENDATIONS 
DPIV was an invaluable tool in this study.  It provided vital physical information concerning the flow that 
could not be obtained with a split-film probe alone and lent further insight into various JICF features and 
their apparent dependence on Reynolds number.  It also revealed that for this range of Reynolds numbers, 
the jet  penetration  is a  function of  both jet and crossflow  conditions in  addition to  momentum  ratio and  
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Fig. 14 Flow Visualizations and Average Velocity Distributions for Various Re Numbers at M=10 
 

 

 
Fig. 15 Frequency vs Reynolds Number for the First Frequency Peak in Kelvin Helmholtz Data 

 
 
axial location.  Finally DPIV verified that while the frequency of the Kelvin-Helmholtz shedding was, in 
fact, increasing, the Strouhal number was decreasing.  These findings are also valuable for flow-control 
efforts.  In further efforts the physical understanding obtained in split-film and DPIV experiments will be 
used to develop and evaluate control-oriented modeling.  In the future, studies on controllability and 
observability with different actuator and sensor configurations will be conducted using DPIV and split-film 
data-acquisition systems.  
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PIV with LED: Particle Shadow Velocimetry (PSV)

Jordi Estevadeordal* and Larry Goss**
Innovative Scientific Solutions, Inc.

2766 Indian Ripple Rd.,
Dayton, OH 45440, USA

A particle-shadow-velocimetry (PSV) technique that employs light sources with
significantly lower power than lasers is introduced as a variant of particle-image velocimetry
(PIV). The PSV technique uses a non-scattering approach that relies on direct in-line
illumination by a pulsed source such as a light-emitting diode (LED) onto the camera
imaging system. Narrow-depth-of-field optical setups are employed for imaging a two-
dimensional plane within a flow volume, and images that resemble a “negative” or “inverse”
of the standard PIV scattering mode are produced by casting particle shadows on a bright
background. In this technique the amount of light reaching the image plane and the
contrast of the seeding particles are significantly increased while requiring significantly
lower power than scattering approaches. The limitations of the technique, its velocity
ranges, and the setup parameters are discussed.

I. Introduction
ARTICLE-IMAGE VELOCIMETRY - (PIV) is a powerful diagnostic technique that is capable of providing
accurate and resolved velocity fields in a variety of applications. High-speed PIV is becoming increasingly

important with the emergence of high-speed laser sources and high-speed video cameras.1 Most PIV techniques
require laser light sources that are capable of high-power, short-duration pulses, allowing instantaneous marking of
seed particles and capture of their scattered light by an imaging system. Presently lasers are the most expensive
component in PIV systems, despite their relatively slow repetition rates in their commercial form. High-speed PIV
is even more costly since it also requires expensive high-speed cameras.

In the present paper an alternative approach, particle-shadow velocimetry (PSV), is introduced, which allows
low-power illumination sources such as LEDs to be used for PIV in many applications. LEDs are inexpensive and
can be pulsed to nanosecond levels and at high-repetition rates;2 their use is proposed here for applications to PIV
measurements in various fields of view and over various velocity ranges. The PSV technique has further advantages
with respect to laser-based PIV because it produces no glare or reflections from surfaces; since LEDs of many
monochromatic wavelengths are available, two-color PIV and multicolor PIV is also feasible.

Applications of the technique for large areas through the use of LED clusters to increase short-pulses brightness
and strategies for controlling the depth of field for imaging a two-dimensional (2D) plane will be also discussed.

One of the main aims of this research is to develop a technique for use in large-scale, high-speed wind-tunnel
applications that can accommodate direct illumination. A schematic of the LED setup for one such application, a
transonic-cascade experiment,3 is shown in Fig. 1. The small size of the LED light-source units and their relatively
simple wiring also make them attractive and feasible for optical diagnostics inside turbomachines.

II. Particle-Shadow Velocimetry (PSV)
The PSV technique is a variant of PIV that utilizes direct in-line volume illumination and an imaging-optics

setup that produces a narrow depth-of-field (DOF) for 2D plane imaging.
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Fig. 1 LED substitutes the laser in transonic-cascade experiment. Narrow DOF imaging substitutes the laser-
sheet thickness.

In PSV the setup permits the DOF, the field-of-view (FOV), and the working distance (WD) to be adjusted by
introducing spacers or bellows between the camera body and various lenses (Fig. 2). In a simple setup that uses
bellows (Fig. 2a), the required extension of the bellows attachment is the product of the reproduction ratio
(magnification) and the focal length.

The DOF decreases with the spacing and large aperture and can produce a very thin, focused plane (e.g., sub-
millimeter). The addition of more than one lens (Fig. 2b) increases flexibility in the combination of the key
parameters (DOF, FOV, WD). Commercially available lenses where used in the present investigation, but custom
designs could yield a smaller setup for achieving the desired parameters. For example, since the DOF is proportional
to the diameter of the lenses, a larger diameter lens would produce a sharper DOF. In the present study the DOF
was on the order of 1-3 mm, and the FOV and the WD could be varied from millimeters to several centimeters.
Another mechanism that was considered for controlling key parameters such as the DOF is image post-processing.
For example, image filtering allows removal of image data that fall beyond a certain intensity threshold, based on
their location from the center of the focal plane. Most PIV techniques utilize such methods. For example,
microscopic PIV4,5 approaches and miniature PIV with LED6 approaches utilize the principle of narrow DOF to
image a 2D plane as well as imaging post-processing filtering techniques. Some approaches employ defocusing
principles to measure the three-dimensional (3D) velocity field.5,7

a)

b)

Fig. 2 Examples of PSV-setup schematics with narrow DOF and direct in-line LED volume illumination.

The micro-PIV approaches are often based on fluorescent tagging of particles4 or on light scattering though
transmitted-light microscopy.5 In fluorescence approaches, particles suspended in the flow [e.g., polystherene latex
particles –(PSL)] are tagged with a dye to excite at a certain wavelength (typically chosen to be near the Nd:YAG-
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laser wavelengths) and emit at another. In transmitted-light techniques, the light is transmitted from a source on the
side of the specimen that is opposite the objective and passed through a condenser to focus it on the specimen for 
obtaining very high illumination. After the light passes through the specimen, the image of the specimen goes
through the objective lens and to the oculars, where the enlarged image is viewed. The most widely used setup for
proper specimen illumination and image generation is known as Köhler illumination, and there the micro-PIV
applications rely on scattering.

The miniature approach of PIV with LED found in the literature6 discusses various setups and results from
forward, backward, and side scattering. Because of weak scattering from the LED, the technique is applied only to
small areas. In other approaches such as holography, scattering and its interaction with the background light is of
major importance when using coherent laser light.8-12 

PSV employs a fundamentally different approach that does not rely on principles such as fluorescence,
scattering, coherence, Doppler, defocusing, or tagging but on the simpler particle shadow cast on a bright
background. This is a consequence of the in-line, zero-degree-deviation direct-illumination setup. Figure 3 is a
schematic of the differences between collection-of-scattering and collection-of-extinction (shadow-casting)
alignment setups. In the PSV mode the angle between the components is zero. A particle lies between the source
and the detector (a camera imaging system in this case) and casts a shadow of a certain area given by the light-
extinction characteristics13 that can be considerably greater or smaller than the geometrical shadow of the particle.
Contrast changes yield particle-shadow-diameter variations and permit the diameter to be adjusted by varying the
intensity of the incident light. A brighter light produces a smaller particle shadow and, as a consequence, yields a
sharper DOF.

a) b)
Fig. 3 Schematic of imaging alignment for scattering mode (a) and PSV mode (b), showing spherical

particle, its scattering (dashed), and its shadow from background light directed from left to right.

Figure 4 shows image samples comparing the two setups in particle beads on a glass. Having the particles fixed
in the glass allows the exposure time to be adjusted and reveals the differences in the images. Both have the same
short DOF. The appearance of the images in the PSV approach is that of an “inverse” or “negative” image with
respect to that from scattering. For given LED pulse characteristics, the efficiency of the scattering set-up (non-
direct illumination) was observed to be very low compared to that of the PSV setup (zero-degree angle of
illumination). As with the PIV-with-LED approaches found in the literature,6 the capture of scattering images could
be accomplished only for very small distances and regions (WD and FOV). In the PSV mode, the LED light is
directed straight onto the camera, and shadows of seeding in a bright background result, with a “inverse-PIV” or
“negative-PIV” appearance.

(a) (b)
Fig. 4 Side-scattering image (a) and PSV image (b). Particle beads on glass were used.

Although a rigorous study has not yet been performed, some PSV features can be readily explained using
particle absorption and scattering-of-light principles13 that predict the interaction between light and particles in the
present PIV ranges. Of greatest interest here is the light-particle interaction and its effect behind the particle, the
region associated with forward scattering or, using a term that shares some terminology with fluid mechanics, the
“electromagnetic-wake region.” For example, the following argument clarifies why the region with the highest
scattering efficiency--forward--has little to no effect. The particle image recorded on a camera is a result of the
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extinction of the (in-line) light caused by absorption and scattering, as opposed to the forward scatter of any light by
the particle. The extinction produces a shadow, while forward scatter brightens the particle image. In the basic setup,
the only forward scatter that could contribute to the particle image is that of a very small angle, i.e., only the light
that would be scattered directly into the recorded image of the particle. All other forward-scattered light would
contribute only to an increased background over the entire image. This means that only a small angular fraction of
the forward scatter affects the particle contrast. Therefore, the strong forward source light always has a much greater
influence than the scattering.

The ratio of extinction to forward scatter depends on the particle size; but in most cases, extinction is ten times
larger than forward scatter. This becomes further reduced since the only concern here is forward scatter in a very
small angular region. Any scatter outside this region becomes extinction. This consideration likely reduces the ratio
from 10 to 1 to more than 1000 to 1. Therefore, it is unlikely that any effects of the forward scatter are recorded.

From a diffraction perspective, it can also be explained that the contribution from diffraction in obscuring the
region behind the particle would be negligible, unless the illumination was very strong. There the PSV setup can be
thought of as just the inverse of the “slit experiment” for a sufficiently large particle. Therefore, the shadows result;
diffraction would keep the light from being completely obscured, but blockage of the source light always dominates.
In the Mie-scattering plots, the source intensity is not included; and in any event, it is indeed blocked by the particle
(e.g., a geometrical, ideal single ray of light). In practice, all of the source rays that are not scattered by the particle
can be detected.

The other crucial component in PSV is the use of short DOF to image (or cast) the focused shadows. The length
of the shadow is a function of the intensity of the illumination, based on the previous arguments. Micro-PIV studies4

have shown that in a volumetric illumination, all particles in the volume contribute to scattering. Extension to the
PSV technique, where scattering is “overshadowed,” yields a volumetric-particle shadow field that has similar
results in the focal plane; that is, shadows are observed only when they are in focus with the maximum in the focal
plane and become invisible (in the form of fainting background noise) when out of focus (Fig. 5). The rate of
defocusing can also be assumed to be proportional to the diffraction pattern of the particles (assuming that they are
point sources imaged through a circular aperture or lens), the pattern having a maximum intensity (corresponding to
the Airy function for Fraunhofer diffraction) at the focal plane of the lens (Fig. 6) and decreasing very rapidly.
Typically the DOF is arbitrarily defined as a specified fraction of that maximum. The overall signal-to-noise ratio
can be improved through filtering, brightness, and seeding density. Therefore, for planar PSV measurements, the
out-of-focus contribution can be minimized in the final contribution to the velocity correlation. Alignment is very
critical also since aberrations (e.g., spherical) can occur if the components in the optical path are misaligned.

Fig. 5 Contribution of particle shadows to image is restricted to focal plane, with greater contribution from
those at the center.

(a) (b)
Fig. 6 With sharp DOF, all particles in illuminated volume scatter light and produce shadows, but

diffraction pattern (a) has maximum intensity (Airy function) at focal plane of lenses. DOF is defined
as specified fraction of that maximum. This effectively results in only 2D slice of illuminated volume
being imaged (b). 
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In PIV, velocity is found by calculating the particle ensemble displacements between two instantaneous time
snap-shots, which is generally accomplished through correlation techniques such as using FFT on the image signal.
The signal information is generated from changes in intensities; therefore, the same technique can be used for PSV
since it is based on information from particle ensembles, although the intensity information is inverted to that from
PIV. A subtle difference is that in PIV the particles intensities have a shape such as Gaussian whereas in PSV this
shape has not been determined yet and depends on the aforementioned light-particle interaction characteristics.
Although this appears to have a negligible effect (e.g., in the correlation peak finding) the method has been
calibrated for accuracy as will be explained in the following section. Moreover, since the interest is in the shift or
displacement between two signals rather than the signal characteristics themselves, techniques such correlation are
applicable to that effect. The PSV image with particles having the lowest intensity compared to the maximum
intensity of the background can be readily inverted and generate a PIV-like signal if desired, as will be shown in the
following section.

III. Results
In this section some results pertaining to the PSV technique are presented to proof the concept validity and

feasibility. First, some samples of LED pulses are displayed, together with some applications showing their
capabilities; next, images from a variety of particles and conditions are compared; then, some results from filtering
techniques are presented; and finally, some results of flow tests with jets in water and air for several particle sizes
and shapes are presented.

The fact that the LED can be pulsed at any rate made it very attractive for velocimetry. This capability is not
shared by other sources like lasers or Nanopulsers2 which generally have lower and fixed repetition rates (although
shorter pulses at present). Pulses from LEDs that were used ranged from tenths of nanoseconds to microseconds.
The choice of pulse depends on the velocity of the flow and the magnification, and the pulse must be sufficiently
short to freeze the motion while providing sufficient illumination. The red LED is preferred since the CCD camera
has its higher spectral sensitivity in the upper-red region. However, an available blue cluster (ISSI) was used to
obtain most of the present results because it provided brighter shorter pulses. A red LED cluster will be tested in the
future in attempts to gain more efficiency and shorter pulses that would be a requirement in many transonic and
higher speed applications. A single LED can be also used if the velocity ranges and other parametes (WD, FOV) are
appropriate.

Some sample pulses are shown in Fig. 7. It can be observed that short pulses can be obtained in the range of
tenths of nanoseconds (a), even though they are shaper in the microsecond range (b). A train of pulses is also
possible, as shown for the case of 100-nsec pulses (c, d). The vertical axis is in arbitrary units (A.U.) since it is the
measured voltage from a photodiode. The actual optical energy was not measured. However, the amplitudes shown
(except for “d”) can be compared since measurements were made under the same conditions. The photodiode has a
rise time of tenths of nanoseconds, which should be taken into account when analyzing the pulses. Because of heat
limitations, the LEDs have a limited duty cycle; therefore, unlimited pulses at very high repetition rates would
require special designs.

-50 0 50 100
nsec

0 0.5 1 1.5

usec
0 1 2 3 4 5 6 7 8

usec

500 750 1000 1250 1500 1750 2000 2250

nsec

(a) (b) (c) (d)
Fig. 7 LED pulse-shape samples: 40 nsec (a), 1 µsec (b), and train of pulses 100 nsec wide at repetition rate

of 1 µsec (c) and 200 nsec (d). Y-axis is A.U. (voltage from photodiode).

The camera used in the present experiments was a standard cross-correlation PIV camera (ES1) with 1k x 1k
pixels at a 15-Hz repetition rate. Other cameras with higher sensitivity and higher repetition rate were not tested but
could be used to achieve better results. On the other hand, relatively inexpensive commercial cameras with
detachable lenses have high resolution (although slow repetition rate) and could also be used in the auto-correlation
or the two-color-PIV mode. 14,15 If these cameras were coupled with a single LED, a very inexpensive PIV system
could be achieved that would still useful for many experiments and yield high-resolution, accurate results.
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The effect of exposure time is readily demonstrated in an air flow seeded with 10 micron (10-µ) cornstarch
particles (Fig. 8). With short pulses the particle shadows appear to be instantaneously frozen (a), but with longer
exposures their traces appear (b). In a region of the flow with gradients, both particles and traces are observed (c).
Traces could be used to generate velocity vectors, as in particle-streaking velocimetry, although the possibility of
out-of-plane motion can produce uncertainties. For the auto-correlation and multiple-exposure mode, a train of
pulses can be used; here they are shown in the double-exposure (auto-correlation) mode and multiple-exposure
mode in a single frame (Fig. 9) for a slow flow with bubbles. The frames are also shown with image inversion to
allow comparison with the standard PIV view (c, d). It can be noted how larger bubbles cast a bright spot in their
center because of their lens effect, which focuses the light into a spot.

(a) (b) (c)
Fig. 8 Exposure time effect. Air jet seeded with cornstarch (10-µ diam) particles; details showing point (a),

traces (b), and gradient (c) when LED pulse is 1 µsec exposure (a) and 5-µses (b, c). Images show
detailed regions with FOV of few millimeters from a larger image.

(a) (b) (c) (d)
Fig. 9 Auto-correlation or single-frame double-exposed mode (a, c) and multiple-exposure mode (b, d).

Particles are bubbles from jet in water. Exposure time was 4 µsec and DT 1 msec. Their inverted
images are also shown (c, d) for comparison with standard PIV images. Images are detailed regions
with FOV of various millimeters from a larger image.

The effect of coherence was also explored. Figure 10 compares a detail of bubble shadows from LED and laser
light. The LED was tested initially with diverging, focused, and collimated illumination and yielded similar results.
Laser light was collimated in a larger diameter beam and attenuated prior to directing it to the camera, in a similar
manner as when performing digital in-line holography.9,10 Both cast particle shadows. LED images could be
obtained with pulses on the order of hundreds of nanoseconds.

(a) (b)
Fig. 10 Comparison of LED light versus coherent laser light in PSV mode. Bubble shadows from LED (a) vs

laser coherent light (b); LED 4 µsec.
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It is obvious that PSV images contain a variety of background-noise textures due mostly to out-of-focus
data. Their contribution to the correlation function can be reduced significantly by the optical characteristics of the
technique; since these textures contribute to noise, they should be removed. During the experiment this can be done
by increasing the illumination; but it can also be accomplished during post-processing by applying filtering
techniques that effectively reduce that noise level and produce a sharper image, effectively reducing the 2D plane
thickness. One example is shown in Fig. 11 where a threshold intensity filter was applied. Other filters available
are based on analysis of the spectral content of the image and removal of the frequencies associated with noise. The
image is orange due to the combination of the two greyscale frames in a two color mode (first frame colored red and
second colored green) for presentation purposes. The inverted image is also added [Fig. 11(c)] for comparison with
the laser-sheet image [Fig. 11(d)] obtained from the same flow. In an effort to perform further calibration of the
technique, the flows were used to calculate velocity fields from LED and from laser sheets, and paired-statistical
analyses showed negligible differences.

(a) (b) (c) (d)
Fig. 11 Image post-processing to reduce out-of-focus and other background noise. Bubbly-jet images are

shown for PSV original (a) vs filtered (b). Filtered image is also shown inverted (c) and compared
with laser-sheet PIV image (d) of the same flow.

The particle size, its image-shadow size, and their relation to the illumination intensity were explored
experimentally to assess the feasibility of the technique in various flow media. Figure 12 shows samples of bubbles
imaged with 500-nsec pulses (a), submicron-sized PSL particles in water (b), and cornstarch (10-µ diam) in air with
two exposure times (c, d).

(a) (b) (c) (d)
Fig. 12 Media, particle size and shape, and exposure-time effect: a) water jet (bubbles), 500-nsec exposure;

b) water jet (PSL, 1-µ diam), 4 µsec exposure; c) air jet (Cornstarch 10-µ diam) 1 µsec exposure; d)
same as (c) with 5 µsec exposure FOV~10 mm.

Experiments were also conducted to assess experimentally the effect of the seeding density, and it was found
that high-density seeding was also feasible since it did not have significant effect on the sharp DOF plane and
velocity field. The cloud of seed remains invisible outside the DOF plane, and correlation could be readily obtained.
Figure 13 shows two images (each two-color combined) for comparing medium seeding and heavy seeding. Both
provided excellent correlation maps [sample shown in Fig. 13 (c)].
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(a) (b) (c)
Fig. 13 Effect of seeding density: Medium (a) and heavy (b) and a velocity field (c). Exposures=200 µsec,
DT=5 µsec, FOV ~25 mm.

Finally, some examples of velocity fields obtained with the PSV technique are presented. Figure 14 shows an
example of double exposure from free flow using sub-micron smoke particles (mixture of glycerin and ionized
water). A single LED (blue) in PSV “in-line” mode with two exposures of 100 µsec and 5 µsec apart was used
(FOV is 3 mm). Figure 15 shows the PSV image and its derived velocity field from a jet in water using PSL seed
(FOV is 10 mm), and Fig. 16 shows an air jet seeded with 10-µ cornstarch particles (FOV is 10 mm).
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Fig. 14 PSV with LED. Example of air flow with smoke particles (0.5-µ diam); FOV = 3 mm.

X (Pixels)

Y
(P

ix
el

s)

200400600800

200

400

600

800

Speed

12
11
10
9
8
7
6
5
4
3
2
1

Fig. 15 PSV with LED. Example of water-jet flow with PSL particles; FOV=10mm.
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Fig. 16 PSV with LED. Example of air jet flow with cornstarch particles (10-micron); FOV=10mm.

The technique can also be used for flow visualization. Figure 17 is an example of flow visualization using PSV
with LED in PSV mode, showing three instants of a drop of water heavily seeded with PSL particles into water.

(a) (b)
Fig. 17 PSL drop into water; three instants (colored). PSV original (a) and inverted (b).

Another attractive result of the technique is that, in addition to the significant reduction in cost by using LEDs
rather than lasers, the camera need not be a costly PIV cross-correlation camera; a commercial less expensive
camera in auto-correlation mode or in the two-color mode can be used.14,15 In the color-camera approach, the chip
has red, green, and blue filters on the pixels (RGB). Each color plane RGB reacts only to that color, in principle.
The exception is cross-talk between channels. This is solved in a manner similar to that used in a normal multiple-
color PIV case, namely, by subtracting a small portion of the offending color plane from the color plane of interest.
For example, if the red bleeds into the green by 10%, then this would be handled by subtracting 10% of the red
image from the green. This is effective because the amplitude of the correlation peak is weighted by the number of
pairs in the interrogation area, the size of the particle pairs, and the intensity of the pairs. By subtracting a bled
component (red), the normal component (green) is effectively enhanced. This was tested with a commercial color
camera, and a small bled between the blue and green components based on a RGB LED lamp (ISSI), was cleaned by
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subtracting a small portion of the green from the blue. Two-color PSV-with-LED results and other applications such
as particle sizing will be presented in a future paper.

IV. Conclusions
A PSV technique was introduced as a variant of PIV. This technique allows light sources with significantly

lower power than lasers to be used. The technique employs a non-scattering approach that relies on direct in-
line illumination by a pulsed source such as a LED onto the camera imaging system. The technique then uses
narrow depth-of-field optical setups for imaging a two-dimensional plane within a flow volume and produces
images that resemble a “negative” or “inverse” of the PIV mode by casting particle shadows on a bright
background. In this technique the amount of light reaching the image plane and the contrast of the seeding
particles are significantly increased while requiring significantly lower power than scattering approaches.
Limitations and advantages of the technique, the velocity ranges covered, and other parameter ranges were
discussed.
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Development of a Fiber-Optic PIV System for
Turbomachinery Applications

Jordi Estevadeordal,* Terrence R. Meyer,† and Sivaram P. Gogineni,‡

Innovative Scientific Solutions, Inc., Dayton, OH 45440

and

Marc D. Polanka§ and James R. Gord**

Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson AFB, OH 45433

A fiber-optic particle-image velocimetry (FOPIV) system capable of delivering short,
high-power laser pulses and of acquiring double-exposure images in flows without direct
optical access is presented. The system is capable of delivering Nd:YAG laser pulses of 5-ns
duration and up to 50 mJ/pulse at 15 Hz rates through a single multimode silica fiber of
1000- to 1500-micron diameter. The tip of the laser fiber is terminated into a housing block
that contains the laser-sheet forming optics. Image transmission to the PIV camera is
accomplished through a high-density 1.4-mm-diameter flexible fiber bundle composed of
100,000 quartz microfibers. A lens system is attached to the end of the imaging fiber and is
designed for optimal flatness of the object plane with minimal distortion; for the current
turbomachinery application it produces a flat image of a 25-mm diameter viewing area 50
mm from the object plane. This distance to the object plane is selected to maximize both
viewing area and light-scattering intensity from the micron-sized seeding particles. The
capabilities and limitations of the system are described, and results from various studies are
presented, including preliminary data from a short-test-duration turbine-engine facility
without direct optical access. This application required that the PIV hardware be mounted
through an interior instrumentation ring that rotates during the experiment.

I. Introduction
PTICAL-DIAGNOSTIC techniques for turbomachinery often demand special designs and strategies to allow

measurements within interior regions. In some cases it is possible to allow optical access for imaging through
windows on the machine housing and ports for probes to deliver the laser sheet.1-3 In addition, optical guides can be
designed for laser delivery, and micro cameras, tethered camera heads, or fibers can be used for imaging. These
approaches minimize the modifications that may otherwise be imposed on existing test sections and enable the use
of more realistic test geometries.

Although the advantages of using fibers for imaging and laser delivery are obvious, this approach is more limited
in resolution and accuracy when compared to non-fiber-based methods and should be used selectively. The present
work introduces a fiber-optic-based approach to allow PIV measurements in test facilities that do not have direct
optical access, have limited space, or require the optical train to be mounted on moving interior components. The
current design can be extended to applications with high temperature and pressure conditions, such as combustion
chambers, provided that the probes are properly shielded.

The paper outlines the design characteristics of the imaging fiberscope and laser-sheet delivery fiber and
characterizes the resolution and performance of the system though various laboratory tests in water and air flows.
The seeding system used to acquire data in the turbomachinery application is also described, and preliminary results
are presented from tests performed in a short-duration turbine-engine facility.
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II. Experimental Set-Up

A. High-Density Imaging Fiber
Imaging in facilities without direct optical access

typically requires insertion of probes such as rigid
boroscopes. If the use of rigid probes is not possible, such
as in turbine facilities with internal moving parts and small
gaps, flexible boroscopes or fiberscopes can be used to
transmit images.4-6 Fiberscopes are presently made with
tens to hundreds of thousands of microfibers or ‘fiber
pixels’. Whereas rigid boroscopes use optical lenses and
are limited only by the camera CCD-chip resolution,
fiberscope resolution is limited by the amount of fibers that
compose it. Due to the microfiber array, they also produce
a background pattern noise referred to as ‘honeycomb’ or
‘chicken wire’ pattern.

A high-density imaging fiber bundle composed of
100,000 microfibers, each of 4.5-micron diameter, was
selected for the present fiberscope application. The outer
diameter of the bundle was 1.7 mm, but the active image
area was 1.4 mm in diameter. A 1000 × 1000 array CCD
camera with pixel sizes of 9.4-microns and a magnification
of 6.7 (9.4 mm / 1.4mm) occurs assuming full CCD area is
usable; thus, each microfiber gets magnified to 30 microns
(4.5 micron × 6.7) resulting in about three (30 / 9.4) CCD
pixels per microfiber.

Figure 1 shows a schematic end view of the fiberscope
tip along with the miniature lenses assembly within the
imaging block. The lens arrangement was designed to
accommodate the limited space available within the test
section housing while yielding optimal brightness and flatness in the image of the particle field. The simplest
approach would have utilized a pinhole camera, but this would have resulted in low signal levels. Since Mie-
scattering from submicron particles must be collected in a small aperture, the most important criterion to achieve
optimal brightness in the design of the lens system was low f-stop. As a result, the distance from the imaging lenses
to the object plane was minimized. To reduce the spherical aberration incurred by the miniature lenses and near-field
viewing, an achromat doublet for focusing and image flatness was utilized. Given the desired field of view of 25-
mm to maintain sufficient resolution, a final f-stop of 1.9 was achieved with an object distance of 50 mm. Figure 2
shows pictures displaying the flatness and sharpness obtained with the fiberscope design. Since the fiber is circular,
the useful image is a circular area inscribed within the square CCD chip. The outer region of this 25-mm diameter
circular image experienced increased distortion and noise and was disregarded in the PIV image analysis. This
approach minimized the need for target calibrations and post-processing corrections that always induce more errors.
The 3-mm lenses were barrel mounted for easy
assembly to the fiber tip. An additional steel barrel
with a 45-degree turning prism can be attached at the
end of the lens probe whenever necessary. A
potential source of noise within the PIV images
results from the ‘honeycomb’ or ‘chicken-wire’
pattern that occurs at the tip of the fiber bundle
where the image is formed and transmitted, as
shown in Figure 3. Techniques to remove or
minimize this noise include image subtraction, out-
of-focus filtering in post-processing,4-5 and lens
defocusing. The latter approach, shown in Figure 3,
produced good results in the calibration tests from
laboratory PIV measurements.

Figure. 1. Schematic of the imaging-fiber tip
design showing the lense housing (left) and the
end face of the fiber bundle (right).

Figure 2. Imaging-fiber calibration targets
showing image flatness and sharpness.

Figure 3. Fiber “chicken-wire” pattern (left) and effect
of defocusing (right).
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The present fiber is rated for temperatures up to 450ºF and its maximum bending radius is 130 mm, due to the
silicone resin limitations. Other than being more costly, there are no physical disadvantages in having long fibers
since the fiber is made of quartz, which has less attenuation when compared with other materials such as borosilicate
glass. The fiber was covered with a plastic outer sheath for protection. Applications in environments with higher
temperatures and pressures, such as combustion chambers, would require further shielding of the fiber bundle and
probe housings.

B. High-Power Fiber Optics for Nd:YAG Delivery
The criteria for choosing a fiber–based PIV laser-sheet delivery system include the capability to withstand short

high-power pulses, low-noise output, small diameter, and flexibility. A multimode single fiber was selected because
it eliminates the use of epoxy between microfibers and results in superior high-power performance along with
cleaner output and reduced speckle when compared with fiber bundles Single fibers also allow 100% of the fiber
area to be utilized. This is in contrast to with fiber bundles, which have up to 35% transmission loss as well as
increased noise because of gaps between the individual microfibers. As a result, the laser sheet quality from a single
fiber is significantly superior to that achieved using from fiber bundles. In addition, no diffusers are necessary for
PIV-image collection because noise and speckle are significantly reduced. A disadvantage of single fibers as
compared with fiber bundles is reduced flexibility.

Relatively large fiber diameters (1000 to 1500 microns) were selected in the current work to allow for power
transmission levels of up to 50 mJ/pulse while allowing bend radii of 100 mm or less. The In PIV applications that
require a thin laser-sheet to be formed, smaller diameters are desirable to allow for smaller focusing and collimation
capabilities at the output. Several designs for delivery of a variety of laser pulses for PIV applications can be found
in the literature.7-10

The single fiber contained a fused silica core with a numerical aperture of 0.22.Various techniques were devised
to allow control of the laser sheet characteristics, as shown in Figure 4. The connectors are modified to allow high
power as these areas are more vulnerable to laser damage; The fiber ends are bored out to remove epoxy and other
material from the fiber perimeter and the tip is held in a cantilevered manner. This significantly reduces the fiber
breakdown that results when beam misalignment focuses laser energy outside the fiber core on portions of the
connector that could easily burn. A heat sink can also be attached to the rear of the connector to conduct extraneous
heat away from the fiber, further reducing the possibility of breakdown. This sink however is mostly intended for
continuous-wave operation, however, and is not critical for pulsed applications like PIV. Short fiber cords 12 inches
in length were used in most laboratory experiments reported here. The longer fibers employed in turbomachinery
tests were armored with stainless-steel flexible cable for mechanical protection. A length of two meters was
selected based to minimize transmission losses (0.1 dB/m or 2% per meter) while accommodating the test section
geometry. Power losses of 4.5% occurred at the air-silica interfaces. The laser output had a solid-angle divergence
of about 25.4 degrees.

The sheet formation optics were attached via a laser delivery probe and laser block attached to the tip of the
fiber, as shown in Figure 4. Design of the optics was challenging due to the loss of coherence, high divergence, and
high power of the output beam. While line-sheet generators for fiber optic laser systems are commercially available,
they are not capable of handling high-power and large-diameter beams. Diverging light can be readily focused but
not readily collimated for long distances. Speckle noise resulting from the interaction of the various modes within
the fiber was observed to have negligible effect in the present PIV applications, alleviating the need for filters or
diffusers in the laser delivery probe. In addition, there is no internal noise like those observed in bundles due to
interfaces between individual fibers. A significant challenge in the turbomachinery application resulted from space
requirements; the present module had to be capable of generating a laser sheet at less than 100 mm from the end of
the laser-deliver probe. High-power coated cylindrical lenses in various combinations produced laser sheets at the
various locations of interest with an evenly illuminated laser-sheet height of 25 mm and a thickness of sub-
millimeter or higher depending on the required brightness. Larger areas can be covered with thicker sheets if
uniform illumination is not important. For the present application, which requires the use of small imaging lenses, a
1.5- to 2-mm thick and 25-mm long laser sheet was formed. Figure 4 shows a picture of the laser sheet, a schematic
of the probe-tip design, and a picture of the relatively homogeneous speckle pattern observed without sheet-forming
optics. To avoid damaging the laser-delivery fiber, special adapters were used to prevent focusing inside the fiber.
The relatively short two-meter length also avoided damage from nonlinear modes that can develop within lengthy
fibers. Since the pressure inside the turbomachinery test section was above atmospheric conditions for these tests, a
final requirement included sealed connections between the fiber and the laser-sheet deliver probe.
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The laser source for the current work was a New-Wave double-pulse laser at 15-Hz repetition rate, 4.5-mm beam
diameter, 5-nsec pulse duration, 2-mrad divergence, and 120 mJ/pulse. This pulse duration and energy level
produced enough scattered light to be captured by the fiberscope and PIV camera, which consisted of a MegaPlus
ES1.0 with 9.4 × 9.4-micron pixels and a fill factor 55%.

In all cases seed particles of 10 microns or larger were used to allow enough scattered light to be captured by the
fiberscope system. This particle size was also optimal for PIV post processing given the limited resolution of the
imaging fiber. A water jet flow with bubbles was chosen for seeding tests in liquids, and jet air flows seeded with
cornstarch particles of 10 microns were chosen for seeding tests in air and for turbomachinery. The cornstarch
particles faithfully follow the flow even beyond transonic speeds and they have the size to yield brighter particle
images of around three pixels on the fiberscope image. The particle image size can be further adjusted through
image defocusing to yield more accurate PIV results.

III. Results and Discussion

A. Fiber-Optic Particle Image Velocimetry (FOPIV)
The feasibility of the FOPIV approach was assessed in liquid and gaseous laboratory flows and demonstrated in

a turbomachinery test facility. Initial calibrations were performed on the fiber-based light-delivery system to
determine laser sheet thickness and span, image flatness, and resolution from various grids. Preliminary tests for PIV
began with rotating wheel calibrations, and followed with channel and jet flows in water and air. Image brightness
was tested using various particle shapes and sizes to determine an optimal seeding strategy. Results from the fiber-
based system were compared with results from a standard PIV camera with a 105-mm macro lens to verify the

(a)

(b) (c)

Figure 4. (a) Image of laser sheet from the fiber probe, (b) schematic of the laser-sheet delivery optics,
and (c) image of the uncollimated laser output with low speckle.
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accuracy of the fiberscope and the adequacy of the laser sheet. Finally the fiber-based system was designed for
installation in the Turbine Research Facility (TRF).

Figure 5 shows simultaneous images and PIV vectors collected using a 105-mm lens and the fiberscope system
in a water flow perturbed by a bubbly jet moving upwards towards the free surface. The lens and fiberscope were
mounted on two identical PIV cameras (ES 1.0) and were synchronized and aligned to obtain the same instantaneous
picture for comparison. Paired-statistical analyses of the vector fields from the fiber- and non-fiber-based imaging
systems were then performed to assess similarities or differences in performance. After matching the field of view
of each image and disregarding obvious outliers from each vector field, the average difference in velocity magnitude
was calculated to be 0.05 pixels per image pair, indicating that accurate velocities can be obtained by the fiberscope
system even for sub-pixel displacements and despite the factor degradation in image resolution. Figure 6 shows a
comparison between PIV data acquired using the 105-mm lens and data acquired using the fiberscope in an air jet
seeded with cornstarch particles (10 microns). Again, both images were obtained simultaneously for direct
comparison and were illuminated by the same non-fiber-based laser-sheet. The particle-scattering field clearly
shows the expected degradation in resolution from the fiberscope, although the velocity fields are very similar.
Figure 7 shows an image comparison for the air-jet flow but now comparing the full fiber-based imaging and laser
delivery system with the standard PIV camera lens and sheet-forming optics. While the resolution is degraded by the
fiberscope, accurate vector fields can still be acquired. When using the fiber-based sheet-forming optics with a 105-
mm lens, as shown in Figure 8, the interrogation cells can be as small as standard PIV and the high-resolution vector
field can be recovered through the use of multipass algorithms.2 This produces details of the jet velocity field that
are clearly discernible; vortical structures along the shear layer are highlighted in Figure 8 by subtracting the shear
layer convective velocity.
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(a) 105-mm lens (b) Fiberscope

Figure 5. PIV images and vectors in a two-phase flow comparing the (a) 105-mm lens with the (b) fiberscope.
Both images were aligned to same view and collected simultaneously with the same model camera.
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105 mm lenses Fiberscope 105 mm lenses Fiberscope

Figure 6. PIV images and vectors in an air jet seeded with 10-micron particles comparing the 105-mm lens
with the fiberscope. Both images were illuminated with a non-fiber laser sheet, aligned to same view, and
collected simultaneously with the same model camera.

105 mm lenses Fiberscope 105 mm lenses Fiberscope

Figure 7. PIV images and vectors in an air jet seeded with 10-micron particles comparing the 105-mm lens
with the fiberscope. Both images were illuminated with a fiber-based laser-sheet, aligned to same view, and
collected simultaneously with the same model camera.
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Figure 8. Data from Fig. 7 can produce high- Figure 9. TRF rig showing supply tank, turbine
resolution PIV with the 105-mm lens. test section, and vacuum tanks.
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B. Turbine Research Facility (TRF)
The TRF, shown in Figure 9, is a blow-down rig capable of testing full-scale turbine hardware. It matches all

relevant aerodynamic and heat transfer parameters including Reynolds number, corrected speed, and pressure ratio.
A typical test sequence consists of the following steps. The supply tank is filled with test gas and then heated and
pressurized to desired conditions to match Re. The dump tanks are evacuated and the isolation valve is set to a
desired open flow area and pressure ratio. The turbine is then spun with the air motor to slightly above the test
speed, the motor is disengaged and the turbine is allowed to spin down until it reaches the test speed. The system
then automatically triggers the main valve to start the flow and the eddy brake controls the turbine speed during the
five second test.

The PIV experiments presented here were performed in a combustor simulator producing inlet temperatures,
pressures, and turbulence profiles that are representative of the real turbine environment. The goal is to understand
turbine inlet flow-fields. The preliminary PIV experiments presented herein were designed to demonstrate the
feasibility of inserting PIV probes within the instrumentation ring, acquiring images, delivering a laser sheet, and
testing the seeding. Probes were custom made for the PIV tests and were inserted into housings mounted within the
instrumentation ring. Figure 10 shows pictures of the probe designs. The 1.27-meter rotation ring is designed to
rotate up to 120 degree during each test to capture data at various circumferential locations. Fiber-bending
limitations restricted the PIV tests to a rotation of 16 degrees through the use of stainless-steel bellows for
compression and expansion (Fig. 10). The probes could be extended in the radial direction also to allow data to be
captured at various radial positions. Test of the seeding system showed that it provided an adequate particle density
in the region encompassed by the 16 degrees rotation. The seeding system was a pressure-driven cyclone type filled
with solid particles (cornstarch, 10 micron) and connected to a 12.5-mm diameter stainless steel rod inserted radially
20 diameters upstream of the PIV test area. The seed was injected from the rod into the turbomachinery housing via
3.175-mm-diameter jets facing upstream to minimize intrusion on the flow and produce a larger seeded region. The
seeding jets were located in the rod such that they seeded various internal chambers of the flow facility that
delivered air to the PIV test section.

The amount of runs are limited in a facility of such complexity and although all the FOPIV hardware was
mounted and tested prior to the runs with the rig open (except actual seeding) the fiber for the laser delivery broke.
Therefore for the present PIV results, the ring was kept stationary during the tests and the laser-sheet was delivered
through a specially made delivery rigid probe similar to those used in previous turbomachinery applications.1,2 A
laser-fiber delivery has not been tested in the facility. Results from four preliminary PIV runs of 5 seconds duration
each are presented. Figure 11 shows samples of PIV images and velocity fields with linearly interpolated velocity
contours obtained at 1.16 and 3.36 seconds after the main valve was opened. The bright tilted line in the images
occurs due to scattering from the laser deliver optics and represents the inner surface of the turbomachinery test
section. Note that instantaneous velocity vectors are captured within about 4 mm from the wall and successfully
track the decrease in velocity over time.

IV. Conclusions
A fiber-optic particle-image velocimetry (FOPIV) system for laser-sheet delivery and double-exposure image

acquisition in flows without direct optical access was presented. Results included laboratory tests for calibration and
a fiberscope application to turbomachinery without direct optical access. Compared with standard PIV, the system
limitations include lower resolution, smaller fields of view, increased noise, and the requirement of using larger
seeding particles. For applications with internal regions of interest that are not directly accessible or that are housed
within moving exterior housings, the current work demonstrates that the FOPIV approach is viable and can yield
results with acceptable accuracy and resolution. Future work includes further characterization of system accuracy
and further tests in turbomachinery applications. The next design phase will include the evaluation of more sensitive
cameras with high-speed capabilities to enable the use of lower laser powers and longer pulses for increased data
acquisition rates in the short-duration turbomachinery tests.
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Figure 10. TRF FOPIV Probe assembly on the rotating instrumentation ring.
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Figure 11. (a) Particle-scattering image (left) and double-exposure image (right) along with instantaneous
velocities (left) and linearly interpolated contours (right) from tests in the TRF at (b) 1.16 seconds and (c) 3.36
seconds after the main valve is opened.
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An Investigation Of Particle-Shadow Velocimetry (PSV) For
Transonic-Flow Applications
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The particle-shadow-velocimetry (PSV) technique that employs light sources with
significantly lower power than lasers is investigated as a variant of particle-image
velocimetry (PIV) for high-speed flow applications. The PSV technique uses a non-scattering
approach that relies on direct in-line illumination by a pulsed source such as a light-emitting
diode (LED) onto the camera imaging system. Narrow-depth-of-field optical setups are
employed for imaging a two-dimensional plane within a flow volume, and images that
resemble a “negative” or “inverse” of the standard PIV scattering mode are produced by
casting particle shadows on a bright background. In this technique the amount of light
reaching the image plane and the contrast of the seeding particles are significantly increased,
while the power required is markedly lower than that demanded by scattering approaches.
An investigation of the technique for transonic-flow applications is presented.

I. Introduction
ARTICLE-IMAGE VELOCIMETRY - (PIV) is a powerful diagnostic technique that is capable of providing
accurate and resolved velocity fields in a variety of applications. High-speed PIV is becoming increasingly

important with the emergence of high-speed laser sources and high-speed video cameras.1 Most PIV techniques
require laser light sources that are capable of high-power, short-duration pulses, allowing instantaneous marking of
seed particles and capture of their scattered light by an imaging system. Presently lasers are one of the most
expensive component in PIV systems, despite their relatively slow repetition rates in commercial form. High-speed
PIV is even more costly since it also requires expensive high-speed cameras.

In the present paper an alternative approach, particle-shadow velocimetry (PSV),2-4 that allows low-power
illumination sources such as LEDs to be used for PIV is investigated for high-speed flow applications. LEDs are
inexpensive and can be pulsed to nanosecond levels and at high-repetition rates.2-5 The PSV technique has further
advantages with respect to laser-based PIV because it produces no glare or reflections from surfaces; since LEDs of
many monochromatic wavelengths are available, two-color PIV and multicolor PIV are also feasible.

Among the main challenges in applying the technique to high-speed flows are those related to the particle size
and the light-pulse duration. The particles have to be small enough to faithfully follow the flow but their shadows
have to be large enough to be recorded in the imaging sensor. At high speeds and large magnifications the light
pulses used for PSV might not be short enough to instantaneously freeze the seeding particles motion and might
produce traces or streaks. This investigation addresses these two challenges by studying various parameters that
influence the particle-shadow image size and the capability of obtaining velocity information from their traces. A
schematic of the PSV setup for a transonic-cascade experiment,2, 6, 7 is shown in Fig. 1. The LED light-source units
are small and have relatively simple wiring, which makes them attractive for optical diagnostics inside
turbomachines.
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Fig. 1 Schematics of PSV setup in transonic cascade experiment. LED replaces laser and
narrow DOF optics image a 2D plane.

II. Particle Shadow Velocimetry (PSV) Technique
The PSV technique is a variant of PIV that utilizes direct in-line volume illumination and an imaging-optics

setup that produces a narrow depth-of-field (DOF) for 2D plane imaging. In PSV the setup permits the DOF, the
field-of-view (FOV), and the working distance (WD) to be adjusted by introducing spacers or bellows between the
camera body and various lenses (Fig. 2). In a simple setup where bellows are employed [Fig. 2(a)], the required
extension of the bellows attachment is the product of the reproduction ratio (magnification) and the focal length.
The DOF decreases with the spacing and large aperture and can produce a very thin, focused plane (e.g., sub-
millimeter). The addition of more than one lens [Fig. 2(b)] increases flexibility in the combination of key parameters
(DOF, FOV, WD). Commercially available lenses were used in the present investigation, but custom designs would
yield a smaller setup for achieving the desired parameters. For example, since the DOF is proportional to the
diameter of the lenses, a larger diameter lens would produce a sharper DOF.

a) b)

c)
Fig. 2 Schematics (a, b) and picture (c) of PSV setup showing main parameters with narrow DOF and direct

in-line LED volume illumination.
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In the present study the DOF was on the order of 1-3 mm, and the FOV and WD could be varied from
millimeters to tens of centimeters. Figure 3 shows an example of DOF estimate obtained with a telecentric lens that
provides a constant magnification of 9 mm within the WD (here 100 mm); the ruler was tilted 53.13 degrees and
DOF can be estimated within one mm from the focused center given the out-of-focus distance observed. Typically
the DOF is arbitrarily defined as a specified fraction distance from the focused plane. The effect on real particles
will be discussed later in the paper.

Fig. 3 Ruler tilted for DOF estimate (one mm) from a WD of 100 mm using telecentric lenses.

Image filtering allows removal of image data that fall beyond a certain intensity threshold, based on their
location from the center of the focal plane and effectively shorten the DOF. Most PIV techniques utilize such
methods. For example, microscopic PIV8 approaches and miniature PIV-with-LED9 approaches utilize the principle
of narrow DOF to image a 2D plane as well as imaging post-processing filtering techniques. Some approaches
employ defocusing principles to measure the three-dimensional (3D) velocity field.10,11 Shadow techniques can be
found in two-phase flow applications for imaging and sizing large particles, bubbles and drops.12-15 Some of these
shadowgraphy investigations use particle tracking techniques to measure bubbles/drops velocity coupled with a
laser-sheet PIV technique to measure the full velocity field. The PSV technique, like PIV, aims to the full velocity
field using correlation techniques on the shadow ensembles of seeding tracers in the full flow field, single- or multi-
phase flows, low or high speed.

The micro-PIV approaches are often based on fluorescent tagging of particles8 or on light scattering though
transmitted-light microscopy.10 In fluorescence approaches, particles suspended in the flow [e.g., polystherene latex
particles (PSL)] are tagged with a dye to excite at a certain wavelength (typically chosen to be near the Nd:YAG-
laser wavelengths) and emit at another. In transmitted-light techniques, the light is transmitted from a source on the
side of the specimen that is opposite the objective and passed through a condenser to focus it on the specimen for 
obtaining very high illumination. After the light passes through the specimen, the image of the specimen passes
through the objective lens to the oculars, where the enlarged image is viewed. The most widely used setup for proper
specimen illumination and image generation is known as Köhler illumination; here, the micro-PIV applications rely
on scattering. A discussion of the miniature approach of PIV-with-LED in the literature9 includes various setups
and results from forward, backward, and side scattering. Because of weak scattering from the LED, the technique is
applied only to small areas. In other approaches such as holography, scattering and its interaction with the
background light are of major importance when using coherent laser light.6, 16-20

PSV employs a fundamentally different approach that relies not on principles such as fluorescence, scattering,
coherence, Doppler, defocusing, or tagging but on the simpler particle-ensemble shadow cast from a bright
background. The PSV principle is based on the in-line, zero-degree-deviation direct-illumination setup. Figure 4
shows schematically the differences between collection-of-scattering and collection-of-extinction (shadow-casting)
alignment setups. In the PSV mode the angle between the components is zero. A particle lies between the source
and the detector (a camera imaging system, in this case) and casts a shadow of an area determined by the light-
extinction characteristics21,22 (Fig. 4) that can be considerably greater or smaller than the geometrical shadow of the
particle.
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(a)

(b)
Fig. 4 Schematic of imaging alignment for (a) scattering mode and (b) PSV mode, showing spherical

particle, its scattering (dashed), and its shadow from a background light directed from left to right.

Contrast changes yield particle-shadow-diameter variations and permit the diameter to be adjusted by
varying the intensity of the incident light. The brightness of the light can be adjusted via pulse duration, light-source
distance, light-source size, and attenuation techniques. A brighter light produces a smaller particle shadow and, as a
consequence, yields a sharper DOF.

The shadow behind the sphere shown schematically in Fig. 5 shows several regions.22

Fig. 5 Schematic of shadow from spherical particle and various geometrical parameters.22

The ‘deep-shadow’ region (S) is of most use in PSV and is slightly smaller in diameter than the particle and the
geometrical shadow (horizontal lines in Fig. 5). In order to study the possibility of imaging small shadows, for
example, from micron-sized particles that could be used in high-speed PSV, reticle targets were used. These reticles
have various circles of various micron sizes; a ‘Paterson’ gloves pattern with 10 discs of diameters 450, 360, 270,
225, 180, 145, 110, 74, 37, and 18 microns (±3 microns) was used initially. Since the shadow thrown by a sphere is
much darker than that of a circular disc,22 the shadows observed from the reticle circles are lighter than shadows
from actual spherical particles. Figure 6 shows how illumination can be used to affect the shadow. The telecentric
setup used in Fig. 2 allowing sub-mm DOF from a WD of 100 mm was used in these tests. A single red LED was
used located at 85 mm from the reticle in the opposite side of the camera. For these conditions and without post-
processing, the smallest circle (18 microns) shadow is captured with a short pulse (10 microsec) but when
illumination is increased (e.g., here shown 50, 100, and 650 microsec pulses) the smallest circle shadows vanish.

Like in PIV, accurate PSV velocity demands the shadow be casted within several pixels. For example, if is only
one pixel, velocity will have similar problem to the ‘pixel locking’ occurring in PIV. Higher resolution cameras are
therefore desirable when smaller particles need to be used.
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Fig. 6 Illumination effect on shadow characteristics of micron sizes discs.

Some PSV features can be explained using particle-absorption and scattering-of-light principles21 that predict
the interaction between light and particles in the PIV ranges of the present study. Of greatest interest here is the
light-particle interaction and its effect behind the particle--the region associated with forward scattering and deep
shadow or, to use a term that shares some terminology with fluid mechanics, the “electromagnetic-wake region.”
The following argument clarifies why the region with the highest scattering efficiency--forward--has little or no
effect. The particle image recorded on a camera results from the extinction of the (in-line) light caused by absorption
and scattering, as opposed to the forward scatter of light by the particle. The extinction produces a shadow, while
forward scatter brightens the particle image. In the basic setup, the only forward scatter that could contribute to the
particle image is that of a very small angle, i.e., only the light that would be scattered directly into the recorded
image of the particle. All other forward-scattered light would contribute only to an increased background over the
entire image. This means that only a small angular fraction of the forward scatter affects the particle contrast.
Therefore, the strong forward source light has a much greater influence than the scattering.

The ratio of extinction to forward scatter depends on the particle size; however, in most cases extinction is ten
times larger than forward scatter. This ratio becomes further increased since the only concern here is forward scatter
in a very small angular region. Any scatter outside this region becomes extinction. This consideration probably
increases the ratio from 10 to 1 to more than 1000 to 1. Therefore, it is unlikely that the effects of forward scatter are
recorded in this mode.
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The contribution from diffraction in the region behind the particle depends on the illumination. In this case the
PSV setup is the inverse of the “slit experiment” for a sufficiently large particle. Diffraction prevents the light from
being completely obscured, but blockage of the source light dominates. In the Mie-scattering plots, the source
intensity is not included; and in any event, it is indeed blocked by the particle (e.g., a geometrical, ideal single ray of
light). In practice, all of the source rays that are not scattered by the particle can be detected.

The other crucial component in PSV is the use of short DOF to image (or cast) the focused shadows. The length
of the shadow is a function of the intensity of the illumination, based on the previous arguments. Micro-PIV studies8

have shown that in a volumetric illumination, all particles in the volume contribute to scattering. Extension to the
PSV technique, where scattering is “overshadowed,” yields a volumetric-particle shadow field that yields similar
results in the focal plane; that is, shadows are observed only when they are in focus with the maximum in the focal
plane and become invisible (in the form of fainting background noise) when they are out of focus (Fig. 7). The rate
of defocusing can also be assumed to be proportional to the diffraction pattern of the particles (assuming that they
are point sources imaged through a circular aperture or lens), with the pattern having maximum intensity
(corresponding to the Airy function for Fraunhofer diffraction) at the focal plane of the lens (Fig. 8) which decreases
very rapidly. Typically the DOF is arbitrarily defined as a specified fraction of that maximum. The overall signal-
to-noise ratio can be improved through filtering techniques, and brightness and seeding density variations.
Therefore, for planar PSV measurements, the out-of-focus contribution can be minimized in the final contribution to
the velocity correlation. Alignment is very critical also since aberrations (e.g., spherical) can occur if the
components in the optical path are misaligned.

D.O.F.
Fig. 7 Schematic of contribution of particle shadows to image, restricted to focal plane, with greater

contribution from those at the center.

(a) (b)
Fig. 8 Schematic of effective result of PSV; all particles are illuminated in the volume, scatter light, and

produce shadows; but diffraction pattern (a) has maximum intensity (Airy function) at focal plane of
lenses. Sharp DOF effectively results in only 2D slice of illuminated volume being imaged (b). 

 

Following the illumination tests on the Patterson reticle it can be shown that illumination also has an effect
on the DOF (Fig. 9). The shadows from large particles remain clearly in the image when the object plane is
translated 1.27 mm forward while the small particles quickly become out of focus and invisible. Here post-
processing has no effect once the shadow has vanished beyond the DOF region. It is noteworthy that large discs
remain in focus for longer range.
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Fig. 9 Illumination and DOF variations on micron-sized discs. Target originally in the center of the focal
plane (top, 40 microsec pulse) is translated towards the camera 1.27 mm and the small discs become invisible
(center, 40 microsec pulse) or just out of focus (bottom, 20 microsec pulse).

In PIV, velocity is determined by calculating the particle-ensemble displacements between two instantaneous
time snap-shots. This is generally accomplished through correlation techniques such as those that use FFT on the
image signal. The signal information is generated from changes in intensity; therefore, the same technique can be
used for PSV since it is based on information from particle ensembles, although the intensity information is inverted
compared to that from PIV. Subtle differences exist; for example, in PIV the particle intensities have a shape, such
as Gaussian, whereas in PSV this shape has not yet been determined and depends on the aforementioned light-
particle interaction and extinction characteristics. To account for these differences that could affect the accuracy
(e.g., in the correlation peak finding), the method has been tested for accuracy3.

Since the critical aspect is the shift between particle ensembles techniques such as correlation effective because
the amplitude of the correlation peak is weighted by the number of pairs in the interrogation area, the size of the
particle pairs, and the intensity of the pairs. On the other hand, the PSV image with particles having the lowest
intensity compared to the maximum intensity of the background can be readily inverted and generate a PIV-like
signal3. Examples of correlations are shown in Fig. 10 using various synthetic data.

When the pulse duration is too long to freeze the particle motion instantaneously then traces fields or streaks
result. Figure 11 shows samples of correlation of traces on synthetic data. Correlation of traces is straightforward
operation involving step signals (Fig. 12).

Fig 10 (a) Fig. 10 (b)
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c)
Fig. 10 Correlation examples for: a) Gaussian-image shaped particle of 10 pixels diameter, b) a square of

20 pixels side, c) a random field displaced (left and center). All yield a sharp correlation peak; time0=
O(32,32); time1= O(40,37); correlation peak at (8, 5); all units pixels.

a) b) c)

d) e) f)

g) h) i) 
 
Fig. 11 Traces displacement fields (a-c, d-e) and correlations (d-f, j): Single trace (a, d); fainting discrete
trace (b, e); fainting continuous trace (c, f); Traces Field (30 traces, 20 pixels long) (h-j) ; all displacements
from time0=O (32,32) to time1=O (40,37); correlation peak= (8, 5). All units pixels.
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Fig. 12 Trace shape and Correlation peak trace shape for the Traces Field of Fig. 11 (g-i)

III. Results
Images and velocity fields from a variety of particles and conditions are compared and results of flow tests with

jets in water and air for several particle sizes and shapes are presented. Results for low speed and are first presented
and then some high-speed preliminary results are introduced.

The fact that the LED can be pulsed at any rate makes it very attractive for velocimetry. This capability is not
shared by other sources such as lasers or Nanopulsers,5 which generally have lower and fixed repetition rates
(although shorter pulses at present). Pulses from LEDs that were used ranged from tenths of nanoseconds to
microseconds. The choice of pulse depends on the velocity of the flow and the magnification, and the pulse must be
sufficiently short to freeze the motion while providing sufficient illumination. The red LED is preferred since the
CCD camera has its higher spectral sensitivity in the upper-red region. A overdriven reed cluster (ISSI) was used to
obtain most of the present results because it provided brighter, shorter pulses that would be a requirement in many
transonic and higher speed applications. A single LED can be also used if the velocity ranges and other parameters
(WD, FOV) are appropriate.

A sample pulse is shown in Fig. 13. The photodiode has a rise time of tenths of nanoseconds, which should be
taken into account when analyzing the pulses. Because of heat limitations, the LEDs have a limited duty cycle;
therefore, unlimited pulses at very high repetition rates would require special designs.

Fig. 13 LED pulse-shape sample 200 nsec. Drive pulse is rectangular (blue) and light pulse shows a
raising time (yellow). 

 
The camera used in the present experiments was a standard cross-correlation PIV camera (ES1) with 1k x 1k

pixels at a 15-Hz repetition rate. Other cameras with higher sensitivity and resolution and higher repetition rate
were not tested but could be used for the shorter pulses. On the other hand, relatively inexpensive commercial
cameras with detachable lenses have high resolution (although slow repetition rates) and could also be used in the
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auto-correlation or the two-color-PIV mode.23,24 If these cameras were coupled with a single LED, a very
inexpensive PIV system could be achieved that would still be useful in many experiments and yield high-resolution,
accurate results.

An example of velocity field obtained with the PSV technique in cross-correlation double-exposure mode is
shown in Fig. 14 for two-phase bubbly flow using the red cluster with 200 nsec pulses. Velocity of the bubbles is
readily calculated from cross-correlation techniques.

Fig. 14 Double-exposure modes in bubbly jet in water: Exposure time 200 nsec; time separation between
frames (DT) 50 µsec. FOV~9mm.

It is obvious that PSV images contain a variety of background-noise textures due mainly to out-of-focus data.
Their contribution to the correlation function can be reduced significantly by the optical characteristics of the
technique; since these textures contribute to noise, they should be removed. During the experiment this can be done
by increasing the illumination, but it can also be accomplished during post-processing by applying filtering
techniques that effectively reduce that noise level and produce a sharper image, effectively reducing the 2D plane
thickness.3

While the technique appears straightforward for low speed flows with large particles in a ‘particle-tracking’
mode, such as bubbly two phase flows, its application to single phase flows in ‘PIV’ mode for full field velocimetry
is not obvious, specially high speed. New challenges related to particle size and its image-shadow size are apparent.

To assess the feasibility of the technique in various flow media with typical PIV seeding density was studied
with low speed flows. Figure 15 shows samples of micron-sized PSL particles in water and cornstarch (10-µ diam)
in air for two exposure times.

(a) (b)
Fig. 15 Small particle-size shadow casting with PSV: a) water jet (PSL, 1-µ diam), 4-µsec exposure; b) air jet

(cornstarch 10-µ diam), 5-µsec exposure. FOV ~ 10 mm.
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Figure 16 contains an example of a double exposure and its derived velocity field from free flow where sub-
micron smoke particles (mixture of glycerin and ionized water) were used. A single LED (blue) in the PSV mode
with two exposures 100 µsec and 5 µsec apart was used (FOV is 3 mm). Figure 17 shows the PSV image and its
derived velocity field of a jet in water using PSL seed (FOV is 10 mm), and Fig. 18 shows the PSV image and its
derived velocity field of an air jet seeded with 10-µ cornstarch particles (FOV is 10 mm). Finally a medium speed
flow (M<0.3) was also tested (Fig. 19).
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Fig. 16  PSV with LED. Example of air flow with smoke particles (0.5-µ diam),
FOV = 3 mm. Speed in pixel units.
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Fig. 17  PSV with LED. Example of water-jet flow with PSL particles,
FOV = 10mm. Speed in pixel units.
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Fig. 18  PSV with LED. Example of air-jet flow with cornstarch particles (10-µ),  
FOV = 10mm. Speed in pixel units.

Fig. 19 PSV with LED. Example of higher speed flow (100 m/s) channel flow seeded with cornstarch
particles (10-µ), FOV = 10mm. Speed in pixel units.

The technique was then tested in a transonic facility25 and some preliminary results are presented. Fig. 20
shows samples of traces obtained at transonic flow conditions (M~0.7) using large cornstarch (10 microns) particles.
Fig. 21 shows details of regions of the same flow seeded with AlOx and TiOx particles and a velocity vector
corroboration of the speed of the flow conditions (M=0.7) through traces correlation.

Fig. 20 Single exposure traces of Cornstach particles at M~0.7
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a) b)

c) d)
Fig. 21 Details of Traces Pairs 5-6 pix long in transonic flow (M~0.7). a) Cornstarch; b) AlOx; c) TiOx; d)
sample of vectors obtained though traces correlation with displacement red-green 45 pixels or 230 m/s.

IV. Conclusions
A PSV technique that allows light sources with significantly lower power than lasers to be used was

investigated for high-speed flows. The technique employs a non-scattering approach that relies on direct in-line
illumination by a pulsed source such as an LED onto the camera imaging system. Narrow depth-of-field optical
setups are used for imaging a 2D plane within a flow volume, and images are produced that resemble a
“negative” or “inverse” of the PIV mode by casting particle shadows on a bright background. In this technique
the amount of light reaching the image plane and the contrast of the seeding particles are significantly increased,
while the power required is markedly lower than that demanded by scattering approaches. Applications of the
technique for various velocity ranges were presented including preliminary techniques and results for a
transonic speed flow.
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The design of an experimental research rig for evaluating candidate flow control concepts
for diffusion enhancement in axial compression systems is presented. The research rig is
modular in design and capable of continous flow in a Mach 0.7 environment with both
diffusion and curvature. Candidate concepts can be evaluated inexpensively in a realistic
axial compression system flow environment. Baseline results will be presented along with
three preliminary flow control modules; all are variations on a theme of blowing only flow
control using a slot jet behind a backward facing step. Two of the variations are preliminary
investigations into the effect of the lip thickness of the backward facing step and its impact
on the flow control effectiveness. The other introduces streamwise vorticity as a means
of enhancing the interaction between the blowing jet and the core stream in an effort to
reduce the secondary flow control flow fraction requirements. Detailed PIV, PSP and exit
total pressure traverse measurements are presented and observations discussed.

I. Introduction

Flow control particular to axial compression systems has become a very active research topic for the last
few decades.1–6 It has the potential to open the design envelope for axial compressors to higher loading levels
for a given compressor stage, translating into higher overall pressure ratios for improved thrust specific fuel
consumption (TSFC). Increased loading levels may also translate into higher thrust-to-weight(T/W) ratios
by reducing turbine engine axial length for a given pressure ratio and as shown in 7 and repeated in Figure
1, engine thrust-to-weight ratios have practically leveled off since the 1970’s.

Successful demonstrations have been carried out using aspiration to remove the boundary layer fluid
along the suction surface of transonic rotors.1,2 As illustrated in Figure 2, these demonstrations have shown
stage total pressure ratio on the order of 3 with marginal efficiency gains based on calculations using fairly
conservative estimates to account for the aspirated boundary layer fluid. Also, aspiration in the transonic
environment showed another benefit of shock ’holding’, whereby the local aspiration behind the leading edge
shock intersection with the suction surface resulted in maintained shock position as the rotor is throttled to
higher loading levels. This effect may help to address stall margin reductions as loading levels are increased
in transonic rotors. A limitation noted with increased rotor loading levels is the increased diffusion required
of the downstream stator. This limitation, if not properly addressed, may overshadow any benefit in rotor
performance using flow control.

Stator flow control through the use of ejector pumps has shown marginal gains in deviation reduction
(i.e. the reduction in flow turning/diffusion caused by the increase in the suction surface boundary layer).6

The ejector pump strategy was a device by which a high momentum jet injected along the suction surface
simultaneously provided aspiration upstream of the injection location through ports connected to the primary
air stream. A series of experiments conducted in a transonic blow down wind tunnel with inlet Mach
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numbers of approximately 0.7-0.8 were carried out for these investigations. In a similar vein, flow-controlled
stators using counter-flow blowing along the pressure surface near the trailing edge showed marginal gains
in vectoring the stator exit flow.5 This method was more for enabling stator exit flow angle variability than
for increasing diffusion.

Recently, successful demonstration of increased diffusion using blowing jets along the suction surface of
a low speed axial compressor system stator has been carried out.4 The stator blade count was reduced by
30%, resulting in an increased diffusion requirement of the blade row through a solidity reduction. The
blades were replaced with a blowing only variant which successfully matched the system performance levels
of the original full blade count configuration. The system performance levels of the flow control configuration
accounted for the air supplied for the flow control. It begs the question whether the increased complexity
of the flow control is warranted considering the matching system performance between the original non-
flow-controlled and the flow-controlled configurations. Blade count reduction in axial compression systems
impacts maintenance cost of axial compression systems, but has a much lower influence on weight reduction.
Weight reduction is more greatly affected through axial length reduction. This is better realized through a
stage loading increase resulting in the required pressure ratio in a shorter axial length. This is a much more
costly demonstration as building a new axial rotor can be as much as six times the cost of the stator.

The previous paragraphs are just a highlight of some recent research involving flow control for axial
compression systems with an emphasis on increasing stage performance. What is clear among these effots
is the relative financial cost that can be accrued while investigating various approaches. The design and
test of a single transonic compression stage can easily exceed one million dollars. Even transonic cascade
experiments easily run into the tens of thousands of dollars. That is not to say that many initial flow
control experiments do not occur in less costly environments. Many of the ideas tested are investigated in
wind tunnel environments with Reynolds numbers and diffusion comparable to a transonic axial compression
system, but these often lack wall curvature and compressibility effects. Most recently, tests examining the
benefits of streamwise vorticity in boundary layer attachment in a diffusing environment with some wall
curvature have been carried out, but again in an incompressible environment.3 Also, the integration of
many flow control strategies is an afterthought, i.e. it occurs too late in the initial evaluation and must be
considered early on as a metric of effectiveness. This leads to a key emphasis of this paper: the development
of an experimental rig that can effectively evaluate candidate flow control strategies for axial compression
systems, with emphasis on diffusion enhancement in a realistic environment at a low cost.

This paper will outline the design of the experimental flow control research rig and its capabilities.
Current measurement locations and techniques will be discussed and initial baseline evaluations presented.
Following will be the initial investigation and comparison of three flow control modules; all are variations on
a theme of blowing only flow control using a slot jet behind a backward facing step. Two of the variations
evaluate the effect of the lip thickness of the backward facing step on the flow control effectiveness. The
other variation introduces streamwise vorticity as a means of enhancing the interaction between the blowing
jet and the core stream in an effort to reduce the secondary flow control flow fraction requirements.

II. Experimental Approach

The eventual goal of the present work is enhanced performance of diffusors for axial compression systems.
Most previous research efforts in this direction have relied primarily on wind tunnel testing of linear cascades
of stator vanes, either based on passive designs or with some manner of flow control. However, such exper-
iments are relatively expensive to conduct on a per-test-case basis. Moreover, due to typical measurement
expense and access limitations, it is often difficult to discern why a given stator design does or does not
perform well, or what limitations need to be addressed. Thus testing tends to take on a trial-and-error
nature, and with it a great deal of uncertainty, which is clearly not ideal in the present climate of tight
research budgets and schedules.

The authors have deemed it desirable, even necessary, to have a lower-cost facility with a higher degree
of experimental flexibility than the available cascade wind tunnels. Thus a new wind tunnel, based on a
simple diffusor passage with curvature, has been designed, fabricated and extensively tested. The tunnel
was designed with flow and geometric parameters relevant for a notional highly-loaded, high-turning diffusor.
Descriptions of the wind tunnel and the related measurements are provided in the following sections.
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A. Facility

The Flow Control Augmented Diffusion (FCAD) wind tunnel facility is comprised of three major elements:
the wind tunnel itself, the primary flow source, and a secondary flow source used for flow control implemen-
tation.

1. FCAD Tunnel

The FCAD wind tunnel is an atmospheric in-draft design. After passing through a bellmouth and flow
straightener, the airflow accelerates through a converging inlet of roughly 12:1 area contraction to a rectan-
gular throat, 1.5 x 10.2 cm (0.6 x 4.0 in). The throat, typically operated at Mach 0.7, is the beginning of
the curved diffusor test section. The diffusor geometry is based on aggressive goals for an axial compression
system. The diffusor passage has an exit-to-throat area ratio of 2.92, a flow turning angle of 70 degrees,
with suction (convex) side radius of curvature nearly constant at 5.1 cm (2.0 in). Following the diffusor is
a sudden expansion into a rectangular dump chamber. An adaptor piece guides the flow from the dump
chamber into a flexible 7.6 cm (3 in) diameter duct connected to the primary flow source. Figure 3 illustrates
the basic flowpath from the inlet (at right) to the dump chamber (left).

Because present research goals include identification of key physical mechanisms relating diffusion and
flow control, emphasis has been placed on measurement techniques that can resolve details of the overall
flow field. Optical techiques, especially particle image velocimetry (PIV), were chosen to fill this need. The
tunnel was accordingly designed with optical access as a priority. The top and bottom walls are transparent
acrylic sheets, and sandwiched in between are wall segments with height of 10.2 cm (4 in). Defining the
convex (suction) side of the curved diffusor test section is a readily replaceable aluminum module for testing
various flow control concepts. One such module is shown in Figure 4. The inlet contraction and pressure (or
concave) side of the diffusor passage are machined from a single block of acrylic to maintain a smooth and
dimensionally accurate profile, with all surfaces polished to restore high optical clarity.

2. Primary Flow System

To permit an atmospheric inlet, the FCAD wind tunnel is run in a suction configuration. An automative
centrifugal supercharger, with self-contained speed-increasing gearbox, provides the suction source. A 37
kW (50 hp) 3-phase AC induction motor drives the supercharger through a cogged belt system. A variable
frequency drive (VFD) unit is used to precisely control the motor speed and match the desired tunnel
flow conditions. Tunnel throat Mach number can typically be maintained and repeated within 0.3% of the
intended value. Because of scale and related expense, cascade wind tunnels usually cannot be controlled this
precisely. Flow is exhausted from the supercharger through a metal duct to the exterior of the building.

3. Flow Control System

Flow control supply air is available in the form of suction, blowing, or both. A 7.5 kW (10 hp) oil-less vane
compressor is used to provide flow control air up to 6% of the primary stream massflow at the normal 0.7
Mach throat condition. A settling chamber is used to damp discharge pressure oscillations. After metering,
the flow is routed to a plenum inside the flow control module. In testing to date, only blowing has been
used for active flow control. However, the compressor can be readily plumbed for suction or a combination
of both. As with the primary flow system, the vane compressor is precisely controlled by a VFD unit.

B. Measurements

The facility has been designed for a variety of measurement techniques. In addition to numerous steady
pressure and temperature measurements, optical techniques are used to non-intrusively document the flow
behavior. Particle image velocimetry (PIV) is used to obtain instantaneous flow visualization and vector
fields, as well as the average flow field for planes of interest. The pressure sensitive paint (PSP) technique
and rake probe traverses are use to map suction surface static and diffusor exit total pressures, respectively.
An orifice meter is used to quantify the flow control massflow added or removed from the primary stream
and a Venturi meter is used to measure the combined massflow downstream of the tunnel.
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III. Slot Jet Study

The first set of modules tested were variations on a slot jet over a backward facing step as shown in
Figure 4. The slot jet height for these studies was fixed at 0.508 mm and the jet surface was constructed
as follows: 1) The baseline convex surface was a constant radius of 50.8 mm ; 2) This radius was reduced
by 1.397 mm at the throat to accomodate the jet and lip thickness; 3) A linear function in the angular
coordinate was used to fit this radius to the 50.8 mm radius at the exit of the passage. This surface was
used for the parametric study that follows, with variations only being made to the removable throat plate.

A. Lip Thickness Variation

The edge thickness of the upper plate along the backward facing step was varied to examine the effect on
the slot jet’s diffusing capacity. This quick study was performed to determine a reasonable configuration
that is manufacturable and will be used as a baseline for all subsequent studies. Two configurations were
manufactured: 0.635 mm and 0.127 mm edge thicknesses. The two configurations in Figure 5 show the
modification to the plate upper surface so that the slot jet would remain unaffected. The 0.635 mm edge was
simply an extension of the tunnel throat, while the 0.127 mm was created by applying a 5 degree chamfer
to the upper surface. The ratio of edge thickness to slot jet height was 1.25 and 0.25 for the 0.635 mm and
0.127 mm edges, respectively.

Figure 6 shows averaged PIV measurements at midspan for the two configurations. Details for the PIV
technique can be found in Ref. 5. The left side of the figure shows the 1.25 edge-to-jet ratio upper plate with
2.25% secondary flow ratio. The right shows the 0.25 edge-to-jet ratio upper plate with 2.0% secondary flow
ratio, i.e. the ratio of blowing mass flow to core mass flow. This clearly demonstrates the better diffusion
performance, through significantly reduced separation, of the slot jet with the 0.25 edge-to-jet ratio. No exit
traverse instrumentation was installed during these tests, but surface mounted static pressure measurements
at approximately 20% and 80% chord along the convex (suction) surface and 80% chord along the convex
(pressure) surface were used to estimate a static pressure rise coefficient for these two configurations. The
80% chord values were averaged and used as an exit static pressure value. Figure 7 shows the static pressure
rist results for secondary flow ranges from 0 to 4% flow fraction. The 0.25 edge-to-jet ratio geometry
achieved a similar static pressure rise with half the flow fraction of the 1.25 edge-to-jet ratio geometry. The
0.25 edge-to-jet ratio was then used for all subsequent testing and will be referred to simply as the “slot-jet
configuration” for the remainder of this paper.

B. Counter-rotating Streamwise Vorticity Addition

The effect of adding pairs of counter-rotating streamwise vortices to the main flow ahead of the slot jet was
investigated in an effort to determine if streamwise vorticity may be effective in reducing the amount of
secondary flow required for a given level of diffusion. This was accomplished through the use of flat plate
vortex generators placed on the upper surface of the flow control module plate as shown in Figure 8. Care
must be taken when using counter-rotating vortices due to the induced motion the vortices have on one
another and good references to that effect are given by Pearcey8 and Kuethe and Chow.9 Vortex pairs were
designed with the intent that their induced motion was toward the surface and the slot jet. The induced
velocity for a pair of vortices with circulation Γ and separated a distance, d, apart is:

Vi =
Γ

2πd
(1)

A difficulty in using counter-rotating vortices for a flow control strategy is the migration of the vortices
apart from each other along a solid surface once their ’images’ begin to control their induced motion.8 If
repeating pairs of counter-rotating vortices exist, spaced a distance D apart along the surface, the migration
eventually causes vortices from neigboring pairs to match up. When this happens, their induced velocity on
one another is away from the surface thereby reducing the vortices’ effectiveness in promoting attached flow.

The desired circulation strength, Γ, and spacing, d, for the vortex pair was determined by considering
a simplified flowfield. The flowfield was approximated as undergoing a transition from velocity V1 at the
throat to V2 at the diffusor exit in a linear fashion. This of course assumes that the flowfield is difffusing
ideally. The time at any point along the arc length of the surface, with t=0 being the throat reference time,
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is given by:

t(s) =
∫ s

0

ds
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]
(2)

where C is the surface arc length, V1 is the throat velocity and DF is the diffusion factor, defined as:

DF = 1− V2

V1
(3)

This can be solved for the fractional position, s/C, as a function of time, t, resulting in:

s

C
=

(
1

DF

) [
1− exp

(
−DF

V1

C
t

)]
(4)

Now consider a counter-rotating vortex pair in isolation and assume that the vortex pair convects with the
flowfield so that their position at any time, t, is given by the above equation. As mentioned earlier, the pair
has a mutually induced velocity, Vi. This vortex pair will be generated by flat plate type vortex generators
with a thickness to chord ratio of 0.12. An approximation of the circulation generated by a NACA 0012
vortex generator is given in Ref. 10 and is as follows:

Γ =
k1αv∞c

1 + k2/AR
tanh

[
k3(h/δ)k4

]
(5)

where

k1 = 1.61; k2 = 0.48; k3 = 1.41; k4 = 1.00

AR =
8
π

h

c

and α is the angle of attack relative to the freestream; v∞ is the freestream velocity; δ is the boundary layer
thickness; c is the vortex generator chord; h is the vortex generator height. As a first approximation, the
circulation strength will be assumed to be invariant with time. The time necessary for the vortex pair to
travel the distance of the vortex generator height, h, due to their induced velocity, Vi, is:

t = h/Vi (6)

Combining Equations (1), (5), (6) and simplifying yields:

t =
π2

4
(AR + k2)

k1

d

V1α

1
tanh (k3 (h/δ))

(7)

This given time can be substituted into Equation (4), resulting in an expression for the fractional position
along the flow path where the vortex pair will have traveled an induced distance relative to the bulk flow
equal to the vortex generator height. The strength should be such that the s/C ≤ 1 so that the pair reaches
the surfaces prior to exiting the flow passage. This results in the following bounding expression:

F (AR, d/C)G(α, h/δ)
H(DF )

≤ 1 for H(DF ) > 0 (8)

F (AR, d/C) =
(

AR + k2

k1

) (
d

C

)
(9)

G(α, h/δ) =
(

1
α

) (
1

tanh(k3(h/δ))

)
(10)

H(DF ) = − 4
π2

ln (1−DF )
DF

(11)
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The function H is only dependent on the diffusion factor associated with passage. Functions F and G are
dependent on the vortex generator geometric characteristics and their relation to the passage and boundary
layer. A family of characteristic curves of FG/H were produced by fixing the function G through a choice
of α and h/δ and using the diffusion factor of 0.724 for the passage under consideration. These curves are
shown in Figure 9 for (α, h/δ) equal to (15o, 0.8), (25o, 0.8), (15o, 1.5) and (25o, 1.5).

The figure shows that increasing both α and h/δ expands the family of curves up and to the right,
although α has a much larger impact since the product of the functions are inversely proportional to it.
Each constant FG/H curve represents a fractional distance along the passage surface at which the counter-
rotating pair has traveled one vortex height due to the induced velocity Vi. This distance can be found by
substituting the value for FG into Equation 4 along with DF to determine s/C.

Three other curves are superimposed on the plots in Figure 9. Two of the curves are geometric constraints
(red and green lines) due to physical limitations of using the paired VG’s which will be called CVG’s (Counter-
rotating Vortex Generators). The first (red line) is due to the constraint of generating two counter-rotating
vortices a distance d apart using a pair of closely spaced VG’s at an angle of attack α. Figure 10 shows a
top-down view of the CVG’s with relevant dimensions. It is approximated that the core of the vortices exist
at the trailing edge of the VG’s and that the distance d between the trailing edges is the distance between
the vortex cores. The distance between the leading edges of the VG pair is labeled di. It can be shown
geometrically that:

d

C
=

16
π

sin(α)
1

AR

h

C

(
1 +

(di/d)
(1− di/d)

)
and this can be shown to represent a lower bound for the CVG. Figure 9 shows this constraint with di/d set
to 0.1. The other geometric constraint (green line) is derived from a heuristic argument that the distance,
d, between the vortex pair should be less than the height of the CVG. This is considered so that the vortex
images do not dominate initially and cause the true vortex pair to migrate apart. This upper bound is
a conservative constraint, but will be used in this analysis. The blue line represents the non-dimensional
circulation strength as a function of AR, since both h and α have been chosen.

A geometric configuration that maximizes the circulation and satisfies the two geometric constraints
would be the intersection location of the two geometric constraint curves. For the present design, a point
was chosen slightly to the right of this location at the location (AR, d/C) = (2.45, 0.1215) on the (25o, 1.5)
figure. The boundary layer thickness for the wind tunnel at the throat was approximated from a CFD
calculation at 0.254 mm. Using the surface arc length, C, of 31 mm gives the following VG geometric
parameters:

h = 3.81mm; d = 3.765mm; c = 3.962mm;α = 25o, di = 0.3765mm

Figure 8 shows the resulting flow control module upper plate using these geometric parameters at a spacing
of 4.5d between CVG’s. The spacing between pairs of vortices was chosen based on guidelines outlined in
Ref. 8.

1. PIV Measurements

Figure 11 shows over 100 averaged PIV image pairs (vector fields) at midspan comparing the slot jet config-
uration with the CVG modified configuration. The baseline label in the figure refers to the condition with
no secondary flow control active, i.e. 0% blowing for the CVG configuration only. This condition was not
achievable with the slot-jet only configuration (non-CVG) due to a cavity resonance which did not allow us
to run with the secondary flow system completely closed. Instead, the valve for the secondary flow system
was opened until the resonance conditioned diminished and this was considered the baseline for this config-
uration. The actual secondary flow rate for the baseline of the non-CVG configuration was approximately
0.6% flow fraction. Three specific regions of interest are highlighted in the figure and are labeled A, B and
C.

Region A brings attention to the significant separation reduction the CVGs provide, even with no active
flow control present. No reversed flow is present in the CVG image although regions very close to the convex
surface could not be processed due to sufficiently high noise in the data caused by seed agglomeration on
the viewing window.

Region B compares the slot only and CVG modified case for 4% flow fraction as well as the baseline
CVG with 0 and 4% blowing. First, the comparison between the slot only and CVG modified case shows the
increase in passage velocity directly opposite the CVG due to the blockage generated by the CVG’s. This
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velocity increase appears to have an impact on the flow development along the concave (pressure) surface of
the passage. It is believed that the increase in Mach number and subsequent reduction in boundary layer
displacement thickness may result in a suppression of Görtler instabilities along this surface. This is evidenced
by the larger low momentum region along the concave surface for the slot only configuration. Instaneous PIV
images also show a large chaotic swirling flow along this surface. Another interesting observation can be made
when comparing the CVG case with and without blowing. Region B between these cases shows significant
flow vectoring in the 4% blowing as evidenced by the migration of the streamlines towards the convex surface,
which is not apparent in the baseline image. This influence is rapid and extends rather far from the slot jet
(approximately 10 jet heights). It is conjectured that this effect is due to the interaction between the slot jet
and the counter-rotating vortices generated by the CVG’s. Because the slot jet flow has higher velocity than
the primary stream in this case this interaction could result in the acceleration and subsequent streamwise
stretching of the vortex core, causing an increase in vorticity with a local increase in momentum exchange.
Note that the PIV image is taken at midspan down the centerline of the counter-rotating vortex pair.

This brings us to region C for the baseline CVG configuration. The diverging and coalescing streamlines
in this region are indicative of a swirling pattern or out-of-plane flow. This is most likely an effect of the
strong vortices generated by the CVG’s. Future plans include stereo-PIV measurements to capture and
quantify the strength and trajectory of the vortices. The vortex traces along the convex (suction) surface
were captured fortuitously by deposits of residual PIV seed in subsequent tests. Figure 12 provides a picture,
taken after a 4% flow fraction run, which clearly shows the vortex paths traced on the surface. The large
endwall blockage is apparent, causing the vortex path migration toward the midspan.

2. Exit Total Pressure Traverse Measurements

Total pressure measurements were taken at the exit of the passage using a 5 probe rake oriented pitchwise
(convex to concave surfaces) and traversed spanwise. The rake was indexed in 5% pitch increments to obtain
20 interlaced positions from 0.64% to 95.64% pitch and traversed through 3.125% spanwise increments for
a total of 580 measurement locations. One data point consisted of one hundred samples samples take at
800 Hz and averaged at each location. A total of 10 such data points were taken at each location and used
for statistical calculations. Effectively, this eliminated any high frequency unsteadiness and noise in the
measurements, but still allowed us to look at low frequency fluctuations. A very conservative measurement
error of 5066.24 N/m2(0.05 psi) is based on the full scale error of the transducer.

Figure 13 shows these measurements and requires a short explanation. The lower contour image in each
subfigure surrounded by the grey box is the average exit gauge total pressure measurement divided by the
inlet total pressure. The grey box signifies the actual flow domain, therefore the reader can see clearly where
the measurements were taken in relation to the actual flow domain. The three dimensional domain projected
above this plane is the same measurement with a topographical view of the standard deviation for the 10
samples data points, i.e. vertical is the standard deviation of the gauge total pressure measurements. The
standard deviation was likewise non-dimensionalized by the inlet total pressure. The convex and concave
surfaces are labeled to orient the viewer and the maximum non-dimensional standard deviation in the figure
is given below the contour bar. Each subfigure is labeled with a caption showing the percent secondary flow
fraction, and side-by-side comparisons are made for configurations with and without the CVG’s. The CVG
configuration appears on the right.

Figures 13[a,b] shows the baseline case (i.e. 0% flow control fraction) for each configuration. The
slot-jet only configuration was run with a 0.6% flow fraction as compared to the 0% flow fraction for the
CVG modified configuration. The 0.6% flow fraction for the slot-jet only configuration was due to a cavity
resonance as explained in the PIV comparison section presented earlier. Bearing that in mind, there is
a significant difference between the two conditions. In comparing both, the CVG configuration shows a
reduction in total pressure loss accompanied by a significant increase in the total pressure standard deviation
in the region close to the concave surface. The area-averaged non-dimensional gauge total pressure and the
maximum standard deviation for each configuration is summarized in Table 1. With the CVG’s, the total
pressure loss was decreased by approximately 0.7% and had significant midspan flow attachment as previously
shown in the PIV measurements of Figure 11. Also, the CVG configuration shows a more diffuse total pressure
profile as evidenced by the more gradual contour banding. The measurement standard deviation, which will
be referred to here as low frequency unsteadiness, is also remarkably different between the two cases. The
CVG showed an approximate 2.1% increase in the maximum unsteadiness and the peaks were out-of-phase
with the non-CVG configuration.
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Moving on to the 2.2% flow fraction case, Figures 13[c,d] show a continuing trend in unsteadiness, but a
reversal in the overall total pressure loss trend. The non-CVG configuration showed an approximate 3% im-
provement in total pressure loss and a 1.8% lower unsteadiness over the CVG variant. The unsteady pattern
for the CVG remained the same, but the non-CVG showed some asymmetry over its baseline accompanied
by a 1.4% increase. The non-CVG flowfield also appears more diffuse than the CVG flowfield, as evidenced
by the contour band spread.

Finally, Figures 13[e,f] show the 4.1% flow fraction case for the two configurations. First, the level of
unsteadiness is significantly reduced for both configurations, with the non-CVG geometry returning to it’s
baseline value and the CVG geometry showing a 1.6% reduction over it’s baseline value. The non-CVG
configuration was 0.6% lower in area averaged gauge total pressure compared to the CVG configuration.
The total pressure distribution was concentrated in the mid 40% span over the entire pitch for the non-CVG
configuration while the CVG configuration showed a concentration more toward the concave side covering
a larger span. Note also the total pressure depression at midspan on the concave side of the non-CVG
configuration, and that this correlates well with the PIV data taken at midspan and shown in Figure 11.
The PIV data shows that this depression corresponds to a large low momentum region along the concave
surface, likely due to a Görtler instability phenomenon. The CVG configuration does not exhibit this
depression and shows a much better behaved flowfield along the concave surface in Figure 11. The three-
dimensionality of the 4.1% cases, particularly the comparably poor endwall behavior, will be the subject of
further investigation.

Table 1. Comparison of Exit Rake Measurements

Configuration Flow Fraction Area Average
Non-dimensional Gauge

Total Pressure

Max σ

CVG 0% -16.15% 3.0%
2.2% -16.91% 4.1%
4.1% -12.61% 1.4%

No CVG 0.6% -17.43% 0.9%
2.2% -13.97% 2.3%
4.1% -12.02% 0.9%

3. PSP Measurements

Pressure Sensitive Paint (PSP) data was taken on the convex surface at various flow conditions for this CVG
configuration. Figure 14 shows the values at three different operating conditions: 0, 2.11 and 4.17% flow
fraction. The figure clearly shows the endwall effects and the non-uniform conditions that develop spanwise
as the slot jet blowing level increases. PIV measurements near the endwalls(not presented in this paper)
showed ineffective control of the core flowfield, as is also evident in the exit traverse data shown in Figure 13
through significant total pressure loss at the endwalls. Combining the information from the PSP with the
exit total pressure traverse data shows that the endwall regions contain much lower momentum flow than the
midspan region simply by the total-to-static pressure ratio. The total-to-static pressure ratio in the endwall
region at the exit plane is approximately 1.0625 while at midspan the value is 1.15. This is evidence of a
significantly lower Mach number flow in the endwall region as compared to midspan.

Figure 15 shows the extracted PSP data along the chordwise lines shown in Figure 14 at approximately
17% and 50% span (midspan). Note that both of these extractions are also located down the centerline of
the CVG’s. A similar story to that of Figure 14 is seen in this data, with the 17% span location showing
a more rapid increase to the exit static pressure level of approximately 0.8 as compared with the 50% span
(midspan). The rapid increase in static pressure at approximately the x=600 location, combined with a
leveling off in static pressure increase leads to the assumption flow separation. This is in contrast to the
gradual increase in static pressure along the midspan, which is seen to be well-behaved by the PIV data in
Figure 11. Another interesting feature shown in Figure 15 is the higher static pressure level for the 17%
span compared to the 50% span location at the slot jet for the 4.17% flow fraction. The 17% span shows a
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level of static pressure similar to the 0% baseline where the 50% span shows a 2-3% lower value than the
baseline in this region. The 2% flow fraction case shows the opposite behavior with the 50% span location
showing a higher static pressure closer to the baseline value as compared with the 17% span location.

This brings us to Figure 16 which shows the extracted PSP data along a spanwise cut along the slot jet
exit. The figure shows that the difference in static pressure between the endwalls and midspan is greatly
increased as the level of blowing is increased which appears to signify that the level of blockage is actually
increases in the endwall region. It is hypothesized, and further testing is being conducted, to determine if this
phenomenon is related to a breakdown of the slot jet shear layer due to its truncation at the endwalls. Other
studies which conducted detailed investigations both numerically and experimentally showed a breakdown
phenomenon in the endwall regions of planar jets with and without sidewalls.11 The figure also shows the
traces of the vortices generated by the CVG’s, which are highlighted by the dashed circles in the figure. The
vortex pairs are clearly not symmetrical except for the midspan location at x=300. This is also evident from
the pressure asymmetry directly behind the CVG’s in Figure 14.

IV. Conclusions

This paper has highlighted a new experimental facility for detailed investigation of flow control techniques
for diffusion enhancement in flows relevant to axial compression systems. The experimental facility is a single
curved diffusing passage wind tunnel configuration with a throat Mach number of 0.7 and exit to throat area
ratio of 2.97. The tunnel has modular aspects which allow quick modification to test various flow control
concepts. It also has generous optical access for PIV and PSP measurement techniques as well as high
resolution exit total pressure measurements via a traversable exit rake.

A slot-jet configuration was tested and detailed measurements were presented to investigate the flow
behavior. The configuration consisted of a continuous spanwise slot jet along the convex surface which was
introduced at the tunnel throat via a backward facing step with a jet height of 0.508 mm. The slot jet was
introduced on the convex surface of the flow passage. A crude parametric study was performed to set an
effective separation distance between the slot jet and the core flow which is simply a limitation of manufac-
turing of the backward facing step and the requirement of finite metal thicknesses. Two configurations were
evaluated: a 125% and 25% separation distance to slot jet height ratio. It was found that the 25% configu-
ration resulted in a similar diffusion level as the 125% configuration with approximately half of the slot-jet
blowing flow rate. This 25% configuration was then chosen as the baseline configuration for subsequent flow
control schemes.

Streamwise vorticity was introduced to the baseline 25% separation distance configuration via pairs of
flat plate vortex generators arranged to produce pairs of counter-rotating vortices upstream of the slot-jet.
The findings of this studies are summarized as follows:

1) The introduction of pairs of counter-rotating vortices resulted in a significant diffusion enhancement
over the baseline configuration even without the addition of slot jet flow. The diffusion enhancement or
separation reduction due to the vortex generators is a well documented phenomenon, but the level of en-
hancement in this study was surprising. At midspan, PIV measurements show the flow completely attached
although the flow along the convex surface had very low momentum. The total pressure exit traverse data
showed that there was still a significant loss associated with the vortex generator induced mixing, but the
quality of the flow was much improved over the baseline. Comparing this to the configuration with no
vortex generators (non-CVG) showed a performance improvement of 1.3% in exit area averaged gauge total
pressure loss. Also, the level of low frequency unsteadiness as determined by the standard deviation of the
total pressure measurements was much higher for the CVG configuration than the non-CVG configuration.

2) A combination of slot-jet flow with counter-rotating vortex generators (CVG) showed a significant
improvement in the midspan region depending on the blowing level. The CVG configuration produced a
peak in total pressure loss between 0 and 4% blowing, i.e. the performance at first became worse before it
improved. The non-CVG configuration did not exhibit this behavior, but showed a continual improvement
in total pressure loss as the blowing level increased. The level of low frequency unsteadiness increased for
both configurations initially and then subsided. The non-CVG configuration exhibited a lower total pressure
loss as the slot-jet flow rate increased with an approximate 0.6% at a 4.1% blowing rate. Also, the addition
of the slot-jet flow accentuated the variation in total pressure distribution at the exit of the passage for both
configurations, i.e. more three-dimensionality was observed in the total pressure distribution with the slot
jet active.
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3) PSP measurements for the CVG configuration clearly showed three-dimensional behavior on the convex
surface of the passage. Chordwise extraction of the PSP data showed a significant difference between the
midspan and 17% span regions. The 17% span showed an abrupt change in static pressure accompanied by
a plateau region, while the midspan showed a gradual increase to the exit of the passage. The abrupt change
in static pressure accompanied by a plateau is indicative of separation at the endwalls.

4) The spanwise static pressure distribution at the exit of the slot-jet as determined from the PSP data
showed a rapid increase in static pressure in the endwall region as the slot jet flow rate was increased. This
level of static pressure in the endwall region surpassed lower flow rate pressure levels in this region while
values of pressure at the midspan were lower for the higher flow rate conditions. It is conjectured that
the level of blockage at the endwalls actually increased as the slot jet flow rate was increased, which is not
intuitive. This increase could be due to the rapid breakdown of the slot jet shear layer as it abruptly ends
at the endwalls. This phenomenon will be investigated in future experiments.

5) Flow traces of the vortices generated due to the vortex generators were clearly seen from residual PIV
seed on the convex surface. The traces clearly showed the migration of the vortices away from the endwalls
due to the significant blockage in these regions. Vortex lines advect with the fluid, so this showed strong
evidence of the large flow blockage produced at the endwalls.

6) The increased concave surface velocity at the tunnel throat due to the blockage of the vortex generators
helped to supress what appeared to be Görtler vortices.

Future experiments using slot jet flow control will be performed to build on the observations presented
in this paper. Particularly, the endwall flowfield breakdown will be investigated to determine if slot jet flow
control can be rendered more effective in this region through judicious introduction of the slot-jet shear
layer. Also note that the results for the counter-rotating vortex addition with slot-jet blowing are based
solely on one vortex generator design and should not be construed in any general way. Vortex generator use
to enhance diffusion levels in curved passages will be ongoing in this facility.
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Figure 1. Engine Thrust-to-weight Ratio taken from Ref. 7

Figure 2. Aspirated Rotor Performance taken from Ref. 2
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Figure 3. Top view of FCAD wind tunnel

Figure 4. Flow control module with simple streamwise blowing slot
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Figure 5. Upper Plate Edge Profiles

Figure 6. DPIV at Midspan Comparing Edge Thickness Variation on Effectiveness of Slot Jet Diffusion
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Figure 7. Static Pressure Rise Coefficient for 1.25 and 0.25 Edge-to-Jet Ratio Geometries

Figure 8. VG Flow Control Upper Plate
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(a) (15,0.8) (b) (25,0.8)

(c) (15,1.5) (d) (25,1.5)

Figure 9. FG/H Curve Families
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Figure 10. Counter-rotating Vortex Generator Geometry Definition

Figure 11. Averaged Midspan PIV Comparison of Slot Only and Slot with CVG Flow Control
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Figure 12. Vortex Traces Captured by Residue Seed
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(a) 0.6%, Slot-jet Only (b) 0%, CVG

(c) 2.2%, Slot-jet Only (d) 2.2%, CVG

(e) 4.1%, Slot-jet Only (f) 4.1%, CVG

Figure 13. Exit Traverse Gauge Total Pressure Ratio
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(a) 0% (b) 2.11%

(c) 4.17%

Figure 14. PSP for CVG Confguration
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(a) Mid-span (b) 17% span

Figure 15. Chordwise Extracted PSP Data for CVG Confguration

Figure 16. PSP for CVG at Slot Jet Exit
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Details of the unsteady flowfield between an upstream wake generator and a downstream rotor that are closely

spaced in a transonic compressor are studied at various operating conditions using particle-image velocimetry. Flow-

visualization images and particle-image velocimetry data facilitate analysis of the details of shed vortices, wake

motion, andwake–shock interaction phenomena. Such analysis not only aids the understanding of the effect of blade-

row interactions on compressor performance but also allows verification of time-accurate CFD codes that are used to

characterize transonic compressors. As the operating point changes from choke to stall and the rotor-bow shock

moves upstream, distinct vortex-shedding patterns are observed that affect the wake deviation and rotor incidence.

With close spacing between the wake generator and the rotor, vortex shedding from the wake generator and the

passage of the rotor-bow shock are strongly synchronized and blade-passage “phase-locked” measurements are

possible. The resulting multiple images of the flow corresponding to any blade position are averaged to yield vortex

and rotor-bow-shock locations at various back pressures. Using various postprocessing methods, specific shed

vortices and wake topological features are isolated and details of the wake–shock interaction are captured.

Introduction

B LADE-ROW–WAKE interactions are a significant source of
unsteady flow in modern advanced high-performance

turbomachines because their design incorporates closely spaced
and heavily loaded blade rows to increase thrust/weight. Frequently
observed unsteady phenomena such as the interactions of a shock
with a vortex and a shock with a blade surface produce
nonuniformities and irregular flow patterns that influence
compressor performance and result in blade-row vibrations and
high-cycle fatigue. A better understanding of these phenomena will
aid the design of compressors with improved performance.

The majority of design tools currently in use do not explicitly
account for unsteadyflows.Multistage axisymmetricmodels assume
that the incoming flow to a blade row is a mixed-out average of the
flow exiting the preceding blade row and that potential effects
between blade rows are negligible. These models employ empirical
correlations based on engine-company design experience to account
for the effects of unsteady flow. Another method is based on steady
Navier–Stokes analysis, with unsteady interactions between blade
rows being modeled as “deterministic stresses” [1]. Its accuracy is
dependent on the models used to account for the effects of the
unsteady-flow environment on the average-passage flowfield. Time-
accurate CFD codes are now used to simulate compressor operation
and to investigate complex unsteady-flow phenomena [2,3].
Experimental results that reveal unsteady-flow effects are crucial for
validating these design tools and for providing additional
understanding of the physical phenomena and interaction processes

involved in turbomachinery flows that are associated with closely
spaced and heavily loaded compressor stages.

Use of the planar nonintrusive measurement technique particle-
image velocimetry (PIV) [4] for complex geometries and unsteady
applications has allowed researchers tomake accuratemeasurements
of instantaneous and averaged turbomachinery velocity fields [3,5–
11]. In the present investigation a system that was developed for
obtaining high-resolution velocity data from an axial-flow transonic
compressor [12] (Fig. 1) was used to study blade-row interactions at
various operation conditions.

The PIV system consists of two Nd:YAG lasers; transmitting and
receiving optics; and seeding, synchronization, and camera hardware
[6]. The remotely monitored and controlled system allows
identification and investigation of the interaction and synchroniza-
tion of the shed wake and rotor-blade bow shock.

The instantaneous nature of the PIV technique allows for the
capture of the instantaneous unsteadiness that is typical of
turbomachinery flows, and statistical characterization of the flow is
possible through the use of averaging techniques.

Stage-Matching-Investigation Rig

The stage-matching-investigation (SMI) rig is a high-speed highly
loaded compressor that consists of three blade rows: a wake
generator (WG), a rotor, and a stator (Fig. 2). The rig was designed to
permit the WG-to-rotor axial spacing to be set to three values,
“close,” “mid,” and “far” [13], as shown in Fig. 2. Themean spacings
that are normalized by the WG chord are given in Table 1.

TheWGswere designed to produce a pressure loss typically found
in modern-technology highly loaded low-aspect-ratio fan and
compressor embedded front stages. To simplify the experiment the
WGs were designed to be uncambered airfoils that do not turn the
flow. Measurements of stator wakes from rig tests were used as the
design target [14]. In general, these wakes are turbulent and do not
decay so rapidly as wakes from high-aspect-ratio stages with lower
loading. For simplicity and for isolating the effects of various wake
parameters, a two-dimensional representation of the wake was
desired.

The WG airfoils have a small leading-edge (LE) radius, with a
relatively blunt trailing-edge (TE) radius. In the design process this
produced the optimum combination of profile and base drag for
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matching the desired highly loaded stator wake. To help maintain a
constant spanwise total-pressure-loss profile, the solidity of theWGs
was held constant from hub to tip, which results in a tapered airfoil
chord along the radius. The TE was swept to allow a constant
nondimensional mixing length from hub to tip. The clearance was
zero at the hub and at the tip.

A compressor map of the overall stage pressure ratio for the 24-
WG configuration at close spacing is shown in Fig. 3 (throttle
settings: 000, open throttle/choke; 114, peak efficiency; and 140,
near stall). A summary of the aerodynamic design parameters is
given in Table 2. The present PIV study contains data from
measurements made from the 24-WG blade count at “close” spacing
at various points on the map. The axial Mach number through the
WGs at 75% span was determined to be 0.57; the Reynolds number
based on WG TE thickness was 5:78 � 104. The natural
nondimensional vortex-shedding frequency (Strouhal number)
[15] for an isolated WG airfoil based on the TE thickness is �0:2.

Particle-Image Velocimetry System

A PIV system that was developed for turbomachinery
investigations was employed [6]. Figure 4 contains schematic
diagrams of the optical system. Two lasers (Nd:YAG, 532 nm) are
employed for double-instantaneous marking of the seed particles in
the flowfield. The beams are combined and directed through sheet-
forming optics and illuminate the test sectionwith a two-dimensional
plane of thickness that is �1 mm. The scattering from the seed
particles is recorded on a cross-correlation CCD camera with 1008 �
1018 pixels (model Megaplus ES1.0); this camera is capable of
acquiring double exposures at 15 Hz. The camera repetition rate was

set at 10 Hz for synchronization with the laser repetition rate. The
power for the laser-sheet illumination was �20 mJ=pulse. A 105-
mm Nikon lens set at an f-stop of 5.6 was used. For the present
experiments the magnification was 27:4 pixels=mm, which
corresponds to an object width of 36.8 mm. The time delay between
the two frames of the double exposure was typically 1:25 �s. These
settings provided sufficient resolution and accuracy.

The laser-sheet delivery system consists of a probe inserted into an
enlargedWG, light-sheet-forming optics, prisms, and probe holders.
The outside diameter of the probe is 12.7 mm. To minimize
perturbations the modifiedWGwas located at the secondWG below
the WG that was centered at the receiving window. The optical path
from the laser room to the compressor test rig was �8 m and was
covered and isolated from floor vibrations. Figure 4 also contains
schematic diagrams of the path for the laser system and the optical
probe.

The combined beam entered the SMI case perpendicularly
through the center of the WG optical probe. The beam was then
turned 90 deg inside the WG by a prism and directed to a spherical
lens and a cylindrical lens to form a laser sheet. The laser sheet was
turned 90 deg by a prism at the tip of the probe and exited the probe
approximately normal to the spanwise (radial) direction. The
spanwise location of the laser sheet (Fig. 5) at the window could be
changed by rotating the probe. The figure shows two laser-sheet
spanwise locations for the 24-WG configuration with respect to the
blade clockings, WGs, and 75 and 90% circumferences; blade LE
locations are shown at 20-�s intervals with lighter lines. The WG
centered at the viewingwindow (marked by two small lines outward)
is at 22.5 deg, and thicker portions of the laser sheets denote PIV

Fig. 1 Flowpath of the 2000-hp Compressor Aerodynamic Research

Laboratory facility.

Fig. 2 SMI rig cross section in its general configuration.

Table 1 Wake-generator axial spacing (normalized by the local WG
chord)

Spacing x=c, mean x=c, hub x=c, tip

Close 0.13 0.10 0.14
Mid 0.26 0.26 0.26
Far 0.55 0.60 0.52

Fig. 3 Overall stage pressure ratio for 24-WG close-spacing

configuration.

Table 2 SMI aerodynamic design parameters

Parameter Rotor Stator

Number of airfoils 33 49
Aspect ratio, average 0.961 0.892
Inlet hub/tip ratio 0.750 0.816
Flow (annulus area), kg=�s �m�2� 195.04 ——

Flow (frontal area), kg=�s �m�2� 85.34 ——

Flow rate, kg=s 15.63 ——

Tip speed (corrected), m=s 341.6 ——

Mrel LE hub 0.963 0.82
Mrel LE tip 1.191 0.69
Pressure ratio (rotor) 1.88 ——

Pressure ratio (stage) —— 1.84
Diffusion factor (hub) 0.545 0.502
Diffusion factor (tip) 0.530 0.491
LE tip diameter, m 0.48260 0.48260
LE hub diameter, m 0.36195 0.39375
WG counts: 24, 40 —— ——
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image locations. The shape of the laser sheet (thickness, width, and
focal distance) could be altered through various combinations of the
spherical-lens focal length, the cylindrical-lens diameter, and the
distance between them inside the WG as well as through external
optics (a spherical lens) located in the laser path. As shown in Fig. 5,
the laser sheet was inclined and not at a constant radius. The

magnitude of inclination varies depending on the desired spanwise
location at the WG TE. Comparison with three-dimensional CFD
results can be accomplished in a straightforward manner, requiring
interpolation of only the numerical solution to a grid that matches the
inclination of the PIV laser sheet. Comparisons have shown that,
with the grid densities required to obtain an accurateCFD simulation,
an interpolation to a grid that matches the laser-sheet inclination is
straightforward [3], and PIV data and unsteady CFD results can be
readily compared.

Accurate positioning of the camera was accomplished using a
remotely controlled translation stage. The viewing window had the
same curvature as the rotor housing (inner housing radius of
241.3 mm), was made of chemically strengthened glass, and was
2 mm thick. Ray-tracing analysis was performed assuming
monochromatic laser-sheet (green, 532 nm) glass with an index of
refraction of 1.5 (at 20�C), a window with parallel sides, and small
angles of incidence and refraction (paraxial approximation) [16].
Comparison of exposures with and without the window was also
performed. The results revealed that a negligible magnification of
�0:3% occurs in the vertical direction (affecting the v component)
for the present setup. If experiments were conductedwith thicker and
more curved windows, severe distortion would occur.

The rotor one-per-revolution signal was used for triggering the
synchronization system. A digital pulse generator (Stanford DG535)
and a camera interface were used. Programming and operation of the
camera frame-grabber (National Instruments PCI-1424) and the
delay generator were accomplished using drivers that were written
especially for the National Instruments LabWindows/CVI develop-
ment language; this facilitated integration with the PIV analysis
software, which is also written in this environment [17].

The seed material employed in previous experiments [6] was sub-
micron-size smoke particles that were generated from a smoke
generator using a glycerin and water mixture. During its use in the
compressor facility, the seeding system produced sufficient seed
when the particles were introduced at the end of the settling chamber,
before the contraction, and at the height of the receiving window
(Fig. 1). These particles were also preferred for seeding transonic
environments because small-size particles with specific gravity
similar to that of the air minimize particle lag, including that which
occurs when crossing a shock [4]. A pipe extending to the window
height was typically inserted into the plenum. The end of the pipe is
perforated with holes of increasing diameter toward its end, with a
honeycomb and screen for optimal mixing, uniformity, and
spreading of seed. Calculations based on flow speed at the beginning
of the contraction (the area of maximum diameter and minimum
speed), distance from the test area, pipe diameter, and mixing were
performed to confirm that the seeding system exerted negligible
perturbation on the flow.

Once the PIV images have been captured and digitized, the
velocity field was obtained using cross-correlation techniques over
interrogation domains of the images and PIV software [4,17]. The
dimensions of the interrogation domains were dependent on particle
density, estimated local velocity gradients, particle-image size, and
desired spatial resolution. The peak of the correlation map
corresponds to the average velocity displacement within the
interrogation spot. An intensity-weighted peak-searching routine
was used to determine the location of the peak to subpixel accuracy.
Domain-shifting techniques forminimizing in-plane loss of pairs and
correlation–multiplication techniques [18] are used to produce
correlation maps with lower noise. Zero padding was also employed
for added accuracy [4]. The software includes a grid feature that
allows selection of the image areas to be processed, which permits
removal of solid regions such as rotor blades and WGs as well as
shadows from the processing areas. This feature also provides a
choice of various correlation engines and correlation peak locators
and incorporates recursive estimation of the velocity field through a
multipass algorithm for increased resolution [18]. To maintain high
accuracy, two and three passes were performed with interrogation
cells overlapping 75%; this yielded a grid resolution of 16 and
8 pixels (corresponding to 0.58 and 0.29 mm), respectively.
Overlapping of interrogation domains yields more vectors. The

Fig. 4 Schematic diagrams of the PIV system.

Fig. 5 Laser-sheet spanwise locations for the 24-WG configuration.
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overlapping is not merely interpolation because it includes new
particles in every subregion.

In the present study analyses were performed using averages from
the PIV velocity fields. PIV is instantaneous in nature but cannot
provide temporal evolution of the flowfield because of the relatively
slow repetition rate of the lasers that are suitable for this type of PIV
application. The approach taken in this study was based on ensemble
(or phase) averaging [19] because of the natural phase locking that is
provided by the rotor-blade potential field. Then the temporal
evolution could also be inferred from the phase information. The
experiments provided a sufficient number of realizations [20,21]
(>50) for each average velocity-field calculation. The calculation of
turbulence characteristics would benefit from higher numbers, but
this was not an objective of the present study. In this study the
averaged data is presented using the median. The median is less
affected by “outliers” than themean (“robust statistic”) [22], does not
require that data be normally distributed, and offers a smooth
representation of the ensemble-average velocity fields. It is also an
actual member of the data set (for an odd number of samples). The
median has also been found to be advantageous when a lower
number of realizations is available; the median is further enhanced in
studies with low phase-randomness [19] such as the present study,
which concentrates on a close-spacing configuration having strong
phase locking on the large coherent structures. The ensemble-
averaging mode on the instantaneous velocity fields eliminates the
fluctuations due to incoherent unsteadiness that are associated with
turbulence (resolving small scales was not an objective of this study)
and still permits a comparison with CFD predictions. Statistical
filtering was also performed employing routines that allow removal
of outliers from the data using standard-deviation trimming and other
techniques [6,20].

Many factors are involved in the instantaneous-PIV uncertainty-
calculation process (e.g., laser, CCD, seeding, imaging, algorithms,
photodiode, and oscilloscope). The highest uncertainty was found to
be associated with the velocity calculation that involves �x (the
displacement in pixels of each interrogation region), �t (the time
interval between the two exposures), and the magnification of the
digital image relative to the object (pixel=m). The displacement in
pixels obtained by peak-locator algorithms can provide subpixel
accuracy (<0:1 pixels) after correction for various biases [4]. The�t
was adjusted to yield typical displacements of the main stream of
>10 pixels; the uncertainty is, thus,<1%. Values in thewake region,
however, may have higher uncertainties due to the lower �x. The
maximum uncertainty in �t was calculated from the time interval
between the two laser light pulses with the aid of a photodiode that
was connected to an oscilloscope (uncertainty 2%). It was found that
this uncertainty increases with lower laser power and with lower�t.
A conservative uncertainty for the present experiments, which
employed a�t of about 1–2 �s and powers of around 10–20mJ,was
found to be 1%. The magnification was measured, using images of
grids located in the laser-sheet plane, to better than 1%. Combining
these conservative measurements of uncertainty yields a maximum
error of <2% in the freestream velocity and �10% in the wake
velocity near the WG area.

The uncertainty that results from various PIV algorithms (e.g.,
single pass and multipass) and data-filtering techniques (e.g.,
standard-deviation trimming andmedian) was also calculated for the
average velocity field. Mean, standard deviation, median, and
median variability were calculated for the data sets and compared for
each PIV algorithm and filtering technique. The average velocity
field was interrogated at the various representative regions such as
the freestreams above and below the WG and before and after the
shock, the shock regions, and the wake regions. The median
variability was calculated using the “median absolute deviation”
(MAD), which is defined as the median of the absolute distances to
the median and is computed as an alternative to the standard
deviation when that is not available. That was the case in the present
experiments with sample sizes of 50 elements, which effectively
allowed the computing of only one median. Therefore, its
uncertainty, variability, and standard deviation cannot be calculated
from a large-series standpoint, which would require a large

population of medians. MAD is a robust measure of the median
dispersion and does not have restrictions on the underlying
distribution (such as normality). The mean uncertainty for Gaussian

distributions is reduced by a factor of 1=
����

N
p

(with N being the
number of realizations) with respect to the uncertainty of the
instantaneous values. If the sample size is low (<30), a t-distribution
test is more adequate tomeasure confidence [20]. The results showed
that, with proper multipass PIV algorithms and data-filtering
techniques, the mean standard deviation and the median variability
could be decreased to<2% and<1%, respectively, with the median
offering more uniform and consistently lower variability in all areas.
In the wake region these values increased to <12% and <10%,
respectively, which could be attributed in part to actual phase-
randomness [19].

Results

At 100% speed, consecutive rotor blades are separated in time by
140 �s (�11 deg in angle, the blade-row pitch). Seven blade
locations (“clockings”) separated by 20 �s were chosen to
characterize the flowfield in a blade-row pitch. Analyses were
performed using both qualitative flow-visualization and quantitative
velocity-field measurements. Data analysis includes inspection and
selection of flow-visualization images (obtained by increasing the
amount of seeding) and also reduction of data to velocity using PIV
software [17].

Previous research on this test article [6] demonstrated the effect of
changing the axial spacing on the synchronization between vortex
shedding and the rotor LE; the influence and synchronization
between the blade passage and the flow was shown to decrease with
increasing axial spacing. It became evident that close spacing offers
stronger phase-locked flow features. The present experiments were
focused on the “close-spacing-and-75%-span” configuration for
studying the effect of the compressor operating point on the vortex-
shedding pattern. The various operating conditionswere achieved by
changing the throttle settings (000, open throttle; 114, peak
efficiency; 128; 135; and 140, near stall; see Fig. 3). Figure 6 shows
flow-visualization samples for four throttle settings and two blade
clockings that capture the passage of the rotor blade behind the WG.
The figure shows the effect of throttle variation (000, open throttle;
114, peak efficiency; 128; and 140, near stall) on vortex shedding at
two instants of blade passage behind the WG (140 �s, top, and
20 �s, bottom); dashed lines connecting the two vortex centers are
shown to aid in visualizing their location. It can be readily inferred
from these visualizations that vortex shedding from theWGdisplays
a distinct pattern for each throttle condition. The vortices appear
farther upstream as the throttle is closed to near stall (140), as
opposed to when it is open (000). Increasing backpressure moves the
bow-shock upstream, thus causing vortices to be shed sooner for the
same rotor location. For the conditions of open throttle (000) and
peak efficiency (114), a vortex appears to collide with the LE of the
rotor blade, although at peak efficiency the vortex appears at a
location of slightly higher pitch. When the throttle is closed to the

Fig. 6 Flow-visualization samples showing the effect of throttle

variation on vortex shedding.

238 ESTEVADEORDAL, GORRELL, AND COPENHAVER

1124



near-stall operating condition (140), the rotor appears to chop the
wake by the “braid” (the region of the wake between the coherent
structures) [19]. The rotor-blade LE location at a given clocking does
not coincide exactly with those for different throttle settings because
the mechanical speed was varied during the experiments to maintain
the same corrected speed.

As observed in previous studies [6], synchronization of the rotor-
blade location and vortex shedding was apparent upon inspection of
the many images captured under various blade-delay and throttle
conditions. This study demonstrates that the synchronization is
evident at all operating points between choke and stall. The images of
vortex shedding were similar for any given operating condition and
blade delay. These facts have suggested that the location of the
vortices (and shedding) is phase locked to the rotor-blade pass
frequency. Further studies of the relation among blade-row axial
spacing, vortex shedding, and compressor–rotor performance can be
found in the literature [3,6,23]. Other studies of the relation between
the frequency of the vortex shedding and the blade-passing
frequency in a multiblade row of a turbine stage can also be found in
the literature [24,25].

In the present experiments the rotor-blade row appears to produce
forcing of the vortex shedding that is sufficiently strong [19] to cause
sharp synchronization between the rotor-blade position and the main
flow features. Forced shedding is triggered by the rotor-blade
potential field, which transmits a strong pressure perturbation to the
WG. A pressure fluctuation translates to a velocity perturbation as it
interacts with the solid surface of the WG. The location of the
interaction determines the characteristics of the vortex shedding.
Also, because the bow shock is a major cause of pressure change and
because the shock location with respect to the rotor LE varies with
throttle setting, the difference in the location of the vortices as a
function of the throttle setting is related to the shock location. This is
consistent with WG the results of surface-static-pressure measure-
ments made using Kulite transducers, which showed a strong
fluctuation in pressure at the blade-passing frequency [26].
Furthermore, a recent cascade experiment confirmed that large
vortices can be induced by the passing of a shock wave [27].

An improved quantitative understanding of the many unsteady-
flow features involved in complex blade-row interactions can be
gained through analysis of the velocity field obtained with PIV. As
pointed out earlier, because vortex shedding is phase locked to rotor
passage, rotor phase-locked averaging is possible without
destruction of the main details of the velocity field in this interaction
region. Also, in the instantaneous-PIV data, gaps in the velocity
information may be present where seeding was not sufficient to
obtain a correlation; thus, more reliable information can be gained by
considering the average flowfield where data intermittency can be
minimized. In a phase-locked flow with strong statistical central
tendencies of the events under study, the median is both an
advantageous estimator of the central value and a robust statistic for
removal of outliers, as explained in the PIV section.

The velocity field provides evidence of the relationship among
vortex shedding, shock position, wake–shock interaction, and
operating condition. Quantitative information on the actual location
of the vortices and the shock with respect to the WG and rotor blade
can be easily obtained.

Figure 7 shows the PIV velocity field (median of 50 files) overlaid
with streamtraces for the choke (open throttle, 000) operating
condition at three blade clockings that represent the rotor blade
passage behind the WG. The rotor-bow shock, clearly discernible as
an abrupt change in velocity, is at a constant distance from the rotor
but is broken by the shed wake, which is clearly discernible as a low-
velocity region. A significant pitchwise motion of the wake, defined
by the shed vortices, was observed as it advected downstream (and
also as a function of the rotor-blade location).

The velocity field for the blade clocking with the rotor LE aligned
at the WG TE is presented in Fig. 8 (median of 50 files) for three
throttle conditions. The rotor-bow shock can be easily identified for
each operating condition. Between open throttle (000) and peak
efficiency (114), the bow shock begins to move forward as the stage
becomes unchoked and the backpressure increases. Furthermore,

until the stage becomes completely unchoked, the mass flow rate is
constant, as shown by the characteristic of Fig. 3. Thus, the velocity
in the PIV image of Fig. 8a is similar to that of Fig. 7b. At near stall
(where the shock is farther upstream for a given blade clocking), the
vortex that is colliding with the rotor LE is actually shed from a
previous rotor-blade-bow shock. As the throttle goes from open
(000) to near stall (140), the rotor-bow shock becomes stronger and
moves upstream, which causes the greatest changes in velocity
magnitude and flow angle across the shock. The PIV image shows
mainly the flow features upstream of the rotor blade and above the
rotor suction side, but some figures (Figs. 7c and 8c) provide
evidence of the pressure-side LE shock just below the rotor blade. At
the peak-efficiency operating condition, the pressure-side shock is
more normal to the rotor LE and, therefore, can be observed in the
image view.

An approximation of the overall time-averaged velocity field can
be obtained by averaging all seven blade delays of one blade passing
behind the WG. Figure 9 shows the velocity field (median of the
seven blade clockings with 50 files each) and the corresponding
streamtraces for a blade-passage period behind the WG for three
throttle conditions: a) peak efficiency, 114; b) 128; and c) near stall,
140. At peak efficiency, the magnitude of the velocity is high above
and below the wake and rotor incidence is nearly zero. As the throttle
is closed to near stall, the magnitude of the velocity is decreased
significantly, and the flow enters the rotor at a negative angle. Further
analyses of the velocity field yield details on the shock magnitude
and location. The abrupt velocity change through the shock can be
analyzed using line plots of velocity magnitude across the shock.
Figure 10 shows three axial profiles of average speed (median)
through the shock for the peak-efficiency case where the rotor LE is
located at 10% WG pitch above the WG center (corresponding to a

Fig. 7 Velocity field and streamtraces for open throttle condition at
three blade clockings.

Fig. 8 Velocity field and streamtraces for a blade clocking at three

throttle conditions.
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clocking of 120 �s). Here the resolution of the PIVwas 32 pixel cells
with 75% overlap that produce an 8 pixel (0.2925 mm) grid (shown
in the figure). The shock is readily discernible far from thewake at 20
and 15%WG pitch above theWG center, but it widens and weakens
close to thewake, such as at 10%pitch. Thewidth of the bow shock is
smeared by PIV resolution. Higher-resolution measurements or
close-up approaches [28] would be required for more accurate
determination of the actual shock location and velocity gradient,
provided the seeding was appropriate [4]. However, the velocity
jump across the shock can be readily estimated, for example, 235 �
181:5� 53:5 m=s for the case of 20% pitch above theWG. Also the
shock location can be estimated from the curve where the speed
changes rapidly. For example, here the center could be estimated to
be at �12:5 mm (12:5	 0:5 mm) or 22.5% chord upstream of the
rotor LE. The shock width and sharpness are readily discernible far
from the wake at 15 and 25% WG pitch above the WG center but
become smeared near thewake region (e.g., 10%WGpitch above the
WG center) because of the wake–shock interaction. Moreover,
because the velocities across the shock wave can be calculated in the
rotor frame of reference, the Mach number of the shock could be
calculated and compared with the value from the known blade and
flow velocities or shock angle.

The large vortices that appear in the wake flow can significantly
influence the flow entering the rotor. These features are also

important for validating time-accurate CFD codes. The complex
flowfield accompanying the shock, vortices, and wake can be
investigated through additional processing of the PIV velocity data.
Capturing higher levels of detail in these areas was accomplished
using multipass high-resolution PIV with an increased grid
resolution of 0.292 mm and various averaging filters that are
explained in the PIV section. Figure 11 shows the manner in which
these details can be obtained by subtracting a constant axial
component (convective) of velocity to represent the motion from a
frame of reference moving at that velocity [29]. Results at blade
clockings of 70 �s (wake passing through the center of rotor
passage) and 140 �s (rotor LE aligned withWG) for peak efficiency
are shown to emphasize thewakemotions. Thewake vortices and the
braid can be clearly seen in the instantaneous flow visualizations in
Fig. 11a. Topological wake features can be identified from the
streamline patterns; the first vortex shed (spiraling streamline
pattern), the saddle points (outward-pointing streamline pattern from
a center), and the strong downwash velocity between the vortices
through the braid (in the 70-�s clocking) are clearly discernible from
the mean velocity field and streamtraces (Fig. 11b). These motions
occur close to the nearly quiescent region behind the WG, and
convective velocity subtraction is not needed. Further insight
regarding the interaction of the rotor-bow shockwith theWGTE can
be gained from PIV and flow-visualization data. In Fig. 11b, a shed
vortex appears on the upper side (facing rotor revolution) of theWG,
which suggests that the rotor-bow shock influences the WG
boundary layer in a manner that drives the shedding of a vortex. The
nature of the perturbation that drives vortex shedding has been
described in the literature [3] through a comparison of the results of
detailed experimental measurements with time-accurate CFD
simulations. The second vortex and saddle point can also be readily
identifiedwhen their convective velocity (obtained from the absolute
velocity field, here �110 m=s) is subtracted from the mean
(Fig. 11c). A shock–vortex interaction is captured for the second
vortex at 140 �s, as shown in Fig. 11c, which depicts the location of
the vortex in the middle of the shock line.

Other details of the flow can be obtained by smoothing (weighted
average of neighboring points) the velocity field. This technique
emphasizes flow patterns that can be used for time-accurate CFD
comparisons. Such a wake characterization is shown for the 70-�s
clocking in Fig. 12. Thefirst (Fig. 12a) and second (Fig. 12b) vortices
and the saddle points from Fig. 11 are readily discernible with their
characteristic patterns. The wake profiles and wake centerline
(Fig. 13) also provide evidence of the wake motions, waviness, and

Fig. 9 Velocity field and streamtraces for a blade period at three

throttle conditions.
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Fig. 10 Velocity axial profiles at 20% (—), 15% (○), and 10%(x) pitch.

Fig. 11 Wakemotion and wake–shock interaction characterizations at
peak efficiency.
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reduction in incidence at the raw exit. The centerline was defined by
joining the minima of the velocity profiles. Comparison of the
averaged wakes over a period has proved to be very useful [30].

Conclusions

The flowfield between an upstream stator and a downstream rotor
closely spaced in a high-speed highly loaded transonic compressor
was investigated using flow-visualization and PIV measurements at
various operating conditions. A distinct vortex-shedding and shock
pattern was documented for several throttle positions from choke to
stall. Because vortex shedding from theWG is strongly synchronized
with the passage of the rotor-bow shock at close spacing, phase-
locked measurements allowmultiple images of any blade position to
be averaged, producing a clear image of the flowfield. This study
demonstrates that the vortex shedding is synchronized to the passage
of the rotor-bow shock at all operating conditions from choke to stall.
As the operating point changes from choke to stall and the rotor-bow
shock moves upstream, the spatial relation between the rotor blade
and shed vortex is modified. Thus the rotor LE may collide with a
vortex or chop the wake by the braid, depending on the throttle
position. The velocity fields exhibit themotion of the wake including

shed vortices as well as the changes in velocity magnitude and flow
angle across the shock for each compressor operating condition. For
each condition, PIV images present evidence of the shock location,
velocity magnitude, and details of its interaction with the wake and
vortex shedding. An average velocity field defined by seven
positions in one rotor-blade period revealed that the incidence
increased as the operating condition changed from peak efficiency to
near stall.

Analysis of the PIV data has been used to provide insight into
vortex shedding, rotor-bow-shock location, and wake–shock
interaction. Through the use of data-processing techniques such as
multipass high-resolution PIV with statistical data filtering and
averaging, convective velocity subtraction, and smooth-weighted
averaging, it has been demonstrated that the complex unsteady
flowfield can be captured and visualized with great detail and clarity,
allowing previously undetected unsteady-flow phenomena to be
observed. These methods have proved useful for isolating specific
shed vortices and the shock–vortex interaction in this advanced
transonic compressor. Additionally, the data presented allows
verification and validation of time-accurate CFD codes.
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The unsteady flow field produced during the interaction of a shock wave with stator 
blades is investigated in a linear cascade using particle image velocimetry (PIV).  The study 
investigates the interaction that occurs when shock waves traveling with the rotor blades in 
axial transonic compressors interact with upstream stator blades. This interaction produces 
unsteady phenomena such as vortices and separation that induce blockage and losses.  Flow 
visualization and PIV data, synchronized with shock-wave-passage locations provide details 
of the flow field in various areas of the cascade passage.  The experiments are conducted in a 
transonic blow-down wind tunnel with a nominal inlet Mach number of 0.65. A single mov-
ing normal shock is generated using a shock tube external to the wind tunnel, and this shock 
is introduced at the exit of the stator cascade to simulate the bow shock from a downstream 
rotor.  PIV instantaneous measurements are made for three different shock strengths at 
various regions of interest and are synchronized with various instants of the shock passage.  
In each case, the passing shock induces a vortex of varying size and strength around the 
trailing edge of the stator.  The flow pattern includes the disruption and recovery of the 
transonic free stream, shock waves, vortex flow, vortex blockage, suction-side separation, 
spiraling arms, secondary vortices, and endwall clearance flows.  

I. Introduction 
HE trend toward higher stage loadings in axial compressors is forcing designers to include embedded rotor 
stages with leading edge (LE) relative Mach numbers in excess of unity over most of the rotor span. Under 

these conditions the rotor will have either an oblique bow shock or possibly a detached normal shock upstream of 
the LE, depending on its design and operating condition.  The relatively small stagnation pressure loss due to these 
shocks is generally acceptable in view of the increased mass flow rate and pressure ratio afforded by transonic rotor 
operation. At compressor operating points below the design rotational speed or when an elevated back-pressure is 
experienced, the shock structure detaches and is pushed entirely upstream of the rotor LE.  Unlike the weak bow 
shock present at the design condition, the strong bow shock which occurs under off-design operation extends rela-
tively far upstream from the rotor LE.  If the axial spacing between the upstream stator and the embedded transonic 
rotor is consistent with normal compressor design practice, the rotor bow shocks will impact the stator trailing edge 
(TE) [1, 2].   

The transonic rotor-stator interactions have been the topic of both experimental and analytical research.  The 
general consensus among these researchers is that the losses in transonic compressors increase rapidly as the axial 
spacing between stages is reduced.  Gorrell et al. (2003) [3, 4] conducted an experimental investigation of the effect 
of blade-row spacing on the performance of a transonic compressor using the Air Force Research Laboratory 
(AFRL) Stage Matching Investigation (SMI) rig.  Mass flow rate, pressure ratio, and efficiency all decreased as the 
axial spacing between the upstream wake generator (WG) and the transonic rotor was reduced.  At close spacing, an 
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additional loss beyond that associated with mixing was present.  Part 2 of this paper [4] presents CFD results for the 
same WG/transonic rotor system used in the experiment.  At far axial spacing between the WG row and the rotor 
row, the rotor bow shock degenerates into a weaker pressure wave when it reaches the WG surface.  At close axial 
spacing, however, the shock turns normal to the WG surface as it passes the TE and propagates upstream (Fig. 1) 
[1].  The WG flow is supersonic relative to this moving wave thus, Gorrell et al. (2003) [3, 4] concluded that this 
wave exhibits the same behavior as a normal shock, causing significant entropy generation and total pressure loss.   

Estevadeordal et al. (2002, 2007) [5, 6] documented the flow field within a transonic compressor using Particle 
Image Velocimetry (PIV).  These experimental studies were also conducted using the AFRL SMI rig.   Data were 
gathered for two spanwise locations, two WG counts, two axial spacings between the WG and rotor, and various 
operating conditions. The WGs in these tests had blunt TE, which led to vortex shedding in the wake.  These vor-
tices were found to grow as they convected downstream.  For the largest axial spacing tested, the vortices are esti-
mated to be 30% larger than the WG thickness. The vortex-shedding frequency was largely dictated by the rotor-
blade-passing frequency.  Flow patterns such as the number and location of the vortices were always similar for a 
given rotor blade-passing frequency.  The rotor bow shocks provided a strong periodic pressure fluctuation that 
forced the synchronization of the vortex shedding to the shock-passing frequency.  Gorrell et al. (2006) [7] provided 
a detailed comparison of PIV data and CFD simulations for the SMI rig. 

The current investigation represents a follow up to the study of Langford et al. (2007) [1].  In these experiments 
the stator flow environment within a close-stage-spacing embedded transonic compressor was simulated by a linear 
cascade of loaded stator blades.  The steady performance of the stator cascade was measured to provide a baseline to 
which cases involving the moving shock could be compared.  Pressure measurements indicated that the stator 
matched its design intent with regard to loading, turning, and loss under steady flow conditions.  A moving shock 
wave was then introduced into the stator cascade to simulate the detached bow shock from a downstream transonic 
rotor operating at off-design conditions.  The flow patterns due to the interaction of this passing shock and the stator 
flow field were explored qualitatively using flow visualization and quantitatively using PIV. 

II. Experimental Setup 
The experiments were conducted at the Transonic Cascade Wind Tunnel at Virginia Tech. This blow-down-type 

tunnel provides up to 20 sec of usable run time for the inlet Mach number of 0.65 that was used in these tests.  A 
four-stage Ingersoll-Rand Type H reciprocating compressor provides the air supply for the tunnel.  Before entering 
the tunnel, the air is filtered, cooled, dried, and stored in outdoor tanks.  The tunnel is run by a computer-controlled 
main valve and simple feedback electronics, which maintain a specified stagnation pressure downstream of the con-
trol valve.  A turbulence grid was mounted upstream of the test section, generating a turbulence intensity of about 
1.6%, with a length scale of 1.7 cm.  The cascade blades have a 0.76-mm endwall clearance from 50% chord to the 
TE.  This clearance allows a small amount of leakage flow from the pressure surface to the suction surface, which 
aids in preventing corner separation that would otherwise spoil the two-dimensional (2D) nature of the experiment.  
Table 1 contains the main cascade parameters, and Fig. 2(a) contains a schematic of the cascade test section in the 
wind tunnel.  Further details of the experimental set up and blade characteristics can be found in Langford et al. 
(2007) [1]. 

The moving shock was generated by rupturing a Mylar diaphragm within a pressurized shock tube and transfer-
ring the resulting shock into the test section.  The shock tube consists of two sections of 3-in-nominal-diameter steel 
pipe separated by the diaphragm. The shock strength, measured as the static pressure ratio across the shock front, is 
directly proportional to the diaphragm thickness.  To initiate the shock, the driver section was rapidly compressed 
with helium until the diaphragm ruptured.  Helium was used as the driver gas because a greater shock static-pressure 
ratio can be achieved at a lower driver pressure when the ratio of fluid acoustic velocities between the driver and 
driven sections is increased.  The acoustic velocity of helium is roughly three times greater than that of air.  After the 
shock was fully developed within the driven section of the shock tube, it was transmitted through flexible reinforced 
tubing into the test section.  Before being introduced into the cascade, the shock was passed through a shock-shaper 
apparatus to expand it and produce a purely cylindrical rather than spherical wave, as it passes the stator blades.  
Additional details on the shock tube can be found in Langford et al. (2007) [1]. 

Data on steady performance was gathered using various pressure probes to verify that the stator cascade was op-
erating at design-intent loading [1].  The unsteady measurements involving the moving shock were conducted at an 
incidence angle of zero degrees for three shock strengths with static pressure rises of “1.42,” “1.76” (nominal), and 
“2.10,” respectively.  The static-pressure rise across the shock (strength) was measured at the TE of the center blade 
in the cascade using wall-mounted Kulite high-bandwidth pressure transducers.  The pressure data were sampled at 
1 MHz using a 12-bit LeCroy 6810 A/D converter.  The Kulite were also used for triggering the laser pulses for the 
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PIV measurements; the pressure transducer signal from the strong pressure fluctuation of the passing shock was sent 
to the external trigger of the electronics delay generator (Stanford DG535) that drives the PIV-system components 
(lasers and cameras).  For every blow-down run a shock was generated; and because of the relatively slow repetition 
rate of the PIV system, only a single, instantaneous, double PIV image could be recorded.  The shock location re-
corded by the PIV system was varied for every run by changing the triggering Kulite.  The Kulites were spaced 0.5 
in. apart and formed a line parallel to the stagger axis [Fig. 2(a)].  However, since the shock-propagation speed (and 
strength) decreased as the shock exited the shock-shaper tube, the actual time delay between triggering locations was 
not constant.  The delay/location of each instant image shown in the Results Section is referred to by the correspond-
ing triggering Kulite number, e.g. ‘K5’ indicates that Kulite No. 5 was used for triggering the PIV image-capture 
system. 

The PIV experiment involved seeding the flow with small particles and then illuminating a two-dimensional 
slice of the particle flow path using two overlapped Nd:YAG (New-Wave Solo PIV 120) laser sheets in rapid suc-
cession (2 μs apart in the present experiments) to calculate the flow velocity.  Laser-sheet delivery was accom-
plished using a special optical probe [Fig. 2 (b)] that was inserted (and secured with a special nylon mount) in a 
glass rod mounted across the cascade and located sufficiently far downstream to have negligible effect on the flow 
in the area under study.  The glass rod was sealed from leakage using o-rings and secured to the endwalls using 
compression fittings with nylon ferrules.  The probe could be inserted at any span location by traversing it inside the 
glass rod, and it could be rotated; the distance of the embedded lenses from the prism could be changed to modify 
the focal distance and the spread of the laser sheet.  This allowed illumination of any region of interest in the flow 
[Fig. 2(c)].  The majority of the data was gathered at mid-span but data was also gathered near the endwalls.  Several 
ports were machined in the cascade windows to facilitate illumination of areas that could be in shade and to avoid 
seed deposition in front of the laser-sheet output.  The beam was split prior to entering the optical probe, and one-
half was sent to the top of the tunnel to generate a second laser sheet that illuminated the inlet flow (~ 1 in. view to 
the LE of the stators) through a window and allowed collection of inlet conditions for each run.  The thickness of the 
laser sheets was ~ 1mm. 

The acrylic windows in which the cascade blades are mounted facilitate the setup of the receiving optics.  Two 
cameras [ES1.0 Kodak CCD with 1k x 1k pixels (pix)] were used to provide inlet and passage views simultaneously 
with 105-mm Nikon lenses at F#4.  Processing the image pair allowed calculation of the instantaneous 2D velocity 
vector field for the area of interest.  The selection and implementation of the proper seeding strategy is of major im-
portance in the successful performance of PIV measurements.  The seeding particles must be extremely small and 
have specific gravity that is close to that of air to permit accurate tracking of the flow by avoiding the impact of vis-
cous and inertia forces that can produce particle lag.  The seeding particles must also scatter light efficiently to en-
sure that exposure of the recording media occurs.  For minimizing particle agglomeration and ensuring uniform 
distribution, careful consideration must be given to the choice of particles and the mechanism for their introduction 
into the fluid flow.  For the present experiments, high-purity submicron-sized (~0.5 μm) alumina (Al2O3) particles 
were used; these particles were introduced sufficiently far upstream of the test section to avoid perturbations [Fig. 
2(a)].  The seeding-system was based on seeders of the solid-powder cyclone type, and insertion of the particles into 
the tunnel was accomplished using a rod with a row of holes.  Although the specific gravity of the particles is 3.06 
and they are non-spherical (plates), numerous studies have shown that they can be used for seeding low-speed tran-
sonic and some higher Mach number flows.  A more detailed discussion of the PIV system and associated uncertain-
ties can be found in Langford et al. (2007) [1]. 

III  Results 
Extensive analysis of the velocity field near the TE that compares vortex strength and blockage for this cascade 

experiment can be found in Langford et al. (2007) [1] and detailed comparison and analysis with CFD simulations 
can be found in van de Wall et al. (2006) [2].  The present study focuses on identifying and describing the flow pat-
terns in various regions as a function of the shock, vortex strength and location.  For the three shock strengths, flow 
visualizations and PIV results are shown for the TE; downstream views capture details of the flow pattern of the 
wake, the vortex, the blockage region, and the separation region; passage views capture details of the shock location 
and the pressure and suction sides of the blade; finally near-the-endwall views capture some three-dimensional (3D) 
flow patterns that are typical of the influence of the clearance flow.  

The flow-visualization images of Fig. 3 show the vortex location (unseeded core) that formed under the “1.42” 
strength shock in the TE area of the blade for various shock locations.  The undisturbed wake [baseline image of 
Fig. 3(a)] is shown for comparison purposes, and the exit angle of the wake can be seen for reference.  The flow-
visualization sample of the wake was obtained by selecting a sample with more seeding in the wake region.  The 
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wake seeding material can be seen emanating from the unseparated pressure side flow at the TE, mixing in the wake, 
and encountering the suction side (turbulent) boundary layer (with less amount of seeding).  After the shock wave 
has interacted with the TE of the cascade blade, the vortex forms and grows as it travels downstream, as shown in 
the pictures of Fig. 3(b), 3(c), and 3(d), which display three instants of the vortex evolution corresponding to the 
Triggering Locations K6, K7 and K8, respectively.  The vortices can be readily identified in each image that has a 
dark core (caused by the lack of seed).  Upstream of the vortex and toward the suction side of the blade, an area with 
less amount of seeding is visible; it changes for each instant, following changes in the vortex size and location. The 
vortex travels downstream with an inclination which is different from that of the baseline wake because of the flow 
induced by the passing shock and the vortex-induced flow.  The actual flow-field features can be better described 
using the PIV data.  The PIV data for these images of Fig. 3 are shown in Figs. 4 and 5, including a broader area of 
the suction side.  For the velocity plots in Fig. 4, a resolution of 64 pix grid cells was used with 75% overlap, yield-
ing 0.44-mm grid spacing.  This resolution was appropriate for purposes of displaying the general flow features.  
The first one [Fig. 4(a)] corresponds to the baseline flow and shows typical cascade suction and pressure-side flow 
including the low-speed region defining the wake; there is also evidence of a low-speed region corresponding to the 
turbulent boundary layer near the surface of the suction side of the blade (although the present resolution is not in-
tended to resolve it), shown by blue contours and also evidence of back flow in the small area just behind the TE, 
which is typical of wakes behind blunt bodies.  After the shock has passed through the TE and the vortex has 
formed, the flow pattern is considerably changed, as first depicted in Fig. 4(b).  As explained by Langford et al. 
(2007) [1], the vortex flow rotates in opposite direction to the circulation around the stator and its interactions with 
the free stream yields a distinctive high-speed area in the lower side of the vortex (red contours) and a low-speed 
area on the upper side (blue contours).  These two areas can be seen contacting each other around coordinates (288, 
715) pix in Fig. 4(b), and they define a point of maximum gradients and a signature of the vortex core center.  The 
exact location cannot be found from the data because of the lack of seeding in the vortex core and strong gradients in 
the region that lead to noise and inaccuracies.  This also hampers determination of the exact shape of the vortex core 
[1].  In the frame of reference of the stator TE (which is the camera frame of reference also), the streamlines split to 
pass around the vortex.  The streamlines from the low-speed area above the vortex appear to be deflecting down-
ward and those lower than a splitting point go around and meet the high-speed region of the vortex.  In the frame of 
reference traveling with the vortex, the spiraling streamline pattern results [Fig. 4(c)]. An approximate convective 
velocity of the region was subtracted for drawing these streamlines [8].  This pattern has been overlaid on the vortic-
ity contours (invariant from the frame of reference) in Fig. 4(d) to show vortex location and compare it with the 
streamline pattern.  A section of high vorticity is observed from the TE to the high-speed region of the vortex that is 
consistent with the flow visualization line emanating from the pressure side of the TE and is connected to the vortex 
[Fig. 3(b)]; this is an indication of the location of the vortex-sheet discontinuity that is produced in the interaction of 
the shock with the TE.  As noted by Langford et al. (2007), traces of the shock can still be discerned in the upper 
right corner of this image as a distinctive velocity-magnitude discontinuity, and its shape is consistent with the 
shadowgraphs shown in Ref. [1].  The views over the passage will offer further details of the shape of shock as it 
propagates upstream.  The evolution of the flow, showing the vortex growth, is depicted in Fig. 5 at four instants 
using a higher resolution grid (32 pix grid cells with 75% overlap, yielding 0.22-mm grid spacing).  The core region 
and other areas without seeding or noise are blanked out.  The streamlines, contours, and vectors show the motions 
around the core in greater detail.  The initial vortex position nearest the TE (a and b) still exhibits the vortex-sheet 
characteristics from the TE to the vortex.  In this stage two separate low-speed regions, one in the suction side of the 
blade and another downstream of the vortex, can be seen (blue contours).  Subsequent to this stage, when the vortex 
initially grows and travels downstream (c and d), the flow pattern changes and includes a larger low-speed region 
(blue contours) that extends from the suction side to the far-downstream area of the vortex low-speed region.  A 
recirculation region is obvious at this stage within the suction side of the TE area.  The last location (e and f) shows 
a larger vortex, with the low-speed area having spread in the pitch direction while diminishing in magnitude; the 
area upstream of the vortex begins to recover from the shock passage, as signaled by the lack of strong low-speed 
regions (blue contours) upstream of the vortex and with streamlines oriented toward the free-stream pattern that ex-
isted before the shock interaction.  

The characteristics of the velocity field when the shock strength is increased to the “1.76” (nominal) setting are 
displayed first in the flow visualizations of Fig. 6, for the same view of the TE as in the previous figures.  With a 
shock of this strength, the vortex formation and the deviation of the wake region are even more apparent in the visu-
alizations. The wake changes its overall inclination [Fig. 6(a, b)], as compared to the baseline [Fig. 3(a)] (also noted 
in the shadowgraph analyses in Ref. [1]); there is evidence of a strong bending of the wake at the TE from the pres-
sure side [especially evident in Fig. 6(b)] induced by the passing shock.  This sharply bent line that joins the TE and 
the wake is marked by the seeding that emanates from the pressure side and is the first indication of vortex roll-up.  
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After this, the vortex forms and appears to be clearly attached to the TE tip in Fig. 6(c) before moving downstream 
[Figs. 6(d-f)].  In its travel, the vortex grows in size and exhibits new features such as secondary motions and spiral-
ing arms [9] in the periphery around the core.  The quantitative PIV data (Fig. 7) offer further insight into the events 
taking place (using only the coarser grid resolution for general features).  First, the shock passage can be followed in 
Fig. 7(a-d) as a strong velocity discontinuity.  In the first location [Fig. 7(a)], a sharp discontinuity or change in flow 
direction has still not occurred, and only a change in velocity magnitude which is different from that of the baseline 
[Fig. 4(a)] is noticeable, indicating that the shock (the nature of which was shown also in shadowgraphs in Ref. [1]) 
is just entering the region.  In the second location [Fig. 7(b)], it is clear that the shock has just passed the TE and that 
the flow pattern has been affected consequently with changes in the flow direction and generation of low-speed re-
gions and a vortex region.  The sequence of events is similar to that for the weaker shock but with stronger features 
and more distinct details.  In this case, details of the formation and evolution of the low-speed region are clearer.  As 
the flow evolves, the large low-speed band dominates a large region of the flow after the vortex has formed at the 
TE [Fig. 7(c)], with the wake deviating over the vortex.  In the next instant [Fig. 7(d)] after the vortex has detached 
from the TE, the low-speed band begins to give way while the vortex flow gains strength and dominates the flow; 
the farther-downstream wake trace is rolled into the vortex downstream-spiraling arm [shown in blue contours for x 
< 200 pix and also very obvious in the flow visualization shown in Fig. 6(d)].  The suction side exhibits recircula-
tions throughout the process [e.g. Fig. 7(e)], and its thickness decreases as the free stream re-enters the area [Fig. 
7(f)].  Details with a higher resolution grid for this case were presented in Ref. [1], with analysis of the vortex shape, 
size, strength, and blockage.  Details of streamlines overlaid on the velocity contours and vectors overlaid on the 
vorticity contours are shown in Fig. 8 with a higher resolution processing grid (32 pix cells --0.89 mm-- with 75% 
overlap, yielding a resolution grid of 0.22 mm) for the case of the nominal shock triggered on Kulite 8.  The velocity 
contours show the typical high- and low-speed areas that accompany the vortex.  At this stage these two regions 
appear to be connected to the upstream TE region in two different ways.  The low-speed region no longer extends 
from the wake to the suction side separation region [which exhibits strong recirculations, e.g. at ~ (450, 600) pix] 
but only exists as patches of low-speed areas upstream of the vortex (sparse light-blue contours), signaling that the 
free stream is entering the region as it recovers from the vortex event.  The high-speed region, on the other hand, 
continues to be connected to the TE by the remains of the vortex sheet, which continues to roll up into smaller struc-
tures, as can be seen in the small vorticity traces all the way to the TE.  The case with a stronger shock will next 
provide more details of the nature of this tail of the vortex as it leaves the TE, and an additional view will show the 
farther-downstream evolution of the vortex flow.  Good comparisons of velocity field between unsteady CFD and 
the PIV experiment showing these details of the vortex roll-up process as the shock wave crosses the TE and of its 
growth and evolution can be found in Ref. [2].   

As the shock strength is increased to the “2.10” setting, the events accompanying the vortex have sharper fea-
tures.  This can be readily seen in the flow-visualization pictures in Fig. 9.  At the instant triggered on K5 [Fig. 9(a)], 
the vortex has formed, is attached to the TE, and is apparently blocking the passage from the TE to one vortex di-
ameter.  As it becomes detached, it begins to grow in size [Fig. 9(b-e)], and its periphery exhibits spiraling arms and 
secondary vortices.  These observations indicate a laminar core (with a shape such as those analyzed in Refs. [1, 2]) 
with a turbulent periphery.  The suction side of the blade also exhibits a growing separation region with backflow 
and recirculations (these can be inferred from the direction of individual particles in the PIV image).  PIV quantifies 
these features, as shown in Fig. 10 with the use of the coarser grid.  The initial vortex formation is shown in Fig. 
10(a), which provides evidence that  the vortex enters the area upstream of the TE as it rolls up sharply (dark-blue 
contours at TE, with streamlines deflecting downward); the shock has just passed, and it can be seen in the upper 
right corner.  The suction side exhibits strong recirculation as a consequence of the blockage.  A remarkable differ-
ence with respect to weaker shocks is that the flow in the pressure side and in the high-speed side of the vortex flow 
is turning much more sharply.  This is shown, for example, by the streamline patterns in the figure, which exhibit 
noticeable bending, which is a consequence of the stronger and larger area of influence of the vortex in this case.  
The features are much more accentuated than in previous cases and allow sketching of the main flow patterns.  A 
juncture ‘saddle’ point in the low-speed region (blue contours) where the streamlines are deflected downward can be 
seen clearly in each instant [e.g., centered at (200, 400) pix in Fig. 10(d)].  It defines a center around which the pat-
tern of the flow can be sketched:  above it, the free-stream flow moves downstream with a slight bend; below it, the 
free-stream flow is blocked by the vortex.  There are two other main areas--one below the vortex with high-speed 
region and another with the free-stream bending.  Finally, there is the separation region on the suction surface with 
recirculations and backflows.  Smaller details exist, such as the spiraling arms and secondary vortices.  The evolu-
tion of these phenomena will be analyzed in greater detail in the next farther downstream view, obtained by trigger-
ing the PIV capture at later instants (farther Kulite locations).   
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In the new view that captures these farther-downstream events, following the passage of the stronger shock, the 
camera was tilted at an angle approximately perpendicular to the pitch. For reference, Fig. 11(a) shows a flow-
visualization picture for the baseline with a wake.  Then Figs. 11(b-e) display the instantaneous pictures obtained at 
four triggering locations beyond the initial vortex formation that capture the downstream evolution of the flow.  It is 
clear that the main vortex has persisted downstream and moved pitchwise, dragging a series of smaller secondary 
vortices in its upstream spiraling arm.   As noted in Langford et al. (2007) [1], this phenomenon bears a striking re-
semblance to the flow fields observed in impulsive or accelerating separation around sharp bodies, starting vortex 
separation occurring through acceleration and deceleration of a body, and in flows induced when shock waves en-
counter a corner asymmetrically [10-13].  The phenomenon can be clearly observed in the present investigation as 
first shown in the flow visualizations.  The row of vortices can be clearly identified through their dark cores (result-
ing from lack of seeding).  In the instants shown in Figs. 11(b and d), a new small secondary vortex is being gener-
ated as the vortex sheet rolls up from the pressure side to the suction side; and in the instants shown in Figs. 11(c 
and e), a newly rolled up secondary vortex has formed.  The PIV will again serve to provide quantitative insight into 
the phenomenon.  Figure 12 shows the coarser grid results for a baseline wake [Fig. 12(a)] for reference and for the 
four vortex-flow instants shown in Fig. 11.  As in the flow visualizations, the four velocity plots corresponding to 
the shock cases are similar due to the fact that they where all triggered at a late stage of the shock passage though the 
TE.  Again, it is obvious that several flow regions can be distinguished--the high- and low-speed areas of the vortex 
region, the blockage area defined by the vortex area, and the free stream (with tendency to recovery upstream of the 
vortex at this stage).  The new details in this view involve the existence of the vortex sheet defined by the disconti-
nuity in velocity between the flows from the suction and the pressure sides.  This is defined by a line (separating 
green and blue contours) that can be followed from the TE to the vortex area, which has several traces of high- and 
low-speed spots defining the secondary vortices [e.g., at ~ (650, 650) pix in Fig. 12(b), ~ (600, 700) pix in Fig. 12(d 
and e)].  The blue area near the TE is indicative of the separation region and is disconnecting from the vortex low-
speed area as the vortex travels downstream.  The vorticity plots for the last two instants shown in Fig. 13 (baseline 
wake showing two vorticity signs is added for reference) using the finer grid further clearly reveal the existence of 
the secondary vortices.  They have the same sign of vorticity (as in shear layers), confirming that the phenomenon is 
similar to that of impulsively starting vortex from sharp bodies [10-13], and their locations can be precisely tracked 
and traced back to the points connecting a high-speed with a low-speed velocity areas (Fig. 12) and also to the un-
seeded cores of the flow visualizations (Fig. 11).  Even though these later stages of vortex evolution are of great 
fluid mechanics interest, they cannot be taken as representing realistically the flow in a transonic compressor be-
cause, for example, the effects of the subsequent passing blade, shock, and expansion wave are missing in the cas-
cade experiment [1].  

Finally, the passage and the near-wall views offered complementary interest.  The passage views revealed the 
changes that the shock wave imparts inside the passage and its location and shape; it also shows a view with more 
than one blade simultaneously.  The views near the endwall revealed the clearance flow pattern.  Figure 14(a-c) dis-
plays flow visualizations for the normal shock in the passage views for three different instants.  The most important 
feature in these figures is that the vortex formation is different at each of the TEs shown; this is because of the obvi-
ous delay of the shock wave in reaching each TE.  Otherwise, the vortex in the lower blade TE is similar to previous 
visualizations for that instant.  An instant for the stronger shock has been added [Fig. 14(d)] to aid realization that 
the large vortical region appears in all TEs and provides strong blockage in all passages.  Another feature observed 
in all of these visualizations is the appearance of the spiraling arms in the periphery of the vortical region discussed 
in the previous sections.  These arms are the connecting “braids” [9] between several vortices in vortex-sheet roll-up 
phenomena (such as those occurring in wakes and shear layers) and the onset of streamwise vorticity [14]--a 3D 
phenomenon beyond the scope of this investigation.  Blurry areas observed in the pictures are caused by the seed 
deposition in the glass rod that blocked the laser-sheet light. The PIV data for the passage is shown in Fig. 15, which 
includes the baseline at two contour levels for reference (a, b).  For the instant depicted in Fig. 15(c), which corre-
sponds to the initial vortex formation at the TE, the shock can be discerned by a disruption of the velocity field in 
the lower left area of the figure.  The flow direction has begun to be influenced by the shock, as shown by the turn-
ing of the streamlines in that area.  In the next two instants [Fig. 15(d, f)], the shock has evolved to become normal 
to the blade surface, consistent with observations by Langford et al. (2007) [1] and Gorrell et al. (2003) [3].  Details 
of the pressure side at the TE area could be captured in these views, and a sample is displayed in Fig. 15(f) (obtained 
at higher resolution of 16 pix), showing the flow attachment and velocity magnitude and direction.   

The near-endwall (0.25 in. from endwall) flow visualizations provide evidence of the strong turbulence and un-
steadiness in the clearance (leakage) flow region; however, the vortex formation is similar to that of the mid-span, 
indicating a reasonable 2D spanwise vortex extending to the endwalls.  In Fig. 16(a) the lack of seeding area shows 
some surface flow-visualization traces at the wall, indicative of the interaction of the clearance (leakage) flow and 
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the blockage by the vortex region.  This is quantified in the samples of Fig. 17, which show the complex motions in 
the area.  Three-dimensionality is evident from the various sink and source patterns shown in the higher resolution 
velocity field shown in Fig. 17 (b).  

IV.  Summary 
 The unsteady flow field produced during the interaction of shock waves with stator blades was investigated in a 
linear cascade using PIV.  The study investigates the phenomena that occur when shock waves traveling with the 
rotor blades in axial transonic compressors interact with upstream stator blades. This interaction produces unsteady 
phenomena such as vortex and separation that induce blockage and losses.  The present study focused on identifying 
and describing the flow patterns in various regions of the stator blade as a function of the shock and vortex strength 
and location.  Flow-visualization and PIV data synchronized with shock-wave passage locations provided details of 
the flow field in various areas of the cascade passage.  For three shock strengths, results were shown for the TE; 
downstream views captured details of the flow pattern of the wake, the vortex, the blockage region, and the separa-
tion region; passage views captured details of the shock location and the pressure and suction sides of the blade; 
finally near-the-endwall views captured some three-dimensional (3D) flow patterns that are typical of the influence 
of the clearance flow. In each case studied, the passing shock induced a vortex of varying size and strength around 
the TE of the stator. The flow pattern includes the disruption and recovery of the transonic free stream, shock waves, 
vortex flow, vortex blockage, suction-side separation, spiraling arms, secondary vortices, and endwall leakage flows.  
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Table 1 Cascade parameters 
Blade Chord 7.62 cm 
Blade Span 15.24 cm 
Blade Pitch 5.04 cm 

Blade turning angle 35o 
Solidity 1.512 

Stagger angle 23.5o 
Inlet flow angle 45o 

Inlet Mach number 0.65 
Blade count 7 

Blade Trailing Edge Thickness 0.89 mm 
Stator Reynolds number 1.05 x 106 

 
 
 
 

 
 
 

 Figure 1.  Schematic of the shock-turning phenomenon at the stator 
 TE at two time (t) instants separated by a time delay (Δt). 
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 a) 

 
  b) 

 
  c) 

 
 
Figure 2. a) Drawing of the cascade test section in the Virginia Tech Transonic Cascade Wind Tunnel and 
PIV setup view schematics: (1) seed, (2) PIV camera, (3) turbulence grid, (4) main flow, (5) shock-tube exit, 
(6) shock shaper and angular adjustment, (7) transducer locations for shadowgraphy and PIV trigger, (8) 
optical probe glass port, (9) blade laser sheet and camera views, (10) optical probe, (11) inlet laser sheet; b) 
Optical probe schematic with prism, spherical and cylindrical lenses in separate tubing; c) PIV view schemat-
ics and orientation (with inlet main flow from right to left) with sample field-of-view (green).  

1137



 
American Institute of Aeronautics and Astronautics 

 

10

 
 a) Baseline b) K6 

  
 c) K7 d) K8 

  
 
Figure 3.  Flow visualization images of the wake and the trailing vortex for various locations of the “1.42” 
shock-strength passage: baseline (a), K6 (b), K7 (c), K8 (d). SS: Suction Side, PS: Pressure Side, TE: Trailing 
Edge. 
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a) baseline   b) K6 

   
c) K6 d) K6 

   
 
Figure 4.  PIV of the wake and the trailing vortex for baseline and triggering location K6 of the “1.42” shock-
strength passage : a) baseline, b-d) K6; c) and d) are details of velocity and vorticity contours at the TE, re-
spectively, with streamlines with convective velocity subtracted;  PIV cell sizes are 1.8 mm with 75% overlap 
yielding a resolution grid of 0.44 mm; axes units are pix (35.64 pix/mm). 
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a) K6 b) K6 

 
c) K7 d) K7 

 
e) K8 f) K8 

 
 
Figure 5.  PIV details of the wake and the trailing vortex for various locations of the “1.42” shock-strength 
passage: a) and b) K6, c) and d) K7, e) and f) K8. Vortex core and other areas without data or noise are 
blanked out.  PIV cell sizes are 0.9 mm with 75% overlap yielding a resolution grid of 0.22 mm; axes units are 
pix (35.64 pix/mm). Vectors are only shown for every other grid point for clarity. 
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 a) K1 b) K4  

  
 c) K5  d) K6 

  
 e) K7  f) K8 

  
 
Figure 6.  Flow visualization images of the trailing vortex for various phases of the “1.76” shock-strength pas-
sage: a) K1, b) K4, c) K5, d) K6, e) K7, f) K8.  
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a) K1 b) K4  

 
c) K5  d) K6 

 
e) K7  f) K8 

 
 
Figure 7.  PIV of the trailing vortex for various phases of the “1.76” shock-strength passage: a) K1, b) K4, c) 
K5, d) K6, e) K7, f) K8); PIV cell sizes are 1.8 mm with 75% overlap yielding a resolution grid of 0.44 mm; 
axes units are pix (35.64 pix/mm). 
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a) b) 

  
 
Figure 8.  Details of streamlines overlaid on velocity contours (a) and vector field overlaid on vorticity con-
tours (b) from the “1.76” shock-strength passage case (K8); PIV cell sizes are 0.9 mm with 75% overlap yield-
ing a resolution grid of 0.22 mm; axes units are pix (35.64 pix/mm). Vectors are only shown for every other 
grid point for clarity. 
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a) K5 b) K6 

  
c) K7 d) K8 

  
e) K9 

  
 
Figure 9.  Flow visualization images of the trailing vortex for various phases of the “2.10” shock-strength pas-
sage: a) K5, b) K6, c) K7, d) K8, e) K9.  
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a) K5 b) K6 

 
c) K7 d) K8 

 
e) K9 

 
 
Figure 10.  PIV of the trailing vortex for various phases of the “2.10” shock-strength passage: a) K5, b) K6, c) 
K7, d) K8, e) K9; PIV cell sizes are 1.8 mm with 75% overlap yielding a resolution grid of 0.44 mm; axes 
units are pix (35.64 pix/mm). 
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a) Baseline 

 
b) K11 c) K13 

  
d) K14 e) K15 

  
 
Figure 11.  Flow visualization images of the trailing vortex for various phases of the “2.10” shock-strength 
passage: a) baseline, b) K11, c) K13, d) K14, e) K15.  
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a) baseline 

 
b) K11 c) K13 

 
d) K14 e) K15 

 
 
Figure 12.  PIV of the trailing vortex for various phases of the “2.10” shock-strength passage in the down-
stream view: a) baseline, b) K11, c) K13, d) K14, e) K15.  PIV cell sizes are 2.28 mm with 75% overlap yield-
ing a resolution grid of 0.57 mm; axes units are pix (28.1 pix/mm). 
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a) baseline 

 
b) K14 c) K15 

 
 
Figure 13.  Vorticity plots of the trailing vortex for various phases of the “2.10” shock-strength passage in the 
downstream view: a) baseline, b) K14, c) K15. PIV cell sizes are 2.28 mm with 75% overlap yielding a resolu-
tion grid of 0.57 mm; axes units are pix (28.1 pix/mm). 
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a) K5 b) K7  c) K9 

   
d) K13  

 
 
Figure 14.  Flow visualization images of the trailing vortex for various phases of the “1.76” (a-c) and “2.10” 
(d) shock-strength passage: a) k5, b) K7, c) K9, d) K13.  
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a) b) 

 
c) k5 d) k7 

 
e) k9 f) k9 

 
 
Figure 15.  PIV of the passage for various phases of the “1.76” shock-strength passage: a) and b) baseline 
(two contour levels), c) K5, d) K7, e) K9 f) K9 TE-PS detail. 
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a) K5 b)  K5 

   
c) K7 d) K9 

  
Figure 16.  Flow visualization images near endwall span (0.25”) for various phases of the “1.76” shock-
strength passage: a) K5, b) K5, c) K7, d) K9.  
 
a) b) 

  
 
Figure 17.  PIV near endwall span (0.25”) for a phase of the “1.76” shock-strength passage (K9) with two 
resolutions: PIV cell sizes are 2.7 mm (a) and 1.35 mm (b) with 75% overlap yielding a resolution grid of 0.67 
mm (a) and 0.34 mm (b) mm; axes units are pix (23.71 pix/mm). Vectors (b) are only shown for every other 
grid point for clarity. 
 

1151



1 
American Institute of Aeronautics and Astronautics 

 

PIV Study of Blade-Row Interactions in a 
Transonic Compressor 

Jordi Estevadeordal1 
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and 

Steve Gorrell,2 1Lt Dave Gebbie,3 Steve Puterbaugh4 
Air Force Research Laboratory, WPAFB, OH 45433 

Details of the unsteady flow field between an upstream stator and a downstream rotor in 
a transonic compressor are obtained using Particle Image Velocimetry (PIV).  Flow-
visualization images and PIV data that facilitate analysis of vortex shedding, wake motion, 
wake deviation, rotor incidence, and wake-shock-interaction phenomena are presented.  
Such analysis not only aids the understanding of the effect of blade-row interactions on 
compressor performance but also allows verification of time-accurate CFD codes that are 
used to characterize transonic compressors.  The present investigation introduces new 
methods for PIV implementation in complex turbomachinery environments.  The PIV 
measurements are synchronized with various rotor-blade locations, and the instantaneous 
and averaged velocity fields of the flow are calculated.  Stator wake and rotor-bow-shock 
flow interactions in the blade row are identified for various stator/rotor axial spacings and 
operating conditions. Using various post-processing methods, specific shed vortices and 
wake topological features are isolated and details of the shock-wake interaction captured.  
At far spacing, the vortices shed from the stator are phase-locked and shed as counter-
rotating pairs in the wake.  Rotor-bow-shock strength varied, depending on the axial gap 
between the stator and rotor and the operating condition.  Results show that as the rotor-
bow-shock is chopped by the stator TE, it turns more normal to the stator pressure surface 
and propagates upstream, validating a prior significant observation made with time-
accurate CFD. 

I. Introduction 
LADE-row interactions are a significant source of unsteady flow in advanced high-performance turbomachines 
because they incorporate closely spaced and heavily loaded blade rows to increase thrust/weight.  Frequently 

observed unsteady phenomena such as the interaction of a shock with a shed vortex and of a shock with a blade 
surface produce non-uniformities and irregular flow patterns that influence compressor performance and result in 
blade-row vibrations and high-cycle fatigue.  A better understanding of such phenomena is needed to identify the 
impact of unsteady aerodynamics on compressor performance, to develop and validate tools for measuring and 
modeling unsteady flows, and to develop design tools based on improved understanding of unsteady aerodynamics. 

The Air Force Research Laboratory (AFRL) Compressor Aero Research Lab (CARL) has been conducting 
experimental and computational research on transonic-compressor blade-row interactions for several years [1-4].  
Experience has shown that both high-fidelity experiments and simulations are essential for understanding the 
physics of blade-row interactions.  As reported in Ref. [1], the Stage Matching Investigation (SMI) rig test 
confirmed that the axial spacing between an upstream stator and a downstream transonic rotor has a significant 
effect on stage performance.  Mass flow rate, pressure ratio, and efficiency all decreased as the axial spacing 
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between the wake generator (WG) and the transonic rotor was reduced.  This additional loss production occurs as a 
result of the interaction between the upstream WG and the downstream transonic rotor. 

Time-accurate simulations using the 3D, unsteady, Navier-Stokes CFD solver known as TURBO combined with 
PIV data from the SMI experiment [2-3] revealed some important aspects of the production of this additional loss.  
At close spacing as compared to far spacing, the rotor bow shock is stronger at the location where it interacts with 
the WG trailing edge (TE).  Two observations were made.  The first was that the rotor bow shock formed a pressure 
wave on the upper surface of the WG that propagated upstream until it weakened.  The magnitude of loss production 
was affected by the strength of the bow shock and to what degree it turned from oblique to normal as it interacted 
with the TE of the WG.  The second observation was that at close spacing, vortices are shed from the TE of the 
upstream stationary blade row in response to the unsteady, discontinuous pressure field that is generated by the 
downstream rotor bow shock.  These shed vortices increase in size and strength and generate loss as the spacing 
decreases--a consequence of the effective increase in rotor-bow-shock strength at the stationary blade-row TE.  A 
relationship for the change in shed vorticity as a function of rotor-bow-shock strength was also presented that 
predicts the difference between close- and far-spacing TURBO simulations.   

Time-accurate CFD codes are now used to simulate compressor operation and investigate complex unsteady-
flow phenomena.  Experimental results that reveal unsteady-flow effects are essential for validating these design 
tools and providing additional understanding of the physical phenomena and interaction processes involved in 
turbomachinery flows that are associated with closely spaced and heavily loaded compressor stages. 

Use of the planar, non-intrusive measurement technique Particle Image Velocimetry (PIV) for complex 
geometries and unsteady applications has allowed researchers to make accurate measurements of instantaneous and 
averaged turbomachinery velocity fields [3, 4].  In the present investigation, a system was developed for obtaining 
high-resolution velocity data from a new swirler/deswirler stator configuration in an axial-flow transonic compressor 
at CARL (Figs. 1, 2), and the system was used to study blade-row interactions at various conditions.  Most 
successful PIV approaches have relied on optical probes that are inserted in modified stator blades or in the flow 
field to deliver the laser sheet inside the various internal regions of the blade rows. These approaches have certain 
drawbacks, such as probe intrusiveness, shadows in areas of interest, and expensive glass windows. Presented here 
are various approaches that focus on minimum intrusiveness, effective laser delivery inside all regions of interest, 
and economical receiving windows.  Introduced is a new design for PIV blades (that allows small optics to be 
embedded inside), with location, size, and shape determined through analysis of the flow path and CFD techniques. 
Also presented is an economical and fast technique based on the machining of transparent acrylic material for the 
receiving windows.  

The present study introduces the new PIV design and implementation in a new compressor configuration and 
presents some illustrative PIV results. The PIV system allows the collection of data for studies of various parametric 
and operating-point conditions.  It also aids the establishment of comparisons with other WG wakes such as those of 
the blade row of the SMI [5] and determination of the details of the shape of the shock as it travels through the 
pressure side of the vane and the angle of the flow entering the rotor passage for any condition. 

II. Experimental Setup 

A. Blade-Row-Interaction (BRI) Rig 
The Blade-Row-Interaction (BRI) rig is a high-speed, highly loaded compressor that consists of an upstream 

swirler and deswirler (stator) combination, followed by a transonic fan stage (Fig. 2).  The BRI rig is a variation of 
the AFRL SMI rig described by Gorrell et al. [5].  The blunt WG of the SMI rig was replaced with the 
swirler/deswirler combination.  The objective of the new hardware was to simulate an embedded transonic fan stage 
while producing a wake through diffusion with realistic geometry (thin TE) rather than base drag.  The rotors used 
in the SMI and BRI rigs were designed for axial inlet flow and, thus, required a swirler and deswirler to create a 
wake through diffusion while maintaining axial inlet flow to the rotor.   

The rig was designed to permit the stator-to-rotor axial spacing to be set to three values--“close,” “mid,” and 
“far”--as shown in Fig. 2.  The swirler/deswirler combination (Fig. 3) creates a wake through diffusion rather than 
base drag from the thick trailing-edge designs of previous WGs [1-5].  The BRI rig also incorporates variable 
stagger of the swirler vanes to alter the loading on the deswirler vanes and adjustable clocking between the swirler 
and deswirler blade rows to optimize the position of the swirler wake in the deswirler blade row and the amount of 
total pressure loss produced by the swirler and deswirler. 

  One of the objectives of the BRI investigation was to analyze the effect of changing the stagger angle, the 
stator/rotor axial spacing, and the operating condition (Fig. 4).  The design parameters of the BRI rig stage are 
summarized in Table 1.  The rotor and stator in the BRI rig are different from those used in the SMI rig.  The SMI 
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simulated an embedded transonic core stage, while the BRI rig simulates an embedded-fan stage.  The major 
differences between the fan and core stages are fewer rotor blades (28 in the fan versus 33 in the core) and higher tip 
speed (414.53 m/s in the fan versus 341.37 m/s in the core), resulting in the tip relative Mach number being 
increased (1.389 versus 1.191) and the hub relative Mach number being transonic (1.100 versus 0.963).  

 

B. PIV System 
The PIV system used in the SMI rig [3-4] was further developed for this investigation. The basic system includes 

two lasers (Spectra Physics Nd:YAG, 532 nm) for double-instantaneous marking of the sub-micron seed particles in 
the flow field.  The combined beams are directed through sheet-forming optics using various approaches and 
illuminate the test section with a 2D plane of thickness of ~ 1 mm.  The seeding-system design is based on seeders 
of the solid powder cyclone type and includes a valve system for seeding, stirring, and purging.  The timing of these 
various valves can be controlled and synchronized to the rest of the PIV system though a series of BNC connectors.  
The seeding ports are located at the beginning of the contraction (the area of maximum diameter and minimum 
speed) to exert negligible perturbation on the flow; they are positioned in the flow path of the laser sheet.  The 
seeder tube is located sufficiently far upstream of the PIV window area and injects negligible amounts of air and 
seed to avoid exerting any significant aerodynamics perturbation in the flow under study.  The seeding uniformity 
was enhanced by adding a series of holes in the tube and a honeycomb in front of them. The light scattering from the 
seed particles (submicron high-purity alumina--Al2O3) is recorded on a cross-correlation CCD camera with 1600 x 
1200 pixels (Model PCO 1600); this camera is capable of acquiring double exposures with an interframe time of 150 
nsec.  Although the camera repetition rate can be set as high as 15 Hz, it is set at 10 Hz for synchronization with the 
laser repetition rate.  A 105-mm Nikon lens is used at an F stop of 5.6.  The rotor one-per-revolution signal is used 
for triggering the synchronization system.  A customized interface and a digital pulse generator (Stanford DG535) 
are employed for synchronization and remote control of the system.  The horizontal viewing area ranges from ~ 46 
to 67 mm, and the time delay between the two frames of the double exposure is adjusted for each of the viewing 
areas and its flow speed to provide sufficient resolution and accuracy.  In most experiments, this time was set at 
1.5 μsec to yield free-stream displacements around 10 pixels. Once the PIV images have been captured and 
digitized, the velocity field is obtained using cross-correlation techniques over interrogation domains of the images 
and PIV software [4]. The uncertainty that results from various PIV algorithms (e.g., single pass, multi-pass) and 
data-filtering techniques (e.g., standard-deviation trimming, median) has been described in the literature [4]. 

Figure 5 contains schematics of the PIV swirler/deswirler assembly and the housing optical viewing area.  The 
viewing windows used in SMI rig were made of chemically strengthened glass and, thus, could not be cut to the new 
dimensions of the BRI viewing areas; since manufacturing special curved-glass windows is an expensive and time-
consuming process [e.g., Ref. 6], more economical and faster alternatives for manufacturing the viewing windows 
were investigated.  Transparent acrylic material (commercial Plexiglas plastic) was considered since it can be 
machined and polished to optical-quality levels for curved wind-tunnel sections [7] and since the mechanical and 
thermal characteristics in the PIV window area can be maintained under the acrylic damage threshold for most of the 
present experiments. 

For each spacing, a viewing window was machined on one side to have the same curvature as the rotor inner 
housing (radius of 241.3 mm) and on the other side to be flat (Fig. 6).  This produced a small variable magnification 
across the field of view, which must be used for inferring the velocity field.  The PIV windows were held in position 
with specially designed frames made of anodized aluminum (Fig. 6).  Thermocouples were installed in the windows 
and monitored to ensure that temperatures did not reach the acrylic damage threshold in continuous operation (~ 
200oF) during the experiments.  The pressure differential across the window was negligible compared to the acrylic 
yield strength and would not produce acrylic deformation at the temperature of the experiments.  The PIV 
surrounding viewing areas were painted flat black to minimize reflections. 

From the computational and experimental results from the SMI rig, it was determined that taking PIV 
measurements on both the pressure and the suction surfaces of the deswirler over the last 30% chord would be very 
desirable.  Several laser-sheet delivery systems were designed to accomplish this.  One approach involves delivery 
of the laser from upstream in the settling chamber through the use of a mirror [Fig. 7(a)].  The laser sheet is formed 
outside the tunnel and is sent to the mirror through a port with a window in the settling chamber.  Another involves 
the use of small (< 6-mm-diam) cylindrical lenses mounted in an optical probe that is inserted and secured in the 
case just forward of the rotor [Fig. 7(b)].  Finally, two specially designed neighboring deswirler vanes are embedded 
with small optics (< 4-mm-diam cylindrical lens and mirror) [Fig. 7(c)] and with a thin bent acrylic window to 
illuminate the pressure and suction sides of the central vane of interest (Figs. 5 and 8).  Fiber-optics PIV [8] and 
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borescopes can also be implemented using these ports, if desired.  The laser-sheet plane can be set perpendicular to 
the vane of interest at any span in all of these approaches.   

III. Results 
The PIV system allows acquisition of a significant amount of PIV data in the new BRI configuration.  In this 

section, samples from the acquired data will be presented as well as illustrative flow analyses using flow 
visualization, instantaneous and averaged velocity fields, streamline patterns, and vorticity. 
 At 99% corrected speed, where most of the experiments were performed, consecutive rotor blades are separated 
in time by ~ 140 µsec (~ 11 degrees in angle, the blade-row pitch).  Seven blade locations (delays/clockings), 
separated by 20 µsec, were typically chosen to characterize the flow field in a blade-row pitch.  Analyses were 
performed using data from both qualitative flow-visualization and quantitative velocity-field measurements.  Data 
analysis included inspection of selected flow-visualization images (obtained by increasing the amount of seeding) 
and analysis of instantaneous and averaged velocity-field data obtained using various PIV algorithms.  Other 
property derivatives of the velocity field such as vorticity and streamlines were also used.  The data reported in the 
present study were obtained using the upstream laser-sheet delivery method on the deswirler pressure side at 50% 
span.   
 Flow-visualization images displaying sample wakes from a far-spacing configuration (peak efficiency, 0o 
stagger) are shown in Fig. 9 (field of view is 66.67 mm).  Figure 9(a) contains a picture combining the two cross-
correlation PIV frames (separated in time by 1.5 μsec), which are colored red and green.  The rotor-blade position 
(or blade clocking or blade delay “BlDl”) was synchronized in these samples such that the deswirler TE was aligned 
at mid-pitch between two rotor leading-edge (LE) blades (“BlDl0”).  Although shadows from the upstream stator 
blades prevent visualization of the lower section of the wakes, typical coherent structures of wake vortex shedding 
can be seen clearly; the approximate axial location of the centers of the structures (center of unseeded cores) are 
indicated by dashed lines, numbers and characters (a for top or pressure side, b for bottom or suction side) for 
reference.  These labeling will be used throughout to identify the structure locations.  Figure 9 (b) contains a sample 
picture that combines two independent frames (one colored red and the other, green) from the same relative rotor 
position, and it provides qualitative visualization of the wake motion or unsteadiness over time.  Many other pairs 
compared similarly, with relative movement increasing with downstream distance and mainly in the pitchwise 
direction.  As with free-wake phenomena, when the wake travels downstream, naturally more wake motion occurs 
due to the turbulent random nature of the wake vortices.  At far spacing, the wake mixes out more as it travels 
farther downstream, and naturally more randomness occurs.  Nevertheless, when studying the characteristics of a 
wake in a blade row of a transonic compressor, one must take into account a variety of complex interactions well 
beyond free-wake properties--interactions such as particular unsteadiness under the rotor passage and shocks, 
adverse pressure gradients, complex geometry, and three-dimensionality.  While the above simple comparison 
provides qualitative insight into the unsteadiness of the location of the wake, quantitative information is essential for 
assessing the actual degree of variability between any two realizations and within the average flow.  Statistical 
analysis can be used to determine the degree of similarity between flow events, and techniques such as phase-
averaging have been successfully used in the past [4].  Quantitative analyses of the flow using instantaneous and 
averaged velocity fields will now be discussed for the same far-spacing-wake case of Fig. 9. 
  The corresponding PIV velocity field for the instantaneous wake of Fig. 9(a) is shown in Fig. 10.  Lack of 
seeding in some areas precludes full velocity information.  A low-speed region that defines the wake can be seen in 
the figure.  The individual vortices observed in the flow visualization can be readily traced in the velocity field by 
subtracting their convective velocity; Figs. 10 and 11 employ subtraction of near-field and far-field convective 
velocities, respectively, to visualize vortices near and far from the deswirler TE.  The mushroom structure of the 
wake and its topological features are obvious in these patterns, like those observed previously in the SMI PIV results 
[4]. These instantaneous velocity fields are, thus, very useful for analysis of individual realizations and 
instantaneous flow events and complement the averaged features of the flow field, which are of great interest in 
providing insight into the overall performance of the compressor at each condition.  Average velocity-field 
characteristics for the far-spacing conditions of Figs. 9 to 11 are shown in Figs. 12 to 14 using the median (for 
robustness [4]) of 50 realizations.  In Figure 12, the contour maps of the velocity are shown for two PIV grids, with 
two resolutions and interrogation cells overlapped by 75% [4]; this yields 64-pixel (2.67-mm) and 32-pixel (1.33-
mm) grid sizes in Figs. 12(a) and 12(b), respectively.  While both maps show the main features of the compressor 
flow (such as the low-velocity region of the wake, the abrupt changes in velocity across the shock, and the 
accelerating flow region into the rotor passage), the higher resolution displays more details and defines these 
features in greater detail.  For example, the low-speed areas with blue contours at axial location x~500 pix and the 
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high-speed areas with orange contours at axial location x~825 pix (both indicative of vortex locations as in Figs. 10 
and 11) appear in Fig. 12(b) but not in Fig. 12(a).  The plots are shown both with velocity magnitude alone to 
emphasize the contours and with some vectors overlaid to emphasize the flow direction in the deswirler frame of 
reference.  Flow direction can be also readily observed from the orientation of the streamlines (Fig. 13) in various 
frames of reference.  It is noteworthy that the vortices do not become washed out in the averaged velocity field.  
This is an indication that for a fixed blade clocking, these vortices are “locked” at a spatial location, which is similar 
to the “phase-locked” phenomena observed in the SMI rig [3-4].  Analysis of the wake-location repeatability and 
variability in all directions can be performed using quantitative statistical information (such as standard deviation), 
and analysis of the vortices path and its synchronization with the blade location can be performed through 
examination of the various blade clockings; these will be studied in future efforts.  The phenomenon is consistent 
with flow-visualization observations [e.g., Fig. 9(b)] that reveal certain repeatability in the axial location of the 
vortices and some meandering in the pitch direction.  The averaged vorticity field [Fig. 14(a)], which is invariant 
with respect to frame of reference, further strengthens the identification of the vortices of the wake and reveals the 
typical counter-rotating vortex pairs; their underlying location relative to the averaged-velocity-field regions is 
revealed in Fig. 14(b).  This underlying structure of the wake in the averaged quantities for a fixed blade clocking 
(phase-locking effect) was observed in the SMI rig [4] with different WGs.  The effect (observed here at far spacing 
with the cambered stator geometry) will allow the use of “phase-averaging” analysis techniques [4].  In all of these 
instantaneous and averaged plots, the centers of the vortices can be precisely found and traced back to the centers of 
the flow-visualization vortices as well, except that the quantitative information yields their exact location; for 
example, the coordinates of the centers of the structures numbered from 2 to 6 [seen in the vorticity plot of Fig. 
14(a)] match the axial location of the flow-visualization cores (numbered in Figs. 9) within 2 pixels.  The 
quantitative information allows calculation of fundamental instantaneous and averaged properties such as size, 
strength, and blockage via properties such as circulation [9].  The information can also be used to gain insight into 
the relation between the passing shock and the impulsive vortex shedding.  Data from the suction side would also be 
very valuable for identifying other mechanisms that can contribute to vortex shedding such as suction-side 
separation. 
 Analyzing specific flow features such as individual vortices and the rotor bow shock aids the investigation of any 
unsteady mechanisms that may produce additional loss as the spacing is reduced from close to far.  An initial 
assessment of the flow for various axial spacings is presented by instantaneous velocity field plots.  Since a phase-
locking or synchronization effect was shown to occur, even at a far-spacing condition, it is considered that the 
instantaneous flow field, albeit with some limitations, can yield a good representation of the flow field.  A more 
thorough analysis will be completed in the future as averaged data become available.  Some preliminary 
observations and comparisons of axial spacings at -3o stagger will now be presented for some representative blade 
clockings.  These clockings represent the flow during the collision of the wake with the rotor LE (“BlDl60”: 
deswirler-TE aligned to rotor-LE) and the route of the wake toward the rotor passage (“BlDl0”: deswirler-TE 
aligned with the mid-pitch between two consecutive rotor-LEs).  The location of the deswirler vane and the TE of 
the rotor blade (for “BlDl60”) are schematically drawn in the plots for reference.  A “BlDl100” was also selected in 
a close-spacing case to show some specific observations of the shock as it is captured on the pressure side of the 
deswirler.  The magnifications are 24, 34, and 35 pix/mm for far, mid, and close spacings, respectively.  Only results 
for the coarser grid (64 pix with 75% overlap) are presented.  Some areas are blanked out due to lack of seeding 
which precludes full velocity information.   

In Fig. 15 instantaneous velocity fields are presented for far spacing at peak efficiency. The lowest speed area 
(marked by green contour levels downstream of the deswirler TE), corresponding to the wake region and the abrupt 
change in velocity (contour colors change from red to green in very short distance) due to the shocks in each blade 
clocking position, can be readily observed in each plot.  In addition to the bow shock accompanying the rotor blade, 
there is evidence of a second, weaker bow shock, corresponding to the previous rotor blade, interacting with the 
deswirler pressure side at “BlDl0”.  When axial spacing is reduced to “mid” (Fig. 16), the magnitude of the velocity 
change across the shock and in the wake is greater as a consequence of the reduced spacing.  The rotor bow-shock 
strength increases even more at the near-stall (Fig. 17) operating condition, and the bow shock is detached farther 
upstream of the rotor LE.  The “BlDl0” clockings of Figs. 16 and 17 show the shock position and strength near the 
deswirler TE.  An important observation is that the shock is clearly perpendicular to the deswirler pressure surface.  
This validates conclusions drawn from time-accurate CFD analysis of the SMI configuration [2-3] that the bow 
shock was oblique as it interacted with the WG TE but that the resulting pressure wave which formed was turned 
more normal to the WG blade surface.  The resulting moving shock produced an entropy rise.  The magnitude of 
loss production was affected by the strength of the bow shock and how much it turned as it interacted with the TE of 
the WG.  The interaction is even stronger for close spacing (Fig. 18), where the bow shock collides with the stronger 
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part of the wake that exists close to the deswirler-TE.  In this case a blade clocking has been added (“BlDl100”) for 
visualizing the shape of the shock as it interacts with the pressure side of the deswirler vane, which is clearly 
stronger than in the mid-spacing peak-efficiency operating condition (Fig. 16).  These observations were not 
observed experimentally in the SMI rig [4] because the PIV viewing window did not extend upstream enough of the 
WG TE.  These results are the first experimental validation of the numerical observation. 

Analysis continues, such as that shown in Figs. 9-14, for the purpose of establishing more comparisons between 
different parameters and conditions such as stagger angles, axial spacings, and operating point and drawing 
conclusions of their effects on compressor performance.  Higher resolution data will also provide more details on the 
velocity field in various areas and will, for example, permit analysis of the interaction of the shock with the 
deswirler pressure side and its relation with vortex shedding and synchronization between events.   

IV. Summary 
 Preliminary analysis of the AFRL BRI rig has been performed using PIV.  New methods for adapting PIV 
techniques for complex turbomachinery environments, including the use of receiving windows made by economical 
and rapid prototyping techniques, were successfully implemented and evaluated.  The effectiveness of these 
techniques has been demonstrated through full characterization of the interaction between a stator wake and rotor 
bow shock.  Flow visualization--along with analysis of instantaneous and averaged velocity-field data, vorticity, and 
streamlines--was shown to permit identification of important details of the unsteady flow field. 
 Analysis was focused on wake shedding and rotor-bow-shock strength and position.  At far spacing, the vortices 
shed from the deswirler (stator) are phase-locked and shed in counter-rotating pairs.  Rotor-bow-shock strength 
varied, depending on the axial gap between the stator and rotor (close, mid, and far) and the operating condition 
(peak efficiency and near stall).  The closer the spacing, the stronger the interaction between the rotor bow shock 
and the stator, a consequence of the higher shock strength.  Through observation of various blade delays, it has been 
shown that as the rotor bow shock is chopped by the stator TE, it turns more normal to the stator pressure surface 
and propagates upstream.  This validates with experimental data the suggestion that was made in Refs. [2-3], based 
on time-accurate CFD simulations.  Extensive analysis using averages and other techniques was introduced and will 
be completed in future work for various parameters and conditions.   
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Table 1.  BRI Aerodynamic Design Parameters 

PARAMETER ROTOR STATOR 
Number of Airfoils 28 49 
Aspect Ratio - Average 0.916 0.824 
Inlet Hub/Tip Ratio 0.750 0.833 
Flow/Annulus Area, kg/s/m2 195.30 -- 
Tip Speed, Corrected m/s 414.53 -- 
MREL LE Hub 1.100 0.830 
MREL LE Tip 1.389 0.700 
Max D Factor  0.545 0.506 
LE Tip Diam., m 0.4825 0.4825 
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Figure 1.  Flow path of 2000-hp Compressor Aerodynamic Research Laboratory facility. 

 

 
 

Figure 2.  Blade-row-interaction (BRI) rig cross section in its general configuration. 
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Figure 3.  SMI swirler/deswirler stator- Figure 4.  Overall stage pressure ratio (PR) for  
configuration schematic.  mid-spacing configuration (80% clocking,  
 -3o stagger). 
 

     
 

Figure 5.  PIV deswirler-assembly schematic and typical PIV laser-sheet and window. 
 

    
 

Figure 6.  PIV acrylic machined optical window picture and aluminum-window-frame schematic. 
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(a) 

 
(b) (c) 

Figure 7.  Laser-sheet delivery methods: upstream optics (a), optical-probe case insertion (b), and vane 
embedded (c).  

 

 
 

Figure 8.  Photograph of vane of interest in BRI rig. 

  Swirler    |   Deswirler  |     Rotor    |     

Vane of Interest
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Figure 9.  Deswirler-wake flow visualizations for far spacing, 0o stagger, “BlDl0”, at peak efficiency:  PIV 
double exposure (red-green colored) (a) and independent frames (red and green colored) (b).  View width is 
66.67 mm.  Dashed lines, numbers and characters (a for top or pressure side, b for bottom or suction side) 
indicate an approximate axial location of wake structures. 
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Figure 10. Deswirler-wake instantaneous velocity corresponding to Fig. 9(a): vector field (a) and streamlines 
with subtraction of convective velocity of vortices near field of deswirler TE (b). Dashed lines, numbers and 
characters (a for top or pressure side, b for bottom or suction side) indicate approximate axial location of 
wake structures. 

 
Figure 11. Deswirler-wake velocity detail of far-field wake from Fig. 10(b) close to rotor LE with subtraction 
of its convective velocity. Dashed lines and numbers indicate approximate axial location of wake structures. 
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Figure 12.  Average velocity contours and vectors for far spacing, 0o stagger, 80o clocking, “BlDl0”, at peak 
efficiency: (a) 64/75% overlap pixel (2.67 mm) resolution grid, and (b) 32/75% overlap pixel (1.33 mm) 
resolution grid. Vectors in the x direction are shown only every other grid point for clarity. 
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c) 

   
 
Figure 13.  Streamline pattern of average velocity field of Fig. 12(a) (a, b) and Fig. 12(b) (c); convective 
velocity of far-field wake has been subtracted in (b) and (c). Dashed lines, numbers and characters (a for top 
or pressure side, b for bottom or suction side) indicate approximate axial location of wake structures. 
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Figure 14.  Vorticity contours from averaged velocity field of Fig.12(a) (x 1.5 x 10-6 sec-1) (a) and vorticity 
contours on velocity field (b).  Dashed lines, numbers and characters (a for top or pressure side, b for bottom 
or suction side) indicate approximate axial location of wake structures. 
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Figure 15.  Instantaneous velocity for far spacing, -3o stagger, and peak efficiency for two blade clockings: 
“BlDl0” (a) and “BlDl60” (b). 
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Figure 16.  Instantaneous velocity for mid spacing, -3o stagger, and peak efficiency for two blade clockings: 
“BlDl0” (a) and “BlDl60” (b). 
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Figure 17.  Instantaneous velocity for mid spacing, -3o stagger, and near stall for two blade clockings: 
“BlDl0” (a) and “BlDl60” (b). 
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a) 
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Figure 18.  Instantaneous velocity for close spacing, 0o stagger, and peak efficiency for two blade clockings: 
“BlDl0” (a) and “BlDl60” (b).  Dotted lines indicate rotor LE axial position. 
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Detailed PIV measurements of the unsteady flow field between an upstream swirler/deswirler stator 
configuration and a downstream rotor in a transonic compressor are presented.  Flow-visualization 
images and PIV data provide details of vortex shedding, wake motion, and shock interaction phenomena 
for various operating conditions.  The observations and analysis help understand the effects of blade-row 
interactions on compressor performance and allow verification of time-accurate CFD codes that are used 
to analyze transonic compressors. Synchronized measurements with various rotor-blade locations allow 
calculation of phase-averaged velocity fields of the flow and comparison with instantaneous realizations.  
Vortex shedding and wake topological features are isolated and details of the shock interactions captured.  
The results reveal details of the vortex shedding phenomena in the new configurations.  Data obtained in 
the suction side of the deswirler using special optical probe approaches are also presented and 
comparisons with a previous SMI stator configuration are introduced.  Different vortex shapes are 
produced due to different bow shock strength at near stall and peak efficiency.  At close spacing, peak 
efficiency, it was observed that the wake is flatter than at far spacing.  Reducing the loading on the BRI 
stator also produced thinner wakes. 

I. Introduction 
Blade-row interactions are a significant source of unsteady flow in advanced high-performance turbomachines 

due to closely spaced and heavily loaded blade rows.  Frequently observed unsteady phenomena such as the 
interaction of a shock with a shed vortex and of a shock with a blade surface produce non-uniformities and irregular 
flow patterns that influence compressor performance and result in blade-row vibrations and high-cycle fatigue.  A 
better understanding of such phenomena is needed to identify the impact of unsteady aerodynamics on compressor 
performance, to develop and validate tools for measuring and modeling unsteady flows, and to develop design tools 
based on improved understanding of unsteady aerodynamics. 

The Air Force Research Laboratory (AFRL) Compressor Aero Research Lab (CARL) has been conducting 
experimental and computational research on transonic-compressor blade-row interactions for several years [1-5].  
Experience has shown that both high-fidelity experiments and simulations are essential for understanding the 
physics of blade-row interactions.  As reported in Ref. [1], the Stage Matching Investigation (SMI) rig test showed 
that the axial spacing between an upstream stator and a downstream transonic rotor has a significant effect on stage 
performance.  Mass flow rate, pressure ratio, and efficiency all decreased as the axial spacing between the wake 
generator (WG) and the transonic rotor was reduced.  Performance was affected by additional loss production that 
occurred as a result of the interaction between the upstream WG and the downstream transonic rotor. 
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Time-accurate simulations using the 3D, unsteady, Navier-Stokes CFD solver known as TURBO combined with 
PIV data from the SMI experiment [2-3] revealed some important aspects of the production of this additional loss.  
At close spacing as compared to far spacing, the rotor bow shock was stronger at the location where it interacted 
with the WG trailing edge (TE).  It was observed that the rotor bow shock formed a pressure wave on the upper 
surface of the WG that propagated upstream until it weakened.  The magnitude of loss production was affected by 
the strength of the bow shock and to what degree it turned from oblique to normal as it interacted with the TE of the 
WG.  It was also observed that at close spacing, vortices were shed from the TE of the upstream stationary blade 
row in response to the unsteady, discontinuous pressure field that is generated by the downstream rotor bow shock.  
These shed vortices increased in size and strength and generated more loss as the spacing decreased--a consequence 
of the effective increase in rotor-bow-shock strength at the stationary blade-row TE.  A relationship for the change 
in shed vorticity as a function of rotor-bow-shock strength was presented that captured the change in vorticity 
between close- and far-spacing TURBO simulations.   

The Blade-Row Interaction (BRI) rig at CARL (Fig. 1) is a continuation of the SMI studies with the WG 
replaced by a swirler row to turn the flow and a deswirler row to create a wake by diffusion.  Preliminary PIV results 
of the BRI experiments were presented in Ref. [5] and high-fidelity, time-accurate CFD simulations of the BRI rig 
have been presented in Ref. [6, 7].   

Time-accurate CFD codes are now used to simulate compressor operation and investigate complex unsteady-
flow phenomena.  Experimental results that reveal unsteady-flow effects are essential for validating these design 
tools and providing additional understanding of the physical phenomena and interaction processes involved in 
turbomachinery flows that are associated with closely spaced and heavily loaded compressor stages.   

Use of the planar, non-intrusive measurement technique Particle Image Velocimetry (PIV) for complex 
geometries and unsteady applications has allowed researchers to make accurate measurements of instantaneous and 
averaged turbomachinery velocity fields [3-5].  In the present investigation, a system developed for obtaining high-
resolution velocity data from the BRI rig [5] was used to obtain data for various configurations and operating 
conditions.  The PIV system focused on minimum intrusiveness, effective laser delivery inside all regions of 
interest, and economical receiving windows.   

The system allows the collection of data for studies of various parametric and operating-point conditions and the 
present investigation introduces results comparing two stagger angles, two spacings, and two operating conditions.  
New data obtained in the suction side of the deswirler blade is also introduced.  Data analyses reveal new insight in 
the vortex shedding characteristics and aid the establishment of comparisons with other WG wakes such as those of 
the blade row of the SMI [4]. 

A. Blade-Row-Interaction (BRI) Rig 
The Blade-Row-Interaction (BRI) rig is a high-speed, highly loaded compressor that consists of an upstream 

swirler and deswirler (stator) combination, followed by a transonic fan stage (Fig. 1).  The BRI rig is a variation of 
the AFRL SMI rig described in Ref. [8].  The blunt WG of the SMI rig was replaced with the swirler/deswirler 
combination.  The objective of the new hardware was to simulate an embedded transonic fan stage while producing 
a wake through diffusion with realistic geometry (thin TE) rather than base drag.  The rotors used in the SMI and 
BRI rigs were designed for axial inlet flow and, thus, required a swirler and deswirler to create a wake through 
diffusion while maintaining axial inlet flow to the rotor.   

The rig was designed to permit the stator-to-rotor axial spacing to be set to three values--“close,” “mid,” and 
“far”--as shown in Fig. 1.  The swirler/deswirler combination creates a wake through diffusion rather than base drag 
from the thick TE designs of previous WGs [1-3].  The BRI rig also incorporates variable stagger of the swirler 
vanes to alter the loading on the deswirler vanes and adjustable clocking between the swirler and deswirler blade 
rows to optimize the position of the swirler wake in the deswirler blade row and the amount of total pressure loss 
produced by the swirler and deswirler. 

  One of the objectives of the BRI investigation was to analyze the effect of changing the stagger angle, the 
stator/rotor axial spacing, and the operating condition.  The design parameters of the BRI rig stage are summarized 
in Table 1 and a map of efficiency in Fig. 2.  The rotor and stator in the BRI rig are different from those used in the 
SMI rig.  The SMI simulated an embedded transonic core stage, while the BRI rig simulates an embedded-fan stage.  
The major differences between the fan and core stages are fewer rotor blades (28 in the fan versus 33 in the core) 
and higher tip speed (414.53 m/s in the fan versus 341.37 m/s in the core), resulting in the tip relative Mach number 
being increased (1.389 versus 1.191) and the hub relative Mach number being transonic (1.100 versus 0.963).  
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B. PIV System 
The PIV system developed for the BRI rig [5] was used for this investigation. The basic system includes two 

lasers (Spectra Physics Nd:YAG, 532 nm) for double-instantaneous marking of the sub-micron seed particles in the 
flow field.  The combined beams are directed through sheet-forming optics using various approaches and illuminate 
the test section with a 2D plane of thickness of ~ 1 mm.  The seeding-system design is based on seeders of the solid 
powder cyclone type and includes a valve system for seeding, stirring, and purging.  The timing of these various 
valves can be controlled and synchronized to the rest of the PIV system.  The seeding ports are located at the 
beginning of the contraction (the area of maximum diameter and minimum speed) to exert negligible perturbation on 
the flow; they are positioned in the flow path of the laser sheet.  The seeder tube is located sufficiently far upstream 
of the PIV window area and injects negligible amounts of air and seed to avoid exerting any significant 
aerodynamics perturbation in the flow under study.  The seeding uniformity was enhanced by adding a series of 
holes in the tube and a honeycomb in front of them.  The light scattering from the seed particles (submicron high-
purity alumina--Al2O3) is recorded on a cross-correlation CCD camera with 1600 x 1200 pixels (Model PCO 1600); 
this camera is capable of acquiring double exposures with an interframe time of 150 nsec.  Although the camera 
repetition rate can be set as high as 15 Hz, it is set at 10 Hz for synchronization with the laser repetition rate.  A 105-
mm Nikon lens is used at an F stop of 5.6.  The rotor one-per-revolution signal is used for triggering the 
synchronization system.  A customized interface and a digital pulse generator (Stanford DG535) are employed for 
synchronization and remote control of the system.  The horizontal viewing area ranges from ~ 46 to 67 mm, and the 
time delay between the two frames of the double exposure is adjusted for each of the viewing areas and its flow 
speed to provide sufficient resolution and accuracy.  In most experiments, this time was set at 1.5 μsec to yield free-
stream displacements around 10 pixels. Once the PIV images have been captured and digitized, the velocity field is 
obtained using cross-correlation techniques over interrogation domains of the images and PIV software. The 
uncertainty that results from various PIV algorithms (e.g., single pass, multi-pass) and data-filtering techniques (e.g., 
standard-deviation trimming, median) is between one and 10% as has been described in the literature [4].   

Machined and polished to optical-quality curved acrylic windows were used for image receiving optics. For each 
spacing, a viewing window was machined on one side to have the same curvature as the rotor inner housing (radius 
of 241.3 mm) and on the other side to be flat.  This produced a small variable magnification across the field of view, 
which must be used for inferring the velocity field.  The PIV windows were held in position with specially designed 
frames made of anodized aluminum.  Thermocouples were installed in the windows and monitored to ensure that 
temperatures did not reach the acrylic damage threshold in continuous operation (~ 200oF) during the experiments.  
The pressure differential across the window was negligible compared to the acrylic yield strength and would not 
produce acrylic deformation at the temperature of the experiments.  The PIV surrounding viewing areas were 
painted flat black to minimize reflections. 

From the computational and experimental results from the SMI rig, it was determined that taking PIV 
measurements on both the pressure and the suction surfaces of the deswirler over the last 30% chord would be very 
desirable.  Several laser-sheet delivery systems were designed to accomplish this [5].  Figure 3 contains schematics 
of the optical approaches used in the present investigation.  One approach involves delivery of the laser from 
upstream in the settling chamber through the use of a mirror [Fig. 3(a)].  The laser sheet is formed outside the tunnel 
and is sent to the mirror through a port with a window in the settling chamber.  Another involves the use of small (< 
6-mm-diam) cylindrical lenses mounted in an optical probe that is inserted and secured in the case just forward of 
the rotor [Fig. 3(b)].  The laser-sheet plane can be set perpendicular to the vane of interest [Fig. 4] at any span in 
both of these approaches.  A new design that implements a curved laser-sheet that can follow any three-dimensional 
shape [9, 10] will allow obtain PIV data in circumpherential planes. 

II. Results 
The PIV system allows acquisition of PIV data in the various BRI configurations.  In a previous study [5], 

samples from the acquired data at far spacing for peak efficiency operating condition were presented as well as 
illustrative observations using flow visualization, instantaneous and averaged velocity fields, streamline patterns, 
and vorticity.  This investigation continues that effort and includes new observations from data processed from far 
and close spacings, two stagger configurations (0 and -3 degrees) and peak efficiency and near stall operating 
conditions, all at 80% clocking.  Another focus of this research is to compare the BRI flowfield with the previously 
tested SMI rig; this flow field comparison is introduced in the present study through preliminary analyses of vortex 
shedding characteristics.  Most of the present data were obtained using the upstream laser-sheet delivery method on 
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the deswirler pressure side at 50% span. Data is also presented from the suction side acquired at 72% span using the 
optical probe approach.   
 At 99% corrected speed, where most of the BRI experiments were performed, consecutive rotor blades are 
separated in time by ~ 140 µsec (blade period) corresponding to ~ 11 degrees in angle (blade-row pitch).  Seven 
blade locations (delays/clockings), separated by 20 µsec, were typically chosen to characterize the flow field in a 
blade-row pitch.  Observations are made from both qualitative flow-visualization and quantitative velocity-field 
measurements.  Data analysis included inspection of selected flow-visualization images (obtained by increasing the 
amount of seeding) and analysis of instantaneous and averaged velocity-field data obtained using various 
algorithms.  Other property derivatives of the velocity field such as vorticity and streamlines were also used.   
Overlaying quantitative properties on flow visualization images is also used to highlight important features.  Most 
averages consist of ~ 50 realizations, use the median, and the processing was performed using parallel computing in 
Linux clusters [11]. 

A. Vortex Shedding  
 One significant observation from the SMI and BRI experiments has been the synchronization between the wake 
vortex shedding and the rotor passing frequency [3-5].  This was attributed to the rotor bow shock impacting the TE 
of the upstream stator blade producing a change in circulation.  On the SMI rig the influence and synchronization 
between the blade passage and the vortex shedding decreased with increasing axial spacing. This was attributed to a 
weakened rotor bow shock impacting the stator TE at larger axial spacing.  It was also observed that the vortex 
location repeatability with respect to the rotor location (or ‘phase’) decreased with downstream distance (other 
names for the rotor locations or phases are blade clockings or delays and are denoted as ‘BlDl’). This was attributed 
to natural downstream wake evolution.  At closer spacing, both, the impacting shock was stronger and the 
downstream distance lower so most vortex shedding observed appeared ‘strongly forced’ and ‘phase-locked’ [12] by 
the rotor passage. Natural (or ‘unforced’) wakes (and shear layers) come about through small perturbations (‘linear 
theory’ regime) but can also be driven though artificial forcing such as acoustic waves from a loudspeaker [12]. The 
relation between the natural frequency and the forcing wave shape, frequency and amplitude determines the vortex 
dynamics [12].  In the compressor stator wakes the rotor potential field represents the hydrodynamic forcing with a 
frequency and amplitude that influences the vortex shedding. 

In this section, new qualitative observations related to the strength of the synchronization and to the size and 
frequency of the vortex shedding is presented.  One observation relates to the relative synchronization when the 
potential field accompanying the rotor does not include a shock and another relates to the different vortex shedding 
properties (vortex sizes and shedding frequencies) for the wakes of SMI and BRI.  Quantitative analysis of the 
synchronization strength (through determination of phase-coherent and phase-random quantities [12]) and of the 
vortex shedding frequency and vortex strength will be performed in the future. 

When the rotor speed was not transonic and did not produce a bow shock, for example, experiments at 85% 
speed at far spacing performed in the SMI rig, vortex shedding appeared only weakly ‘locked’ to the blade passage 
[Fig. 5 a,b] .  This was first determined from examination of various instantaneous flow visualizations showing 
vortex shedding variations for a given BlDl.  Lack of data near the TE of the stator however hindered determining 
the origin of the vortex shedding.   Figure 5 (a, b) also shows the averaged vector field overlaid in a sample 
visualization image and the contours for two spans.  In both cases the average field appears mostly washed out of 
special features like the obvious vortex seen in the visualizations; the low speed region (shown in green contours) 
corresponds to the wake area and appears approximately uniform, especially with downstream distance.  As a 
consequence, the averaged vorticity appeared with constant positive and negative bands at the edges of the wake 
with the free stream.  This is different from the transonic speed wakes where vortices are locked in a fixed position 
with respect to the blade delay and thus turn out in the averaged properties [5].  Close spacing samples are shown in 
Fig. 5 (c) to reveal that at 85% speed the close spacing potential field is sufficient to phase-lock the vortex in 
position.  The averaged field shows that dependence in the vectors direction and in the contours, where low speed 
regions corresponding to the vortices are not washed out.  Examination of various instantaneous flow visualizations 
indeed revealed that vortex locking for each blade delay at close spacing was consistent.   

Flow-visualization images and PIV averages from a far-spacing configuration (peak efficiency, 0o stagger) 
already displayed the vortex shedding synchronization with the rotor for the BRI rig in Ref. [5].   In that 
investigation, although shadows from the upstream stator blades prevented visualization of the suction side of the 
deswirler TE, typical coherent structures of wake vortex shedding could be seen clearly; the approximate axial 
location of the centers of the structures (center of unseeded cores) were indicated by dashed lines, numbers and 
characters (a for top or pressure side, b for bottom or suction side) for reference.  The vortex location consistency 
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persisted in the averaged velocity and vorticity for each rotor ‘BlDl’.  Again, as with free-wake phenomena, when 
the wake travels downstream, naturally more wake motion occurs due to the turbulent random nature of the wake 
vortices.  At far spacing, the wake mixes out more as it travels farther downstream, and naturally more randomness 
occurs.  Nevertheless, when studying the characteristics of a wake in a blade row of a transonic compressor, one 
must take into account a variety of complex interactions well beyond free-wake properties--interactions such as 
particular unsteadiness under the rotor passage and shocks, adverse pressure gradients, complex geometry, and 
three-dimensionality.  Like in SMI, this ‘phase-locking’ was attributed to the synchronization between the rotor 
passage and the vortex shedding in which the transonic rotor blade passage produced a strong perturbation at the TE 
of the stator blade that forced the vortex shedding.  It was found in SMI [3, 4] and BRI [5] that this effect is stronger 
as the spacing is reduced and also when the operating condition is changed toward near stall (due to the stronger 
potential field reaching the stator).  The distinct features observed from data obtained in the SMI rig were the thicker 
wake with  larger vortices (qualitatively about twice as large and scaled by the blunt TE) compared to those 
observed in BRI and that the number of vortices in SMI is about half that from BRI.  This is consistent with both 
rigs having similar free stream and blade period conditions  (~7 kHz, or 140 μsec) at 100% speed  that yield a 
constant non-dimensional frequency (Strouhal number) ~0.2 in both cases based on measurements of vortex 
shedding wavelength, TE wake thickness and an appropriate free stream velocity.  Quantitative studies are under 
way to determine the exact vortex size and frequency for each rig and the sequence of events at the TE that 
determine the wake characteristics for a given Reynolds number.  The study in Ref. [13] reproduced a sequence of 
events (shock, vortex, blockage, and separation) that occur after the shock interacts with the TE and the study in Ref. 
[14] showed that the passage of the strong shock by the TE wake can produce strong separation that momentarily 
generates a shear layer (co-rotating vortices) prior to the wake (counter-rotating vortex pairs) recovery.  These 
sequences provide insight in how strong forcing events (such as shock) can yield large vortices and with laminar 
cores even at high Reynolds numbers, consistent with present observations of large vortices in the transonic flow.  In 
the case of far spacing the final shaping of the vortex shedding is more susceptible to an interaction of the rotor 
forcing with the natural wake evolution, a key of the blade-row interaction. 

B. BRI Averaged Fields (Far and Close)  
The BRI data for far spacing at 50% span presented in Ref. [5] was completed for one blade period in the present 

investigation for peak efficiency and near stall conditions.  Figure 6 presents the velocity field for these two 
operating conditions using a coarse grid (two iterations, 64 pixel cell resolution, 75% cell overlap) to introduce the 
general flow field evolution in one blade period.  Of interest is the distinct synchronization or phase-locking for each 
case.  The near stall condition, having stronger shocks, shows different wake structure than the peak efficiency.  
Both cases display phase-locking but with distinct vortex configurations.  These velocity maps show the main 
features of the compressor flow (such as the low-velocity region of the wake, the abrupt changes in velocity across 
the shock, and the accelerating flow region into the rotor passage) but higher resolution displays more details and 
defines these features in greater detail. The data was thus analyzed using higher resolution processing techniques [4] 
with a finer grid obtained from three iterations, 32 pixel cell resolution (1.33 mm) and 75% overlap that yielded grid 
points with separation of 8 pixels (0.33 mm).  This produces noisier vorticity maps but provides kinematic details 
not possible at coarser resolutions.  This was pointed out in Ref. [5] for example in the wake regions, where spots of 
lower velocity where captured.  This finer grid also allowed tracking more vortices in the wake near the stator TE.  
In the velocity contour maps the vortex locations are in the regions with high velocity gradients which are readily 
seen by the areas of contact of a high and a low velocity in this absolute frame.  An example of the averaged 
velocity field in the finer grid for one rotor blade period is shown in Fig. 7 with the seven blade delays 
corresponding to the peak efficiency, 0-deg, and 50% span configuration shown in Fig. 6 (a).  The contours of 
velocity show more details of the flow field accompanying the rotor passage, more detailed structure of the wake, 
and more details of the vortices at each rotor blade delay.  The averaged streamline patterns shown in Figure 8 (a, b) 
colored by averaged velocity for two blade delays used the subtraction of convective velocity for tracking the 
vortices; overlaying them on the flow visualization image reveals the consistency of their location.  Figure 8 (c) adds 
a vorticity plot to further corroborate this fact.  Further analyses will allow important properties and flow 
phenomena related to the performance be calculated [13, 14] and they are currently under study.  It will also allow 
important verification of numerical simulations. 

Some data has also been analyzed for close spacing, peak efficiency at 50% span and preliminary observations 
are presented in Fig. 9 for 0-degree stagger and three blade delays.  A distinctive feature not observed before is the 
shape of the wake after the first vortex in the BlDl0.  This flattening shape in that region was observed in all images 
and it is consistent with the averaged velocity field at this condition, which displays a high speed region upstream of 
the rotor that extends to the stator TE.  This rotor potential field has thus a strong wake interaction at close spacing.  
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The other two BlDl reveal the characteristics of the shock interaction with the stator blade and confirms the CFD 
prediction that the shock turns normal at the stator pressure side [3].  

Preliminary results from -3 degree stagger experiments are presented for far spacing in Fig. 10 for two blade 
delays.   The trend of the wake is to be thinner compared to the 0 degree stagger (Figs. 6-8). This is in agreement 
with the deswirler configuration having less separation (or boundary layer thickness) under lower loading and 
producing a thinner wake.  Flow visualization for the -3 degree stagger at close spacing is shown in Fig. 11 and 
displays the interesting wake waviness in this case.  Future analysis will concentrate in quantification of these wake 
characteristics for each configuration. 

C. BRI Deswirler Suction Side  
 Using the current upstream laser-sheet delivery method the suction side is in a shadow.  The view shows that the 
pressure side has a small thin (turbulent) boundary layer consistent with earlier studies [13, 14] and it can be inferred 
from that view that vortex shedding is emanating from the suction side in counter-rotating vortex pairs.  These 
vortices can produce blockage and induce separation [13, 14].  The research continues with data being acquired in 
the suction side of the stator deswirler blade.  In the present study some instantaneous results illuminating the 
suction side with the optical probe at 72% span about 25% chord upstream of the TE for the far spacing and -3 
degree stagger at peak efficiency were obtained.  They give some preliminary insight in the suction side flow.  
Figure 12 shows flow visualizations for two blade delays and display a clear region without seeding which can 
correspond to a thick boundary layer or a separation region.  Lack of seeding in this area is most probably due to 
lack of mixing from the free stream into a separated region; this is similar to difficulties encountered when 
attempting to seed separated areas and inside of vortices.  In the case of a vortex, for example, the center remains 
unseeded typically due to lack of mixing from the free stream [14]; the (laminar) viscous core of a vortex can often 
be modeled having similar properties to Rankine (solid body rotation core) vortex where the centrifugal forces are 
balanced by the pressure gradient.  In this scenario, only particle lag can account for seeding being moved towards 
the center (negative lag) or outwards to the periphery (positive lag).  In the present experiments it is clear that at 
higher spans (e.g. 90 %) and at increasing downstream distances, the mixing into the wake has occurred and seeding 
is present.  The suction side unseeded area is of the same size of the wake emanating from the TE.  Special design 
techniques would be required to allow seeding these areas.  The data presented for the suction side view provide 
velocity maps using the finer grid as those shown in Fig. 13. The shock passage can be readily seen as well as the 
various counter-rotating vortices of the wake.  Although this is evidence of the wake emanating from the suction 
side the lack of data in the surface prevents from finding the actual flow characteristics such as the finding in Ref. 
[6] simulations that have shown that a separation bubble periodically forms and collapses on the suction side of the 
deswirler aft of 50% chord.  Designs to seed these areas are under investigation.   

III. Summary 
 Further analysis of the AFRL SMI and BRI rigs has been performed using PIV.  Flow visualizations, 

instantaneous and averaged PIV was presented for various configurations. Information from the data was used to 
gain insight into the relation between the passing shock and the impulsive vortex shedding.  At 100% speed the BRI 
vortices were synchronized to the rotor passing at both close and far spacing.  Analysis of SMI data at 85% speed 
showed that at close blade row axial spacing the rotor potential field may induce vortex shedding synchronization 
even when a rotor bow shock is not present.  Comparing BRI far spacing data at different operating points showed 
that different vortex shapes are produced due to different bow shock strength at near stall and peak efficiency.  At 
close spacing, peak efficiency, it was observed that the wake is flatter than at far spacing.  Reducing the loading on 
the BRI stator also produced thinner wakes. Data from the suction side was introduced also and proved very 
valuable for identifying other mechanisms that can contribute to vortex shedding such as suction-side separation.  
Vortex shedding analyses and comparison with previous SMI rig was also introduced. It was observed that SMI had 
about twice as thick wake as the BRI and about half the vortex shedding frequency. 
 The methods for adapting PIV techniques for complex turbomachinery environments, including the use of 
receiving windows made by economical and rapid prototyping techniques and optical probes for illumination of 
areas with difficult optical access were successfully used.  The effectiveness of these techniques has been 
demonstrated through full characterization of the interaction between a deswirler stator wake under various loadings 
and operating conditions and a rotor bow shock.  Flow visualization--along with analysis of instantaneous and 
averaged velocity-field data, vorticity, and streamlines--was shown to permit identification of important details of 
the unsteady flow field. 
 Future work will include comparison of the aerodynamics effects on performance and analysis of other spacings.   
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Table 1.  BRI Aerodynamic Design Parameters 

PARAMETER ROTOR STATOR 
Number of Airfoils 28 49 
Aspect Ratio - Average 0.916 0.824 
Inlet Hub/Tip Ratio 0.750 0.833 
Flow/Annulus Area, kg/s/m2 195.30 -- 
Tip Speed, Corrected m/s 414.53 -- 
MREL LE Hub 1.100 0.830 
MREL LE Tip 1.389 0.700 
Max D Factor  0.545 0.506 
LE Tip Diam., m 0.4825 0.4825 

 

 
Figure 1.  Blade-row-interaction (BRI) rig cross section in its general configuration. 

 

 
Figure 2.  Overall stage pressure ratio (PR) for mid-spacing configuration (80% clocking, -3o stagger). 
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 (a)  (b) 

Figure 3.  Laser-sheet delivery methods used: upstream optics (a), optical-probe case insertion (b) 
 

 
  Swirler    |   Deswirler  |     Rotor    |     

Vane of Interest

 
 

Figure 4.  Photograph of vane of interest in BRI rig. 
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a) 

 
b) 

 
c) 

      
FIG 5 SMI samples visualizations  and averaged velocity filed at  85% speed (BlDl 20): far spacing  [a) 75% 
span, b) 90% span]; close spacing [c) 85% span]. 
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 FarPeak  BlDl0-120; 0 deg FarNearStall 
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FIG 6 Far Spacing, 50% span, 0 deg, Peak Eff. and Near Stall): Averaged velocity with vorticity contours for 
one blade period (coarser grid). 
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BlDl0 to-120 - 

 

 

 

 
 
FIG 7 Far Spacing (Peak Eff., 0-deg, 50% span):  details of the averaged velocity field for blade period    
(finer grid). 
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BlDl0_MedianStrm_ 

 
BlDl40_MedianStrm_ 

 

 
BlDl40_ 

 
FIG 8 Far Spacing (Peak Eff., 0-deg. 50% span):  details of the averaged velocity and vorticity field for two 
blade period overlaid on instantaneous flow visualizations. 
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a) Close – 80-0-Peak-BlDl0 – 162AB – 50%span 

 
b) Close – 80-0-Peak-BlDl60 – 105AB – 50%span 

 
c) Close – 80-0-Peak-BlDl80 – 176AB – 50%span 

 
 
FIG 9 Close spacing (Peak Eff, 50% span, 0 deg) Flow visualizations and averaged velocity fields. 
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 FarPeak  BlDl0-60; -3 deg FarNearStall 
FIG 10 Far spacing, 50% span, stagger – 3 degrees and operating point comparison. 
 

 
FIG 11 Close spacing (Peak Eff, 50% span, -3 deg) flow visualization (BlDl0) 
 

      
RunaBlDl0 Peak Far 3deg RundBlDl60 
Fig 12 Far Spacing Flow Visualizations. 
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BlDl0   BlDl80 

 
BlDl20  BlDl100 
 

 
BlDl40  BlDL120 
 

 
BlDl60 

 
Fig. 13 Suction Side Instantaneous Velocity fields.  
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Abstract 
 
One of the important design criteria in the development of 
Pulse Detonation Engines (PDEs) is to stabilize detonation 
in a large-diameter tube in the shortest possible distance. 
The initial shock train emanating from the ignition source 
plays an important role in transitioning the deflagration 
wave into a detonation. To sustain such transition in a large-
diameter tube, innovative methods and strategies are 
required. An experimental-numerical investigation is 
conducted to understand the role of a contoured body 
suspended within the tube for enhancing detonation 
transition. A computational fluid dynamics (CFD) code 
based on flux corrected transport is used for the simulation 
of the fate of the two-dimensional detonation wave formed 
from the ignition source and expanded through the gap 
between the centerbody and the channel walls. It is found 
that the reflection of transverse waves at the walls and their 
collision near the leading shock front are critical in 
sustaining a detonation wave during expansion. The shock-
wall and shock-shock interactions are enhanced by the 
centerbody. Simulations further suggested that the 
effectiveness of the inserted centerbody strongly depends on 
its length.  
 
Introduction 
 
Pulse Detonation Engines (PDEs) operate with a higher 
thermal efficiency than the conventional, constant-pressure 
combustion engines. PDEs also provide a very high specific 
impulse thrust at different operating frequencies. They can 
be designed without the use of any rotating machinery or 
valves in the flow path. However, the design and operation 
of the PDEs are complicated by the unsteady, high-speed, 
pulsed combustion. To reduce the deflagration-to-
detonation transition (DDT) time several conceptual 
procedures have been proposed. The combustible mixture in 
the main chamber can be ignited using a detonation wave 
that was generated in a much-smaller, pre-detonation 
chamber. The primary concern in such approach is the 
success of the transmission of detonation wave from pre-
detonation chamber to main chamber. Previous studies have 
indicated that the maximum expansion a detonation can 
successfully go through is of the order of 100%--placing a 
severe restriction on the detonation-tube diameter [1]. In 

order to achieve detonation in large-size tubes, alternative 
techniques need to be developed either with or without 
using the pre-detonation tubes. This problem of initiating 
and sustaining detonation in large-diameter tubes is 
investigated in the present paper using experimental and 
numerical techniques.  
     The detailed cellular structures of gaseous detonations 
have been studied using experimental techniques since 
1960’s. However, only in the late 1970’s Taki and Fujiwara 
[2] and later Oran et al. [3] were able to numerically 
simulate the cellular detonation structure for the two-
dimensional case. Both the experiments and simulations 
have identified that the number of cells in a cellular 
detonation wave is a consequence of the chemistry of the 
problem, which is characterized by the reaction-zone length 
scale. The cell size was also found to be independent of the 
channel width.  
     An important concern in using cellular detonation wave 
as a source for burning the reactants comes from the 
stability of the cellular detonation wave. Experimentally it 
was found that the stability of the detonation wave increases 
with tube diameter. For example, a sudden increase in the 
tube diameter may not quench the detonation if the diameter 
is greater than thirteen cell widths. As shown by St-Cloud et 
al. [4] and Moen et al. [5], a finite perturbation may lead to 
complete destruction of one-cell-width detonations. 
Therefore, a small but sudden expansion of detonation (or 
ignition) hotspot may result in a deflagration wave. In the 
present paper, growth of the ignition spot is controlled via 
constraining it between the walls of a small tube. Subjecting 
the resulting localized detonation wave to a weak expansion 
over the centerbody, the growth of it is controlled. 
 
Experimental Setup: 
 
The photograph of the in-house research PDE used for 
testing the centerbody concepts is shown in Fig. 1. The 
engine was equipped with a 5.23-cm-diameter, 71-cm-long 
ignition tube and a 9.05-cm-diameter, 92.71-cm-long 
detonator tube. A contoured conical body was mounted 
inside the detonation tube in such away that its base faces 
the ignition tube. Hydrogen mixed with air at stoichiometric 
ratio is detonated at 10 Hz. The detonation tube was 
instrumented with high-frequency (2MHz) pressure 
transducers and ion sensors as shown in Fig. 2. The latter 
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sensors were used to detect the wave velocity when the 
detonation front is passing over. Details of the PDE 
assembly and the incorporated instrumentation are provided 
in Ref. 6.  
 
Mathematical Model:  
 
The conservation equations for mass, momentum, energy 
and the two progress variables are solved in Cartesian 
coordinate system. The gas mixture considered in the 
numerical investigations is a stoichiometric hydrogen-
oxygen fuel diluted with Ar/He by 70%. This mixture is 
known to generate a well-behaving detonation. The 
hydrogen-oxygen reactions are represented by the two-step 
reaction mechanism of Korobeinikov [7]. This model has 
been successfully applied in the past for addressing various 
two-dimensional unsteady detonation problems [2,8]. The 
Chapman-Jouguet (C-J) Mach number of the premixed gas 
mixture considered is 4.8.  
     The present simulations used an explicit 2nd-order 
MacCormack predictor-corrector technique with 4th-order 
FCT (Flux Corrected Transport) scheme for capturing the 
shock waves accurately. A 1501x151 grid system is 
constructed with ∆x=∆y=L*/9. Here, L* is the induction 
length--a characteristic distance related to the unburned gas 
mixture. All the calculations are started by filling the 
channel with combustible mixture and then by igniting it in 
a specified region. For the ignition purpose, a circular area 
of 9-grid-points radius is selected near the closed end of the 
channel and then replaced the fuel mixture within this 
region with the combustion products. In constant-width 
channels, a stably propagating multi-dimensional detonation 
wave establishes as the combustion products push the flame 
front. 
 
Results and Discussion 
 
Experiments were conducted by suspending a conical 
centerbody at 2.79 cm downstream of the reference point in 
the detonation tube (Fig. 2). Ignition was provided with 
spark plugs placed in the ignition tube. A weak deflagration 
combustion wave was established in the ignition tube and 
was expanded in the detonation tube. Typically, such 
expansion further weakens the combustion wave. In the 
absence of the centerbody, the responses from the pressure 
transducers 4 and 7 as the combustion wave passes over 
them are shown in Fig. 3. The relative pressure increased 
only to ~ 0.6 at the leading edge of the combustion wave. 
The measured wave speeds are ~ 650 m/s. 
     Placement of centerbody in the detonation tube helped 
the deflagration combustion wave to transition into a 
detonation wave. The pressure waves obtained from sensors 
4 and 7 are shown in Fig. 4(a) and the voltages recorded by 
the ion sensors 8 and 10 are shown in Fig. 4(b). The 
measurement of wave speed varies from 1800 to 2200 m/s, 
depending on the sensor location. This wave speed 
compares favorably with the C-J velocity of 1966 m/s for 
the stoichiometric H2/Air mixture at 1 atm pressure.  

     To verify the DDT process assisted by the centerbody, 
simulations were made using the two-dimensional code 
described earlier. Calculations were made initially for a 
channel width of 9L* without using a centerbody. A stably 
propagating detonation wave having two transverse waves 
was established after ~1000 time steps starting from a single 
ignition spot. The interaction between the transverse and 
detonation waves results in a triple-shock structure and 
thereby a cellular detonation front. As the detonation 
propagates, these transverse waves travel toward the walls 
and reflect back when they interact with the walls. The 
structure of the detonation front propagating in the 9L* 
channel is shown in Fig. 5 at three instants. The iso-pressure 
plots shown in Figs. 5(a), 5(b), and 5(c) visualize the 
motion of the two triple shock structures between the lower 
and upper walls. The wave velocities obtained at upper and 
lower walls and at the mid section showed that the 
reflection of a triple shock from the wall and the interaction 
between two triple shocks result in enhanced combustion 
(increased propagation velocity) locally. However, the 
average non-dimensional propagation velocity was 4.96, 
which is close to the Chapman-Jouguet (C-J) velocity for 
the mixture considered. 
     Calculations were then repeated for a channel having a 
width of 18L* and without placing a centerbody. A single 
ignition spot failed to yield a stably propagating detonation 
wave. Placing an additional ignition spot did not help much 
in detonating the gas all across the channel. The ignition 
spots are also partially enclosed in small chambers to 
enhance shock reflections off the walls. The failure of 
detonation initiation for this case is shown in Fig. 6(a). 
Here, the bottom image shows the deflagration wave that 
reached the channel exit 58 µs after the ignition and the top 
image shows the changes in pressure at the upper wall with 
time. However, detonations were successfully initiated 
when the ignition energy was doubled as shown in Fig. 
6(b). This demonstrates that a stable detonation can be 
obtained, even though difficult, in the 18L*-wide channel.  
     The possibility of achieving a stable detonation from the 
normal ignition energies is investigated by placing various 
centerbodies in the 18L*-wide channel. Due to the 
orthogonal grid system used in the code, each centerbody is 
constructed with different-size blocks as shown in Figs. 7-9. 
Detonation could not be established with the 32L*-long 
centerbody. A comparison of detonation developments 
shown in Figs. 6(a) and 7 suggests that the initial shock 
waves established from the ignition source have dissipated 
more rapidly in the presence of the centerbody. However, 
when the centerbody length was increased to 39L*, a stable 
detonation was established (Fig. 8). Interestingly, 
detonation could not be sustained when the centerbody 
length was further increased to 46L*. The three calculations 
with different centerbody lengths suggest that 1) placing a 
centerbody can help establishing detonation in a large-
diameter tubes and 2) the effectiveness of the centerbody 
depends on its length, probably in relationship with the cell 
width. The variation in wall pressure at 100L* downstream 
of the back plate are shown in Fig. 10 for different 
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centerbody cases. It clearly shows the establishment of 
detonation in the case of the medium-length (39L*) 
centerbody and failure in the other cases. 
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Fig. 1. Experimental facility used for the studies of 
fundamental concepts in detonation initiation and 
propagation. 
 
 

   
Fig. 2. Schematic diagram of the detonation tube assembly 
and locations of centerbody and sensors. 3-7 are pressure 
transducers and 1,2, 8-11 are ion detectors. 
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Fig. 3. Deflagration wave propagation detected by pressure 
transducers 4 and 5 in the absence of centerbody.  
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Fig. 4. Responses of (a) pressure transducers 4 and 7 and 
(b) ion detectors 8 and 10 during a successful detonation 
initiation achieved by placing centerbody. 
 

 
Fig. 5. Stably propagating detonation wave in a 9L* channel 
at (a) t0 µs, (b) t0+1.6 µs, and (c) t0+3.2 µs. 
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                                     (a) 
 

  
                                     (b) 
Fig. 6. Detonation propagation in 18L* wide channel with 
(a) specified and (b) 100% more ignition energies. 
 

 
 
Fig. 7. Effect of placing 32L* long centerbody. Upper image 
shows wall pressure at different times. 

  
Fig. 8. Effect of placing 39L* long centerbody. Upper image 
shows wall pressure at different times. 
 

  
Fig. 9. Effect of placing 46L* long centerbody. Upper image 
shows wall pressure at different times. 
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Fig. 10. Variation of wall pressure at a location 100L* 
downstream of back plate.  
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Abstract 
 

In recent research,1,2 liquid fuel droplets 
were found to hinder the detonation process in a 
pulse detonation engine (PDE). In the current 
work, multi-phase effects are eliminated with a 
flash vaporization system that vaporizes the 
liquid fuels prior to mixing with air.  
Hydrocarbon and air mixtures have been 
transitioned from deflagration to detonations 
previously,1 but exhibited long ignition and 
deflagration to detonation transition (DDT) 
times.  Here, two liquid hydrocarbon fuels, with 
different octane numbers (ON), are detonated 
with air in a PDE to determine the effect of 
octane number on the ignition time and the DDT 
time.  The premixed, combustible mixture fills 
the PDE tubes via an automotive valve and cam 
system described in detail elsewhere.3 N-heptane 
(ON-0) and isooctane (ON-100) are evaluated 
individually to determine the effects of 
automotive octane number on pulse detonation 
engine combustion performance.  The ON has 
been considered previously4 as an acceptable 
criterion in determining the detonability for 
PDEs, and it is derived based on the tendency to 
“knock” or detonate relative to isooctane in an 
automotive engine application.  
_____________________________ 
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†This paper is declared a work of the U.S. 
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The goal of this research is to show that 
a flash vaporized liquid hydrocarbon fuel system 
can provide the fuel and air homogeneity 
required to achieve detonations. The octane 
number is studied to determine its influence on 
the ignition and DDT time for hydrocarbon fuels.  

The flash vaporization system provided 
an outstanding method for achieving the desired 
mixing and vaporization, and the systems 
operating points matched well with the liquid 
vapor equilibrium model results. The ignition 
times showed little dependence on fuel injection 
temperatures or octane number and no droplet 
effects were noted. The DDT trends were octane 
number dependent and the isooctane was 
difficult to detonate with wave speeds below the 
stable Chapman-Jouget (CJ) wave speeds. The 
heptane readily detonated and produced wave 
speeds at or above CJ. 
    

Background 
 

Combustion performance of a liquid 
hydrocarbon fueled pulse detonation engine is 
hindered by the presence of fuel droplets and 
long ignition times5,6. The presence of droplets 
indicates that locally fuel rich and fuel lean 
regions exist, and that the overall mixture lacks 
the required homogeneity for ideal combustion 
performance.  The presence of droplets increases 
ignition time because the initial energy deposit  
(spark) must evaporate any surrounding fuel 
droplets to create an explosive mixture. A high-
pressure fuel flash vaporization system was 
designed and built to eliminate the time required 
to evaporate liquid fuel droplets.  
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Figure 1. T-u diagram for simple substance7. 
 

To remove the evaporation times, the 
fuel is injected into air at a temperature above the 
boiling temperature at the highest pressure the 
fuel air mixture will encounter before 
combustion.  When the high pressure, high 
temperature fuel is injected into a lower pressure 
air stream via a pressure atomizing nozzle, the 
fuel will immediately vaporize and thereby 
remove the time required to evaporate the fuel. 
The phase change process is shown in Fig. 1 for 
a simple (single component) substance. As the 
pressure applied to the fuel goes higher, the 
saturation temperature also rises until both 
converge at the critical point.   The pressure used 
during the tests is well above the critical pressure 
of each fuel and allows the fuel to be heated 
without boiling until reaching the supercritical 
temperature of the fuel. An added benefit is 
improved mixing of the fuel and air mixture.  
Since the flash vaporization system injects 
gaseous fuel, it will more readily achieve the 
desired fuel air homogeneity required to ignite 
and transition a detonation.   

 
Octane number 

In a spark initiated (SI) automobile 
engine, knock is noted by the noise emitted when 
the fuel air mixture inside the engine ignites 
prematurely relative to the desired burn rate 
initiated by the spark advance on the engine.  
However, compression heating of the unburned 
mixture from both the advancing piston and the 
evolving confined flame front can auto ignite the 
fuel air mixture (Fig. 2).  The premature ignition 
event releases the stored chemical energy in the 
fuel at a rate between 5 and 25 times faster than 
the spark initiated rate8. A susceptibility to knock 
may represent a sensitively to more quickly 
allow detonations to transition when a 
deflagration is channeled through an obstacle 
such as a Schelkin spiral. 

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  Automotive knock event. 
 

The fuel’s octane number relates the 
mixture’s resistance to knock relative to a 
mixture of isooctane (ON=100) and n-heptane 
(ON=0).  The higher the number, the more 
resistant the fuel is to exhibit the phenomena. 
Two methods are commonly used to determine 
the fuel octane number.  The Research Method9 
tests fuels at representative low speed city 
driving conditions, and the Motor Method10 tests 
fuels at representative high speed highway 
driving. The resulting research octane number 
(RON) and motor octane number (MON) are 
used to determine an antiknock index or AI.  The 
historical standard ASTM Specification D 439 is 
used for determining the antiknock index by 
simply averaging the RON and MON11. 
 

Fuel Formula RON MON AI
n-heptane C7H16 0 0 0
isooctane C8H18 100 100 100  

Table 1. Octane numbers11. 
 

Experimental Setup 
 

This research was performed in the Air 
Force Research Laboratory (AFRL) Pulse 
Detonation Research Facility at Wright Patterson 
AFB, Ohio.  The facility incorporates two 
electrically driven camshafts situated in a 
General Motors Quad 4 head. Four thrust tubes 
are attached where pistons would normally 
interact with the head and valves.  A single thrust 
tube with a 5.2 cm diameter, 182.9 cm long steel 
pipe is fired at a frequency of 15 Hz.  The 
rotating cams provide a three-part cycle with 
equal time (120 degrees) to fill, fire, and purge 
the tube.  The manifold pressure behind the 
valves is adjusted to provide the correct fill 
volume at the desired operating frequency.  The 
fill volume is defined as the volume of the thrust 
tube when the fuel air mixture expands to 
atmospheric pressure at the open end of the tube.   
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Figure 3. Flash vaporization system. 

 
The flash vaporization system stores 

high pressure, high temperature fuel in the 
furnace and when a pneumatically operated ball 
valve opens, the fuel flows to three pressure 
atomizing fuel nozzles which are situated to 
inject the fuel tangentially into the main air flow 
(Fig. 3). The fuel air mixture has a mixing length 
of 1.52 meters before being fed into the thrust 
tube for combustion. The air is heated to 311K 
(+/-1K) prior to entering the manifold and 
mixing with fuel. In Fig. 4, pressure 
measurements during the filling process are 
recorded in the manifold (location 1 in Fig. 3) 
and at the closed end of the thrust tube (location 
2 in Fig. 3). The ignition delay from the time the 
valve closes until the time the spark is deposited 
is 10 milliseconds. The delay enhances the 
ignition and DDT performance by utilizing the 
returning compression wave seen in the blue 
head pressure trace in Fig. 4. The zero time is 
denoted at the point the intake valves close. 
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Figure 4. Premixed manifold and head pressure   
traces (absolute) for 15 Hz test conditions. 
 
Fuel Air Premix Conditions 

The fuel and air are premixed in the 
manifold (Fig. 3) prior to being feed into the 
PDE thrust tube.  The pressure conditions in the 

intake manifold are critical to understanding 
whether or not the fuel vapor will condense back 
into liquid due to any heat transfer or pressure 
effects. 

The National Institutes of Standards and 
Technology (NIST) program SUPERTRAPP 
version 3.1 was used to determine how much 
liquid was in the premixed fuel air mixture in the 
manifold if left at the specified pressure and 
temperature until it reached equilibrium.  The 
program uses the thermo physical properties of 
hydrocarbon mixtures database and computes the 
vapor-liquid equilibrium using the Peng-
Robinson model12. 

  The stoichiometric fuel air mixture 
was input into the program at a pressure of 2.0 
bar which is slightly above the maximum 
pressure observed in Fig. 4. The mixture 
temperature was varied to determine the 
percentage of liquid fuel present at equilibrium.  
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Figure 5. Equilibrium liquid vapor state for a 
stoichiometric fuel Air mixture at 2.0 bar. 
 

Since both fuel and air are mixed as 
gases, they should reach equilibrium quickly and 
remain gaseous as long as the mixture 
temperatures do not drop below those shown in 
Fig. 5. If the temperatures in the manifold drops 
below 285 K, the fuel vapor may condense back 
into liquid. 
 
Fuel Conditioning 

Heating fuel above 450 K can cause 
particulate formation and carbon deposits on 
metal surfaces13,14. To prevent the fuel from 
reacting with any dissolved oxygen, the 
dissolved oxygen was removed by sparging the 
fuel with nitrogen prior to pressurization and 
heating. In sparging, nitrogen is bubbled through 
the liquid fuel to agitate and replace any 
dissolved oxygen.  In the ullage region above the 
liquid, the nitrogen leans out the oxygen and 
eventually replaces all the oxygen in the fuel 
tank. 
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Figure 6. Fuel tank sparge spiral. 
 

The photo in Fig. 6 shows the sparging 
spiral with drilled holes that nitrogen was fed 
through to agitate the fuel. Tests were performed 
with air saturated fuel to determine the amount 
of nitrogen to fully deoxygenate the fuels. The 
fuels were sampled at different times with a gas 
chromatography machine until no oxygen could 
be measured. To prevent the reaction with 
metals, silicon based coatings were applied to all 
hot section components including the fuel 
nozzles. The coating provides a very thin non-
reactive surface which prevents any contact 
between the fuel and the metals. 
 
Constant Ignition Energy 

A 12 volt DC automotive digital 
ignition system supplied power to the spark plug.  
The system provided a series of 105 – 115 milli-
Joule sparks15 into the hydrocarbon fuel air 
mixture via a capacitance discharge.  The 
number of sparks per cycle was verified using a 
27,000 frame per second camera and noted a 250 
µs duration pulse every 1.1 milliseconds (+/-
37µs). A total of four sparks are deposited during 
each ignition event at the operating frequency of 
15 Hz. 
 

Results 
 
Flash Vaporization System Validation 

The flash vaporization system worked 
well in providing a gaseous fuel air mixture.  
This was verified from the manifold temperature 
changes as the fuel injection temperature was 
increased.  For both heptane and isooctane, the 
required temperature to be fully flash vaporized 
was above 395 K (Fig. 7). Below the 395 K 
injection temperature, the air temperature in the 
manifold drops due to the enthalpy of 
evaporation from the evaporating liquid droplets.  
Above 395 K, no energy is required to evaporate 

the droplet and excess fuel enthalpy is used to 
raise the manifold air temperature slightly. 
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Figure 7. Manifold air temperature change after 
fuel injection. 
 
 The heptane and isooctane showed 
similar temperature changes after injection in the 
manifold. This is expected since the two fuels 
have nearly the same boiling point at the 
maximum pressure in the manifold of 1.85 bar 
listed in Tab. 2 below. The boiling point also 
denotes exactly the crossing point for which the 
fuel increases or decreases the mixture 
temperature in the manifold. Since the fuel air 
mixture was above 285 K (Fig.5), the mixture is 
assumed to be completely vaporized for all test 
points. 
  

Fuel     

Boiling 
Temperature 
(K)  @ 1.85 

bar

CJ Detonation 
Wave Speed 

(m/s)
n-heptane 393.4 1793.7
isooctane 395.0 1791.8  

Table 2. Fuel boiling point and CJ detonation 
wave speeds19 

 
Tests were performed to note any 

changes in the nozzle flow patterns at liquid 
injection temperatures below and above the 
boiling temperature.  In Fig. 8, water is injected 
at room temperature, and the spray is very wide 
with individual droplets still discernible.  In Fig. 
9, the spray is more tightly confined and has 
features consistent with a supersonic jet, thus 
denoting a gaseous injection. The phase change 
occurs from the static pressure drop while 
accelerating to the throat of the constant area 
nozzle. 
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Figure 8. High pressure atomized water at 20C 
and 43 bar. 

 
Figure 9. Flash vaporized water at 200C and 43 
bar. 
 
Ignition times 

Two methods are used to determine the 
ignition time from when the initial spark energy 
is deposited.  The first is a dynamic pressure 
transducer (Fig 10).  The transducer records 
pressures in the PDE head and corresponds to the 
pressure rise due to the constrained heated gases 
in the closed end of the PDE tube.  Opposite the 
pressure transducer is a photo multiplier tube 
(PMT) with a 307 nanometer filter.  The sensor 
reacts to the radiative energy associated with OH 
production.  The OH radical is in abundance 
during hydrocarbon combustion and gives a 
second method to determine the ignition time.  
The combination of these two techniques to 
determine ignition time has been used 
elsewhere16. 

The combustion data from the pressure 
and OH sensors is shown in Fig. 11.  The 
ignition event is said to have occurred at the 
initial point when the pressure rises sharply, 
which for this data occurs around 9 milliseconds 
after the spark energy has been deposited into the 
fuel air mixture in the head of the thrust tube. 

Likewise, the OH trace drops sharply when the 
PMT senses light in the correct wavelength. 

 

  
Figure 10. Sensor locations in PDE head. 
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Figure 11. Ignition event after spark deposit at 
10 milliseconds. 
 

The ignition times for both sources are 
determined using an in-house program which 
filters the noise from the signal and looks for a 
slope change above or below a manually 
designated threshold.  
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Figure 12. Measured ignition times for heptane. 
 

The measured heptane ignition times 
from both the pressure trace and OH sensor were 
within 10 to 20 percent of one another with the 
OH sensor lagging. The ignition times did not 
show the expected dependency on injection 
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temperature. Lower fuel injection temperatures 
and a shorter mixing length in the manifold may 
allow a droplet effect on ignition time. Similar 
ignition times were seen for the isooctane data in 
Fig. 13. The octane number did not strongly 
influence the ignition times. 
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Figure 13. Measured ignition times for isooctane 
 

The DDT time was determined as a 
time of flight through the DDT obstacle, a 1.22 
meter Schelkin like spiral. The faster the DDT 
occurs, the shorter the time to travel through the 
spiral. The DDT time was computed from the 
time ignition was first observed to the time a 
detonation wave exited the spiral and was 
detected by an ion sensor. The results are shown 
in Fig. 14 below and show the influence of 
octane number.   
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Figure 14.  DDT Time for each Fuel 
 

The isooctane took roughly 500 
microseconds longer to traverse the spiral than 
the heptane. The wave speeds also reflect the 
difficulty in detonating the isooctane. 
Combustion performance of a PDE is primarily 
based on whether or not a detonation occurs 
within the thrust tube.  The detonation is said to 
have occurred if the combustion wave speed is at 
the Chapman-Jouguet (CJ) point (Tab. 2).  The 
CJ point is based on the Hugoniot curve, which 
relates continuity, energy, momentum, and the 
perfect gas law for a one dimensional, steady, 

planar detonation wave.  The CJ point denotes 
the conditions of maximum heat transfer rate 
from the energy stored in the fuel and converting 
it to a hypersonic detonation wave.  This occurs 
at the point of minimum entropy for the process 
mathematically, and additionally, it is the 
equilibrium point for the process18.  
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Figure 15. Detonation wave speeds observed for 
each fuel. 
 

The detonation wave speeds are 
measured using ion probes downstream of the 
DDT spiral. No influence was seen in injecting 
the fuel at a higher temperature (Fig. 15).  The 
heptane wave speeds were at or above the CJ 
wave speeds.  Several super CJ speeds were 
observed at the 385 K injection temperature.  
These were transverse waves formed as the 
detonation transitioned through the spiral.  The 
wave speeds after the spiral settled out to 
roughly 10 percent above CJ.  The 450 K 
injection data were observed with a lower fill 
ratio and the mixture was more lean at the end of 
the tube, though a near CJ (- 9 percent) was still 
achieved. The isooctane was difficult to detonate 
and showed wave speeds below than the stable 
CJ wave speed.  

 
Conclusions 

 
The liquid hydrocarbon fueled flash 

vaporization system worked well to provide a 
fully vaporized, homogenous mixture that is 
required for a detonation wave. The fuel 
injection temperature raised or lowered the 
mixture temperature downstream of injection 
with the fuel’s boiling temperature as the 
crossing point.  

The correlation between octane number 
and ignition and DDT times was also studied.  
The ignition times did not show octane number 
dependence. The DDT trends and magnitudes 
did follow the expected octane number influence. 
The isooctane (ON=100) was more difficult to 
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detonate with wave speeds below the stable CJ 
wave speeds. The heptane (ON=0) readily 
detonated and saw wave speeds at or above CJ. 

Future work will be performed at a 
wider range of injection temperatures and with 
lower vapor pressure fuels. 
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The performance of a Solar PJ32 pulsejet engine, which is a 1/5-scale model of the Argus 
V-1 pulsejet engine developed for the Navy in 1951, is evaluated under static conditions and 
compared with that of a pulsed-detonation engine (PDE) firing at similar inlet and operating 
conditions. The pulsejet has a fuel-flow operating range of 2.5-4.5 lbm/min, which 
corresponds to a thrust range of 40 lbf (at lean out) to 102 lbf (at flood out). Thrust is 
calculated from combustion-chamber pressure histories and agrees with measured thrust 
within 5-10%. Peak combustion-chamber head pressures range from 8 to 20 psig, while 
significantly higher pressures (80-120 psig) are attained in PDEs. Airflow at the inlet of the 
pulsejet is measured and used to calculate specific thrust and equivalence ratio. Specific 
thrust ranges from 40-100 lbf-s/lbm over the range of fuel flows from lean to rich conditions. 
A similarly operating PDE has a specific thrust around 120 lbf-s/lbm, making the PDE more 
efficient in terms of air flow. The pulsejet equivalence ratio ranges from 0.6-1.0, with 
rated/peak thrust occurring at rich conditions. Typical fuel-specific impulse (Isp) for the 
pulsejet is 1400-1500 s for rated thrust conditions, whereas PDE performance (with a fill 
fraction of 1) is around 1800 s. For the PDE operating in the same fill fraction range as the 
pulsejet (~0.1), PDE Isp is estimated to be 6000-8000 s making the PDE cycle far more 
efficient and desirable at comparable conditions. 

I. Introduction 
ulse Detonation Engines (PDEs) and pulsejets both belong to a class of gas generators that is fundamentally 
unsteady in nature. Furthermore, they share the feature of being combustion-driven. That is, they operate on 

cycles in which an essential internal-combustion event occurs and from which useful work is extracted. It may also 
be argued that both have a combustion event which is confined or is an approximation of constant-volume heat 
release. Beyond these commonalities, however, the PDE and pulsejet have significant operational, theoretical, and 
practical differences. While PDEs closely approach the constant-volume combustion approximation (in fact, 
detonation produces less entropy), pulsejets do so only marginally. It can be shown that the fundamental PDE 
process of rapid detonation, followed by relaxation through a Taylor wave, results in a state close to that found in 
constant-volume combustion.1 The pulsejet cycle, on the other hand, relies on relatively slow deflagration during the 
combustion event. Confinement is achieved fluidically which, when combined with the relatively slow mode of 
combustion, results in heat release occurring both before and after the combustible mixture has reached a minimum 
volume. This aspect of operation, combined with several other factors, tends to render pulsejets relatively inefficient 
as thrust-producing devices.  
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 Detailed descriptions of the pulsejet operational cycle can be found in the literature,2,3 and only a brief one will 
be presented here. Referring to Figure 1, the cycle may be divided into three phases: 
 

1. Combustion - Reaction of an air and fuel mixture within the combustion chamber commences. The 
pressure begins to rise as a result of confinement of the flow. The pressure rise causes the inlet valves to 
close, preventing backflow. The reaction accelerates as the pressure and temperature rise; this, in turn, 
accelerates the pressure and temperature rise. 

2. Expansion - The hot, high-pressure gases in the combustion chamber expand, forcing flow from the 
exhaust. 

3. Ingestion - The momentum of the exhaust gases 
causes the combustion-chamber pressure to drop 
below the ambient value. This allows the inlet 
valves to open and a fresh charge of air to enter 
(mixed with fuel). Eventually, the exiting 
exhaust flow reverses and mixes with the fresh 
charge. This initiates a new reaction, and the 
cycle begins again. 

 
 For illustration purposes, Figure 2 shows 
contours of pressure, temperature, Mach 
Number, and reaction fraction for five cycles of 
a numerically simulated, valved pulsejet4,5 
operating under static ambient conditions with 
stoichiometric combustion of a representative 
hydrocarbon fuel (a/f=14.7, hf=18,600 
BTU/lbm). The vertical direction represents 
time, while the horizontal dimension of each 
contour represents distance along the device. 
The colors represent levels of the variables, and 
all quantities have been normalized to reference 
conditions. The numbers next to each contour 
represent the high and low values of the plotted 
quantity observed in the x-t space. The 
geometry of the simulated device is shown as a 
scaled drawing in the bottom of Figure 2. 

 Two hundred numerical cells were used 
in this callorically perfect gas (�=1.3), quasi-
one-dimensional computation. The inlet valve 
was approximated by assuming a solid wall 
boundary condition during times when the 
pressure in the first interior cell was above the 
ambient value, and a partially open boundary condition6 when the pressure was below ambient (the inlet was 
assumed to have 15% of the combustion-chamber cross-sectional area). Extremely large diffusion coefficients were 
used in order to approximate the vigorous mixing that takes places during the filling process. The reaction rate term 
in the governing equations was modified from the original form by adding pressure dependence. This tended to slow 
the reaction during the filling process and accelerate it during times when the inlet valve was closed. The result was 
a self-sustaining cycle exhibiting pressure oscillations and operational frequency similar to those observed 
experimentally. The computed specific thrust of the cycle was 82 lbf-s/lbm, yielding a specific impulse of 1286 s. 
The latter value is consistent with reported values for pulsejets.7 Although the simulation is not quantitatively 
accurate, it demonstrates the key features of the pulsejet process. It is clear from the figure that the resonant cycle 
has both Helmholtz-like features and gas-dynamic features. It is clear that the geometry of the device is critical to its 
operation and performance. In the past, with no effective means of parametrically examining the effects of 
geometry, pulsejets were designed in a somewhat “hit-or-miss” fashion. Compounding this complexity is the fact 
that mixing of the fuel, air, and residual hot gases in the combustion chamber is extremely complex and does not 
lend itself to simple analysis. When a particular geometry was found that worked (i.e., ran), the design was frozen. 

x/L x/L x/L x/L

Pressure Temperature Mach # Reaction RateTime

 
Figure 2. Contours of Pressure, Temperature, Mach 

Number, and Reaction Rate for Five Cycles of 
Numerically Simulated, Valved Pulsejet  

 

Inlet Combustion
Chamber

Exhaust
(tailpiece)

Valve

Fuel  
Figure 1. Pulsejet Schematic 
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Few attempts have been made to optimize pulsejet 
geometry. Most existing pulsejets were designed between 
1940 and 1960. 
 In addition to the complexities of the unsteady flow 
field and the semi-constant volume nature of the cycle, 
pulsejets suffer from a need for rich combustion, as 
evidenced in the few previous experiments where pulsejet 
fuel and airflow were measured8 and by the common 
appearance of a blue “tail” flame observable during 
operation (see Figure 3). The rich combustion may be due 
to poor design; however, it is also possible that the time 
constants associated with a rich reaction are operationally 
critical. 

All of these difficulties and losses have rendered the 
pulsejet non-competitive as a thrust-producing device with the conventional gas turbine on a performance basis. It 
would intuitively seem that the device would also yield relatively poor performance compared to a PDE, as will be 
shown. However, the static performance can be quite competitive. 

In this paper an experiment is described with a pulsejet installed in the Pulsed Detonation Research Facility9 
(PDRF) at Wright-Patterson Air Force Base. Performance results will be shown and compared to data from a 
statically operated PDE run at stoichiometric conditions with similar length scales. 

II. Experimental Setup and Procedure 
The pulsejet tested and discussed in this paper is a Solar PJ32, originally developed and manufactured by the 

Solar Aircraft Company for the Globe Corporation Aircraft Division in 1951. This engine, developed for use on a 
target drone (KD2G-2 Firefly) for the US Navy, is essentially a 1/5-scale version (in terms of thrust and inlet area) 
of the Argus pulsejet10 that powered the German V-1 “Buzz-Bomb” in World War II, with an overall engine length 
which is one-half that of the V-1. 

One of the attractive features of pulsejets and PDEs is the relative simplicity of the design. Figure 4 contains a 
schematic of the engine and a photograph of the installation on the thrust stand9 in the PDRF. The engine has three 
major sections: 1) inlet and valve array that control combustion air, 2) fuel-injection ring, and 3) combustion 
chamber and tailpipe. 

Combustion air enters the engine via the short diffuser at the inlet. Attached to the inlet, at the entrance to the 
combustion chamber, is the valve array shown in Figure 5A. The normally open valve array serves two purposes: it 
allows the inflow of a fresh charge of combustion air when open and, when shut acts as the thrust wall against which 
the higher pressure exhaust gasses push 
to produce thrust when shut. The valve 
array has an overall area of 26 in.2 (5.4 
in. x 4.8 in.) and is composed of reed 
valves and reed-valve shields that are 
separated by, and seal against, aluminum 
spacer blocks. The reed valves are 
fabricated from 0.010 in.-thick blue-
tempered spring steel and bent 
approximately 15°. The actual air-
passage area through the valves is only 
42% of the available inlet area, which 
leads to rather significant losses across 
the valves. Because of the high 
temperatures and impact forces 
experienced by the valves during 
operation, the valves tended to only last 
10-15 min before requiring replacement. 
Figure 5B shows a sample reed valve 
before and after operation. 

 

  
Figure 4. Pulsejet Installed on Thrust Stand 

Figure 3. Tailpipe of a Small Pulsejet during 
Operation 

1209



  AIAA 2005-0228 

 
American Institute of Aeronautics and Astronautics 

 

4 

One major difference between this pulsejet and many 
carbureted pulsejets in use today (in addition to the obvious 
difference in size) is that it is operated on pressurized liquid-
hydrocarbon fuel--in this case 100 Octane, low-lead Aviation 
Grade Gasoline (Avgas), injected at 4-15 psig directly into inlet 
air flow entering the combustion chamber. This injection is 
accomplished via the fuel-injection ring immediately following 
the valve array. A ¼-in.-diameter tube with a series of small 
holes drilled along each side surrounds the short passage 
between the valves and the main combustion chamber. A fuel 
line was connected from the top of the injection ring to a sealed 
10-gallon fuel reservoir.  Pressurized air, controlled with a 
pressure regulator, was connected to the fuel tank to pressurize 
the fuel. To test the fuel-delivery system and visualize the fuel-
injection process, some preliminary injection tests were 
performed with water (see Figure 6). The fuel grid formed at 
the injection ring mixes with the combustion air as it passes 
through the valves and enters the combustion chamber. 

The engine was instrumented, and operating parameters 
were recorded for fuel flows ranging from lean-out to flood-
out. Five major parameters were recorded during testing: 
thrust, combustion chamber-pressure, external temperature 
along the length of the engine, fuel flow, and inlet-air flow. 
The engine was mounted on the previously described damped, 
pulsed thrust stand.9 Combustion-chamber pressure was 
measured through a ¼-in. NPT port that is 2 in. downstream of 
the fuel injection by means of an absolute pressure transducer. 
Type-J thermocouples were clamped to the exterior of the 
engine at intervals along the length to monitor tube temperature. Fuel flow was measured with an inline turbine flow 
meter located between the fuel tank and the injection ring. To ensure an accurate measurement of fuel flow, the fuel 
tank was weighed during operation, and a time-averaged fuel flow was derived to ensure that oscillations in fuel 
flow and fuel pressure due to the pulsed operation of the engine would not lead to errors in fuel-flow measurements. 
Because of the higher frequency response and resolution required for accurate quantification of the inlet air flow, 
air-flow measurements were made halfway along the length of the inlet duct with an IFA300 hot-wire anemometer. 
A hot-film probe was attached to a traverser to permit air flow in the duct to be measured at various locations within 
the duct. 

As with most pulsejets, this engine required a 
blast of air at the inlet to begin resonant operation. 
Given the lack of documentation on this particular 
pulsejet, a brief trial-and-error method was employed 
to develop a suitable startup procedure. In the end, a 
2 in.-diameter nozzle was placed 18 in. upstream of 
the engine and directed at the inlet. Prior to ignition, 
facility air was fed into the engine from this nozzle at 
50 lbm/min, which served two purposes. First, this 
arrangement provided the air necessary to begin 
resonant operation, and second, it acted as a safety 
device to ensure that the fuel, once ignited, was 
carried downstream. Once the air was on, the 
automotive spark plug that was installed 16 in. from 
the engine head was turned on, firing at 80 Hz. The 
fuel pressure was then set to a point above the 
desired set point, and the fuel solenoid valve was 
opened. The engine almost immediately began 
resonant operation, at which point the startup air and 
spark were turned off. The fuel pressure—and, 

 

 

 
Figure 5. Pulsejet Valves 

A. Schematic of Valve Array 
B. Two Damaged Reed Valves after 

Operation 

Figure 6. Flow Visualization of Pulsejet Fuel Injection 

A. 

B. 
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hence, the fuel flow rate--was then set at the desired set point, and the engine was allowed to operate for 30-60 s at 
the desired fuel flow rate. Once thrust leveled out, engine test data were logged, and air flow measurements at the 
inlet were made at various locations across the inlet. When the run was complete, the facility air was once again 
turned on to ensure that when fuel flow was shut off and the engine ceased resonant operation, any remaining fuel 
would be safely blown down the tailpipe. 

III. Results and Discussion 
Testing was carried out over the operating 

range of the pulsejet in an attempt to categorize 
performance fully. Initially, the pulsejet was run 
to determine the rich and lean fuel-flow limits 
and establish the control parameters. Because of 
the nature of the engine and fuel-delivery system, 
fuel pressure is the only variable that is 
controllable, once the engine is operating. The 
direct relation between fuel flow rate and the 
fuel-injection pressure can be seen in Figure 7. 
As discussed previously, fuel flow was measured 
with both a turbine flow meter upstream of the 
fuel injection and a load cell that weighed the 
fuel tank over time. The flow meter, of course, 
gave better time-resolved measurements, while 
the time-averaged load cell fuel-flow 
measurements were made to ensure that any 
oscillations in fuel flow and fuel pressure during 
operation would not adversely affect flow 
measurements with the turbine flow meter. Data 
from the steady flow measurements made with 
the two methods agreed to within 5%. The 
metered flow measurements were used in 
calculating the remaining derived engine-
performance parameters. 

A. Pulsejet-Performance Summary 
Once the pulsejet begins resonant operation, 

fuel flow is the only engine-control mechanism. 
As expected, thrust was found to increase with 
fuel flow rate, as shown in Figure 8. Lean out for 
the PJ32 is around 2.75 lbm/min fuel flow, which 
corresponds to around 60 lbf of thrust. As the fuel 
flow rate is increased, the thrust also increases, up 
to the flood-out limit of around 4.5 lbm/min fuel 
flow. At the upper fuel flow limit, the thrust 
topped out at 102 lbf. Because of the nature of the 
fuel-delivery system, throttling response of the 
engine was somewhat slow, but the thrust range 
was surprisingly large. Note that all of the 
pulsejet performance results presented here are 
for self-aspirated, static conditions and that 
pulsejet thrust will likely change as ram air at the 
inlet is increased. 
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Given that the amount of thrust 
produced is a result of the peak 
pressure within the combustion 
chamber during operation, it is not 
surprising to find that the peak head 
pressure also increases with fuel flow, 
as shown in Figure 9. Also shown here 
are the minimum head pressure and the 
engine operating frequency over the 
range of fuel flows. The minimum head 
pressure, i.e., the level of vacuum after 
cycle blow down that is available to 
suck in the next charge of combustion 
air, decreases with increasing fuel flow. 
This is to be expected, since the higher 
peak pressures will generate faster 
exhaust gases with increased 
momentum, leading to a stronger 
vacuum. Additionally, the cycle 
frequency was found to decrease from 
80 Hz to around 75 Hz with increasing 
fuel flow. 

At first glance at the fuel specific 
impulse (Isp) for this pulsejet (Figure 10), the operation appears to be relatively efficient. For a similarly operating 
PDE, one would expect an Isp of around 1800 s. Pulsejet Isp for extremely lean conditions was around 930 s; but 
under the higher fuel flow rates near the rated thrust levels (4.0-4.5 lbm/min) Isp is a more comparable 1400-1500 s. 
Thus, this engine appears to have quite good fuel economy, especially near the region of its rated thrust. However, 
bear in mind that all of the data reported here are for static operation, and Isp changes as flight speed increases.  

In addition to fuel flow rate and thrust, head pressure and the inlet-air flow were measured. The inlet-air mass 
flow was calculated over time from the air-velocity measurements made in the inlet with the hot-wire anemometer. 
The anemometer traversed across the inlet halfway between the valves and the inlet opening; and inlet-air velocity 
had little to no dependence on location within the duct, with negligible fluctuations near the wall. Given the nature 
of engine operation, it is not surprising that air-flow fluctuations were dependent mainly on time. After verifying 
that inlet flow could be assumed to be independent of location at the measurement cross section, mass-flow 
measurements were derived from the time history of air-flow velocity measurements by simply multiplying the air 
velocity by the inlet cross-sectional area (at the axial location of the hot film probe) and atmospheric air density. 
This mass flow history was then integrated during the periods of time where there was inflow into the engine and 

averaged over subsequent cycles to arrive at an 
average mass flow for the engine. Due to 
measurement difficulties and hardware issues, the 
centerline inlet velocity was measured, and the 
inlet velocity profile was assumed to be uniform. 
This is of course not the case. Given that this is a 
rather complex problem--unsteady, pulsed flow in 
the entrance length of a square diffuser—the 
velocity profile was assumed to be uniform and no 
correction factor was applied to reduce the 
calculated air flow. 

To aid visualization of the important events 
during each cycle, the inlet-air flow and head 
pressure for one characteristic cycle are plotted 
and labeled in Figure 11. The cycle begins with 
the opening of the reed valves (Point A). This is 
followed by a rapid increase in inflow of air as the 
pressure in the chamber reaches its greatest 
vacuum (Point B), which is approximately the 
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Figure 11. Plot of Head Pressure and Inlet-Air Mass-Flow 

History over One Cycle 

same time that air flow reaches its peak 
flow rate (Point C). The incoming air 
mixes with the injected fuel as it is 
sucked into the combustion chamber. As 
the combustion-chamber pressure 
approaches atmospheric, the air flow at 
the inlet drops off drastically, until the 
ignition event occurs in the chamber 
(Point D). Immediately following 
ignition, a sharp rise in chamber pressure 
occurs as well as a sudden increase in 
inlet velocity (Point E). This apparent 
increase is not actual inflow. Because the 
single-channel hot-film probe used 
measures axial velocity regardless of 
direction, this rise in flow is, in actuality, 
exhaust gas being blown back through 
the valves. This blowback continues 
until the reed valves are forced shut 
(Point F). Once the valves are shut, the 
internal pressure continues to rise until it 
reaches its peak pressure (Point G), after 
which hot exhaust gases continue to be 
blown out of the tail pipe until the valves 
open (Point H) and the cycle begins 
again. 

The average mass flow rate of combustion air was calculated by integrating the inlet-air mass flow rate during 
those periods when the valves were open. This average air flow rate was then used to compute specific thrust and 
equivalence ratio, both of which are plotted versus fuel flow rate in Figure 12. As expected, specific thrust and 
equivalence ratio both increase as fuel flow is increased. Since pulsejets are noted for running with a richer fuel-air 
ratio, it is not surprising that the maximum thrust occurred in the operating region with higher equivalence ratios. As 
shown in the figure, specific thrust also increases as the operating mixture becomes richer. Again, it must be pointed 
out that the results are for static conditions. As in the case of Isp and thrust generated, specific thrust will change as 

ram air is increased.  
Tube temperature is another characteristic that 

has an effect on engine performance. Figure 13A 
shows peak external tube temperatures as a 
function of location along the tube. Notice the 
“hot spot” 20-50 in. downstream from the head, 
which is indicative of where the significant 
portion of the combustion event is taking place. 
Elevated tube-wall temperatures aid in fuel 
vaporization and increase reaction rates. 
Unfortunately, if tube temperatures become too 
hot, the engine could fail; or in the case of PDEs, 
the engine could experience premature ignition 
and fail to operate properly. Figure 13B shows 
tube temperature over a 65-s run. For the results 
presented here, fuel flow was held constant at 3.7 
lbm/min. Engine thrust required approximately 
25-30 s to level off after the engine was ignited. 
Interestingly enough, this is the same point at 
which the slope of the tube temperatures initially 
begins to decrease.  
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B. PDE/Pulsejet Comparisons 
The most fundamental difference between a PDE and a pulsejet is that during the PDE cycle, a detonation is 

established within the combustion tube, while combustion in a pulsejet is confined to deflagration. Because a 
detonation is established within a PDE, the combustion in a PDE more closely approximates constant-volume 
combustion. Considering its use as a single-stage propulsive device, the pulsejet is inherently limited to subsonic 
speeds; while theoretically the PDE cycle has the potential to attain speeds from 0 through Mach 4+.11 If these 
engines are to be used for propulsion, it is desirable to view the pressure histories during their cycles, given that this 
is ultimately indicative of the thrust that could potentially be produced. Figure 14 shows the pressure history from 
experimental data for three different cycles: a PDE operating on Avgas with direct initiation,12 a PDE operating on 
Avgas with DDT,12 and the pulsejet tested here.  

Since the thrust of a pulsejet or PDE is generated by pressure waves pushing on the thrust wall of the engine, it 
stands to reason that thrust can be easily derived from the pressure history. Figure 15 shows a comparison of the 
directly measured thrust of the pulsejet, with average thrust being calculated from the recorded head pressure. The 
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average calculated thrust was determined by 
integrating the pressure curve during the portion of the 
cycle in which the valves were closed and by 
assuming that this summed pressure acts over the area 
of the exit of the tail pipe. As can be seen in the plot, 
the results are within 5-10% of the measured thrust 
and would have been closer if losses and friction along 
the tube had been factored into the thrust calculation. 
This should be the case for PDEs as well. From Figure 
14, the higher pressures of the PDE are quite 
desirable, and provide more high-speed potential. 
With the higher pressures of the PDE cycle, one would 
expect that higher thrust with more efficient expansion 
would be possible. The PDE with direct initiation is 
most desirable, but currently a number of major 
hurdles exist to incorporating this in a practical 
engine. PDEs using DDT would appear to be a viable 
solution; however, with DDT much of the potential 
thrust gain is sacrificed to the drag losses associated 
with DDT.13 

The static performance of a pulsejet has been shown to be comparable, in terms of Isp and specific thrust, to that 
of a PDE. One final comparison that should be made for the two devices is Isp versus fill fraction (i.e., the fraction 
of the tube that is filled during the cycle). Figure 16 shows the pulsejet Isp data alongside the validated model of Isp 
for partially filled PDE tubes.14 For purposes of comparison, pulsejet fill fraction was assumed to be the ratio of the 
volume occupied by the atmospheric air ingested by the engine through the inlet to the total engine volume. It has 
been shown that as fill fraction decreases, Isp increases significantly. Although the pulsejet at first appeared to have 
an Isp (1400-1500 s) comparable to that of a PDE (1800 s), when fill fraction is factored in, the pulsejet falls far 
from the mark. A PDE operating with a fill fraction comparable to that of the pulsejet would be expected to have an 
Isp between 6000 and 8000 s. Of course, a pulsejet is self-aspirated, and fill fraction cannot be controlled; however, 
if fill fraction were increased, the pulsejet Isp would be expected to decrease, following the same trend as that of the 
PDE.  
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IV. Summary and Conclusions 
At first glance, the static performance of pulsejets appears to be comparable to that of PDEs. Upon further 

investigation, the significant differences in performance and potential become obvious. The pulsejet tested here was 
operated over a wide range of fuel flows (2.5-4.5 lbm/min), which corresponds to thrust levels ranging from 40 to 
102 lbf. Thrust calculated from recorded head pressures agrees with measured thrust to within 5-10%. Specific 
thrust, calculated using air-flow measurements at the inlet, is in the range 40-100 lbf-s/lbm over the lean-out to 
flood-out fuel-flow conditions, which is somewhat lower than that of a PDE. Equivalence ratios for operating 
conditions range from 0.6 to 1.0. As expected, the pulsejet produced the highest thrust levels when operating with 
richer equivalence ratios. Static Isp for the pulsejet is 1400-1500 s, while that for a similarly operating PDE is 1800 
s. The fill fraction of the pulsejet, however, is quite low; as the fill fraction of a PDE approaches that of the pulsejet, 
the PDE Isp is estimated to be 6000-8000 s, making the PDE cycle far more efficient and desirable at equal 
conditions. As stated previously, limited work has been done to optimize pulsejets. There is no debate that the PDE 
has far more potential than an optimized pulsejet; however, if an inexpensive, simple, low-thrust engine is desired, 
an optimized pulsejet would satisfy the requirements. 
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Detonation initiation of hydrocarbon-air mixtures is critical to the development of 
the pulsed detonation engine (PDE).  Conventionally, oxygen enrichment (such as a 
predetonator) or explosives are utilized to initiate detonations in hydrocarbon/air mixtures.  
While often effective, such approaches have performance and infrastructure issues 
associated with carrying and utilizing the reactive components.  An alternative approach is 
to accelerate conventional deflagration-to-detonation speeds via deflagration-to-detonation 
transition (DDT).  Analysis of hydrocarbon-air detonability indicates that mixing and 
stoichiometry are crucial to successful DDT.  A conventional Schelkin-type spiral is used to 
obtain DDT in hydrocarbon-air mixtures with no excess oxidizer.  The spiral is observed to 
increase deflagrative flame speeds (through increased turbulence and flame mixing) and 
produce ‘hot-spots’ that are thought to be compression-wave reflections.  These hot spots 
result in micro-explosions that, in turn, then give rise to DDT.  Time-of-flight analysis of 
high-frequency pressure-transducer traces indicate that the wavespeeds typically accelerate 
to over-driven detonation during DDT before stabilizing at Chapman-Jouget levels as the 
combustion front propagates down the detonation tube.  Results obtained for a variety of 
fuels indicate that DDT of hydrocarbon-air mixtures is possible in a PDE.  Succesful DDT in 
air with no oxygen enrichment was achieved with propane, 100 octane low-lead aviation 
gasoline, kerosene based military jet fuel JP8, and the high energy-density military jet fuel 
JP10. 

 
I.  Introduction 

 
Pulsed detonation engines (PDEs) have experienced renewed interest during the past several decades.  To 

realize potential performance gains of the detonation process, [1] a practical fuel-air mixture must be successfully 
detonated.  Initiation of detonations remains a technology hurdle for development of practical PDE propulsion 
systems.  As direct initiation of detonations in hydrocarbon-air mixtures requires large ignition energies, [2] small 
tube predetonators with oxygen enrichment are often employed.[3,4]  Typically, a smaller volume of fuel-oxygen is 
utilized as a predetonator in order to initiate detonation of a larger volume of fuel-air.  Although capable of reliably 
initiating detonations, systems of this type require either onboard oxygen tanks or generation systems and are, thus, 
undesirable for practical propulsion applications. 
Alternatively, detonations may be indirectly initiated via acceleration of deflagration to detonation.  This 
deflagration-to-detonation-transition (DDT) process is difficult to achieve in a small volume for complex 
hydrocarbon fuels in air.  The key for performance is to achieve DDT before the deflagrative combustion expands 
the reactants from the detonation tube.  Although direct initiation of detonation is possible, with air as the oxidizer, 
the magnitude of critical initiation energy for multi-cycle operation is impractical.  As shown in Figure 1, which is a 
plot of critical initiation energy versus cell width (λ) for many fuel/oxidizers at stoichiometric and near standard 
temperature and pressure (STP) conditions, the critical initiation energy for practical hydrocarbon-air mixtures is on 
the order of 105 J,[2] many orders of magnitude higher than the energy available from a typical spark plug (~100 mJ).  
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Consequently, a DDT process is probably required for practical detonation initiation of hydrocarbon-air mixtures 
without excess oxygen.  Hydrocarbon-air DDT has been achieved by Santoro and co-workers who have had some 
success with ethylene-air mixtures[5] and by Smirnov et al.[6] who utilized confinement to promote DDT of gasoline-
air.  
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Figure 1.  Detonation cell width versus critical initiation energy.[2] 

 
Researchers at the Pulsed Detonation Research Facility in the Air Force Research Laboratory at Wright-

Patterson AFB have had some success in achieving DDT in hydrocarbon-air mixtures within research PDEs.  The 
focus of this paper is detonation initiation of hydrocarbon-air mixtures using a Schelkin-type spiral in a PDE. 

 
II.  Theory and Background 

 
Dorofeev et al.[7] have shown that the minimum DDT distance scales by 7λ.  For many practical 

stoichiometric hydrocarbon fuel-air mixtures near STP, including the fuels discussed herein, the cell width is on the 
order 50 mm,[8] very similar to that of propane-air.  In theory then, it should be possible to obtain DDT inside the 
lengt a typical 1 m long detonation tube with hydrocarbon-air mixtures. 

Given that the detonation cell width scales by the total-heat-release induction time,[9] it follows that any 
decoupling of heat release will result in increased cell width and a corresponding impact upon initiation 
requirements.  Contributors to the total-heat-release induction time include:  chemical-induction and heat-release 
time, droplet breakup, evaporation, and mixing.  Consequently, large droplets and poor mixing will significantly 
increase cell width and dramatically impact initiation energy or DDT distance. 

Figure 2 shows the impact of equivalence ratio upon cell size for several hydrocarbon-air mixtures that 
have cell sizes similar to those of fuels of interest.[10]  The resultant impact upon critical detonation initiation energy 
is dramatic as the equivalence ratio departs from stoichiometric, as indicated in Fig. 2.[11]  It is clear that there is a 
narrow minimum of cell width/initiation energy near stoichiometric.  The critical detonation-initiation energy for 
equivalence ratios that are not near unity is measured in megajoules or kilograms of solid-explosives equivalent.  
Meyer and co-workers have shown via laser absorption measurements of fuel that significant variations in PDE 
equivalence ratio can occur in practice.[12]   

Though hydrocarbon-air mixtures should be readily detonable in theory, for the reasons cited above the 
proper nearly homogeneous mixture with an equivalence ratio near stoichiometric is required; otherwise the 
detonation initiation requirements can quickly become impractical.  In PDE applications, it is extremely difficult to 
produce an unsteady flow with the proper equivalence ratio.  Perhaps it is fortuitous that the difficulty in creating the 
proper mixture and conditions for detonation serves to reduce the explosive hazard of practical fuel-air mixtures. 
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Figure 2.  (a) hydrocarbon-air cell width[10] and (b) propane-air critical detonation-initiation 

energy[11] versus equivalence ratio. 
 

III.  Experimental Setup and Procedure 
 
Experiments were conducted using the research PDE at the Air Force Research Laboratory’s Pulsed 

Detonation Research Facility.  This PDE controls the airflow and cycle timing for up to four detonation tubes using 
a four-valve-per-cylinder automotive cylinder head for valving.  Further details of this engine can be found 
elsewhere.[13] 

The liquid-fuel injection system developed by Tucker and co-workers was utilized to premix fuel and air 
prior to the intake manifold.[14,15]  Fuel flow was controlled via selection of fuel-injector-nozzle(s) flow number and 
fuel pressure.  Fuels included:  propane, aviation gas (100 octane, low lead, henceforth referred to as ‘avgas’), 
kerosene based USAF jet fuel JP8, and high energy density fuel JP10.  Propane and avgas were obtained from local 
commercial suppliers, and military fuels were obtained from military stocks through the Air Force Research 
Laboratory’s Fuels Branch (AFRL/PRTG). 

Weak ignition was achieved in 50.1 mm internal diameter detonation tubes bolted to the cylinder head 
using an automotive-type spark plug in the stock location.  The tubes were mounted to the valve system via an 
adapter plate which contained instrumentation ports for head pressure and optical sensors.  Instrumentation ports 
were also located along the length of the 1.52 m long tubes.  Schelkin-type spirals, 1.22m long, were located in each 
of the tubes.  The experimental setup and instrumentation are shown schematically in Figure 3.  

 

 
Figure 3.  Experimental and instrumentation setup for hydrocarbon-air detonation experiments. 

 
Although stainless-steel detonation tubes were utilized for the majority of experiments, DDT was observed 

with a polycarbonate detonation tube and fast imaging system, as described by Meyer et al.[16]  Figure 4 shows a 
typical result, with time evolving in subsequent images from top to bottom in Frames a through z.  The spiral is 
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barely perceptible in these frames, and the visibly larger vertical bands are metal supports for instrumentation ports 
on the polycarbonate tube.  Schelkin-type spirals accelerate flame speeds through turbulence and flame mixing.[9]  In 
addition to these mechanisms, the high-speed imaging reveals the interaction of compression-wave reflections off 
the spiral obstruction, that create ‘hot spots’ typified by those evident in Frames f, k, and q.  The resultant 
compression waves from the intense heat release of these hot spots may coalesce and can produce ignition and a 
micro-explosion event or events such as those shown in Frame x.  A sufficiently strong micro-explosion or the 
interaction of multiple explosions usually results in a DDT event (Frame y) with its subsequent left-running 
retonation wave and right-running detonation wave. 

 
Figure 4.  High speed imaging of deflagration-to-detonation-transition (DDT) using Schelkin spiral. 

Subsequent Frames proceed from top to bottom. 
 

Typical results for a successful hydrocarbon-air detonation initiation are plotted in Figure 5.  Pressure 
traces from near the detonation tube head (P1 location) to the tail (P6) and offset from the bottom of the plot to the 
top by 30 atm for each location respectively, are shown in Fig. 5a.  From time-of-flight analysis, the corresponding 
wavespeeds are shown in Fig 5b.  Near the head, or P1 location, the pressure rise is gradual with ignition and 
subsequent flame acceleration.  Flame speeds are ~1000 m/sec near this location, much lower than the theoretical 
Chapman-Jouget (CJ) detonation speed.  Near the P2 location, DDT occurs, which  is evident in the high 
overpressure of the von-Neuman spike and overdriven detonation wavespeed measurement near this location.  The 
subsequent retonation wave is evident in P1, and the detonation wavespeed decays to the equilibrium value of ~1820 
m/sec, which is very near the theoretical C-J wavespeed of ~1790 m/sec.  The reduced pressure spike and 
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wavespeed near the very end of the tube, at location P6, are indicators of mixture dilution (due to mixing with air at 
the tube exit) near that location.  

Because of the fragile nature, expense, and thermal drift of high-frequency pressure transducers, 
subsequent wavespeed results were obtained with ion probes[17] located near the spiral end, as depicted in Fig. 3.  It 
should be noted that ion probes of this type indicate the presence of ions from the combustion front--not the pressure 
variations detected via pressure transducers.  Consequently, ion-probe measurements of wavespeed indicate the 
combustion wavespeed--not the shock-wavespeed.  The combustion-wavespeed measurements are more accurate for 
evaluating detonation wavespeed since it is possible to have a shock-wavespeed without combustion. 

A typical data set is shown in Figure 6(a) for two detonation tubes firing 180 degrees apart at 
approximately 15 Hz each (30 Hz aggregate).  For each data set, results from two detonation tubes (Tubes 1 and 4) 
were recorded.  For each tube, data included the ignition trigger (down transitions of ign), a head pressure trace (not 
shown in Fig. 6(a) for clarity) and three ion probes (Locations a, b, and c which were 15 cm upstream of the end of 
the spiral, at the end of the spiral, and 15 cm downstream of the spiral, respectively).  As more clearly shown in the 
plot on the right of Fig. 6, the combustion wave front triggered the ion probes, facilitating wavespeed calculations 
from time-of-flight analysis.  The data shown were from JP10-air at an equivalence ratio of 1.0 and a measured 
wavespeed of 2230 m/sec and 1823 m/sec, upstream and downstream of the spiral, respectively.  The upstream 
wavespeed is probably overdriven beyond CJ because it is near the DDT location, but the downstream measurement 
indicates that the detonation is nearing equilibrium.  Also shown is tube head pressure, which is significantly lower 
than the expected P3 value because of thermal drift of the pressure transducer and possible loss mechanisms 
described in greater detail by Hoke et al.[18] 
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Figure 5. Typical pressure traces (a) for hydrocarbon-air mixtures from near head (P1) to exit (P6) on the 

tube and bottom to top on the plot, offset for clarity. Time-of-flight analysis provides wavespeed (b). 
 

Due to the sheer volume of data collected (gigabytes), subsequent results contain only the downstream 
wavespeed measurements.  This measurement location provided a convenient means of determining whether 
detonation occurred while avoiding charge-dilution problems near the end of the tube, as described above with 
regard to the P6 location measurement of Fig. 5.   

Subsequent data were taken using two tubes to minimize equivalence-ratio variations caused by unsteady 
air flow across the injection system.[15]  Fuel flow, determined via a turbine flow meter and flow calculations across 
the fuel injectors, is described further elsewhere.[14,15]  Air flow was measured via critical flow nozzles upstream of 
the unsteady engine,[13] and both air flow and operating frequency were varied in order to provide the desired 
equivalence ratio with a full tube fill.  Operating frequency was between 10 and 20 Hz per tube.  Spark ignition 
delay was between 6 and 8 msec after inlet valve closure.  The inlet air was preheated to ~90oC to avoid puddling of 
liquid fuel in the intake manifold of this premixed injection system, but performance was found to be fairly 
insensitive to inlet-air temperature.  The fuel heating capability developed by Tucker[14,15] was not utilized except 
with JP10 and during a test series with JP8.  In both cases the fuel was heated to ~280oC.  The PDE was run 
approximately 30-60 sec, allowing the flows to stabilize before data were collected for approximately 1 sec. 
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Figure 6.  Typical data collected for hydrocarbon-air detonation analysis.  Data was collected for 

multiple tubes (a.) and processed to calculate combustion wavespeeds from time-of-flight past ion-probe 
signals (b). 

Data analysis consisted of post-processing using the routines developed by Parker,[19] and the following 
results are the average of 8-20 detonation events for either 1 or 2 tubes.  For each fuel, plots were made of the 
average measured wavespeeds downstream of the spiral versus measured equivalence ratio, along with the expected 
Chapman-Jouget (CJ) values, which were calculated using properties from Gordon and Mcbride,[20] as implemented 
by Tucker. [15]  The measured equivalence ratio was found to vary no more than 2% and was confirmed using the 
hydrocarbon absorption diagnostic developed by Meyer and co-workers[12] unless otherwise noted. Variations in the 
measured wavespeed are reflected in the calculated standard deviation, plotted as the vertical error bars for each data 
point. 

In general, wavespeed results significantly above the CJ  line are indicative of an overdriven detonation and 
probably indicate that DDT occurred near the measurement location and in this case, downstream wavespeeds are 
likely near CJ.  Results within ~10% of the CJ value indicate that a steady detonation was achieved.  If the results 
are significantly less than the CJ values, e.g. less than ~1500 m/sec, it is likely that detonation was probably not 
achieved or achieved only intermittently at that particular test condition.  If the plotted wave speed error bars are 
small, results were fairly consistent.  It follows that large error bars that widely vary across the theoretical CJ 
wavespeed either above or below indicate intermittent failure to DDT for the latter case and intermittently 
overdriven for the former. 

 
IV.  Results and Discussion 

 
Detonation failed to occur if large droplets were present and/or the fuel-air mixture was not homogenous.  

In fact, it was extremely difficult to ignite a deflagration if these conditions were present.  Ignition characteristics of 
the fuels tested are not particularly favorable near STP conditions.  With the proper fuel injection scheme and 
mixing, DDT was observed for every fuel tested. 

It should be noted, as shown in Fig. 6(b) , that the time required from spark to DDT was typically 10 msec 
and may hinder practical cycle rates.  The majority of this time (~8 msec) was observed to be the time between 
spark and establishment of a deflagration flame kernel resulting from the long chemical induction times of 
hydrocarbon fuels in air at near-ambient conditions. 

Measured propane-air wavespeeds versus equivalence ratio are plotted in Figure 7 and compared to 
theoretical CJ wavespeeds.  Results varied widely with propane-fuel.  This is reflected in the data as many points are 
near 1000 m/sec (choked flame wavespeed).  Still propane-air was observed to detonate consistently during some 
runs with an equivalence ratio of ~0.9.  For the wavespeeds above 1500 m/sec near stoichiometric conditions, 
overdriven upstream wavespeeds (not shown) are indicative that DDT was achieved and the resulting slightly slower 
wavespeeds probably indicate poor mixing.  In general, the ability to initiate a detonation in propane was poorer 
than with the other fuels reported herein.  Factors which may have contributed to the difficulty in detonating include 
poor mixture control and fuel chemistry. 
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Figure 7.  Wavespeed versus equivalence ratio for propane fuel-air.  

 
Propane was the only fuel supplied from a multi-phase storage container.  Although data were collected 

when flow measurements were as stable as possible, fluctuations in fuel flow measurements were indicative of some 
occurrences of multi-phase flow.  Secondly, propane was supplied at lower feed pressures than the other fuels and 
was thus more susceptible to pressure oscillations in the fuel injection manifold caused by the unsteady inlet air 
flow.  The impact of these effects was estimated and is reflected in the larger error bars shown for the equivalence 
ratio in Fig. 7 relative to the other fuels in subsequent results. 

Propane also has a higher octane number (108) than any other fuel tested in this engine.  Tucker observed 
in the literature and in his own experiments that the octane number significantly impacted DDT events.[15]  Propane, 
a pure, single-component fuel, may detonate relatively inconsistently due to the lack of small amounts of more 
detonable species found in multi-component fuels that may contribute to phenomena critical to DDT. 

Avgas, with results shown in Figure 8, was observed to detonate consistently for an equivalence ratio 
ranging from ~0.9 to ~1.3.  In general the small error bars and results slightly above the theoretical values indicate 
that a detonation was consistently established upstream of the measurement location with this fuel.  Both the fuel 
lean and rich results show moderately overdriven wavespeeds--indicative of late (near the measurement location) 
DDT events.   
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Figure 8  Wavespeed versus equivalence ratio for aviation gasoline fuel-air. 
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Unheated-JP8 injection results, plotted in Figure 9, show that the jet fuel did detonate, but only above an 

equivalence ratio of 1.05.  Despite the low volatility of this military-grade jet fuel, which  was specifically designed 
to minimize flammability and explosive hazards, DDT is achieved surprisingly consistently.  This is reflected in the 
narrow error bars and consistent wavespeeds and is potentially a result of JP8 fuel’s low octane rating relative to 
propane and avgas. 

Upon heating JP8 to approximately 280oC prior to injection, the detonability range and repeatability were 
much better.  Figure 10 shows that detonation was achieved for equivalence ratios as low as 0.9 and in every test 
data point above an equivalence ratio of 0.95.  For most of the results discussed above, data were not taken at higher 
equivalence ratio than shown because the engine began to run more intermittently as observed by the increasing 
deviation of the error bars in Figs. 7-9 for the fuel-rich limit.  That was not the case for the data shown in Fig. 10;  
here results were not obtained at higher equivalence ratio operating conditions with hot-JP8 injection because rich 
operation is of little interest for PDE performance. 
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Figure 9.  Wavespeed versus equivalence ratio for unheated JP8 fuel -air. 
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Figure 10.  Wavespeed versus equivalence ratio for heated JP8 fuel -air. 
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Figure 11.  Wavespeed versus equivalence ratio for heated JP10 fuel-air. 

 
Because JP10-air cell sizes are similar to JP8-air, little attention was dedicated to detonation of JP10-air.  It 

was theorized that if JP8-air detonated in the research PDE, then JP10-air ought to detonate in a similar manner.  
The results in Figure 11 were obtained to show that it is possible to DDT JP10 in air. Although many of the 
measured wavespeeds are lower than the theoretical CJ values, most of the results are above 1600 m/sec and well 
above the choked flame regime.  Although these JP10 results represent a much smaller sample set than the other 
fuels, they indicate that it is possible to obtain DDT with JP10-air for a tested equivalence ratio range of 0.9-1.3.  
Like propane, JP10 is a signal component fuel, and this may have contributed to the variation in results. 

 
V.  Summary and Conclusions 

 
Deflagration to detonation transition (DDT) was achieved within the first 1.22m in a research pulsed 

detonation engine for a variety of hydrocarbon fuels in air, including:  propane, aviation gasoline, JP8, and JP10.  
The equivalence ratio for successful detonation initiation ranged from ~0.9 to 1.3, which corresponds to a cell width 
of less than ~100 mm.  Thus, these results are consistent with Dorofeev’s scaling rules for DDT.[7]  Mixture 
homogeneity was critical to successful detonation initiation.  Failure to produce well mixed reactants with the proper 
equivalence ratio will likely result in increasing cell size and resultant difficulty in achieving DDT.  Fuel heating 
was helpful when detonating low-volatility fuels.  High octane number and single-component fuels had more 
variability in results.   
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 A number of factors can have an effect on the performance of a pulsed detonation 
engine (PDE), detonation initiation, combustion wave speed, detonator wall temperature 
and the homogeneity of the fuel-air charge.  These factors are evaluated using a single-tube 
hydrogen-air PDE operating between 10 and 29 Hz.  Geometries employed to transition the 
deflagration to detonation (DDT) degrade PDE performance during the exhausting process.  
This effect is insignificant for hydrogen-air mixtures because the DDT mechanism can be 
unobtrusive, but the effect can be significant for less reactive mixtures.  Typical DDT 
geometries used for hydrocarbon-air mixtures result in a degradation of 35% for the 
hydrogen-air mixture.  The drag on the DDT mechanism is also found to increase with 
distance from the thrust wall.  In an effort to evaluate the effect of combustion wave speed 
on thrust, the ignition location is varied.  For choked flames the performance difference 
from detonation is unmeasurable; but as the maximum flame velocity decreases from the 
choked-flame velocity, the performance decreases.  At 800 m/s the thrust was 16% below 
that of a detonation and at 400 m/s the thrust degradation is between 17 and 34%.  High 
tube-wall temperatures reduce the losses in heat during the blow-down process but increase 
the temperature and decrease the density of the fresh charge, resulting in lower peak 
pressures and charge spillage.  As the tube temperature increases, the PDE performance 
decreases by 20% at 10 Hz and approximately 10% at 15 and 20 Hz.  The axial 
homogeneity of the fuel-air charge is decreased by changing the location of the fuel 
injection.  Decreases in performance of 14% are recorded at 10 Hz, even though detonation 
is achieved in both cases.  
 
 

 
I. Introduction 

 Pulsed detonation engines (PDE’s) are a topic of renewed interest during the past several decades.  
Recently, researchers have developed and demonstrated the technology of detonating practical hydrocarbon-fuel-air 
mixtures in a multi-cycle apparatus1.  As the technology develops toward a practical device, the subtle details 
become more significant.  Several factors that have an adverse effect on PDE performance are examined.  These 
factors are detonation initiation, combustion wave speed, tube-wall temperature, and charge homogeneity. 
 Several researchers have examined some of these factors.  Cooper et al. found a reduction of 25% in 
impulse caused by the DDT mechanism for single-impulse experiments2.  At the extreme ends of combustion wave 
speed, constant pressure combustion verses constant volume, there is a significant difference in performance, but 
little work has been done in the unstable region between these conditions.  Tube temperature has been examined 
with respect to loss of thrust due to heat transfer from the exhaust products to the tube wall and found to be 
insignificant in one study, 10 to 15% in another and up to 20% in a third study depending on tube aspect ratio 3-5.  
Here the tube temperature was examined with respect to transferring heat to the fresh fuel-air charge.  The quality of 
mixing of the fuel and air has been found to be a factor preventing the ability to detonate a fuel-air mixture and it is 
generally thought that for liquid fuel and air, the liquid droplet size must be below 10 µm.  In this research, the 
effect of non-homogenous fuel-air mixture under two detonating conditions is evaluated. 
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II. Experimental Apparatus and Procedure 
 
 Experiments were conducted using the PDE at the Air Force Research Laboratory’s Pulsed Detonation 
Research Facility.  This PDE uses the “head” of a General Motors automotive engine to control the airflow into the 
detonation tube.  The PDE cycle consisted of equal time allotted for:  i)   filling the detonation tube with pre-mixed 
hydrogen and air at an equivalence ratio of one, ii) ignition, detonation, and blow-down, and iii) purging of the 
detonation tube with air.  For these experiments the pressure upstream of the automotive poppet valves was 
controlled such that during the fill cycle the mass flow of pre-mixed fuel and air was equivalent to the volume of the 
tube times the density of the fuel-air charge at the gas temperature upstream of the poppet valves and atmospheric 
pressure times the operating frequency.  This was defined as a fill fraction (FF) of one and all tests during this 
research were conducted at a fill fraction of one.  The purge fraction (PF) was defined in the same manner and was 
held constant at one-half for all experiments.  The fuel-air mixture was ignited with a 115 mJ spark at the closed end 
for most experiments.  Further details of this engine are given by Schauer et al.6 
 The PDE was operated at 10, 15, 20, 25, and 29 Hz.  The ignition, detonation, and blow-down for the 
hydrogen-air mixture in a 72 in. (1.83 m) detonation tube requires approximately 8 ms to complete.  There was 
unused time during the ignition, detonation and blow-down  portion of the cycle for all frequencies tested.  The 
ignition delay (ID) was either 0 or 6 ms (time between intake valve closure and spark).  
 The tube was instrumented with a dynamic pressure transducer at the closed end of the tube and ion probes 
at various intervals along the length of the detonation tube.  Thrust was measured on a damped thrust stand where 
displacement was proportional to thrust.  The thrust stand was oscillated, and the displacement averaged over 
several seconds to eliminate hysteresis and improve accuracy.  The repeatability of the thrust measurement is shown 
in Fig. 1 and was within 2% of the average of three identical experiments conducted with 50 days elapsing between 
the first and last experiment. 
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Figure 1. Thrust-Measurement Repeatability within 2% of Average. 

 
The detonation tube consisted of 2 in. (51 mm)-diameter schedule-40 pipe nipples connected together with 

couplings to make a ~72 in. (1.83m) long detonation tube.  A schematic of the various configurations tested is 
shown in Figure 2.  The tube labeled “A” had no DDT mechanism, “B” had two 3/8 in. bolts inserted across the 
detonation tube at 4.25in. (0.108 m) and 10.25 in.(0.260 m) from the closed end of the tube.   Tube “C” had the 
same two bolts inserted at 16.75 in. (0.425 m) and 22.75 in. (0.578 m) from the closed end.  In experiments “D” thru 
“I” a 16 in. (0.406 m) Schelkin-like spiral was placed at various locations inside the detonation tube.  The start of the 
spiral was located at the closed end of the detonation tube, 14, 26.5, 37.5, 49, and 60.25 in. (0.356, 0.673, 0.953, 
1.245, and 1.578 m) from the closed end of the detonation tube.  In experiment J, a 48 in. (1.219) spiral was inserted 
into the detonation tube, starting at the closed end.  The volume and surface area of the DDT mechanism are given 
in Table 1.  Note that configurations “H” and “I” did not detonate and that configuration “C” and “B” gave identical 
results. 
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 During the experiments, the thrust and wave speeds were recorded at the maximum thrust which because of 
the averaging used in the thrust-measurement technique occurred approximately 35 sec. after the engine was started. 

Detonation 
tubes

 
Figure 2.  Schematic of Cross Section of Detonation Tubes Tested.  Hatched area represents Schelkin-like DDT 

mechanism, and solid lines on B and C represent location of 3/8 in. bolts that were inserted into the detonation tube. 
 

Table 1 Volume and Surface Area of DDT Internal Geometry in the Detonator Tube 
Experiment DDT Mechanism 

volume in3 (m3x106) 
DDT Mechanism 

surface area in2 (m2x 

103) 
A 0 0 
B .46  (7.54) 4.9  (3.16) 
C .46  (7.54) 4.9  (3.16) 
D 3.1  (50.7) 64.5  (41.6) 
E 3.1  (50.7) 64.5  (41.6) 
F 3.1  (50.7) 64.5  (41.6) 
G 3.1  (50.7) 64.5  (41.6) 
H 3.1  (50.7) 64.5  (41.6) 
I 3.1  (50.7) 64.5  (41.6) 
J 9.4  (154) 193 (124.5) 

 
 
 

III. Experimental Results and Discussion 
 

Pulsed detonation engines have potential for high performance; however, several aspects of the PDE design, if 
not given proper attention, can lead to degraded performance.  The first factor is detonation initiation.  Pre-
detonators can lead to a large auxiliary oxygen tank, while a DDT mechanisms can reduce system performance due 
to drag.  The second factor is combustion wave speed.  This factor is difficult to evaluate, but several experiments 
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were conducted and analyzed.  The third factor is low charge density due to heat transfer from the tube walls to the 
incoming charge.  The fourth and final factor is the homogeneity of the fuel-air mixture. 

 
A. Detonation Initiation and Thrust 
 The method used to achieve a detonation can influence the performance of the PDE .  A pre-detonator 
should produce the maximum attainable thrust by a fuel-air mixture in the main detonation tube; however, it has 
been shown for single detonation events that the thrust produced was not dependent on the location of detonation 
initiation as long as a detonation was produced within the detonation tube7 With a pre-detonator a detonation 
propagates the entire length of the detonation tube with no retonation wave produced in the main detonator tube and 
no obstacles along the main detonator tube to restrict the exhausting of the detonation tube.  The lack of obstacles is 
also beneficial from a pressure point of view during the filling process.  In this research, a detonation was achieved 
in the pre-detonator but the combustion decoupled from the shock as the detonation transitioned into the main tube.  
The detonation reestablished approximately 20" (0.508) along the detonation tube.  In the pre-detonator geometry 
tested, the pre-detonator was not ideal, and no thrust data was obtained with a properly designed pre-detonator. 
 Many experiments were conducted to determine the effect of the DDT mechanism on thrust.  In Figure 3 
the thrust produced by configurations “D” and “J” is plotted.  In both cases, a detonation was produced within 20 in. 
(0.508 m) of the thrust wall however the thrust produced with the longer spiral is, on average, 35% lower than that 
produced using the shorter spiral.  Of course the detonation wave speed was reduced through the 48 in. (1.219 m) 
spiral.  The lower thrust was attributed to drag of the long spiral during the blow-down process.  Additional tests 
were conducted with the 16 in. (0.406 m) spiral placed farther from the thrust wall in configuration “E, F, and G”.  
As expected, the thrust decreases as a larger percentage of the combustion products flow over the DDT mechanism, 
see Fig 4.  Interestingly, the sum of the thrust lost from configurations “D” to “E, F and G” is similar to the thrust 
loss from “D” to “J”.  If one adds the internal geometry of configurations  “D, E,F and G”, the resulting geometry is 
similar  with some overlap to configuration “J.”  The thrust level computed when adding the drag of “E, F, and G” 
and subtracting that from “D” is within 14% of the thrust level of configuration “J.”   

As short as the spiral was in configuration “D” (16 in. or 0.406 m) the thrust was still significantly 
decreased by the drag over this spiral.  In Figure 5 the thrust measured in configuration “B” and “D” is plotted.  The 
thrust produced by the 16 in. (0.406m) spiral (“D”) is on average, 6% lower than that produced using the two 3/8" 
bolts inserted across the detonator tube.  In both experiments, detonation was achieved.  Figure 6 shows the thrust 
comparison between configuration “D”, a 16 in. (0.406 m) spiral and configuration “A”, an unrestricted tube.  At 10 
and 15 Hz configuration “A” did not detonate and the thrust was approximately 20% lower.  At 20 Hz, the thrust 
was identical and the mixture detonated some of the time.  The lowest maximum wave speed recorded was 880 m/s.  
If the unrestricted tube was detonating all of the time, the thrust level should exceed that measured with the 16 in. 
(0.406 m) spiral.  For multi-cycle PDE’s detonation is easier to achieve at higher frequencies because the pressure 
oscillations induced during the fill cycle are stronger, interact with the developing combustion wave, and promote 
the transition to detonation.   
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Figure 3 Effect of DDT Mechanism on Thrust for Configurations “D” and “J”.  In both cases a detonation was 

achieved within 20 in. (.508 m) of the thrust wall 
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Figure 4 Thrust Measured for Different Locations of a 16 in. (0.406m) DDT mechanism along the detonator tube 
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Figure 5 Comparison of the Thrust Produced Using a 16 in. (0.406 m) spiral and two 3/8 in. bolts. 
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Figure 6 Comparison of Thrust for 16 in. (0.406 m) spiral and no DDT mechanism.  
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B. Combustion Wave Speed and Thrust 
 Controlling the combustion wave speed was difficult; however, by varying the ignition location along the 
detonation tube, the thrust was measured and plotted along with the maximum combustion wave speed achieved in 
the detonation tube.  This was done to keep the internal drag and geometry identical from experiment to experiment 
in an attempt to isolate the effect of combustion wave speed on thrust.   Figure 7 is a plot of the thrust versus 
frequency for four different spark locations and the maximum combustion wave speed is annotated adjacent to each 
point in the figure.  With the ignition at the thrust wall, a detonation was achieved during every event at every 
frequency.  When the ignition was moved to 17 in. (0.432 m) from the thrust wall, a detonation was only achieved at 
20 Hz while the maximum combustion speed at 15 Hz was 1000 m/s and at 10 Hz was 800 m/s.  Again, for multi-
cycle PDE’s, detonation is easier to achieve at higher frequencies because the pressure oscillations induced during 
the fill cycle are stronger, interact with the developing combustion wave, and promote the transition to detonation.  
The thrust at an ignition point of 17 in. (0.432 m) down the length of the tube was 16% lower than the thrust 
measured when the ignition was at the thrust wall at 10 Hz and almost indistinguishable at 15 Hz (4% lower) where 
a chocked flame developed and at 20 Hz (3% lower) where a detonation was achieved. 
 When the ignition point was moved to 43 in. (1.092 m) from the thrust wall, the maximum combustion 
wave speed recorded was ~400 m/s for all frequencies, nearing the limit of sensitivity for the ion probes.  The thrust 
recorded was considerably lower than a detonation being 34, 24, and 17% lower at 10, 15 and 20 Hz respectively.  
At an ignition point of 68 in. (1.727 m), the combustion wave speed could not be measured by the ion probes and 
was probably subsonic.  The thrust levels recorded were 65, 47, and 35% lower than the detonation case at 10, 15, 
and 20 Hz, respectively. 
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Figure 7 Combustion Wave Speed verses Thrust Produced.  The ignition location was varied.  “Det” refers to 
detonation. 

 
 
C. Tube Wall Temperature and Thrust 

A 72 in. (1.83 m) detonation tube in configuration “D” was run to thermal equilibrium.  As shown in Fig. 8  
the thrust initially reaches a maximum soon after the PDE was started; but as the detonator-tube temperature 
increased, the thrust decreased to a steady-state value approximately 300 seconds after the device was started.  For 
this particular case of 10 Hz operation with a FF of 1, a PF of 0.5 and 6 ms ignition delay, the steady-state value of 
thrust was 80% of the maximum recorded.  At 15 and 20 Hz, the steady state value of thrust was 90 and 88% of the 
maximum, respectively.  The time constant to reach 63% of the steady state temperature was decreased with 
increasing frequency at 85, 75, and 65 seconds for 10, 15 and 20 Hz, respectively. 

This decrease in performance was attributed to heat transfer from the detonator tube wall to the fuel-air 
charge during the filling process.  The heat added to the fuel-air charge increases the temperature and decreases the 
density resulting in lower thrust pressure and a higher percentage of “spilled” fuel-air charge.  The loss in thrust 
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decreased from 20% at 10 Hz to ~10% at 15 and 20 Hz.  Thrust losses would be expected to decrease at higher 
frequencies because the heat-transfer coefficient is proportional to the Reynolds Number generally to a power of less 
than one, and the duration of heat transfer decreases proportionately with increasing frequency8.  (The characteristic 
velocity of the filling process is proportional to frequency, but the associated heat-transfer coefficient increases with 
velocity to a power less than one.) 
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Figure 8 Thrust and Temperature verses Time Configuration “D” 

 
D. Charge Homogeneity 
 
 Because of the speed of detonation, the fuel-air mixture must be homogeneous or near homogenous to 
achieve a detonation.  For liquid fuels the droplet size required to achieve a detonation is thought to be below 10 
µm.  In this research hydrogen-air was used and mixing was fundamentally simpler with gas-gas mixtures than with 
liquid fuels; however, heterogeneous mixtures can be created.  In the research PDE a single detonation tube was 
used for all of these experiments.  The duty cycle of the combustion air flow was 33% so the combustion air is 
started and stopped at the inlet of the PDE; however, the hydrogen was injected into the combustion air-stream at a 
constant rate, being choked at the injection point.  Typically the injection is performed at a location where the 
combustion air stream velocity is relatively constant and any variation in equivalence ratio is diminished by 
diffusion, and mixing since the pre-mixed charge traveled through several bends.   The mixture quality was not 
evaluated but rather the hydrogen injection point was moved from 32 in. (0.813 m) upstream of the PDE valves to 
99 in. (2.5 m) upstream of the valve.   In both hydrogen injection configurations a detonation was achieved at all 
frequencies.  The thrust measured for the 99 in. (2.5 m) upstream injection point was 14% higher at 10 Hz and 
decreased to 6% at 29Hz (see Fig. 9).  This decrease in the difference in thrust with frequency was attributed to 
better mixing at the higher air velocities associated with the higher frequencies.  In Fig. 10, the pressure at the thrust 
wall of the tube was compared for the two different injection points.  There is a noticeable difference in the shape of 
the thrust wall pressure as well as the magnitude.  These pressure traces shown are the average of four pressure 
traces acquired during each run and appear to be identical to the individual traces; thus the averaging reduces some 
of the noise associated with this dynamic pressure transducer. 
 We speculate that the fuel injection point at 32 in. (0.813 m) resulted in rich and lean regions along the 
detonator tube.  Although the mixture was of sufficient quality to achieve a detonation, all of the fuel is not 
consumed in the rich regions and all of the oxygen is not used in the lean regions resulting in reduced performance.  
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This decrease in thrust due to fuel-air inhomogeneity could be responsible for some of the scatter reported in thrust 
measurements and will probably be responsible for scatter in emission data gathered when the technology reaches 
that level.   
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Figure 9 Effect of Hydrogen Injection Location on Thrust.  A detonation was achieved in all experiments. 
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Figure 10 Effect of Hydrogen Injection Location on Thrust Wall Pressure History 

 
 

 

1234



9 
American Institute of Aeronautics and Astronautics 

IV. Summary and Conclusions 
 

As the technology for creating practical pulsed detonation engines matures, more emphasis and research 
will be need on the subtle details.  In this study it was reaffirmed that the DDT mechanism can have a significant 
impact on performance.  For hydrogen and air the impact was small but for more non-reactive mixtures the impact 
could be up to 35%.  Pre-detonators may not provide the answer because of the oxygen enrichment generally used; 
therefore, research into low drag DDT mechanisms is needed.  The difference in performance between a detonation 
and choked flame was below the resolution of the thrust stand, but when the maximum combustion front velocity 
was below 800 m/s significant losses in performance were recorded.  This information could be used to minimize 
the length of the DDT mechanism and increase performance.  Although much effort has been expended to examine 
the heat lost from the combustion gasses, this study finds that heat transfer to the fresh fuel air charge decreases 
performance by up to 20%.  A back-pressurization device is needed to minimize fresh charge expansion and losses 
caused by “spillage.”  Lastly, the homogeneity of the fuel-air mixture can cause performance losses even though the 
mixture is detonating.  For hydrogen-air the performance decrease due to hydrogen-injection location was a 
maximum of 14%.  For liquid fuels this could be a larger issue because of the difficulty of mixing liquid and gas and 
because the achievement of a detonation does not guarantee maximum performance. 
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Abstract   

 
 An experimental study on the 
performance of pulse detonation engine (PDE) 
ejectors was performed.  Time-averaged thrust 
augmentation produced by straight and 
diverging PDE ejectors was measured using a 
damped thrust stand.  The ejector length-to-
diameter ratio was varied from 1.25 to 5.62 by 
changing the length of the ejector and 
maintaining a nominal ejector diameter ratio of 
2.75.  In general, the level of thrust 
augmentation was found to increase with ejector 
length.  Also, the ejector performance was 
observed to be strongly dependent on the 
operating fill-fraction.  A new non-dimensional 
parameter incorporating the fill-fraction was 
proposed.  When the PDE-ejector data was 
represented as a function of this new parameter, 
ejector data was reduced to one representative 
thrust augmentation curve for ejectors of similar 
internal geometry.  Straight PDE-ejectors 
compared well with the available data on 
straight steady-flow ejectors.  Diverging PDE-
ejectors produced nearly twice the thrust 
augmentation as their straight ejector 
counterparts due to the additional thrust surface 
area the divergence provided.  All PDE-ejectors 
tested were seen to be sensitive to the axial 
position of the ejector as well.  The optimum 
ejector axial placement was found to be a 
function of fill-fraction due to a trade-off 
between the detonation-wave drag and increased 
mass entrainment.  Downstream ejector 
placements performed the best at the low fill-
fraction operating conditions. 

                                                 
*Ephraim.Gutmark@uc.edu  

Nomenclature 
 
DPDE  PDE detonation tube diameter 
DEJECT  ejector diameter 
DE diverging ejector 
DR ejector-to-PDE diameter ratio 

(DR=DEJECT/DPDE) 
ff  fill-fraction 
LEJECT  ejector length 
PDE  pulse detonation engine 
SE  straight ejector 
TPDE  PDE thrust without an ejector 
TPDE-EJECTOR PDE thrust with an ejector 
Tref  reference thrust 
 

Introduction 
 

Pulse detonation engines (PDE) use 
controlled periodic detonations of a combustible 
mixture to generate thrust1.  One of the primary 
motivations for PDE development has been 
based on the potential gain in thermal efficiency 
that can be achieved with detonation 
combustion2.  Experimental and computational 
researchers have demonstrated some success in 
obtaining competitive specific impulse values 
with a simplistic PDE cycle3, 4.  These promising 
results have lead to many PDE applications 
being proposed.  For example, it has been 
suggested that PDEs can be used as cost 
effective replacements for small gas turbine 
engines, as potential replacements for 
combustors on existing large-scale gas turbines, 
or as thrust augmenters. However, even if PDE 
performance benefits ultimately reveal 
themselves to be insignificant in practical 
applications, the PDE cycle will still be an 
attractive propulsion system because of the 
reliability benefits of having very few moving 
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parts, the scalability of the engine, and the 
flexibility in geometry it will provide.   

A common approach to increasing the 
thrust of an engine is with an ejector.  An ejector 
is a coaxial duct that is placed around the 
exhaust of an engine to direct the entrainment of 
the surrounding flow into the engine exhaust 
stream.  The use of steady-flow ejectors and 
their associated design procedures is well 
established.  The application of ejectors, 
however, to unsteady primary flows is less 
common.  A large number of studies5-7 have 
examined unsteady ejectors driven by pulsejets 
or other devices where the primary airflow was 
unsteady.  Lockwood5 showed that an unsteady 
primary flow is more efficient in producing mass 
entrainment than a comparable steady flow.  His 
pulsejet studies showed thrust augmentation as 
high as 1.8, much greater than the theoretical 
isentropic steady-flow ejector.  He attributed the 
unsteady ejector performance to a more efficient 
energy transfer process between the primary 
flow and the secondary (entrained) flow through 
inviscid processes, while the steady ejector relies 
primarily on viscous shear mixing.  Due to the 
unsteady nature of a PDE, these results suggest 
that an ejector could be highly effective in 
increasing the PDE performance. 

Computational studies of single shot 
PDE driven straight ejectors using an Euler code 
demonstrated the importance of the ejector-to-
PDE tube diameter ratio in achieving thrust 
augmentation and its sensitivity to fill-fraction11.  
Multiple cycle simulations of a specific 
converging-diverging ejector at approximately 
120 Hz using an Euler code with finite rate 
chemistry showed thrust augmentation of almost 
80%12.  Further non-detonation computational 
studies highlighted the importance of the starting 
vortices, pre-cursor shocks and direct pressure 
loads created by the gas dynamic (shock-tube) 
processes within the ejector to the overall thrust 
augmentation performance of the system13.  
These computations suggested that high thrust 
augmentation for PDE-Ejector applications is 
achievable and highlighted the need to 
understand the gas dynamics, resonance 
phenomena, and flow interactions of the PDE-
ejector system for optimum performance. 

Very few experimental studies of PDE-
ejectors have been reported.  One experimental 

study by Rasheed et al9 using a 5 cm diameter 
H2-Air PDE tube at 10 Hz with 7.62, 10.16, and 
15.24 cm diameter ejectors showed thrust 
augmentation levels varying from +16% to –5% 
depending on the configuration.  In all cases, the 
maximum thrust augmentation was found to 
occur with the ejector located fully downstream 
of the PDE tube.  Similar experiments using 
C2H4-Air showed maximum thrust 
augmentation levels of 24% depending on the 
configuration, and additionally captured flow 
visualization shadowgraph images at the ejector 
inlet throughout one cycle10.  In both of the 
above studies, the experimentally measured 
thrust augmentation was significantly lower than 
the factor of 1.8 achieved by Lockwood’s 
pulsejet experiments. 

One possible reason for the discrepancy 
in the referenced works on ejector thrust 
augmentation could be the lack of an 
appropriately designed ejector inlet.  The shape 
of the ejector inlet is very important in 
determining the ejector performance since the 
inlet is an aerodynamic surface which guides the 
entrainment of the surrounding mass flow.  
Allgood et al14 performed high-speed 
shadowgraph visualizations of optically 
accessible PDE-ejectors.  Their results showed 
significant losses in mass entrainment and strong 
flow separation when PDE-ejector inlets were 
not properly contoured.  The importance of a 
rounded inlet has also been proposed by 
Lockwood5, Paxson et al6 and Wilson et al7 for 
steady and unsteady ejectors.  However, out of 
the reviewed works in this paper, the only thrust 
measurements reported using contoured ejector 
inlets for PDE systems were those by Rasheed et 
al9. 

In addition to ejector inlet geometry, the 
interior surfaces of the ejector can serve as thrust 
surfaces on which the pressure forces can act 
thereby generating additional thrust.  Lockwood5 
showed substantial thrust improvement when 
using a divergent type ejector versus a straight 
cylindrical ejector for pulsejet systems.  The 
experimental work by Paxson et al6 and Wilson 
et al7 also used ejectors with a small diverging 
section at the end of the ejector for unsteady 
primary flow systems.  To the authors’ 
knowledge, no experimental results have been 
reported on thrust augmentation of diverging 

1237



 
American Institute of Aeronautics and Astronautics 

3

ejectors for pulse detonation engine systems.  
Thus, the benefits of using a diverging ejector 
over a straight ejector are not known for PDE 
applications and should be quantified. 

The relative size of the ejector to the 
primary flow driver is also known to have a 
significant influence on an ejector performance.  
An ejector diameter should be sized large 
enough to allow sufficient area for the primary 
flow to entrain the secondary flow.  However, 
too large of an ejector diameter could reduce the 
effect of the accompanying pressure drop on the 
ejector inlet as well as the pressure rise on a 
diverging ejector interior surface.  An optimum 
ejector-to-driver diameter ratio corresponding to 
a peak thrust augmentation level has been 
observed for a variety of ejector systems5,6,9.  
Typical reported values of optimum diameter 
ratios range between 2.4 to 3.3.   

In a similar manner, the axial placement 
of the ejector can also affect the ejector flow 
dynamics.  Experimental results by Allgood et 
al14 have observed that the level and efficiency 
of the PDE-ejector entrainment can be restricted 
with an upstream axial placement of the ejector.  
On the other hand, a downstream ejector 
placement between one to two PDE diameters 
resulted in a cleaner flow path for the secondary 
flow to be entrained into the ejector.  This 
observation is in agreement with the PDE-
ejector thrust measurements reported by 
Rasheed et al9, and similar trends were found by 
Paxson et al6 for pulsejet-ejector systems.   

In addition to ejector geometry and 
placement, there are many operating parameters 
that have been shown to drastically affect the 
performance of a PDE and thus will most likely 
affect the PDE-ejector performance as well.  For 
example, PDE thrust has been observed to scale 
linearly with frequency of detonations since it is 
desirable to minimize the time of each filling 
event and maximize the frequency of the overall 
PDE cycle4.  Thus, adjusting the PDE cycle 
frequency is one proposed method of throttling 
the engine.  Another way of throttling the engine 
is to alter the amount of fuel-oxidizer mixture 
that fills the PDE tube prior to ignition.  The 
ratio of the PDE tube filled with a detonable 
mixture relative to the total tube length is 
defined as the fill-fraction.  While the PDE 
thrust has been shown to decrease with a 

reduction in fill-fraction, the fuel-based specific 
impulse values increased at a faster rate4.  This 
performance gain observed at lower fill-fractions 
was attributed to the detonation shock wave 
compressing the non-reactants occupying the 
remainder of the PDE tube4.  Schauer et al.4 
demonstrated experimentally the performance 
benefits of partially filling the detonation tube 
for a multi-cycle PDE operation.  Their results 
showed the partial-fill effect being independent 
of PDE cycle frequency for a constant area 
detonation tube.  Hoke et al8 performed a 
qualitative study suggesting the mass 
entrainment of the ejector deteriorates as the fill-
fraction increased due to the strengthening of the 
exiting detonation wave.  

The current work presents an 
experimental study on the performance benefits 
of axisymmetric ejectors for multi-cycle pulse 
detonation engines.  The effect of fill-fraction on 
PDE-ejector performance has been quantified.  
The performance sensitivity of PDE-ejectors to 
ejector length, internal diverging geometry and 
relative axial placement has also been measured.  
A comparison between PDE-ejectors and other 
ejector systems was given, and a new 
normalization of PDE-ejector data has been 
proposed for comparing PDE-ejector data to 
other ejector systems.    In addition to 
performance measurements, flow visualizations 
were performed on similar ejector geometries to 
further explain the trends observed in the 
performance data. 

 
Experimental Setup 

 
PDE Test Facility 
 

Thrust augmentation measurements of 
pulse detonation engine (PDE) driven ejectors 
were performed.  The pulse detonation engine 
test facility at the Air Force Research Laboratory 
at Wright-Patterson Air Force Base was used to 
obtain the thrust measurements.  Premixed 
hydrogen and air were delivered to a single 
round detonation tube by way of a mechanical 
valve system constructed from a modified four-
cylinder automotive head.  The automotive valve 
system could be operated at frequencies up to 
40Hz.   Due to the nature of automotive valving, 
the PDE cycle was divided equally between 
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three main processes: (1) filling the PDE with 
fresh reactants, (2) ignition, detonation and 
blow-down of the high pressure products, and 
(3) purging the PDE with a buffer of cold-air.  
The hydrogen and air were metered through 
choked flow orifices.  The deflagration-to-
detonation transition of the hydrogen-air mixture 
was enhanced by the use of Shchelkin-type 
spirals of 0.3 m length for both diameter 
detonation tubes. The Shchelkin spiral occupied 
only 16% of the total PDE tube length.  Two 
pressure transducers (PCB M102A) were 
mounted 6 inches apart to monitor detonation 
shock speeds and validate that Chapman-Jouget 
detonations were produced.  The pressure data 
was collected via a remote 5MHz 16-channel 
ADC system. The measured wave speed for both 
detonation tubes was confirmed to be 
approximately the Chapman-Jouget wave speed 
of 1966 m/s at a fill-fraction of 1.0.  

The PDE was mounted on a damped 
thrust stand rated for a maximum thrust load of 
4,500 N.  The thrust stand was designed to 
measure the time-averaged thrust of the dynamic 
PDE. The thrust stand consisted of linear 
bearings riding along a pair of low-friction rails.  
The PDE was allowed to freely move on the 
rails but its motion was weakly damped by 
springs to prevent any resonance effects.  To 
remove the effects of static friction, the PDE 
was continuously actuated forward and 
backward by a linear actuator.  Since this was a 
known force, it could be subtracted from the 
measurements to get the true average thrust of 
the engine.  The thrust measurements were 
calibrated by placing static weights and 
measuring the displacement with a positional 
sensor.  The maximum uncertainty (or 
repeatability) in the calibration was determined 
to be approximately +/- 1 Newton for the entire 
range of PDE thrust loading anticipated during 
these tests.  For a more detailed description of 
the PDE test facility the reader is referred to the 
recent paper by Schauer et al.4. 
 
PDE-Ejector Test Conditions 
 
 The PDE detonation tube was 
constructed of a steel pipe of 5.08 cm diameter 
(DPDE) and 1.83 m length.  The main operating 
parameters that could be varied were the 

following: (1) the fuel/air mixture, (2) the fill-
fraction (ff), (3) the purge fraction (pf), (4) the 
ignition delay, and (5) the PDE cycle frequency.  
The fill-fraction and purge fractions are defined 
as the ratio of the detonation tube filled with a 
fuel/air or air mixtures respectively.  The 
ignition delay was defined as the delay in time in 
which the spark was actuated after the valves 
closed.  For all test conditions, the PDE was 
operated at a 30 Hz cycle frequency with a 
stoichiometric mixture of hydrogen and air, a 
purge fraction of 0.5 and an ignition delay of 0.5 
ms.  Only the operating fill-fraction was varied 
in the current tests.   

Thrust augmentation levels of 
axisymmetric ejectors for pulse detonation 
engine applications were quantified.  All ejectors 
were mounted coaxially to the PDE exhaust and 
had a rounded bell-mouth inlet.  As depicted in 
Figure 1, two sets of ejectors were tested: 
straight cylindrical ejectors and straight 
cylindrical ejectors with a diverging exhaust 
end-piece.   The length (LEJECT) of the straight 
and diverging ejectors were varied by extending 
the length of the straight or straight-intermediate 
sections respectively.  The diverging ejector 
end-piece had a 4-degree half-angle of 
divergence at a fixed length of 19.3 cm.  A 
similar 4-degree half-angle of divergence was 
used by Lockwood5 in his pulsejet-ejector 
experiments.  The diameter (DEJECT) of the 
straight/straight-intermediate sections were set at 
a fixed value of 13.97 cm.  Thus, the ejector-to-
PDE diameter ratio was kept constant 
throughout the tests at a value of 2.75. This 
value was selected since it closely matched the 
optimum diameter ratios reported in other 
ejector experiments5,6,9.   

A range of ejector length-to-diameter 
ratios (LEJECT/DEJECT) were also tested and are 
listed in Table 1.  The relative position between 
the PDE exhaust and the ejector inlet was varied 
as depicted in Figure 1.  Both upstream 
(x/DPDE<0) and downstream (x/DPDE>0) ejector 
axial placements were tested.  The range in axial 
placements tested for both straight and diverging 
ejectors are given in Table 1.  To determine the 
PDE-ejector thrust augmentation dependence on 
fill-fraction, thrust measurements of both the 
baseline configuration with no ejector and the 
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integrated PDE-ejector system were obtained at the same fill-fractions ranging from 0.4 to 1.1.   
 
Table 1: PDE-Ejector Test Matrix (DEJECT/DPDE=2.75) 
 

 Fill-Fraction 
(ff) 

Ejector Length to Diameter Ratio 
(LEJECT/DEJECT) 

Ejector Axial Position 
(x/DPDE) 

Straight Ejector 0.4 to 1.1 1.25 to 4.25 -1.5 to 2.0 
Diverging Ejector 0.4 to 0.8 2.62 to 5.62 -2.0 to 4.0 

 
Results and Discussion 

 
Baseline Configuration 
 
 The selected baseline configuration for 
the nozzle tests was the 1.88 m length PDE 
detonation tube (5.08 cm diameter) without an 
exhaust nozzle.  The fill-fraction for the baseline 
was varied from 0.4 to 1.1 while maintaining a 
near stoichiometric fuel-air ratio, an ignition 
delay of 0.5 ms, a purge-fraction of 0.5 and a 
cycle frequency of 30 Hz.  The thrust values for 
the baseline PDE configuration are given in 
Figure 2 as function of experiment run time.  
The run time is represented in number of PDE 
cycles and the thrust is normalized according to 
a reference thrust value.  The reference thrust 
used in normalizing this data was selected to be 
the thrust value (77 N) for the baseline 
configuration at a fill-fraction of 1.0.  Since the 
PDE thrust was measured using a damped thrust 
stand, there was an associated time constant that 
delayed the average thrust from being recorded 
as shown by the slowly rising thrust curves in 
Figure 2.  This transient delay between the first 
PDE cycle during each test and the time when a 
near steady-state thrust level was reached was 
approximately 33 seconds, or 1000 PDE cycles, 
for all fill-fractions tested.   Although the wall 
temperature was not recorded, this extended run 
time required to obtain a steady-state average 
thrust also should have allowed time for the 
PDE to come close to thermal equilibrium.  All 
thrust data presented in this paper corresponded 
to the average plateau in thrust recorded after the 
PDE had been operating continuously for 
approximately 1000 PDE cycles.  

The variation in thrust and fuel-based 
specific impulse with fill-fraction is plotted in 
Figure 3.  The trends observed were consistent 
with those found by other researchers.  The 

maximum thrust occurs at maximum fill-fraction 
and decreases non-linearly with fill-fraction.  
This nonlinear drop in thrust with reduced fill-
fraction is attributed to the unfilled portion of 
the detonation tube acting as a straight nozzle.  
Two sets of expansion waves form during the 
detonation propagation for a straight nozzle 
configuration.  The first set forms as the 
detonation shock wave crosses the interface 
between the filled and unfilled portion of the 
tube.  The second set of expansion waves, which 
are much stronger than the first, forms as the 
detonation wave and exhaust gases exit the PDE 
tube.  Essentially, the detonation shock wave 
serves to compress the gases occupying the 
unfilled portion of the detonation tube thereby 
maintaining the pressure inside the detonation 
tube at a higher pressure.  This increased blow-
down time with a straight nozzle results in 
higher thrust.  For example, if this straight 
nozzle or “partial fill” effect were not present, 
the thrust at a fill-fraction of 0.5 would be 
approximately 50% of the thrust obtained with a 
fill-fraction of 1.0.  The data in Figure 3 shows 
that the thrust at a fill-fraction of 0.5 was instead 
approximately 65%. Thus, a 15% thrust increase 
was generated by the partial-fill effect at a fill-
fraction of 0.5.  This effect continued to increase 
as the fill-fraction was reduced.  Also, since the 
PDE thrust levels decreased at a slower rate than 
the reduction in fuel mass flow rate, the fuel-
based specific impulse values increased as 
shown in Figure 3.  Specific impulse values as 
high as 3700 seconds were obtained for the 
baseline configuration without an ejector. 

 
Effects of Fill-Fraction 
 
 In the current work, the PDE-ejector 
performance has been reported as the percentage 
of the thrust the ejector produced relative to the 
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baseline PDE at the same fill-fraction.  Thus, the 
ejector thrust augmentation is represented as 
 

%.100∗






 −−

PDE

PDEEjectorPDE

T
TT

  (1) 

 
The thrust of the PDE-ejectors was measured at 
fill-fractions ranging from 0.4 to 1.1.  However, 
due to flow-rate restrictions and backfire 
problems into the delivery manifold, most tests 
were limited to a maximum fill-fraction of 0.8.  
Figure 4 is a plot of the percent thrust 
augmentation for a selected set of the straight 
and diverging ejectors tested as a function of 
fill-fraction.  All ejectors showed that the best 
relative augmentation performance was obtained 
at the lowest operating fill-fraction, and the level 
of thrust augmentation was seen to have an 
inverse relation to fill-fraction.  The maximum 
recorded thrust augmentation was with the 
longest diverging ejector (LEJECT/DEJECT=5.62) 
and was on the order of 65% of the baseline 
thrust at the fill-fraction of 0.4.  Doubling the 
fill-fraction for this PDE-ejector system resulted 
in the relative thrust augmentation to decrease to 
roughly 51% of the baseline thrust.  The straight 
ejectors did not perform as well as the diverging 
ejectors but had roughly the same dependency 
on fill-fraction.  For the shortest straight ejector 
(LEJECT/DEJECT=1.25), negative thrust 
augmentation (or drag) was measured at the high 
fill-fraction conditions (ff>0.8). 
 To obtain a better understanding on why 
the increased fill-fraction resulted in reduced 
ejector performance, flow visualizations were 
performed on an optically accessible two-
dimensional ejector of a similar geometry as 
those used in the current performance tests.  
Figures 5 and 6 are instantaneous snap-shots of 
high-speed flame luminosity imaging and 
particle flow visualizations of the PDE-ejector 
operating at a fill-fraction of 1.0.  The time 
corresponding to each image has been specified 
relative to the exiting of the detonation wave.  
Both visualization techniques show the strong 
blast wave exiting the PDE and eventually 
impinging on the inlet surface of the ejector.  
The impingement of these high-pressure, high-
temperature gases on the ejector inlet causes 

significant drag (or negative thrust 
augmentation).  As the fill-fraction of the PDE is 
increased, the strength of the blast wave and thus 
its drag contribution also is increased.   In 
addition to the drag of the PDE blast wave, the 
exhaust gases were expelled out of the ejector 
inlet.  The level of negative flow through the 
ejector inlet was observed to decrease in the 
high-speed movies as the fill-fraction was 
reduced.  Thus, it is because of these two effects 
that that ejector performance is believed to vary 
inversely with fill-fraction.   Later in the PDE-
Ejector cycle, the flame and particle flow 
visualizations showed a positive direction of 
entrainment as depicted in Figures 5 and 6. 
 
Effects of Ejector Length-to-Diameter Ratio 
 
 In addition to the operating condition of 
the PDE, the geometry of the ejector was seen to 
play an important role in the ejector 
performance.   The lengths of the ejector were 
varied by changing the length of the straight or 
straight-intermediate sections as depicted in 
Figure 1, while maintaining a constant diameter 
of 13.97 cm.  Conventionally, ejector 
augmentation data has been plotted as a function 
of the ejector length-to-diameter ratio 
(LEJECT/DEJECT).  In Figure 7, the PDE-ejector 
thrust augmentation of the current work has been 
plotted as a function of LEJECT/DEJECT along with 
other available data from PDE-ejectors, pulsejet-
ejectors and steady-ejectors.  Figure 7 shows for 
the straight PDE-ejectors tested an increase in 
LEJECT/DEJECT ratio corresponded to an increase 
in the relative thrust augmentation. There existed 
a maximum at an LEJECT/DEJECT ratio between 3 
and 4.  The PDE straight-ejector (DR=2.75) 
thrust augmentation measured in the current 
study is in good agreement with those reported 
by Rasheed et al.9 (DR=2.0) for a fill-fraction of 
1.0.  The largest straight-ejector (DR=2.9) tested 
by Rasheed et al.9 had a better performance than 
the current work’s straight-ejector (DR=2.75), 
while their smallest straight-ejector (DR=1.5) 
showed very poor performance.  No data was 
reported by Rasheed et al.9 for other fill-
fractions or ejector geometries.   
 The data plotted in Figure 7 also 
includes thrust augmentation values reported by 
Lockwood5 for straight walled steady-ejectors 
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and diverging pulsejet-ejectors.  The straight 
steady-ejector augmentation levels agree very 
well with the current straight PDE-ejector data 
when the fill-fraction was close to 1.0.   A 
straight PDE-ejector operating at a lower fill-
fraction was observed to outperform the steady-
ejector at a similar LEJECT/DEJECT ratio.   

The diverging PDE-ejectors tested 
showed nearly twice as much thrust 
augmentation as the comparable straight PDE-
ejectors.  This improvement with a diverging 
ejector was also reported by Lockwood5.  The 
pulsejet-ejectors tested by Lockwood were of a 
diverging type with the same 8-degree total 
angle used in the current work.  However, the 
pulsejet ejectors appeared to outperform the 
PDE diverging-ejectors and have a much smaller 
optimum LEJECT/DEJECT ratio of about 1.5.  The 
PDE diverging-ejectors showed an increase in 
performance with increased length.  The 
diverging PDE-ejectors also showed a possible 
approach to leveling off of performance at an 
LEJECT/DEJECT ratio around a value of 6.0, a value 
much greater than the optimum LEJECT/DEJECT 
ratio of the straight PDE-ejectors.   
 Since the performance of the PDE-
ejectors was observed to be inversely 
proportional to the operating fill-fraction for all 
ejector geometries, the authors have proposed a 
new non-dimensional parameter 
(LEJECT/DEJECT/ff) to be used in plotting PDE-
ejector thrust augmentation.   Figure 8 shows 
that when the data is plotted in this fashion all 
the thrust augmentation data collapses onto one 
curve.  Thus, all the current PDE-ejector data of 
similar internal geometry can be represented by 
one function when plotted as a function of 
LEJECT/DEJECT/ff.  Of course, the diverging and 
straight PDE-ejectors do not fall onto the same 
curve.  This is attributed to the effect of the 
additional thrust surface area that the divergence 
provides.  However, the correlation between 
straight steady-ejectors (ff=1.0) and straight 
PDE-ejectors was quite reasonable as shown in 
Figure 8.  Furthermore, the PDE-ejector data 
provided by Rasheed et al.9 also agreed 
reasonable well when plotted in this fashion. 
 
Effects of Ejector Axial Position 
 

 Another geometrical parameter varied in 
these tests was the relative position of the ejector 
inlet to the exhaust of the PDE.  All previous 
results reported in this paper were for an axial 
position of x/DPDE=2.0, meaning the ejector was 
placed a distance of two PDE diameters 
downstream of the PDE exit.  However, many 
previous studies on ejectors showed that the 
augmentation is very sensitive to its axial 
location5-7,9,14.  For this reason, the straight 
ejector (LEJECT/DEJECT=1.25) and the diverging 
ejector (LEJECT/DEJECT=5.62) were moved 
upstream and downstream of the PDE exhaust.  
In addition, since the results shown previously 
also indicate a strong dependence on fill-
fraction, the fill-fraction was varied at each 
ejector axial position. 
 Figure 9 shows results for the diverging 
ejector at three operating fill-fractions and for 
x/DPDE locations extending from upstream of -2 
diameters to 4 diameters downstream.  The 
sensitivity to axial location was most 
pronounced with the lower fill-fraction of 0.4.    
For this operating condition, the optimum 
x/DPDE was a downstream placement of +2 
diameters.  As the fill-fraction was increased, the 
performance of the downstream ejector 
placements decreased relative to the upstream 
placements.  At a fill-fraction of 0.8, the 
optimum location was measured to be either 
inline or slightly upstream of the PDE exhaust.  
This effect can be attributed to the PDE wave 
drag discussed earlier in the report and shown in 
the visualizations of Figures 5 and 6.  A 
downstream placement of the ejector at the 
lower fill-fractions was more optimal because it 
did not experience as high of a wave drag, and it 
allowed the secondary flow to be more readily 
entrained without restrictions.  This effect was 
also observed by Allgood et al.14 in their PDE-
ejector visualizations. 
 Figure 10 shows the relationship 
between the ejector thrust augmentation and the 
axial placement of the ejector and the PDE fill-
fraction.  The thrust augmentations are plotted as 
a function of fill-fraction for three representative 
ejector axial placements: upstream, inline and 
downstream.  Both the straight and diverging 
ejector configurations showed that as the fill-
fraction was increased, the downstream 
placement performance dropped and the 
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upstream placement performance increased.  
The inline placement performance stayed nearly 
constant.  Since both the diverging and straight 
ejector geometries showed very similar trends, 
the effect of fill-fraction was most likely having 
a primary affect on the ejector bellmouth and not 
on the internal thrust surfaces. 
 

Conclusions 
 

An experimental study of the 
performance of pulse detonation engine (PDE) 
ejectors was performed.  Time-averaged thrust 
augmentation produced by straight and 
diverging PDE ejectors was measured using a 
damped thrust stand.  The ejector length-to-
diameter ratio was varied from 1.25 to 5.62 by 
changing the length of the ejector while 
maintaining a nominal ejector-to-PDE diameter 
ratio of 2.75.   The operating fill-fraction was 
varied from 0.4 to 1.1.  The PDE-ejector thrust 
augmentation was found to be strongly 
dependent on the operating fill-fraction. A 
reduction in fill-fraction corresponded to higher 
levels of ejector thrust augmentation for all 
LEJECT/DEJECT ratios tested and for both the 
straight and diverging ejectors.  This 
improvement in ejector performance by 
operating at low fill-fraction conditions was 
attributed to a reduction in wave drag on the 
ejector inlet produced by the detonation blast 
waves.  The diverging ejector geometry showed 
the best performance due to increased thrust 
surface area.  The diverging ejector produced a 
maximum of 65% thrust augmentation compared 
to a 28% thrust augmentation with the straight 
ejector at a fill-fraction of 0.4.  

In general, longer ejectors outperformed 
short ejectors.  Ejectors with LEJECT/DEJECT ratios 
greater than 3.0 showed the best performance.  
For the case of the straight ejectors, maximum 
augmentation was observed for LEJECT/DEJECT 
ratios between 3 and 4.  The diverging ejectors 
however, did not show a maximum for the range 
of LEJECT/DEJECT ratios tested but began to level 
off at LEJECT/DEJECT ratios greater than 5. 

The current results compared well with 
a limited set of PDE-ejector data.  However, the 
behavior and thrust augmentation of all PDE 
ejectors were inconsistent with reported 
deflagration pulsejet ejector systems.  This leads 

to the conclusion that while there are some 
similarities between PDE and pulsejet driven 
ejectors, there can be a significant difference in 
the flow dynamics to warrant caution in 
grouping these two systems into the same 
classification.  However, a new normalization 
parameter (LEJECT/DEJECT/ff) based on ejector 
length to diameter ratio and PDE fill-fraction 
was proposed.  Using this normalization 
parameter, the PDE ejector performances for all 
fill-fractions compared well available steady 
ejector performances. 

The axial placement of the ejector also 
greatly affected the performance of the PDE-
ejector system.  Unlike other ejector systems, a 
single optimum ejector placement for PDE 
applications was not found but rather a function 
of the operating fill-fraction.  The sensitivity of 
ejector augmentation to the axial placement was 
believed to be a result of a trade-off between 
reduced detonation-wave drag with upstream 
placement and increased mass entrainment with 
downstream placement.  For most test 
conditions, a downstream ejector placement 
provided the best performance.  However, as the 
operating fill-fraction was increased (i.e. 
stronger blast waves), the relative performance 
of an upstream placement increased while the 
performance of a downstream placement 
decreased. In contrast, the inline ejector 
placement performance was nearly independent 
of fill-fraction.  
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Figure 1: Schematics of the Straight and Diverging PDE-Ejectors 
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Figure 2: Baseline PDE Average-Thrust Measurements versus Number of PDE Cycles 

(DPDE=5.08 cm, Tref=77 N) 
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Figure 3: Baseline PDE Thrust and Fuel-Based Specific Impulse Variation with Fill-Fraction 

(DPDE=5.08 cm, Tref=77 N) 
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Figure 4: Straight (SE) and Diverging (DE) PDE-Ejector Thrust Augmentation Variation with Fill-

Fraction for Three Ejector L/D Ratios (DR=2.75, x/DPDE=+2.0) 
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Figure 5: High-Speed Flame Luminosity Imaging of a Two-Dimensional Diverging PDE Ejector - 
The Vectors Indicate Direction of Visible Flame Propagation 

 (LEJECT/DEJECT=2.9, DR=2.2, x/DPDE=+1.0, ff=1.0) 
 

 
Figure 6: Particle Flow Visualizations of a Two-Dimensional Diverging PDE Ejector 

(LEJECT/DEJECT=2.9, DR=2.2, x/DPDE=+1.0, ff=1.0) 
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Figure 7: Normalization of Straight (SE) and Diverging (DE) Ejector Performances Using the 

Ejector L/D Ratio (DR=2.75, x/DPDE=+2.0) 
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Figure 8: Proposed Normalization for PDE-Ejector Data Incorporating the PDE Fill-

Fraction -- Note: For steady flow, ff=1.0 (DR=2.75, x/DPDE=+2.0) 
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Figure 9: Effects of Axial Position on Diverging Ejector Performance for Three Operating Fill-

Fractions (LEJECT/DEJECT=5.62, DR=2.75) 
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Figure 10: Performance Sensitivity of Straight (LEJECT/DEJECT=1.25) and Diverging 
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(Arrows indicate a downstream change in position) 
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Abstract   

 
 Performance measurements of multi-
cycle pulse detonation engine (PDE) exhaust 
nozzles were obtained using a damped thrust 
stand.  A pulse detonation engine of 1.88 m 
length was operated on a cycle frequency of 30 
Hz at stoichiometric conditions.  Both 
converging and diverging bell-shaped exhaust 
nozzles were tested for fill-fractions ranging 
from 0.4 to 1.1.  The area ratios of the nozzles 
were varied from 0.25 converging to 4.00 
diverging.   The nozzle length was negligible 
compared to the overall length of the PDE. 
Successful normalization of PDE nozzle thrust 
data was obtained based on nozzle area ratio for 
two PDE diameters tested (2.54 cm and 5.08 
cm).  The optimum nozzle area ratio was found 
to be a function of the PDE fill-fraction.  For 
fill-fractions at or below 0.5, the optimum 
configuration was a PDE without an exhaust 
nozzle.  However, as the operating fill-fraction 
was increased to values close to or above 1, 
thrust enhancement was obtained with a 
converging nozzle. The diverging nozzles also 
showed a relative increase in their performance 
with increased fill-fraction.  However, unlike the 
converging nozzles, the diverging nozzles and 
baseline configuration were observed to be 
sensitive to the ignition delay.   
 

Nomenclature 
 
AR area ratio of nozzle (D2

nozz/D2
PDE) 

β nozzle length ratio (Lnozz/LPDE) 

                                                 
*Ephraim.Gutmark@uc.edu  

Dnozz exhaust nozzle exit diameter 
DPDE PDE detonation tube diameter 
ff fill-fraction 
Lnozz length of nozzle 
LPDE PDE detonation tube length 
PDE pulse detonation engine 
Tref reference thrust 
tcycle PDE cycle time 
Φ percent nozzle thrust augmentation 
 

Introduction 
 

Pulse detonation engines (PDE) use 
controlled periodic detonations of a combustible 
mixture to generate thrust1.  One of the primary 
motivations for PDE development has been 
based on the potential gain in thermal efficiency 
that can be achieved with detonation 
combustion.  Thermodynamic analysis of the 
fundamental combustion processes has shown 
that detonations produce less entropy than 
deflagrations1, 2.  Detonation combustion differs 
from the more common deflagration combustion 
in that the fuel/oxidizer mixtures are rapidly 
consumed due to the detonation flame front 
being closely coupled to a leading shock wave.  
The shock/flame front coupling is due to a 
feedback mechanism between the pressure rise 
of the shock wave and the heat release of the 
chemical reactions.  Despite the theoretical 
benefits for using detonation combustion, one of 
the key technological challenges still facing 
researchers and engineers is to prove the 
feasibility of converting the higher thermal 
efficiency of pulse detonation combustors into 
practical PDE propulsive efficiency.   

Experimental and computational 
researchers have demonstrated some success in 
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obtaining competitive specific impulse values 
with a simplistic PDE cycle3, 4.  These promising 
results have lead to many PDE applications 
being proposed.  For example, it has been 
suggested that PDE’s can be used as cost 
effective replacements for small gas turbine 
engines, as potential replacements for 
combustors on existing large-scale gas turbines, 
or as thrust augmenters. However, even if PDE 
performance benefits ultimately reveal 
themselves to be insignificant in practical 
applications, the PDE cycle will still be an 
attractive propulsion system because of the 
reliability benefits of having very few moving 
parts, the scalability of the engine, and the 
flexibility in geometry it will provide.   

There are many operating parameters 
that have been shown to drastically affect the 
performance of a PDE.  For example, PDE 
thrust has been observed to scale linearly with 
frequency of detonations since it is desirable to 
minimize the time of each filling event and 
maximize the frequency of the overall PDE 
cycle4.  Thus, adjusting the PDE cycle frequency 
is one proposed method of throttling the engine.  
Another way of throttling the engine is to alter 
the amount of fuel-oxidizer mixture that fills the 
PDE tube prior to ignition.  The ratio of the PDE 
tube filled with a detonable mixture relative to 
the total tube length is defined as the fill-
fraction.  While the PDE thrust has been shown 
to decrease with a reduction in fill-fraction, the 
fuel-based specific impulse values increased at a 
faster rate.  This performance gain observed at 
lower fill-fractions was attributed to the 
detonation shock wave compressing the non-
reactants occupying the remainder of the PDE 
tube4, 5.  Schauer et al.4 demonstrated 
experimentally the performance benefits of 
partially filling the detonation tube for a multi-
cycle PDE operation.  Their results showed the 
partial-fill effect being independent of PDE 
cycle frequency for a constant area detonation 
tube. 

An alternative viewpoint of the partial-
fill effect is that the thrust of a PDE can be 
increased by maintaining a constant amount of 
fuel-oxidizer mixture and simply adding 
additional length to the detonation tube.  The 
additional tube length can be viewed as a 
constant-area straight nozzle that alters the 

pressure relaxation process at the head wall of 
the PDE.  The straight nozzle first generates a 
weak set of rarefaction waves that form at the 
entrance to the nozzle due to a mixture interface 
between the reactants of the detonation tube and 
the non-reactant gases occupying the nozzle.  
These weak rarefaction waves are then followed 
by a stronger set of rarefaction waves that form 
due to the sudden area change at the exit of the 
straight nozzle. Thus, by extending the length of 
the straight nozzle, the stronger exit-flow 
rarefaction waves can be delayed in time thereby 
allowing a slower rate of pressure relaxation at 
the head wall of the PDE.   Li and Kailasanath5 

have predicted that significant increases in peak 
impulse values can be obtained by increasing the 
length of a straight nozzle.  However, while 
straight nozzles provide impressive performance 
benefits, they also limit the maximum cycle 
frequency of the PDE due to longer associated 
blow-down times.   

More conventional nozzle geometries 
have also been shown to provide performance 
benefits for PDE applications.  A very detailed 
review on the current level of PDE nozzle 
technology was given by Kailasanath3.  The 
outcome of this review revealed some 
significant disagreements on the reported 
behavior of PDE nozzles.  The source of the 
disagreements was attributed to the highly 
dynamic nature of the PDE and its sensitivity to 
the operating conditions.  For example, most of 
the previous PDE nozzle research investigated 
the effects of nozzles that had relatively large 
lengths compared to the detonation tube 
(β=Lnozz/LPDE > 0.1).  Thus, for these nozzles of 
non-negligible length, partial-fill effects will 
have a significant impact on the PDE 
performance and should be taken into 
consideration when interpreting the results.  
Another common difference observed between 
the various PDE nozzle studies was that most 
studies modeled single-cycle detonations while 
very few looked at the behavior of a more 
practical multi-cycle operation3.  These 
differences in PDE nozzle operating conditions 
lead to differing conclusions on an optimum 
nozzle geometry.  Some highlights of these 
studies are discussed next. 

 Eidelman and Yang6 modeled a series 
of straight, converging and diverging nozzles for 
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a PDE operating in a single-shot detonation 
mode.  The fill and purging processes and multi-
cycle effects were not modeled.  In their study, 
the nozzles represented a significant portion of 
the PDE (β=0.167−0.4).  All nozzles showed an 
improvement over the baseline configuration 
without a nozzle, due to the partial-fill effect.  
While the converging and straight nozzles 
increased the peak thrust (impulse), the peak 
thrust did not occur until much later during the 
cycle due to the increase in blow-down time.  
The diverging nozzles on the other hand 
increased thrust due to increased thrust surface 
area but produced the higher peak thrust levels 
at a faster rate due to an increased rate of 
expansion.  The one drawback observed with 
diverging nozzles was that due to overexpansion 
inside the PDE, the increased thrust surface area 
resulted in negative thrust later in the cycle.  
Despite this drawback, the bell-shaped diverging 
nozzle showed the best performance over all for 
this single-shot detonation operation.   

Yungster7 confirmed the results by 
Eidelman and Yang6  in that a bell-shaped 
diverging nozzle performed the best and 
converging nozzles limit the operating frequency 
of the PDE.  Yungster attributed the 
performance benefits of the bell-shaped nozzle 
over conical diverging nozzles to a slight 
minimization in over-expansion and therefore a 
reduction in negative thrust during the later 
stages of the blow-down process.  The 
computations by Cambier and Tegner8 also are 
in agreement that a bell-shaped diverging 
nozzle, with its associated negative curvature in 
the change in internal surface area, performs 
better than a diverging nozzle with straight or 
positive surface area curvature.  However, one 
distinct difference in the PDE operation modeled 
by Cambier and Tegner8 compared to the 
previously mentioned works was that the 
relatively large nozzles were filled with a 
detonable mixture. Thus, unlike the previous 
studies Cambier and Tegner8 predicted a 
decrease in specific impulse with diverging 
nozzles.  This was due to the fact that the thrust 
gain provided by the diverging nozzle did not 
overcome the cost of providing additional fuel 
mass to fill the diverging nozzle.  This negligible 
benefit of using a diverging conical nozzle with 

a filled mixture was also predicted by Mohanraj 
and Merkle9 and by Cooper et al10.  

These and other PDE nozzle simulations 
have primarily focused on predicting simplistic 
single-shot PDE operations where the subsonic 
fill and purge portions of a practical PDE cycle 
are not considered. In reality, the filling and 
purging processes of a multi-cycle operation are 
not insignificant portions of the cycle.  Thus, 
although a diverging nozzle has been shown to 
expand the high pressure detonation gases and 
provide additional thrust surface on which this 
pressure may act, the diverging nozzle will act 
as a diffuser during the remainder and perhaps 
majority of the cycle.    Yungster7 modeled the 
multi-cycle operation of PDE diverging nozzles 
and found that the first cycle showed nozzle 
thrust augmentation but no augmentation was 
observed during the following second and third 
PDE cycles.  The loss in thrust augmentation 
was attributed to the cold-air that occupied the 
nozzle during the first cycle being replaced with 
low density combustion products.  Wu et al.11 
have also modeled such multi-cycle operations 
and have shown that the performance 
enhancements of diverging nozzles during the 
detonation phase of the PDE cycle did not have 
a significant impact on the overall system. 
Rather, they found that a converging nozzle is 
helpful in maintaining significant backpressure 
at altitude conditions.   From these and other 
studies, it can be concluded that the subsonic 
filling and purge portions of the cycle can 
significantly contribute to the thrust of the PDE 
during multi-cycle operations and thus should be 
considered in the nozzle design.   

The current work is a unique 
experimental study of a multi-cycle PDE 
operation where the thrust augmentation levels 
provided by various converging and diverging 
bell-shaped exhaust nozzles were quantified.  
The nozzle area ratio was varied from 0.25 
converging to 4.0 diverging.  The nozzle length 
represented a negligible portion of the overall 
PDE length (β=0.03).  The PDE operated on a 
stoichiometric mixture of hydrogen-air at a cycle 
frequency was 30 Hz.  The PDE cycle time was 
divided evenly between three stages: a fill-stage, 
an ignition/detonation/blow-down stage, and a 
purge stage.  For each nozzle configuration, the 
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operating fill-fraction was varied to quantify 
their corresponding partial-fill effects.  
 

Experimental Setup 
 

Thrust measurements of a pulse 
detonation engine (PDE) were performed to 
quantify the effects of exhaust nozzle geometry 
on PDE performance.  The pulse detonation 
engine test facility at the Air Force Research 
Laboratory at Wright-Patterson Air Force Base 
was used to obtain the thrust measurements.  
Premixed hydrogen and air were delivered to a 
round detonation tube by way of a mechanical 
valve system constructed from a modified four-
cylinder automotive head.  In the standard 
automotive cycle, each cylinder has four ports, 
two for intake and two for exhaust. However for 
the PDE operation, two of the intake ports 
served to deliver the premixed hydrogen-air and 
the other two ports delivered purge air in order 
to “purge” the detonation tube of hot gases after 
each detonation and before injecting a fresh 
mixture of reactants.  The combustion gases 
exited from the exhaust end of the detonation 
tube.  The automotive valve system could be 
operated at frequencies up to 40 Hz.  Due to the 
nature of automotive valving, the division of the 
cycle timing for various events such as fill-time 
and purge-time and detonation-time were fixed 
to be each 1/3 of the cycle.  Only one of the four 
automotive valve sets was used to deliver mass 
flow to a single detonation tube.  The hydrogen 
and air were metered through choked flow 
orifices and the flow rate and pressure data was 
collected via a remote 5 MHz 16-channel ADC 
system. For a more detailed description of the 
PDE test facility the reader is referred to the 
recent paper by Schauer et al.4. 

For the current PDE nozzle performance 
tests, the pulse detonation engine was operated 
with a stoichiometric mixture of hydrogen and 
air.  To determine the feasibility of normalizing 
PDE nozzle data based on the nozzle inlet-to-
exit area ratio, two detonation tubes of 2.54 cm 
and 5.08 cm diameter (DPDE) were tested.  Both 
PDE detonation tubes had a length of 1.88 m, 
and the PDE cycle frequency was kept constant 
at 30 Hz. Bell-shaped exhaust nozzles of area 
ratios (AR=Dnozz

2/DPDE
2) ranging from 0.25 

converging to 4.0 diverging were tested.  

Representative schematic drawings are given in 
Figure 1.  In all test cases, the nozzle length 
represented only 2-3% of the total length of the 
PDE.   Nozzles of this length were chosen so as 
to limit the partial-fill effects introduced by 
adding the additional length to the PDE. 

The two operating parameters varied 
during these tests were the fill-fraction (ff) and 
ignition delay.   The fill-fraction was defined as 
the ratio of the detonation tube volume initially 
filled with a detonable mixture compared to the 
total tube volume.  The fill-fraction was varied 
from 0.4 to 1.1 for all nozzle configurations.  As 
mentioned previously, a purge-air cycle was 
added to cool the detonation tube and provide a 
buffer between the hot combustion products and 
the fresh reactants being injected for the next 
cycle.  Due to the automotive valve system that 
was used, 1/3 of the cycle was allocated for 
purging.  Similar to fill-fraction, the purge-
fraction can be defined as the ratio of the tube 
volume filled with purge air relative to the PDE 
total volume.  The purge-fraction was kept 
constant at 0.5 during all tests.   

The ignition delay was defined as the 
time delay for the spark plug to ignite relative to 
the closing of the valves.  Due to the response of 
the valve system, the ignition delay could not be 
set below a value of 0.5 ms without the risk of a 
backfire upstream into the injection manifold.  
The maximum delay time was set by the 30 Hz 
cycle frequency of the PDE.  For the ignition 
delay studies, the delay time was varied from 0.5 
to 7.5 ms for the baseline configuration of a 
PDE without an exhaust nozzle and for two 
representative converging (AR=0.25) and 
diverging (AR=4.0) nozzles.  A maximum 
ignition delay of 7.5 ms allowed a sufficient 
amount of time (3.5 ms) for the DDT and 
blowdown to occur before the purge-air entered 
the detonation tube.  All other nozzle tests were 
performed at a baseline ignition delay of 0.5 ms.    

The deflagration-to-detonation transition 
of the hydrogen-air mixture was enhanced by the 
use of Shchelkin-type spirals of 0.3 m length for 
both the 2.54 cm and 5.08 cm diameter 
detonation tubes. The Shchelkin spiral occupied 
only 16% of the total PDE tube length.  Two 
pressure transducers (PCB M102A) were 
mounted 0.152 m apart to monitor detonation 
shock speeds and validate that CJ detonations 
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were produced.  The measured wave speed for 
both detonation tubes was confirmed to be 
approximately the Chapman-Jouget wave speed 
of 1966 m/s at a fill-fraction of 1.0.   

The PDE was mounted on a damped 
thrust stand rated for a maximum thrust load of 
4,500 N.  The thrust stand was designed to 
measure the time-averaged thrust of the dynamic 
PDE. The thrust stand consisted of linear 
bearings riding along a pair of linear bearing 
rails.  The PDE was allowed to freely move on 
the rails but its motion was weakly damped by 
springs to prevent any resonance effects.  To 
remove the effects of static friction, the PDE 
was continuously actuated forward and 
backward by a linear actuator.  Since this was a 
known force, it could be subtracted from the 
measurements to get the true average thrust of 
the engine.  The thrust measurements were 
calibrated by placing static weights and 
measuring the displacement with a positional 
sensor.  The maximum uncertainty (or 
repeatability) in the calibration was determined 
to be approximately +/- 1 Newton for the entire 
range of PDE thrust loading anticipated during 
these tests.  
 

Results and Discussion 
 
Baseline Configuration 
 
 The selected baseline configuration for 
the nozzle tests was the 1.88 m length PDE 
detonation tube (5.08 cm diameter) without an 
exhaust nozzle.  The fill-fraction for the baseline 
was varied from 0.4 to 1.1 while maintaining a 
near stoichiometric fuel-air ratio, an ignition 
delay of 0.5 ms, a purge-fraction of 0.5 and a 
cycle frequency of 30 Hz.  The thrust values for 
the baseline PDE configuration are given in 
Figure 2 as function of experiment run time.  
The run time is represented in number of PDE 
cycles and the thrust is normalized according to 
a reference thrust value.  The reference thrust 
used in normalizing this data was selected to be 
the thrust value (77 N) for the baseline 
configuration at a fill-fraction of 1.0.  Since the 
PDE thrust was measured using a damped thrust 
stand, there was an associated time constant that 
delayed the average thrust from being recorded 
as shown by the slowly rising thrust curves in 

Figure 2.  This transient delay between the first 
PDE cycle during each test and the time when a 
near steady-state thrust level was reached was 
approximately 33 seconds, or 1000 PDE cycles, 
for all fill-fractions tested.   Although the wall 
temperature was not recorded, this extended run 
time required to obtain a steady-state average 
thrust also should have allowed time for the 
PDE to come close to thermal equilibrium.  All 
thrust data presented in this paper corresponded 
to the average plateau in thrust recorded after the 
PDE had been operating continuously for 
approximately 1000 PDE cycles.  

The variation in thrust and fuel-based 
specific impulse with fill-fraction is plotted in 
Figure 3.  The trends observed were consistent 
with those found by other researchers.  The 
maximum thrust occurs at maximum fill-fraction 
and decreases non-linearly with fill-fraction.  
This nonlinear drop in thrust with reduced fill-
fraction is attributed to the unfilled portion of 
the detonation tube acting as a straight nozzle.  
Two sets of expansion waves form during the 
detonation propagation for a straight nozzle 
configuration.  The first set forms as the 
detonation shock wave crosses the interface 
between the filled and unfilled portion of the 
tube.  The second set of expansion waves, which 
are much stronger than the first, forms as the 
detonation wave and exhaust gases exit the PDE 
tube.  Essentially, the detonation shock wave 
serves to compress the gases occupying the 
unfilled portion of the detonation tube thereby 
maintaining the pressure inside the detonation 
tube at a higher pressure.  This increased blow-
down time with a straight nozzle results in 
higher thrust.  For example, if this straight 
nozzle or “partial fill” effect were not present, 
the thrust at a fill-fraction of 0.5 would be 
approximately 50% of the thrust obtained with a 
fill-fraction of 1.0.  The data in Figure 3 shows 
that the thrust at a fill-fraction of 0.5 was instead 
approximately 65%. Thus, a 15% thrust increase 
was generated by the partial-fill effect at a fill-
fraction of 0.5.  This effect continues to increase 
as the fill-fraction was reduced.  Also, since the 
PDE thrust levels decreased at a slower rate than 
the reduction in fuel mass flow rate, the fuel-
based specific impulse values increased as 
shown in Figure 3.  Specific impulse values as 
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high as 3700 seconds were obtained for the 
baseline configuration. 
 
Effects of Nozzle Area Ratio 
 
 The effects of converging and diverging 
bell-shaped exhaust nozzles on the PDE thrust 
were measured.  The area ratios tested were 
0.25, 0.39, 0.56, 1.0, 2.25, and 4.0, where ratios 
less than one are converging nozzles and greater 
than one are diverging nozzles.  The nozzle 
lengths were approximately 5 cm in length, and 
therefore only extended the total length of the 
PDE by 2.6%.   Thus, the partial-fill effect of 
adding these exhaust nozzles was negligible.  
The PDE was operated at the baseline operating 
conditions of a stoichiometric fuel-air mixture 
and cycle frequency of 30 Hz.   

Since two-thirds of the PDE cycle 
involves filling the detonation tube with 
reactants and purge gases at subsonic speeds, 
initial cold-flow tests were performed to 
determine what effect the nozzles had on these 
portions of the cycle. The cold-flow thrust 
measurements were performed at the same 
operating conditions and configurations as in the 
detonation cases but without igniting the 
mixture.   The cold-flow results are shown in 
Figure 4.  At all fill-fractions, a decrease in area 
ratio resulted in an increase in thrust.  The 
improvement in cold-flow thrust with a 
converging nozzle is a result of the fill-cycle and 
purge-cycle gases having subsonic velocities.  
Thus, nozzles with area ratios greater than 1.0 
were acting as diffusers instead of nozzles.  It 
should also be noted that the cold flow air thrust 
represented between 10 to 30 percent of the total 
thrust of the PDE further signifying the 
importance of the subsonic portions of the PDE 
cycle to the overall PDE performance and nozzle 
selection. 

For incompressible flow, mass 
conservation ensures that a linear rate of 
increase in area ratio would result in a linear 
decay in velocity.  Thus, since thrust scales 
linearly with exit velocity for a fully expanded 
steady flow, thrust should also decrease linearly 
with increased area ratio for these PDE cold-
flow nozzle conditions.  The cold-flow data 
given in Figure 4 however does not show this 
linear trend except for the intermediate area 

ratios (0.56, 1.0, and 2.25) at the higher fill-
fractions.  For the extreme conditions of 
AR=0.25, 0.39 and AR=4.0, the variation was 
not linear.  The thrust was observed to maintain 
a constant value for area ratios larger than 2.25.  
This was most likely due to increased flow 
separation from the walls of the larger bell-
shaped nozzles.  For the smallest area ratio 
converging nozzles, the thrust was also constant 
or slightly increasing.  This deviation from a 
linear behavior was most likely a result of the 
increased PDE tube pressure and therefore 
increased profile drag of the small converging 
nozzles.  
 Once the cold-flow PDE thrust 
measurements were completed, the reacting-
flow PDE thrust measurements were obtained 
and are plotted in Figure 5.  For both the cold-
flow and reacting-flow conditions, all nozzles 
tested exhibited an increase in thrust with a 
decrease in nozzle area ratio when the operating 
fill-fractions were above 0.8.  The similarity 
between the cold flow (Figure 4) and the 
reacting flow (Figure 5) thrust profiles further 
suggest that the nozzle performances are being 
influenced substantially by the subsonic portions 
of the PDE. 

To better show the relative thrust 
augmentation levels provided by the nozzles at 
each fill-fraction, a percent thrust augmentation 
was computed for each area ratio nozzle by 
referencing the thrust to the baseline thrust 
(AR=1.0) at the same corresponding fill-fraction 
using equation 1 given below.   

 

%.100
1

1 ∗
−

=Φ
=

=

AR

ARAR

T
TT    (1) 

 
The resulting percent thrust augmentation values 
are plotted in Figure 6.  At a fill-fraction of 1.0, 
the smallest converging nozzle (AR=0.25) 
generated nearly a 15% thrust augmentation 
compared to the baseline configuration 
(AR=1.0).  In addition to the previously 
mentioned benefits of the converging nozzle, 
this thrust augmentation was also believed to be 
a result of the increased detonation blow-down 
time generated by choking the exhaust flow for a 
longer time period.  To support this claim, 
Figure 7 shows sample pressure time traces that 

1255



 
American Institute of Aeronautics and Astronautics 

7

were recorded for the baseline and the AR=0.56 
converging nozzle configurations.  The data are 
plotted as a function of normalized time (time 
divided by the cycle time of 33.3 ms).  A 
comparison between these two pressure traces 
shows that additional thrust provided by the 
converging nozzle was coming from the 
pressure rise inside the PDE tube and the 
associated increase in blow-down time.  Also, 
Figure 7 shows that this additional compression 
inside the PDE tube was a result of the 
detonation shockwave reflecting from the 
converging walls of the nozzle back to the 
headwall of the PDE. 

However, at fill-fractions below 0.8, the 
converging nozzles were observed to decrease 
the thrust of the PDE, eventually causing a 15% 
thrust deficit compared to the ff=0.4 baseline as 
shown in Figure 6.    This shift in converging 
nozzle performance with reduced fill-fraction 
was believed to be due to the converging nozzle 
having less effect on the blow-down process due 
to the reduced pressures and the negative effect 
of its profile drag playing a dominant role in the 
overall nozzle performance.   

The sensitivity of the diverging nozzles 
to area ratio did not appear to change with fill-
fraction.  All diverging nozzles at all fill-
fractions were observed to have performance 
degradations with increased nozzle area ratio.  
The maximum diverging nozzle performance 
loss was approximately 20% and occurred at a 
fill-fraction 0.4. 
 
The Scalability and Normalization of PDE 
Nozzle Thrust Data 
 

It was desired to determine whether or 
not PDE exhaust nozzle thrust scales with the 
initial PDE detonation tube diameter, i.e. is 
nozzle area ratio the appropriate normalization 
for this data.  Figure 8 is a plot of nozzle thrust 
measurements that were made on both the 5.08 
cm diameter tube mentioned earlier and a 2.54 
cm diameter tube.  Both detonation tubes had 
lengths of 1.88 m.  Both sets of converging and 
diverging nozzles were similar in shape and 
length.  To compare the thrust profiles obtained 
for these two configurations, the data was 
normalized by a reference thrust value.  The 
selected reference condition was the baseline 

thrust value at ff=1.0 for the corresponding 
detonation tube.  Therefore, each of the two data 
sets (2.54 cm and 5.08 cm diameter tubes) was 
normalized by one reference value of 16 N and 
77 N, respectively.   Theoretically, PDE thrust 
scales with the volume of the detonation tube.  
Thus, it would be expected that the ratio of the 
baseline reference thrusts would be close to a 
value of 4.0.  The data obtained and referenced 
above showed a ratio of 4.8.  The 0.8 deviation 
can be partially attributed to the larger relative 
uncertainty associated with the low thrust level 
measurements of the 2.54 cm diameter tube.  
Despite this uncertainty in the measurements, 
the normalized thrust data plotted in Figure 8 for 
these two detonation tube diameters does 
qualitatively show that the nozzle performance 
is independent of the initial PDE diameter.  
Therefore, the nozzle area ratio is believed to be 
an appropriate normalization for PDE nozzle 
data.     
 
Effect of Ignition Delay 
 
 The ignition delay has been shown by 
researchers to play an important role in the 
performance of a pulse detonation engine when 
there are strong pressure oscillations occurring 
inside the detonation tube prior to ignition4.  The 
sensitivity of thrust to the initial pressure is due 
to the pressure effects on the deflagration-to-
detonation transition process.  Igniting the 
mixture when the local gases are at a state of 
higher pressure can result in reduced DDT times 
and higher thrust.  However, igniting when the 
local pressure is at a minimum can increase 
DDT times and reduce the thrust.  Pressure 
oscillations can occur inside the PDE due to 
excitation of a fundamental acoustic mode or by 
forced excitation of the fuel-air valve system.   
Thus, the relative timing of ignition to the local 
pressure can have a significant impact on the 
PDE performance.   

To determine the effects of ignition 
delay on the current PDE nozzle configurations, 
the ignition timing relative to the closing of the 
valves was varied from 0.5 ms to 7.5 ms for 
nozzles with area ratios of 0.25, 1.0 and 4.0.  
The fill-fraction was held constant at 1.0.  These 
configurations and test conditions were selected 
to be representative of a typical converging, 
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baseline and diverging PDE nozzle system’s 
response to changes ignition delay.  The 
minimum ignition delay time was set by the 
response of the current valve system and could 
not be set below this value without resulting in a 
backfire upstream of the valves into the fuel-air 
premixed injection chamber.  The maximum 
ignition delay time was chosen to be 7.5 ms so 
as to not allow the blow-down to extend into the 
PDE purge cycle. 

The normalized thrust as a function of 
ignition delay is plotted in Figure 9.  The 
baseline PDE thrust has a sinusoidal type 
behavior with changes in ignition delay resulting 
in a maximum of +8% deviation from the 
average thrust at the best delay and a -5% thrust 
deviation at the worst ignition delay.  The large 
amplification in PDE thrust was presumably 
from igniting at a time in the cycle when there 
was a local compression wave near the ignition 
region, while the attenuation in thrust was a 
result of the ignition occurring while there was a 
local expansion wave present4.  The sinusoidal 
type behavior is due to the acoustic properties of 
the closed/open ended detonation tube.  The 
diverging nozzle configuration also had a 
sinusoidal type variation in thrust with ignition 
delay.  The diverging nozzle (AR=4.0) thrust 
appeared to vary nearly in-phase and with 
similar amplitude of deviation from its mean 
thrust as that of the baseline configuration.  The 
converging nozzle with AR=0.25 appeared to 
vary out-of-phase with respect to the baseline 
and diverging nozzle cases.  Also, the level of 
deviations from its average thrust was much less 
(+/- 2%) presumably due to the constriction in 
the PDE exit area dampening the pressure 
oscillations inside the detonation tube thus 
making it less sensitive to ignition delay.   
 

Conclusions 
 

Performance measurements of pulse 
detonation engine (PDE) exhaust nozzles were 
obtained using a damped thrust stand.  A pulse 
detonation engine of 1.88 m length was operated 
on a cycle frequency of 30 Hz at stoichiometric 
conditions.  Both converging and diverging bell-
shaped exhaust nozzles were tested for fill-
fractions ranging from 0.4 to 1.1.  The length of 
the nozzles represented only about 2-3% of the 

total length of the PDE.  The area ratio of the 
nozzle was varied from 0.25 converging to 4.00 
diverging.    Successful normalization of PDE 
nozzle thrust data was obtained based on the 
nozzle area ratio for the two PDE diameters 
(2.54 cm and 5.08 cm) tested.  The optimum 
nozzle area ratio was found to be a function of 
the fill-fraction.  For fill-fractions at or below 
0.5, the optimum configuration was a PDE 
without an exhaust nozzle.  However, as the 
operating fill-fraction was increased to values 
close to or above 1, thrust enhancement was 
obtained with a converging nozzle. The 
diverging nozzles showed a relative increase in 
their performance with increased fill-fraction as 
well. The baseline and diverging nozzle 
configurations tested were observed to be 
sensitive to the ignition delay, but the 
converging nozzle geometry was observed to 
dampen out any pressure wave dynamics that 
would alter the ignition/DDT process.  The 
effect of the interior surface of the nozzle was 
found to play a minor role in the performance 
levels of the engine.   
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(a) Converging Nozzle 
 

 
 

(b) Diverging Nozzle 
 

Figure 1: Representative Schematic Drawings of the PDE Exhaust Nozzles 
(Flow Directions are Indicated by an Arrow) 
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Figure 2: Baseline PDE Average-Thrust Measurements versus Number of PDE Cycles 

(DPDE=5.08 cm, Tref=77 N) 
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Figure 3: Baseline PDE Thrust and Fuel-Based Specific Impulse Variation with Fill-Fraction 

(DPDE=5.08 cm, Tref=77 N) 
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Figure 4: PDE Cold-Flow Thrust versus Exhaust Nozzle Area Ratio (DPDE=5.08 cm, Tref=77 N) 
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Figure 5: PDE Thrust versus Exhaust Nozzle Area Ratio (DPDE=5.08 cm, Tref=77 N) 
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Figure 6: % PDE Nozzle Thrust Augmentation (DPDE=5.08 cm)  

(Values are Relative to the Baseline Thrust (AR=1.0) at the Corresponding Fill-Fraction) 
 

 
Figure 7: Pressure Time Traces for the Baseline and AR=0.56 Converging Nozzle 

(ff=1.0, tcycle=0.033 seconds) 
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Figure 8: Normalization of PDE Thrust for Three Fill-Fractions 

(DPDE=2.54cm, Tref=16 N & 5.08 cm, Tref=77 N) 
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Figure 9: Variation in PDE Thrust with Ignition Delay (DPDE=5.08 cm, ff=1.0) 
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Future military gas turbine engines will have higher performance than current engines, resulting in increased
compressor and combustor exit temperatures, combustor pressures, and fuel-air ratios with wider operating
limits. These combustor characteristics suggest undesirable exhaust emission levels of nitrogen oxides and smoke
at maximum power and higher carbon monoxide and unburned hydrocarbons at low power. To control emission
levels while improving performance, durability and cost, requires major advances in combustor technology. Current
emissions control approaches as applied to conventional swirl-stabilized combustors include rich- and lean-burn
strategies, together with staged combustion. These approaches, even in fully developed form, may not be sufficient
to satisfy the projected design requirements. Unconventional combustor configurations may become necessary.
Different engine cycles other than the standard Brayton cycle may also be used for special applications in order
to avoid the use of excessive combustion temperatures. The paper presents an overview of the currently utilized
emissions control approaches, comparing their performances and likely potential for meeting future requirements.
Experimental results are presented for two non-conventional combustor configurations that have shown promise
for advanced engine applications. A brief discussion is offered on cycle changes that could result in lower peak
temperatures while maintaining advanced performance.

Introduction

G LOBAL warming tends to excite the media and the public, via
input from the various environmental groups. Global warm-

ing is, in fact, a major issue and is generally interpreted as extreme
greenhouse warming of the atmosphere that leads eventually and
progressively to catastrophic environmental consequences. Trace
gases in the atmosphere play an important role in atmospheric equi-
librium. They absorb infrared and ultraviolet radiation. The stored
radiative energy increases the atmospheric temperature, which then
influences the surface conditions. Because the trace gases are traces,
their concentrations are easily changed by relatively small pertur-
bations. Naturally occurring trace gases, which are also known as
greenhouse gases because of their behavior, are carbon dioxide CO2,
methane CH4, nitrous oxide N2O, and water vapor H2O. These gases
are all increasing in the atmosphere. Industrial activity from fossil
fuel burning is an undoubted contributor to these increases. Some
of the introduced trace gases chemically affect the base-level trace
gases through photo-chemical activity. The greenhouse effect, based
on well-understood scientific principles, was predicted by Arrhenius
(1859–1927) at the beginning of the 20th century. The role of in-
dustrial activity in global warming is highly controversial. Total
human production of CO2 is about 6 gigaton of carbon equivalent
per year, and this is but a small fraction of the total exchanges of
CO2 occurring naturally each year between the oceans and the at-
mosphere, between vegetation and the atmosphere, and within the
ocean itself and its biota. The observed rise in atmospheric CO2

amounts to about one-half that of the estimated amount released
due to total industrial activity. Nonetheless, CO2 from industrial ac-
tivity does contribute to the process. It is well-known that global
temperatures are historically not constant. The Earth has been in a
consistent warming trend since the end of the little ice age, 300 years
ago, which predates the industrial revolution by 100 years. Northern
hemisphere temperatures (a rolling 11-year average) since the little
ice age correlate very well with the solar magnetic cycle length: The
shorter the magnetic cycle, the more active and, hence, brighter the
sun is.1 The current length of the cycle is about 20–22 years. The
radius of the sun also fluctuates sinusoidally with about an 80–100
year period. The solar variations observed are consistent and typical
for stars similar in age and mass to the sun. The solar constant is in
actuality, not a constant at all. The observed increases in atmospheric
CO2 during this period are entirely consistent with the oceans giv-
ing off dissolved gases as their temperatures increase. Therefore,
although fossil fuel burning contributes to global warming, to an
unknown but perhaps significant degree, it does not appear to be the
root cause.

Each kilogram of jet fuel burned produces, on average, about
3.2 kg of CO2. Aviation is responsible for only 2 or 3% of the
total due to human industrial activity. The best way to reduce CO2

produced by aircraft is for aircraft to burn less fuel. Improvements in
aircraft productivity and aerodynamic design, and in engine design,
have reduced the fuel consumption per seat-kilometer for passenger
aircraft by a factor of about 2.75 since the British Comet 1 introduced
commercial jet transportation in the 1950s. Although the easy things
have all been done, the downward trend in fuel consumption with

time is expected to continue, albeit at a reducing gradient. Therefore,
CO2 from aviation is not currently a prime concern given the natural
levels in the Earth environment and its small contribution to the
industrial activity total.

Transportation is responsible for most of the carbon monoxide
CO, unburned hydrocarbons (UHCs), and oxides of nitrogen NOx
introduced into the atmosphere through industrial activity. Although
the aircraft contributions to the total transportation emissions of
these pollutants are only very small (around 1%), unfortunately,
they are concentrated at ground level around airfields and at altitude
in well-defined flight corridors. The majority of the aircraft engine
emissions are introduced into the 30–60◦ latitude band of the north-
ern hemisphere, with the bulk of the emissions being introduced in
the troposphere at 10–12 km altitude. Around airfields, these emis-
sions contribute to smog formation; at altitude, there are a number of
photochemical reactions taking place that have effects on the impor-
tant trace gases. In addition, aviation fuels contain small quantities
of sulphur (around 0.05% by mass) as impurities that are important
contributors to fuel lubricity, which is very low. In the U.S. fuels the
sulphur content has consistently increased over the last 20 years.
At sea level, the sulphur appears in the engine exhaust as oxides
of sulphur (SOx that add to the smog issue); at altitude, based on
airborne sampling by chase aircraft, the sulphur appears in the near-
plume as sulphuric acid, H2SO4 (Refs. 2 and 3). There are clear
indications that the resulting contrail formation, where the aerosols
of H2SO4/UHCs [or volatile organic compounds (VOCs)]/carbon
particles found at high altitudes in persistent (3–18 h) aircraft ex-
haust plumes add substantially to the numbers of atmospheric mi-
croscopic particles. These serve as nucleation sites (10% increase
in sites relative to out-of-plume) for water vapor and are affecting
cirrus cloud formation along well-traveled flight corridors. The po-
tential here is that increased cloud cover changes the Earth’s albedo
or reflectivity to solar radiation and, hence, affects atmospheric
equilibrium.

The U.S. Environmental Protection Agency (EPA) has identified
aircraft gas turbine engines as a significant emissions source and
established regulations governing the emission of CO, UHCs, NOx,
and smoke (47 Federal Register 58462). The EPA has amended
the regulations by adopting the U.N. International Civil Aviation
Organization (ICAO) regulations for CO and NOx (62 Federal Reg-
ister 89). The amended regulations apply to commercial aircraft
engines with rated thrust greater then 26.7 kN that are either newly
certified or newly manufactured after 7 July 1997. The limits for
gaseous emissions are expressed as integrated values around a de-
fined landing and takeoff cycle for an engine operating at sea level
on a standard day and, thus, govern emissions below 900-m al-
titude. The unit of measure is grams of pollutant per kilonewton
of rated thrust, and the allowable maximum values are specific
numbers for CO and UHCs, and for NOx they are expressed as
a function of engine compression ratio. NOx is reported as nitro-
gen dioxide NO2 corrected to 0.0063-lbm H2O/lbm air specific hu-
midity. UHCs are reported as methane CH4. Smoke limits are ex-
pressed in terms of an Aerospace Recommended Practices (ARP)
smoke number, as a function of rated thrust. Because production1265
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engines of the same type exhibit a degree of variability in perfor-
mance, and because there is measurement uncertainty and repeata-
bility to contend with as well as different atmospheric background
levels and conditions, statistical compliance levels have been es-
tablished. Over the years the limiting values for NOx have been
progressively lowered, and this continues, for example, commit-
tee on aviation environmental protection (CAEP)/4 rule (2004),
with CAEP/6 and CAEP/8 to follow. For a summary of the sta-
tus, see Ref. 4. Discussion is taking place concerning regulation
for exhaust emissions at altitude.5 Although the regulations exist-
ing govern operations below 900 m in altitude, they also result in
some inherent reduced emissions capabilities at altitude although
they may not be optimized for those conditions. Furthermore, there
are growing concerns over the particulates, which can be solid
and liquid phase (VOCs), and their sizes that are associated with
smoke. For these reasons, emissions control has become a major
design requirement for combustors intended for commercial aircraft
engines.

Although U.S. military aircraft are exempt from the EPA emis-
sions standards governing commercial aircraft, there is a legal re-
quirement currently applicable to military airbases that can impact
military aircraft emissions. All Department of Defense bases must
comply with the National Ambient Air Quality Standards (NAAQS)
and State Implementation plans. Specifically, the military must com-
ply with the general conformity requirement described in Section
176(c)(1) of the Clean Air Act, as implemented by the EPA in the
General Conformity Rule (GCR). This requires that when a federal
agency is proposing a new activity in nonattainment or maintenance
areas, the agency must assure that the activity conforms to the State
Implementation Plan, which documents the schedule and how the
state will bring the region into conformity with the NAAQS.

Basing of future military aircraft systems may require emissions
reductions to avoid deployment issues in areas of nonattainment.
For a military airbase to comply with the GCR, the military must
evaluate all emissions of the nonattainment pollutant from new
stationary and mobile sources, including aircraft operating below
3000 ft and ships where appropriate. If the total amount of crite-
ria pollutants [ozone, CO, or particulate matter (PM)] or precur-
sors of ozone such as NOx and VOCs exceeds the EPA established
minimum levels, the military must demonstrate how they will con-
form to the State Implementation Plan for the area. Typically, the
emissions from aircraft dominate the emissions from an active mil-
itary airbase. In this situation, an airbase in a nonattainment re-
gion can have difficulties in deploying new aircraft systems and
even transferring aircraft from one base to another. Commercial air-
ports as communities must also comply with the NAAQS, although
commercial aircraft movements themselves are exempt from the
NAAQS.

Almost all of the emissions reductions technology extant has
been developed specifically for the commercial engine market. Fur-
thermore, it has been directed toward satisfying the ICAO landing/
takeoff cycle emissions standards. Although lists of design require-
ments for aircraft gas turbine engine combustors for commercial and
military applications would appear to be superficially similar, the
emphasis, priorities, and parameter-values assigned to those lists
would be quite different between the two applications. For these
reasons, the suitability of various emissions reduction strategies
for military applications is not equal in all cases. Nevertheless, al-
though commercial and military aircraft can also have very different
mission profiles, they can share general emissions reduction tech-
nologies in principle, provided appropriate balances are obtained
between emissions reductions and operability issues. However, any
commercially developed emissions strategy that is considered for
military use has to be very carefully reviewed against the way
that military aircraft are operated by the war-fighter. Under gun-
to-gun combat conditions, aircraft maneuverability is paramount,
with rapid high-gee, high-incidence turns taking place over wide
ranges of altitude and subsonic speeds, with associated rapid and
extreme throttle movements being normal. The combustion equip-
ment must be robust enough to keep functioning perfectly at these
conditions.

There follows a broad, yet necessarily brief, description con-
cerning the development of current emissions reduction technology,
its capabilities and limitations, and some advanced techniques that
might offer further reductions in exhaust emissions. For the sake of
brevity, the discussion is confined to the gaseous emissions of CO,
UHCs, and NOx only, except for where trades involving smoke are
concerned. In addition to brevity, a reason for this decision is that
visible smoke reduction technology is generally well understood.
The recent concern over very small particulates (PM2.5s) that vis-
ible smoke reduction technologies tend to produce and that exist
as solids, liquids, and solids with liquid coatings, and that do not
readily settle from the atmosphere is worthy of a separate study, as
some passing remarks in the text suggest. Furthermore, the stan-
dard filter paper used in the ARP 1179 smoke test does pass dry
particulates up to 117 nm in equivalent diameter. Because emis-
sions reductions technology is largely considered to be company
proprietary, the work presented is necessarily confined to mate-
rial available in the open literature. Discussion is also limited to
efforts of the two U.S. large engine manufacturers. This is not to
imply that other sources have not contributed to the knowledge base.
Small engine manufacturers, in particular, have a difficult time with
respect to low-emissions combustor equipment because of obvi-
ous size limitations and the strong cost driver that they must live
with.

Important Tradeoffs
Tradeoff in the area of emissions control can involve two types

of trading: first, trades between the different emissions and second,
trades between emissions and combustor performance. Both types
of trading have been conducted at times to achieve overall emis-
sions compliance. Ideally, any emissions control strategy should
represent a true emissions reduction, that is, a simultaneous reduc-
tion for all gaseous and particulate emissions. Given the conflicting
nature of emissions generation mechanisms at low and high engine
power levels, it can be very difficult to reduce always simultane-
ously all emissions. Therefore, it is common to employ some form
of limited trading between emissions. Extreme emissions trades,
for example, reducing NOx to very low levels at the expense of
vastly increased CO, are not usually acceptable. Of course, the ma-
jor trend of reducing fuel consumption, and hence CO2 emissions,
has been achieved by increasing engine overall pressure ratio and
peak temperature ratio, along with increasing bypass ratio. These
cycle changes make the NOx problem more difficult. Therefore,
there is an implicit trade that exists in modern engine design be-
tween CO2 and NOx emissions. Although NOx is perceived as
being more important than CO2 in aircraft emissions, of course,
economics also play the dominant role in the drive for reduced fuel
burn.

Any component design changes incorporated for reasons of
achieving low emissions must allow the combustion system to still
satisfy the basic design requirements. However, once basic mini-
mums have been satisfied, there are usually adequate margins for
trading some combustor performance for improved emissions, pro-
vided that engine requirements are met. For example, it is not nec-
essary to always achieve combustor lean blowout fuel/air ratios that
are, for example, as low as 1/10th the minimum fuel/air ratio that
the engine will ever experience.

Governing Philosophy
As already above successful emissions control usually involves

two kinds of compromise and is, therefore, challenging. It en-
compasses considerations of initial control concepts, sensitivity
determinations, and optimization of both emissions and perfor-
mance behaviors. These necessary steps have to be considered to-
gether and not in isolation. Optimization requires sufficient under-
standing of the underlying chemistry and physics to allow for-
mulation of some working hypotheses that frequently have to
be bounded by engineering pragmatism. One constraint that has
to be rigidly applied at all times is that safety should never be
compromised. 1266
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Reacting flow behavior in combustors is governed by an ellip-
tic set of simultaneous, nonlinear, second-order partial differential
equations. The potential behavior of such an equation set implies
that the fine details of the flow are important. Fortunately, there is al-
ways sufficient generality at an engineering working level such that,
with care, useful guidance can be obtained to make low-emissions
approaches both possible and portable from engine-to-engine
designs.

Control Approaches
Approaches to control emissions can be divided into two

broad types: 1) those approaches that may be applied to
conventional-appearing combustors and 2) those approaches that
result in nonconventional-appearing combustors. Under each type
of reduced- or low-emissions combustor, control strategies can be
grouped into general categories. For conventional-appearing com-
bustors, the general categories have been separated into those af-
fecting CO and UHCs and those affecting emissions of NOx. For
unconventional-appearing combustors, the general categories have
been separated for convenience by geometric appearance. Regula-
tory compliance is requiring movement to emissions levels so low
that conventional-appearing combustors are unlikely to be satisfac-
tory for the long term.

Control Approaches for Conventional Combustors
Stoichiometry Adjustments for Reduced CO and UHC

Well-stirred reactor (WSR) studies with vaporized or gaseous hy-
drocarbon/air mixtures demonstrate the following for CO (Ref. 6):
For short-residence times and/or low reactant temperatures, CO
emissions will be high due to incomplete combustion. For very high
temperatures, CO emissions will be high due to dissociation of car-
bon dioxide. Heavier fuels (high carbon numbers) will have higher
CO emissions at given reactor temperature. For short-residence
times and low reactor temperatures, UHC emissions will be high
due to incomplete combustion. Heavier fuels will have higher UHC
emissions at given reactor temperature.

This WSR behavior, which is reaction rate dominated, appears to
be paralleled in engines. CO and UHC are predominantly generated
at low engine power levels, when significant quantities of both can
be evident at idle power settings. Oxidation of CO by the OH radical
is an important but relatively slow reaction. It can go to completion if
sufficient time is allowed for the conversion, or if the reaction is ac-
celerated. It has been shown7 that for earlier engines high-idle power
levels of CO in the exhaust were due to insufficient residence time.
The design trend toward smaller length combustors8 obviates the
increased residence time approach. The chemical reaction can be ac-
celerated by raising the concentrations of the reactants, by increasing
the temperature of the reactants, and by increasing the reaction pres-
sure, according the well-known Arrhenius reaction rate expression.

Modern gas turbines tend to idle at higher air pressures and, there-
fore, also higher air temperatures than did earlier engines. Hence,
combustion conditions at low engine powers are slightly more fa-
vorable than they used to be. Note, however, that modern engines
are unlikely to idle at the 7% power setting that forms a state-point
in the ICAO emissions parameters; lower values of 3–5% are more
typical. The most dramatic reductions in CO emissions have been
achieved by increasing the idle-power bulk equivalence ratio in the
primary zone of the combustor, where the flame is held. This is
shown in Fig. 1 for an engine operating at idle power.9 In Fig. 1,
two idle overall fuel/air ratio (OFAR) settings of 0.0126 and 0.0112
are shown, together with variation in the primary zone bulk equiv-
alence ratio. The increase of primary zone bulk equivalence ratio
increases the amount of fuel that is burned at and around the stoi-
chiometric value due to fuel/air unmixedness effects.10 Therefore,
the bulk flame temperatures are increased, resulting in the observed
improvements in combustion efficiency, which implies reduced CO.

However, it is not immediately clear whether the observed effects
in Fig. 1 are truly chemical in origin. Characteristic time studies have
been conducted11 for engine primary zones at idle-power conditions,
which relate the characteristic time τ ratios for fuel vaporization
to CO consumption, fuel/air mixing rates to CO consumption, and

Fig. 1 Effect of primary zone equivalence ratio on combustion effi-
ciency; engine at idle power.

fuel/air mixing rates to fuel evaporation rates. Individual characteris-
tic times may be estimated by the methods of Washam and Mellor.12

Comparison of the resulting ratios, τevap/τCO = 1.75, τmix/τCO = 3.75,
and τmix/τevap = 2.14, shows that CO emissions are physically con-
trolled, in order, by the degree of liquid fuel atomization (because
evaporation rate depends on atomization and atomization itself is a
very fast process, occurring in typically 10−5 s), fuel evaporation,
and fuel vapor/air mixing. The behavior shown in Fig. 1 can, there-
fore, be explained primarily in terms of the increased temperatures
resulting in improved evaporation rates of the liquid fuel spray.

The physical nature of CO emissions at low powers suggests
that they might be reduced by improving liquid fuel spray evapo-
ration rates through enhanced atomization and by intensifying fuel
vapor/air mixing rates. In practice, such steps are difficult to accom-
plish in a viable fashion. Raising the air pressure drop across the
combustor can increase air turbulence; however, high air pressure
drop has an adverse impact on engine specific fuel consumption. At-
omization from pressure atomizers can be improved by increasing
the fuel pressure drop across them at given flow rate, that is, de-
creasing the injector flow number. However, fuel pump technology
has not kept pace with the increased overall pressure ratios (OPRs)
of modern engines sufficiently to permit this, even with dual-orifice
injectors. Furthermore, the increase in combustor OFARs for im-
proved engine thermal efficiency and higher specific thrust increases
the ratio of maximum-to-minimum fuel flow rates (turndown ra-
tio), which increases the difficulty of pumping hot, low-lubricity
fuel. Airblast atomizers can benefit from an increased air pressure
drop across the combustor, but again, this adversely impacts engine
performance. Atomization and fuel/air mixing can be enhanced by
increasing the number of fuel injection points into the combustor.
Unfortunately, this increases engine cost and must be done without
reducing the individual fuel passage sizes to levels where internal
coke formation arising from thermal degradation of the liquid fuel
becomes a problem. For these reasons, adjustment of the primary
zone bulk equivalence ratio at idle power conditions remains the
most powerful tool for control of CO emissions in conventional
combustors.

Recirculation Zone Changes for Reduced UHCs
Characteristic time studies relating the rates of CO consump-

tion to hydrocarbon consumption times as a function of primary
zone bulk equivalence ratio at idle power conditions show that,
chemically, hydrocarbon consumption is tens of times faster then CO1267



STURGESS ET AL. 197

consumption.11 Therefore, for relatively high primary zone equiv-
alence ratios at idle, there should be an insignificant emission of
UHCs. WSR studies6 support this experimentally. This behavior
was not at all the case in earlier engines, where the emission indices
(EI) (grams pollutant per kilogram fuel burned) of CO and UHCs
were comparable. Again, this suggests some physical control of
UHC emissions.

Figure 2 shows the EI of UHC plotted against the EI of CO for
several different engines along engine operating lines. The engines
are both large and small and are by different manufacturers. Note that
the different engines have similar characteristics where, as engine
power level is increased from idle [upper right-hand side (RHS)
of Fig. 2], the EI of CO and UHC decrease exponentially together
at first as the combustion environments increase in pressure and
temperature. However, at some point, CO continues to decrease but
UHC emissions remain fixed at a plateau level. From a chemical
standpoint, this behavior is counterintuitive because CO is derived
from reaction of hydrocarbons and CO consumption is much slower
than hydrocarbon consumption and, again, supports the idea of some
physical control of UHC emissions.

For reasons associated with the recirculation flow patterns con-
tained within the combustor primary zone, liquid fuel injection
systems have traditionally been designed to provide a near-90-deg
hollow-cone spray angle, as shown in Fig. 3. Liquid fuel droplets
can be seen in the flame structures, which are illuminated with a
green laser beam.13 The upper and lower edges Fig. 3 represent the

Fig. 2 Relationship between CO and UHC emissions for several en-
gines down an engine operating line.

Fig. 3 Laser-illuminated photograph of 90-deg hollow-cone liquid fuel
spray in model combustor primary zone.

edges of the optical access in the combustor and not the combustor
liners, which are just out of view. However, it can be appreciated
that liquid fuel droplets, fuel vapor, and partially reacted fuel vapor
in the narrow shear layers of the 90-deg conical spray do reach the
combustor liners at the low engine power conditions. On the surfaces
of the combustor liners are relatively low-temperature cooling air
films to protect the liners from thermal damage. The cooling films
entrain and trap the liquid fuel, fuel vapor, and partially reacted
fuel vapor. These entrained materials become chemically frozen in
the relatively cool cooling air and are progressively diluted with
each subsequent addition of cooling air along the liner surface. The
chemically frozen constituents exit the combustor along with the
cooling air without mixing in again with the hot mainstream. This is
primarily the origin of UHC emissions at low engine power levels
and is the reason for the behavior seen in Fig. 2.

Elimination of liner film cooling would largely solve the UHC
problem at low engine power, and this technique is used in industrial
gas turbines for power-generation burning gaseous fuels where high
exterior convective air velocities and extended surfaces to enhance
heat transfer are used. The combination of operating conditions with
a high radiative heat load in aircraft gas turbines is such that reliance
on combustor external cooling is not presently viable under most
circumstances. Typical combustor liner cooling schemes used to
use about 30–35% of the total combustor airflow, WAB. Advanced
cooling schemes, such as Pratt and Whitney’s FloatwallTM, together
with advanced materials, such as cast turbine alloys and single crys-
tals, can reduce the cooling airflow down to 20–25% WAB with
excellent durability. Multihole cooling schemes bring manufactur-
ing cost reductions and excellent durability for about 22%WAB. The
introduction of new molybdenum-based alloys together with the
multihole approach could bring cooling down to 20%WAB or less.
Thermal barrier coatings (TBCs) can be used to advantage with all
of these schemes. TBCs in aged condition, are worth about 100◦F in
liner temperature. Although these represent very useful reductions
in cooling air, they are not sufficient of themselves to significantly
reduce UHCs.

The root cause of the difficulty, which is one of fuel entrainment
into the dome and liner cooling air films, is associated with the con-
ventional recirculation zone traditionally used for flame stabilization
in the primary zone.14 As can be seen from Figs. 3 and 4a, when
used with a 90-deg spray angle fuel injector, this flow pattern directs
raw fuel straight into the combustor liner wall region. These diffi-
culties can be addressed by turning the conventional recirculation
zone inside out in the manner of Fig. 4b.

The flow patterns of the inside-out recirculation were based on
visualizations made in a water analogy rig. The inside-out recircula-
tion can be achieved through a combination of two means: first, using
an airblast atomizer fuel injector of modest air-swirl angle and with
air passages that converge on the injector tip centerline and second,
using a combustor dome within which the two-phase discharge from
the fuel injectors experiences an immediate and significant sudden
expansion on entering the combustor. The swirling discharge from
the injectors maintains its coherence for a significant distance into
the combustor. Eventually, the combination of swirl and entrainment
demands cause large exterior recirculations to develop around and
between individual injector discharges. Small recirculations internal
to the swirling jet flow are developed under the combined influences
of vortex bursting and the backpressure effects of the penetrating
transverse combustion air jets from the liners. The position of the
combustion air ports is a little farther downstream than is usual to
facilitate the initial coherence of the fuel/air jet from the injector.
As shown in Fig. 4b, there is a flow conflict between the large outer
recirculation zones developed around the swirling jet and the dome
and primary zone liner film cooling air. To optimize the flow pat-
terns, the cooling air films in the dome and primary zone could be
reversed in direction15 so that shear is reduced and recirculation
strengthened.

Figure 5a shows the flame structure for an inside-out recircu-
lation at lower power levels (injector equivalence ratios less than
unity) by natural light, in the same model combustor as in Fig. 3.
It can be seen that the flame is confined to the central region of the1268
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a)

b)

Fig. 4 Comparison of recirculation zones: a) conventional and b) in-
side out.

combustor. Flame holding is provided by means of a very small cen-
tral recirculation zone [not visible here but shown by laser Doppler
velocimetry (LDV) measurements] and large corner recirculation
zones formed between the combustor dome, the liners, and the cen-
tral flames and between the dome and adjacent fuel injectors.16,17

Composite planar laser-induced fluorescence (PLIF) images of OH
(Fig. 5b) indicate regions of heat release and show that very little
reaction takes place in flow that is recirculated to the liners and
back into the dome for injector equivalence ratios that are less than
unity, which is typical of idle power values. Separate laser doppler
velocimetry LDV and coherent anti-stokes Raman spectroscopy
(CARS) measurements revealed the recirculation patterns, which
were similar to those shown in Fig. 4b.

The UHC engine emissions for a combustor having an inside-out
recirculation zone and an advanced cooling scheme are compared
in Fig. 6 with those for an engine having a conventional combus-
tor design. The engine power level is represented by means of the
compressor exit air temperatures, which essentially correspond to
the temperature of the cooling air introduced onto the liner surfaces.
It can be seen that, for the same operating conditions, the inside-
out recirculation zone in the primary zone yields significantly lower
UHCs. It can be shown that the major contribution of the UHC
reduction is due to the recirculation zone changes.

A reasonable concern for the inside-out recirculation zone is that
the concentration of fuel in the coherent swirling jet and the initial
region of the bursting vortex might result in the generation of large
amounts of CO from locally overrich mixtures. This possible ten-
dency would be exacerbated by the selection of a relatively high (but
less than unity) primary zone equivalence ratio at idle to speed liq-
uid fuel droplet evaporation rates through high flame temperatures.
Experience shows that this is not the case due to burn-up of CO in
the intermediate zone of the combustor. CO levels were about half

a)

b)

Fig. 5 Inside-out recirculation zone: a) natural light flame photograph
and b) PLIF OH image.

those for a conventional recirculation zone. Of course, it is essen-
tial to ensure that the design of the intermediate zone is suitable to
achieve the necessary CO burn-up. This involves appropriate selec-
tion of intermediate zone bulk temperature, mean residence time,
and intermediate air jet patterns. For example, a suitable intermedi-
ate zone length of one-half a dome height and a mean equivalence
ratio on 0.6 might represent appropriate values.

Similarly, the potential for locally overrich fuel/air mixtures due
to the inside-out recirculation pattern, together with the use of high
primary zone equivalence ratios at idle power, suggests a propensity
for excess smoke generation at high-power levels. This is a genuine
concern that is addressed by the introduction of very small quantities
of smoke control air in close proximity to the fuel sources. However,
UHC emissions may then rise at low power if significant quantities
of relatively cool compressor air are introduced directly into the
flame region. The chilling effects of such air can exert a powerful
influence on local reaction rates that is reflected in a sharp increase
in UHC emissions. This is shown in Fig. 7, which shows the UHC
emissions at idle power for an inside-out recirculation zone as a
function of the sum of injector and smoke control air. The UHC
curve is essentially the reciprocal of the high-power smoke curve1269
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Fig. 6 Comparison of UHC emissions for conventional and inside-out
recirculation zones.

Fig. 7 Effect on UHC emissions of air injection into flame at idle
power; PW experimental JT9D-70A engine.

for this engine. It arises because excess air introduced in this fashion
results in a dome equivalence ratio that is too low; minimum UHC
emissions were achieved when the dome equivalence ratio was unity.
The UHC emission was relatively insensitive to the direction of
the swirl of the smoke control air. With this type of arrangement,
peak exhaust smoke is attained before maximum power. This is due
to smoke particle burn-up immediately downstream of the inside-
out recirculation zone when sufficiently high gas temperatures are
reached.

By the means described, a favorable balance between low-power
emission of CO and UHC and high-power smoke can be obtained.
This forms an example of the interemission trading that was referred
to earlier. The strategy proved portable engine-to-engine and was
even more effective when used in conjunction with advanced liner
cooling schemes.

Adjustments of Time/Temperature History for Reduced NOx
Large amounts of NOx are produced at high engine power lev-

els, and at the engine exhaust, the NOx consists mainly of nitric
oxide, NO. Characteristic time studies11 at engine conditions relat-
ing NO generation of hydrocarbon consumption illustrate clearly
that NO is a postflame phenomenon for all ranges of likely equiva-
lence ratio. These studies also show that NO generation is a slightly
faster chemical process than is CO consumption, and hence, trade-
offs between NO and CO will exist. WSR experiments6 confirm
that NO emissions will be high for long-residence times and/or
high reactor temperatures. Thermal NO, produced by the extended
Zeldovich–Lavoie mechanism, which represents oxidation of at-
mospheric nitrogen, is a postflame phenomenon that is time-at-
temperature driven. Therefore, early attempts at NOx control aimed
to cut both time and temperature by any means available.

Simply shortening the combustor can reduce the residence time.
However, significant reductions in NOx require significant reduc-
tions in residence time. Typically, a 60% reduction in primary
zone residence time only results in about a 40% reduction in NOx
(Ref. 11). Unfortunately, at the greatest reductions in residence
time, the combustion efficiency has also fallen dramatically to lev-
els considerably less than 90%, and flame stability is seriously
impaired.

NO is only sparingly soluble in water. Water, however, has a sig-
nificant latent heat of vaporization and, therefore, offers an effective
means of reducing flame temperatures, especially if it is introduced
close to the fuel source.14 Injection of water equal to about 3%WAB

will reduce NOx by 80% (Ref. 11). Figure 8 shows the NOx reduc-
tion where the water is expressed in terms of the combustor airflow,
and it can be seen that worthwhile NOx reduction requires a water
flow that is comparable to the fuel flow, as well as that CO emissions
can be increased. However, this represents a considerable quantity of

a)

b)

Fig. 8 Water injection into conventional combustor primary zones:
a) NOx reduction and b) CO increases. 1270
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water so that the technique would only be used on takeoff and initial
climb-out. Therefore, there would be no NOx control at altitude due
to water injection. The water quality would have to be boiler-feed
standard to avoid scale fouling of the turbine cooling system. The
mass addition of the water can provide worthwhile engine thrust
augmentation, which can be helpful for hot day, high-altitude take-
offs. After the water has been injected the water tanks, distribution
pipes and controls represent an increase in aircraft deadweight.

Quasi-Staged Rich–Quench–Lean Combustion for Reduced NOx

Use of an elevated combustor primary zone equivalence ratio in
the range of 0.8–0.9 at engine idle to minimize low-power CO emis-
sions allows advantage to be taken of the reduced flame tempera-
tures at high power that result from over-stoichiometric combustion.
This over-stoichiometric primary zone behavior arises because of
the fixed geometry of the conventional combustor,18 where there
is a linear relationship between primary zone equivalence ratio and
OFAR. A primary zone equivalence ratio set to around 0.8 at idle re-
sults in a value between 1.5 and 2.0 at takeoff with typical turndown
ratios. Rich burning at takeoff suppresses the peak NOx emissions
attained. The efficacy of the approach is limited by fuel/air unmixed-
ness effects, by the existence of stoichiometric interfaces, and by
the onset of excess exhaust smoke. The first of these limitations is
demonstrated in Fig. 9.7 Mixing studies10 indicate that there is lit-
tle benefit of operating with initial burning zone (IBZ) equivalence
ratios in excess of about 1.4.

The process was originally thought of simply as another time vs
temperature control technique. However, general acceptance of the
Fenimore prompt-NO process19 modified the view of the concept.
Combustion at high temperatures in an oxygen-deficient atmosphere
results in atmospheric nitrogen reacting preferentially with hydro-
carbon fragments produced by fuel-cracking reactions. Subsequent
reaction of these modified fragments that now contain chemically
bound nitrogen, very efficiently and rapidly produces NO. This sec-
ondary reaction usually takes place in a fuel-lean atmosphere. For
this reason the process is labeled as rich–quench–lean (RQL) burn-
ing and is given a separate category.

With fuel-rich burning in the primary zone, unburned fuel (as
lower hydrocarbons containing bound nitrogen, soot, and CO) will
enter the intermediate zone [or secondary burning zone (SBZ)] of
the combustor, even with 100% oxygen consumption efficiency in
the IBZ. The duty of the SBZ, therefore, undergoes a shift in em-
phasis. Its primary role shifts from CO burn-up at low powers and
high-altitude cruise conditions20 to CO, UHC, and soot consump-
tion at high power. To complete this combustion process, the SBZ
will operate fuel lean. To accomplish its expanded function, the
combustion air jet array feeding the SBZ has to provide adequate

Fig. 9 Effects of primary zone (or IBZ) equivalence ratio on normal-
ized NOx emissions.

flame holding capability to confer satisfactory static stability on
the combustor. The transverse air jet array then becomes the major
source of NOx generation due to the burn-up of the fuel fragments
with their bound nitrogen, which produces in-flame NO and, subse-
quently, postflame NO through the Zeldovich–Lavoie mechanism.
This is shown in Fig. 10 for a model combustor,21 where the pairs
of air jets of equal and various diameters are opposed to each other
and are positioned with a pair of jets placed inline with the fuel
injector. Burning takes place around the jets and over the recircu-
lation zone formed by their convergence, on the centerline of the
combustor.

Design maps for this RQL approach as implemented in a conven-
tional combustor geometry can be produced7that link relative NOx
and IBZ and SBZ equivalence ratios. As an example, from such a
map an engine operating with an IBZ equivalence ratio of 1.5 would
have 50% of the NOx of a conventional combustor of the same res-
idence time if the SBZ had an equivalence ratio of 0.35. Figure 11
shows the measured NOx reduction achieved in an engine with this
simple type of RQL compared to the conventional combustor for
the engine; engine power level is represented by combustor OFAR.

Fig. 10 Demonstration in model combustor of jet contribution to NOx
for lean SBZ with rich IBZ.

Fig. 11 Engine measured NOx reductions with simple ROL combustor
and with water injection. 1271
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It can be seen that with the RQL, NOx at idle is increased slightly,
and this reflects the elevated equivalence ratio for enhanced com-
bustion efficiency. Noteworthy is the clear hesitation in NOx around
the approach power level, where NOx remains fixed although en-
gine power is increased. This hesitation is due to the IBZ reaching
and then just exceeding unity equivalence ratio, where unmixedness
suppresses NOx and where the unburned fuel quantities entering the
SBZ are low, giving very low equivalence ratios and, hence, a neg-
ligible SBZ NOx contribution. This hesitation is in some respects
similar to fuel staging, hence the use of the term quasi staging in the
heading. It represents a form of axial staging and was dubbed quasi
staging to distinguish it from mechanical axial staging, which is to
be discussed later. At higher power levels, more and more unburned
fuel leaves the increasingly richer IBZ. Mean equivalence ratios in
the IBZ, therefore, increase, and IBZ NOx starts to dominate total
NOx production. Further increases in power setting give an increase
in NOx. However, note that the NOx curve for the conventional com-
bustor is slightly but definitely concave upward whereas that for the
RQL combustor is slightly but definitely concave downward. This
behavior of the two curves results in a favorable divergence in NOx
for the RQL combustor as the engine power increases. This charac-
teristic is due to fuel/air unmixedness effects in the IBZ as its equiv-
alence ratio increases. Eventually, however, at higher power levels
than those shown, the IBZ would in turn become stoichiometric,
resulting in another NOx hesitation until NOx due to burning in the
combustor dilution zone becomes dominant. Therefore, if smoke
controllability limits the maximum IBZ equivalence ratio that can
be used, then the RQL control approach is apparently limited in
maximum OFAR capability.

As a matter of interest, this RQL realization was also evaluated
with water injection (Fig. 11). The combination achieves a NOx
reduction at takeoff power (to the same OFAR) of 60%. The water
in this instance was introduced in an expedient fashion and was
not optimized in any way. NOx along an operating line with water
injection would follow the RQL curve until climb. At climb, water
injection is turned on and NOx drops instantaneously to the water
curve, which is then followed through takeoff power.

Control Approaches for Unconventional Combustors
Optimized RQL

There are two major difficulties with the RQL as described for
conventional combustors. These are 1) the necessary provision of
liner cooling resulting in the formation of stoichiometric interfaces
in the IBZ and 2) slow mixing rates resulting in the formation of
stoichiometric interfaces around the transverse air jets in the SBZ.
These two sets of stoichiometric interfaces are responsible for the
generation of excess NOx. Addressing these issues results in a com-
bustor that is unconventional in appearance.

As part of NASA’s now canceled high-speed civil transport
(HSCT) program, Pratt and Whitney produced an optimized RQL
combustor design22 that was functionally similar to that described
earlier and embodied two burning zones in series while addressing
the issues efficiently. The fuel-rich IBZ of the design was exter-
nally cooled via a closely fitting shroud to provide high convective
cooling velocities. The convective cooling air for the IBZ, having
completed its cooling task, then formed the quench air jets neces-
sary to lower the bulk equivalence ratio to fuel lean for the SBZ.
The quench air jets were introduced in a reduced cross-sectional
area mixing section that was additional to the nonoptimized RQL
configuration. The reduced flow area, together with the mass ad-
dition of the quench air, accelerated the internal gas flow to high
velocities in an attempt to prevent burning from taking place in the
mixing section. The SBZ was a short dump combustor immediately
following the mixing section.

Several complications were encountered during development of
this combustor. The best overall mixing for a quench section is pro-
vided with an optimum jet momentum flux for opposed jets that
precludes direct jet impact. Therefore, it was extremely difficult to
avoid a situation where, before mixing was complete, stoichiomet-
ric flames formed around the entering quench air jets. The high
temperature of the spent cooling air forming the quench jets exac-

erbated this tendency. In an attempt to address this issue, Pratt and
Whitney introduced a can-annular configuration, where the IBZ was
made up of 12 individual circular cross section cans, each with its
own fuel injector, external cooling, and quench air jet system; the
SBZ was annular. A later configuration was fully annular because
these problems were eventually solved by working on the quench
air patterns, although details of this have not been released. It also
proved necessary to use nonmetallic ceramic composite liners for
the IBZ. Finally, due to the high OFAR turndown ratio necessary
for supersonic operation of the engine, the design ran into IBZ/SBZ
equivalence ratio and smoke problems, as mentioned earlier. These
were solved through use of variable-geometry fuel injectors that
provided a limited degree of IBZ air modulation. The resulting com-
bustor pressure loss changes were uncompensated without serious
performance penalties.

Pratt and Whitney conducted parametric measurements of the
emissions for this combustor in rigs and determined the pressure
sensitivity of NOx. With use of these scaling laws applied to the
engine of Fig. 11 (without water injection), this optimized RQL
design technology could have a takeoff NOx falling slightly lower
than halfway between the quasi-staged RQL dry and the quasi-
staged RQL with water injection. This would represent an NOx
EI of about 12 g/kg. This signifies a creditable performance, that
is, a 65% reduction in takeoff NOx compared to the conventional
combustor.

Staged Combustors
The consequences and limitations of a fixed-geometry combus-

tion system have been mentioned already. If some form of staging is
introduced, the combustor characteristic governing zone and overall
equivalence ratios can be made much more flexible.18 Aeroderiva-
tive gas turbines for industrial power generation have been success-
fully produced (after great effort), with multiple-stage combustors.23

However, whereas staging appears relatively simple, control of stag-
ing in an engine with a wide range of operating conditions is very
complex. Part of the control complexity is that staging must not
occur at any engine steady-state operating points to avoid hunting.
Any staging system must also have a fast response in emergency
conditions, and so a design requirement is that the combustor must
always be fully staged when in the vicinity of critical flight con-
ditions. Staging of course, must be completely transparent to the
pilot. By this is meant that there should be no thrust bumps during
the process. In addition, the pressure pulse propagated upstream as
the main stage ignites must not adversely affect the engine compres-
sion system. Furthermore, there is the issue of liquid fuel coking in
fuel injector passages due to heat soakback in stages that are shut
down while the engine is operating at some power level. For these
reasons, only two-stage combustors have been considered so far for
aircraft applications. Either the airflow (as in the Pratt and Whitney
optimized RQL combustor for the HSCT) or the fuel flow can be the
quantity that is modulated. Generally, there are serious difficulties
associated with air modulation, and so staging is usually applied to
the fuel supply only.

Fuel staging normally implies that the combustor possess two
separate burning zones, each fueled separately. The separate burning
zones are commonly referred to as the pilot stage and the main
stage. Functionally, the pilot stage fulfills most of the duties of a
primary zone, whereas the main stage fulfills many of the duties of
the intermediate zone of a conventional combustor. Engine starting
and idling is accomplished on the pilot stage. At some point before
an approach power condition is reached, the main stage is fueled
and ignited. For all power levels above approach, both stages will
be operated; however, the fuel split between stages can be adjusted
by the fuel controller if so desired, to suit operating conditions and
to minimize emissions.

The two burning zones can be arranged in one of three funda-
mental configurations: axially, radially, or circumferentially. The
circumferential arrangement is extremely convenient because the
combustor only differs from a conventional design in its fuel system.
However, the circumferential arrangement is not favored because
of the asymmetric temperature distribution for pilot-only operation1272
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that can cause out-of-roundness problems for the turbine casings.
Also, the chilling effects of the cold airflows at the edges of the
unlit main stage bordering the operating pilot stage can result in an
increase in low-power CO and UHCs. Figure 12 shows an example
of a radially staged combustor by General Electric (GE). The main
stage is placed inboard of the pilot stage, and the stage fuel injec-
tor tips are placed on a common support stem. The configuration
results in a short and deep combustor that requires a complicated
prediffuser design. The combustor, thus, has two separate flames ar-
ranged in parallel when both stages are fueled, and these flames are
in communication with one another. Two separate flames that are in
communication can “talk” to each other, and acoustic coupling can
occur. This is a possible difficulty with the radial arrangement.

Axial staging, where a conventional upstream pilot feeds hot gases
into the downstream main stage thereby assisting main stage lightoff
and subsequent burning, does not necessarily result in an increase in
combustion section length. Pratt and Whitney (PW) engine demon-
strated an axially staged combustor (ASC)24 that had 20 airblast-
atomizing fuel injectors in each stage and had the same overall
burning length of the quasi-staged RQL combustor it replaced. The
pilot stage used inside-out recirculation technology. A similar com-
bustor has been explored by Rolls–Royce Deuschland,25,26 where

Fig. 12 Staged combustion, GE radially staged combustor (Interna-
tional Symposium on Air Breathing Engines) (ISABE Paper 2003-
2657).31

Fig. 13 PW’s ASC as tested in IAE V2500 engine.

it was found that careful optimization of the interactions between
the two stages is necessary to achieve the best emissions. The PW
ASC had an optimized pilot stage, where at engine idle the NOx was
acceptably low (around 5 g/kg) while maintaining good stage effi-
ciency (greater than 99.9%) and lean blowout (LBO) overall fuel
air ratio (OFAR) capability 40% or more below the most severe
requirement. The integrated emissions values for the demonstrator
engine were 46.6, 35, and 1.75% of the 1996 ICAO regulations for
NOx, CO, and UHCs, respectively, although note that the values for
CO and UHCs were actually increased over those for the baseline
engine. However, the baseline engine had very low values of CO
and UHC emissions so that this was not a concern. Again, this is an
example of emissions trading. Figure 13 shows a cross section of
the ASC, where the main-stage fuel injectors for convenience are
shown in the same plane as the pilot-stage injectors; actually, they
were staggered relative to the pilot-stage injectors. The ASC was
accommodated in the same pressure casings as the baseline combus-
tor, with the only necessary modifications being the addition of pads
to the outer casing to accept the main-stage fuel injectors. There was
only a single ignitor plane (in the pilot stage).

The behavior of staged combustion is important and is best under-
stood by considering the individual emissions characteristic varia-
tion with engine power.27 The engine power level is here represented
in terms of combustor inlet temperature, and Fig. 14 shows the
CO, NOx, and UHC characteristics, respectively, for the ASC. The
staging point is clearly identifiable by fairly massive increases in CO
and UHC emissions and by a modest decrease in NOx. The NOx
characteristic should be compared to that shown in Fig. 11 for the
quasi-staged combustor. The shift in the NOx curve is ultimately the
same, although it is achieved differently. Although the main stage of
the ASC is assisted by the entering hot effluent from the pilot stage,
initial combustion in the main stage when it is fueled is not easy, and
the subsequent recovery of low CO and UHC emissions is slow. At
the staging point, the overall combustion efficiency can be as low as
about 90%. This behavior is typical for fuel-staged systems what-
ever their arrangement. In some instances, the loss in efficiency and
slow recovery have been severe enough to result in unacceptable
fuel-burn problems for the engine. The reason is the very lean main
stage that results as the main fuel comes on immediately following
staging. However, this problem can be worked on by means of fuel
scheduling and optimized pilot/main-stage interaction. Care has to
be taken however, not to introduce thrust bumps.

Staged combustors have been accepted as low-emissions com-
bustors because staging takes place well away from any operating
condition used for compliance evaluation. How they actually work
as emissions control devices can best be illustrated by comparing
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a)

b)

c)

Fig. 14 Effect of power level on emissions indices for staged combustor
(PW ASC, first engine to test).

Fig. 15 Comparison of emissions tradeoffs for ASC and quasi-staged
RQL combustors.

NOx vs CO for the ASC and quasi-staged RQL combustors, in
Fig. 14.

For a CO vs NOx trade as shown in Fig. 15, movements of the
curve toward the origin represent true overall emissions reductions,
and movements along a curve represent a tradeoff between CO and
NOx. In Fig. 15, the solid triangles represent the quasi-staged RQL
combustor and the open circles represent the ASC combustor that
replaced it; the engine model is the same in each case, and the engine
numbers and builds are given. For the quasi-staged RQL combustor,
the idle point is at the lower RHS of Fig. 15, and as engine power
is increased, the plot is followed smoothly up the operating char-
acteristic to the upper end of the curve, which represents takeoff
power. For pilot-only operation, the ASC data points at the lower
RHS follow identically those of the quasi-staged RQL combustor,
which is as it should be because both use the inside-out recirculation
and associated technology and have identical numbers of fuel in-
jectors. When the ASC is staged, however, the curve is folded back
on itself and moves far to the lower right of Fig. 15, which repre-
sents the maximum CO and minimum NOx condition; see Fig. 14
also. As power is further increased with both stages operating, the
CO slowly is reduced and the NOx increases. The after-staging por-
tion of the ASC curve is displaced to the right of the quasi-staged
RQL curve. Because the ASC curve is to the right of the quasi-
staged RQL curve, the ASC clearly represents an inferior overall
low-emissions technology. It does so well in terms of the integrated
emissions parameters because 1) the emissions are low at the very
limited number of set points for which the ICAO integration is per-
formed and 2) because the inside-out recirculation technology is so
good that it permitted some NOx vs CO trading to be made. The
ASC is, therefore, an example of trading emissions to advantage.

Improved Mixing, Lean-Burn Staged Combustors
For staged combustors, the pilot-stage contribution to the total

NOx can be dominant unless the pilot fuel is modulated at high-
power levels. When this is done, the pilot contribution to total NOx
can become almost negligible. Regardless of the pilot equivalence
ratio, the main-stage NOx for the ASC appears to be virtually in-
dependent of the main-stage equivalence ratio.24 These points are
shown in Fig. 16, which suggests, with reference to Fig. 9, that the
main stage, which processes most of the fuel, is very poorly mixed.
This is not unexpected because nothing serious has been done to
address fuel/air mixing in these realizations.

Appreciation of the preceding points, together with the recogni-
tion of the infeasibility of premixing for aircraft applications, has led
to some consideration of and a degree of concentration on, piloted1274
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a)

b)

Fig. 16 Contributions to NOx in staged combustor: a) pilot stage and
b) main stage.

lean direct injection (LDI) for advanced low-emissions concepts.
A pilot of some form is still needed to satisfy engine operability
requirements, but serious attempts are made for most of the fuel
injected to improve fuel/air mixing such that combustion actually
takes place close to the bulk equivalence ratio of the main stage.

LDI concepts can range from those having the pilot stage sepa-
rated from the main stage (as in radial or axial staging as described
earlier) with separate sets of fuel injectors, to those having the pi-
lot stage central to a surrounding main stage in an integrated fuel
injector. The pilot stage design can follow the design practices al-
ready described including fuel modulation at high power, whereas
the essence of the LDI main stage is to improve the presentation of
the stage fuel flow to the stage airflow to enhance mixing dramati-
cally. This is accomplished by injecting the stage fuel (which makes
up the majority of the total fuel flow) through a large number of at-
omizer tips. The intent is to approximate the probability distribution
function for local equivalence ratio in the main stage to a delta func-
tion, that is, to a single-stage equivalence ratio, that is lean. Some
designs incorporate main-stage swirl cups intended to allow some
fuel spray evaporation and mixing of the resulting vapor with air
before combustion. However, constraints of autoignition severely
limit this potential. For those concepts that have a central pilot with
a surrounding LDI main stage, the resulting flame zones cannot be
allowed to merge because experience indicates that low NOx cannot
then be achieved. Unfortunately, if the two flame zones, one within

the other, are distinctly separated, they will have a tendency to talk
to each other, and acoustic coupling can occur.

How well mixed does the main-stage fuel and air need to be and
at what equivalence ratio? Consideration of Fig. 9 suggests that the
answers to these questions are respectively very well and quite low.
There are many ways in which mixing can be represented but a
mixing parameter S (Ref. 28) can be defined as

S = σ/ϕ̃

where σ is the standard deviation for a Gaussian distribution of
equivalence ratio about the mean of ϕ̃ such that S = 0 represents
perfect mixing. Figure 17 shows the influence of S on the formation
rate of NO as a function of mean equivalence ratio. It can be seen
that for enhanced mixing to be advantageous, ϕ̃ has to be less than
0.7 and S has to be less than 0.25 for lean combustion. Figure 18
gives estimates for S in practical combustors.10 Figure 19 shows the
implications of Fig. 18 for a conventional pressure drop airblast in-
jector fuel source combustor with a nominal lean-burn primary zone
with mean equivalence ratio of 0.6. One, two, and three sigma bands

Fig. 17 Effect of mixing parameter on rate of formation of nitric oxide
(Heywood and Mikus28).

Fig. 18 Collected S experience for variety of practical combustors.1275
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Fig. 19 Implications of fuel/air mixing in conventional lean-burn
combustor.

of equivalence ratio for the Gaussian distribution are shown.10,11 It
can be seen that the fuel really burns over a wide range of equiva-
lence ratios and that some fuel components will actually leave the
primary and intermediate zones of the combustor unburned.

For ϕ̃ < 0.6, Figs. 17 and 18 indicates an S value equal to about
0.10 would be necessary to yield formation rates d[NO]/dt that are
low. To then achieve low NOx emission indices, the mean residence
time of products in the hot reaction zone has to be low also. These
requirements together establish the design criteria for the LDI main
stage.

The mixing parameter S will have two components, one that is
associated with the total energy available for mixing in the combus-
tor and one that is associated with the way the fuel is introduced.
The total energy is mostly the air pressure drop across the combus-
tor and generally cannot be increased because of the adverse effects
on engine specific fuel consumption; the fuel introduction compo-
nent includes the atomization level provided and the way the fuel
sprays are presented to the air. It is mainly this latter component that
LDI combustors seek to address by making large increases in the
number of fuel sites. The main stage of the ASC, for example, had
20 injectors, whereas the main stage of an LDI combustor might
have 100–200 fuel sources at a minimum. Typically, there might be
20 injector supports, each carrying 5–10 spray tips. One extreme
example29 had 864 injection sites, and another for the HSCT pro-
gram had 1152 sites.

The large increases in the number of fuel injection sites tend to
determine the type of fuel injection system that might be used. The
injector tip flow number (FNtip) is defined as

FNtip = (m f )tot

/
n
√

�Pf

where n is the number of tips, (m f )tot is the engine fuel mass flow
rate, and�Pf is the fuel pressure drop across the tip. Because (m f )tot

and �Pf are fixed by the engine cycle and the fuel pump, the in-
dividual injector FNtip decreases dramatically as the number of tips
increases, even allowing for the increase in fuel line pressure losses.
Because the atomization performance in terms of Sauter mean di-
ameter (SMD) of a simplex pressure atomizer can be expressed as30

SMD ∼ (FNtip)
0.205

(�Pf )0.251

fairly good atomization (around 40–60 µm typically) can be
achieved without the use of excessive fuel pump pressures. This
allows the use of macrolaminate technology for inexpensive manu-
facture of the tips. Conventional airblast atomization can usually
achieve SMDs around 20 µm or less at high-power conditions, but

is probably a prohibitively expensive technology for this use. A prac-
tical limitation occurs when the FNtip fall below unity. Even with
macrolaminate technology, it is extremely difficult to manufacture
to narrow tolerances in flow number without excessive production
rejection rates. Significant local deviations in fuel flow rate that
result produce severe local changes in S, causing high NOx gener-
ation. Care also has to be taken in introducing the injector air to not
collapse the fuel spray cones, particularly if some form of carburetor
tube is used.

The use of very large numbers of injection sites necessitates the
use of multiple stages within the main stage itself to ameliorate the
typical increase in CO and UHCs at staging, such as seen in Fig. 14.
This is because the fuel flow rate per individual site at staging would
be excessively small if all sites were fueled simultaneously, resulting
in ultralean combustion.

Data on the performance of LDI systems are largely still propri-
etary. The HSCT program LDI configuration from GE, which had
1152 main-stage injection sites and 48 injection sites in the pilot
stage, demonstrated in rigs single-digit NOx emission indices at
17 atm pressure and 811 K air inlet temperature (supersonic cruise
conditions). There was a very strong sensitivity of NOx to mixer
tube fuel/air ratio, as might be expected from Figs. 17 and 18. (This
system is only functionally an LDI combustor. Fuel is introduced
into arrays of air tubes mounted in the combustor dome. For this
reason, it has been described as a premixed system. However, the
degree of premixing actually achieved is negligible, and therefore,
for convenience, the system has been described as being LDI here.
Strictly, it could more correctly be referred to as a partially premixed
system.) In addition to the pilot, the main stage had five fuel stag-
ing modes to bring it up to full-stage fuel flow. Data from a NASA
concept29 that is not really engine-worthy have results that are not
especially encouraging, although this is almost certainly due to the
particular implementation rather than to the LDI concept itself. All
of the combustor air passed through the dome, which had a substan-
tial annular height to accommodate all of the 864 swirl-cup injection
sites. Although the flame length was very short, coupling the dome
to the turbine inlet height resulted in the existence of an extensive
thermal soak zone. It would be expected, therefore, that NOx would
correlate strongly with combustor exit temperature. Figure 20 shows
that this is, indeed, the case.

Comparison of the NOx vs CO trade curve for this NASA LDI
with that of the quasi-staged RQL combustor given originally in
Fig. 14 suggests that this realization does not actually represent an
emissions technology improvement. This is shown in Fig. 21. There
are indications that the LDI trade curve might cross the quasi-staged

Fig. 20 NASA John H. Glenn Research Center LDI high-temperature
NOx data related to combustor exit temperature. 1276
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Fig. 21 Comparison of NASA John H. Glenn Research Center LDI
emissions trade curve with a quasi-staged RQL trade curve.

Fig. 22 NOx comparison up engine operating lines of GE DAC TAPS
LDI concept with the ASC concept.

RQL trade curve. The major benefit appears to be lower NOx at
low-power conditions. These LDI test data are sector-rig results.

Figure 22 shows a comparison of GE’s twin annular premixing
swirler (TAPS) LDI technology with the ASC engine NOx data. The
TAPS LDI rig database was developed as functions of pressure, T3,
and OFAR for each fuel staging mode, and the correlations were
used to extend the data to an engine with an OPR of 30 (Ref. 31),
which is appropriate also for the axially staged combustor (ASC)
engine tests. The DAC TAPS combustor has a configuration like that
of Fig. 12, with the substitution of the TAPS fuel injectors, which are
of the type using a central pilot with staged secondary injection be-
ing arranged concentrically about each pilot to produce the flowfield
shown in Fig. 23.31 The pilot/cyclone interaction zone is all impor-
tant to this design. It is intended to allow the pilot flame to assist
ignition and burning of the premixed flame. There are two design
limits. One is when the pilot recirculation zone is fully merged with
the premixing cyclone flame zone, that is, all interaction zone. The
second is when the pilot recirculation zone is completely separated
from the premixing cyclone flame zone, that is, zero interaction
zone. For the first limit, experience teaches that the low NOx ca-
pability is lost or substantially reduced. For the second limit, two
separate flame zones exist that can talk to one another, with poten-
tial acoustic problems. The secret to success is to get the interaction
zone just right. All of the required airflow, with the exception of liner
cooling air, can be passed through the dome with this approach to
ensure lean operation of the cyclone stages, shown in Fig. 23. The

Fig. 23 GE TAPS LDI concept showing pilot, main and interaction
burning zones.

TAPS data for simulated engine conditions are based on annular
rig tests for OFARs to 0.037, combustor inlet temperatures T3 to
1639◦R, and pressures to 23.8 atm. No experimental uncertainties
for the measurements were reported in the original GE paper.

The staging possibilities with the DAC TAPS design are some-
what flexible. It can be operated as a radially staged combustor, as in
the existing DAC system, as a pilot/cyclone staging of all injectors
of both banks, or as any combination of these. In addition, modu-
lation as a function of engine power of the fuel split between pilot
stages and cyclone stages provides further flexibility on NOx con-
trol. Actual staging mode and staging points for a given application
would be determined by balancing emissions, operability, and fuel
passage coking tendencies. Note that the DAC TAPS design has 30
fuel injector supports, each one mounting two tips. Within each tip
there is a primary nozzle and a number of secondary nozzles, so
that there are several hundred fuel sources altogether in the com-
bustor. For the same air pressure drop as a conventional combustor,
therefore, the DAC TAPS certainly achieves a lower value of the
mixing parameter S than the standard DAC, although its values has
not been assessed. Introducing all of the air through the dome re-
duces bulk equivalence ratio. Herein is the secret of the low NOx
potential of the approach. Because the combustor was designed to
be accommodated in the existing casing, there is no change in bulk
residence times. This would not be the case though for a brand new
design, however.

It can be seen from the Fig. 22 that the pilot stage of the DAC
TAPS combustor has reduced NOx compared to that of the ASC. At
T3 around 800◦R, 100% of the engine fuel flow is going to the TAPS
pilots. Staging appears to take place at about 1160◦R, which is much
delayed in comparison with the ASC. However, the subsequent slope
of the NOx curve is steeper than that for the ASC so that the two
curves cross at about T3 = 1500◦R. It is not immediately clear why
the fully staged slopes are so different, but it is possibly associated
with mixing differences. The potential benefits of multiple staging
can be appreciated from Fig. 22.

Unfortunately, no CO data are available to allow construction of
the NOx vs CO trade curve for the DAC TAPS combustor and to
then allow comparison with the quasi-staged RQL trade curve as
has been done for the other low-emissions concepts.

Situation Summary
Except for very high-temperature rise combustors, the nonequi-

librium CO and UHC emissions result from incomplete combustion
and are physically controlled. They can be addressed by attention to
liquid fuel atomization, fuel placement, bulk stoichiometry adjust-
ments in the combustor primary zone, and reduced dome and liner
cooling air. Although CO and UHC can present serious problems
for older engines, particularly where long ramp times are involved,
they are much less of a problem with modern engines. NOx emis-
sions constitute the major atmospheric concern and are much more
difficult to deal with.

In terms of the international civil aviation organization
(ICAO) landing and takeoff (LTO) integrated emissions parameter1277
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DP /F00, NOx emissions are grouped by combustor design,
specifically, by the emissions control technology incorporated in
the combustor and its residence time. This is illustrated for some
PW engines in Fig. 24 as a function of OPR using data obtained
from the ICAO emissions databank. Engine data in the ICAO data-
bank do not usually quote measurement uncertainties. However, the
data reported are normally for three tests on a single engine, and
the measurements are made with calibrated instrumentation and
closely follow established EPA test protocols. The first group of
JT9D data is for old combustors containing embryonic quasi-staged
RQL reduced-emissions technology. The second group, involving
the PW2000, PW4000 and IAE V2500 engines, are for modern
design combustors (lower residence times, more effective aerody-
namics reducing parasitic pressure losses) utilizing the quasi-staged
RQL technology. The PW4000 Talon 2 combustor uses a refined
version of the quasi-staged RQL technology and is conventional in
appearance, as can be seen from Fig. 25. For all of these engines,
the bypass ratio (BPR) ranges from 4.1 to 6.8 and is not a factor.
Similarly, in Fig. 26 for GE’s dual annular combustor (DAC) 1 and
2 technology in the CFM56 and GE-90 engines, where the BPRs
range from 5.7 to 8.6, the NOx data group by combustor design.

If the engine data in Figs. 24 and 26 represent the current best stan-
dard of engine demonstrated reduced emissions technology, then
these data in relation to the emissions regulations indicate the cur-
rent low NOx status. The collected PW and GE data from Figs. 24
and 26 do group together, as is shown in Fig. 27, where they are
compared with the ICAO Committee on Aircraft Environment Pro-
tection (CAEP)/4 standard (for OPRs greater than 30) adopted in
1999 for 2004 enforcement.

Fig. 24 PW’s quasi-staged RQL NOx emissions technology.

Fig. 25 PW Talon 2 combustor showing simplicity and conventional appearance.

Note that the level of low-emissions technology has projected
NOx emissions that equal and exceed the CAEP/4 line for OPRs
just over 50. Because carbon dioxide is now becoming to be consid-
ered as important as NOx in terms of its effects on the environment,
and because fuel burn is reduced by increasing OPR and BPR, the
trend of increasing OPR will be continued at least into the 50 level.
Therefore, for future engines with increased OPRs, further improve-
ments in combustor low-emissions technology over the current best

Fig. 26 GE’s DAC 1 and 2 low NOx emissions technology.

Fig. 27 Comparison of current engine low NOx technology with
regulations.
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a)

b)

Fig. 28 TVC: a) GE 12-in. planar-sector rig (two-passage diffuser)
and b) schematic of TVC.

engine standard are going to be needed. TAPS-type technology,
together with staging and reduced residence times, is a strong can-
didate. At the time of writing, recent verbal reports circulating in
the industry suggest that PW’s RQL technology in the form of the
Talon-X combustor, which represents a further refinement of the
Talon 2 combustor and has been explored under the NASA John
H. Glenn Research Center Advanced Subsonic Technology/Ultra
Efficient Engine Technology programs, has achieved additional and
significant reductions in NOx beyond the curve given in Fig. 28.
It is apparently still a simple combustor, if less conventional in ap-
pearance than its predecessors. If this is so, then it is also a strong
candidate.

The techniques for reducing CO and UHCs by recirculation zone
changes have been introduced into service engines. GE’s radially
staged DAC combustion system is also in full commercial service.
PW’s ASC combustion system was engine demonstrated, but was
not introduced into service. GE’s DAC TAPS LDI combustor has
been rig demonstrated. It requires some further work for CO and op-
erability, and these issues are being actively worked. PW’s Talon 2
and Talon-X combustors have been rig demonstrated and develop-
ment continues.

Although it is really up to the original equipment manufacturers
to assign appropriate technology readiness levels (TRLs) to their
own low- or reduced-emissions approaches, some provisional as-
signments may be attempted based on the published information
in the open literature. The NASA LDI has seen limited component
testing and would be a TRL of 2 at best. The GE DAC 1 and 2
combustors have completed engine field service evaluations and are

in service and so would be TRL 8 or better. The TAPS LDI is in
component testing and would be a TRL 5. PW ASC completed an
engine demonstration and so would be a TRL 6; the Talon 1 and
Talon 2 might be TRL 6 or higher, whereas Talon-X would still
probably be a TRL 5.

U.S. Air Force Requirements and Considerations
The brief survey of the development of reduced-emissions com-

bustors has revealed a story of steps forward, trades between emis-
sions, and an ever-growing complexity in combustor hardware with
consequent increases in cost and weight. The major difficulty is
associated with NOx reductions. Understanding of the details has
grown tremendously, however. The issue of exhaust smoke has not
been touched on here because it is worthy of separate treatment.

U.S. Air Force engine design requirements have tradition-
ally stressed advanced performance in the form of increased
thrust/weight ratio and specific thrust. Recently, affordability and
life have also become issues of great importance. The combustor
is expected to conform to previous design criteria, be fully afford-
able, and have long life with, now, the added concerns of exhaust
emissions becoming important.

For engines to meet military design goals, combustors for fighter
engines have always faced the issues of high-temperature rise and
high combustor exit temperatures. Hand-in-hand with these have
gone consequent reduced service intervals and high replacement
costs. For future engines, if compression technology does not be-
come limiting, high combustor exit temperatures are possible with
only slight increases in temperature rise over current levels. Should
compression technology become limiting, high combustor exit tem-
peratures become essential, together with high-temperature rise.
Clearly, these conditions imply turbine and combustor durability
problems beyond those of today’s engines. However, it is more com-
plicated than this simple picture. High gas temperatures imply inher-
ently high combustor exit NOx levels, and as Fig. 17 demonstrates
for high equivalence ratios, combustors that have good fuel/air mix-
ing will have higher NOx than combustors that have less perfect
fuel/air mixing. Equilibrium chemistry allows dissociation of CO2

to CO at such high temperatures, such that at an OPR of 35 the emis-
sion index of CO is 0.025-g/kg fuel burned for an exit equivalence
ratio of 0.5 and is 15 g/kg for an exit equivalence ratio of unity. Treat-
ing the combustor as a perfectly stirred reactor with finite rate chem-
istry at a (cold) combustor residence time of 5 ms, the stoichiometric
equivalence ratio of H2/O2 is reached for an exit equivalence ratio
of 0.5, the stoichiometric equivalence ratio of C2H2/O2 is reached at
0.9 exit equivalence ratio, and the stoichiometric equivalence ratio
of CO/O2 is reached at unity equivalence ratio. Because the high
gravitational forces experienced by the gases exiting the combus-
tor in flowing through the high-pressure turbine tend to concentrate
cooler unburned gases and heavier molecules, significant combus-
tion can take place in the turbine with the turbine and air-seal cooling
air. Not only does this constitute a durability problem and increased
pressure losses, it also implies further NOx generation downstream
of the combustor. These issues raise the question of whether or
not future military combustors should have near-stoichiometric exit
conditions. In other words, cycle performance might be traded for
durability and reduced cost of ownership. The U.S. Air Force versa-
tile affordable advanced turbine engine (VAATE) program is looking
at the overall picture, which now involves not only performance, but
also durability, emissions and affordability.

Clearly, the directions being pursued for low emissions in com-
mercial engines are not completely consistent with U.S. Air Force
design requirements, except for transport aircraft that use derivatives
of commercial engines. Multiple injection sites and staging adds
system weight and cost, whereas multiple-staging modes adds com-
plexity and probably also has an adverse effect on reliability through
fuel passage coking propensity. The thought of a low-emissions
combustion system repeatedly staging and unstaging during com-
bat maneuvers is disconcerting Mechanically staged combustion
systems, therefore, are most unlikely to be considered seriously
for combat aircraft. It would seem prudent, therefore, that some
alternative approaches for U.S. Air Force applications might be1279
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advantageously considered in addition to pursuing TAPS/LDI tech-
nology. The Talon 2/Talon-X RQL technology is one approach that
offers some possibilities here, provided smoke and particulates do
not become serious issues from a stealth point of view.

Simpler Combustor Approaches
for Military Applications

Trapped Vortex Combustor
A military combustor must have the best possible pilot to satisfy

severe engine operability requirements. Most of the conditions for
good pilot design have been described above. In all of the combus-
tor designs discussed so far, the pilot recirculation zone that holds
flame is exposed to the aerodynamically destabilizing influences of
the main flow in one way or another. Therefore, it has to be substan-
tial in size. The large size means long-residence times that contribute
significantly to the total NOx generated. Furthermore, smooth con-
nection of the pilot with its large annular height to the turbine inlet
results in the formation of thermal soak zones that also contribute
to NOx.

The trapped vortex combustor (TVC)32 was originally conceived
as a high-performance (low-pressure drop, high-temperature rise)
combustor specifically for advanced military applications. It also
has the potential of reducing engine length, where in military en-
gines 1 in. in axial length can be worth up to about 100 lbm in
installed engine weight. A TVC mechanically anchors a pilot re-
circulation zone on a time-averaged basis by holding it within a
specially designed cavity.33 The cavity protects the recirculation
zone from main-stage flows. The recirculation, therefore, can be
smaller than a conventional recirculation zone, while having a su-
perior operability performance.34 The smaller recirculation region,
through reduced residence time, offers the possibility of a less se-
vere impact of the pilot on overall NOx emissions. Furthermore, if
the TVC is designed with its zones in parallel,32 that is, with the
pilot being placed parallel to the main flow, the overall combustor
length is further reduced. This saves weight and reduces the thermal
soak zones for lower NOx.

Figure 28a shows a GE-designed, TVC35 planar-sector rig. The
configuration shown is a staged combustor, where the main-stage
fuel is introduced into the combustor two-passage diffuser section,
which has been integrated to form the combustor dome to give an-
other reduction in section length. The main stage forms an LDI.
There are inner and outer cavities placed in parallel to the main
stage that are separately fueled. In a generic sense, the hot com-
bustion gases are recirculated within the cavity and are then ex-
tracted from it by the low-pressure wake regions formed by the
mainstream flow from the diffuser passing through the combustor
dome. An igniter plug is contained in the outer cavity; ignition of
the inner cavity occurs by flame transport across the central bluff-
body flameholder of the main stage. The downstream exit corners
of the cavities are provided with film-cooling slots, and thermal bar-
rier coating is applied to all surfaces. The main-stage flameholder
and cavities have application of angled, multihole cooling passages
for enhanced durability. The rig could be operated as a staged LDI
combustor, or as a quasi-staged RQL combustor when only the cav-
ities are fueled. Operating as a staged LDI, the overall flame length
is extremely short. Emissions measurements indicate that the com-
bustor shown in Fig. 28 could be shortened in exit length a further
40% without driving up CO. The section length of this concept in
an engine is only a fraction of that of a conventional design.

Figure 28b shows the notional flow patterns described earlier.
Note the double-vortex system formed in the cavities by means of
mainstream flow over the cavity and the direct introduction of air
jets into the cavity. Flow patterns in the cavity proved to be critical
in determining performance. The vortex systems established proved
to be remarkably stable in that flame movies shot at 12,000 frames/s
still exhibited regular, vigorous, and tight recirculation zones fully
contained within the cavities.

The performance of the TVC of Fig. 28 was extremely encour-
aging for a new concept when operated over a range of pressures
from subatmospheric to 20 atm with a nonvitiated heated air supply
on liquid JP-8+100 fuel. The static stability (LBO) was over twice

Fig. 29 NOx vs CO trade comparison for TVC and quasi-staged RQL
combustor.

as good as that of a conventional combustor at the same combustor
loading over a wide range of loadings. Successful altitude relight
was demonstrated up to engine conditions representative of over
20-km height, and stable combustion was maintained to conditions
representative of greater than 40-km flight altitude. Propagation of
flame from the outer cavity to inner cavity across the mainstream
via the main-stage flameholder was satisfactory on starting. Without
any dilution air jet assistance, combustor outlet temperature distri-
butions (profile and pattern factors) were acceptable to a turbine,
and operation at stoichiometric outlet conditions was successfully
demonstrated. The combustion efficiency at idle conditions was in
excess of 99%, and this was held over wide ranges of OFAR; the
efficiency at the staging point was very high also, in excess of 99%.

When operating as a staged LDI device, the NOx vs CO trade
curve was moved closer to the origin compared to that for the GE-
90 staged combustor shown in Fig. 14, thereby representing a truly
reduced emissions device. Note that the initial main-stage injection
system of this LDI was far from ideal, so further improvements in
emissions could result from attention to the main-stage fuel system
design. When operated as an RQL device (cavities only fueled), the
NOx vs CO trade curve moved even closer to the origin than that
for the staged TVC, whereas NOx levels were essentially the same
as for the staged TVC. Figure 29 shows a comparison of the TVC
NOx vs CO trade curve to that for the quasi-staged RQL originally
given in Fig. 15 and against which all subsequent concepts have
been compared. It can be seen that the TVC emissions are either the
same or slightly better than this standard. At very high OFARs, the
TVC NOx signature with engine power in the RQL mode became
concave upward, and levels eventually exceeded those of the staged
TVC. Although rig smoke numbers should always be viewed with
care, the smoke decreased with increasing OFAR, indicating that
the smoke originated in the fuel-rich cavities and was subsequently
and progressively burned up in the main stage as this became hotter.
Smoke levels at high-power conditions were less than 10.

It was surprising that the initial durability in the cavities where
combustion is intense, and on the dome, was excellent, apart from
the usual minor TBC loss on the dome. The multihole cooling used
was industry standard and did not use excessive cooling air. Indeed,
the cavity cooling air was also used to assist in driving the vortices.
The double-headed film cooling slot on the downstream lips of the
cavities suffered from the usual weaknesses of film-cooling slots
and would need some redesign for engine application.

Although it has a novel configuration, the TVC appears to
be a viable combustion device for aircraft applications. It cer-
tainly demonstrated its potential as a reduced length/weight-savings1280
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high-temperature rise combustor with enhanced operability for mil-
itary applications. In addition and without any specific attempt to
design for low emissions, it achieved the best low-emissions poten-
tial of all of the simpler combustor concepts reviewed. A full annular
rig demonstration is planned for the future. At the present stage of
its development, the TVC would be a TRL of 2.

Ultracompact Combustor
The primary zone, where flame is stabilized and most of the total

heat release is achieved, forms the heart of a combustor. A poorly
designed primary zone will always result in a poorly performing
combustor, regardless of how much effort is put into the interme-
diate and dilution zones and flow around the combustor. It is not
surprising, therefore, that significant gains in reducing emissions
have come from major changes to the primary zone, as in the inside-
out recirculation (Fig. 4) and the TVC (Fig. 28). More aggressive
versions of the TVC offer the dual possibilities of further emis-
sions reductions through reduced mainstream residence times and
additional reductions in engine length and, hence, in engine weight.
One version of a more aggressive TVC has been named the ultra-
compact combustor (UCC). It is presently a research project only
and is intended for feasibility studies. However, it does represent a
continuation of the line of thinking that combustors can be shortened
very considerably over existing designs with the use of nonconven-
tional approaches. With a short length, of course, goes a reduction
in thermal NO generation.

One UCC concept that is being explored experimentally com-
bines the combustor with the compressor exit guide vanes (CEGVs)
and the turbine inlet guide vanes.36,37 This concept utilizes a swirl-
based trapped vortex, where the major axis of the swirl is the engine
centerline, in addition to the minor axis of swirl generated by flow
over a cavity normal to the major flow direction. Thus, the motion
of reacting flow within the cavity, which is nominally set normal to
the flow through the engine, follows a spiral motion around the en-
gine centerline. Swirling flow combustors have long held the interest
of designers for high-intensity combustion systems with the elim-
ination of the CEGVs, for example in Ref. 38. The large centrifu-
gal force field generated by the major swirl enhances combustion
through high levels of buoyancy-driven turbulence.39,40

It can be shown that burning velocity Sb is proportional to a swirl
parameter,

Sb ∝ (Tb/Tu)
√

g

where

g = w2/g0rcav

Tb and Tu are the burned and unburned gas temperatures, respec-
tively, w is the swirl velocity in the cavity, g0 is Newton’s constant
(where the units used might necessitate its inclusion), and rcav is
the mean radius of the cavity. A typical value of gravitational force
for conventional, swirl-stabilized combustors is about 90, whereas
values experienced in the UCC rig are estimated to range from 350
to 3500.

Figure 30 shows the UCC concept. It can be seen that in addition
to the main cavity, the wide-chord vanes also have radial cavities that
transport partially burned mixture out of the main cavity to complete
combustion and distribute the hot gases across the main flow. An
optional circumferential flameholder is shown, whose purpose is to
distribute hot gases circumferentially and to complete any remain-
ing combustion under adverse burning conditions. All combustion
takes place in low-velocity flow regions and is completed before the
gauge point of the cascade is reached avoid high Rayleigh losses.
Functionally, the circumferential cavity serves as primary zone, the
radial cavities serve as the intermediate zone and the optional cir-
cumferential flameholder serves as a dilution zone. Computational
fluid dynamics (CFD) studies of the concept show flow behavior as
postulated, with field responses to geometrical changes as expected.
To control weight of the combined vane pack/combustor, and for
cavity durability, the use of composite materials is anticipated.

Fig. 30 UCC concept.

This UCC concept is too early in its development to permit any
realistic comparisons of its emissions characteristics with the engine
and developed rig combustor results presented earlier. Nonetheless,
it is interesting to look provisionally at some of the emerging emis-
sions behavior. A small rig is being used to study the main circum-
ferential cavity at atmospheric pressure.37

The initial rig consists of a small cavity mounted in the outer
wall of a circular cross section duct that carries the main air. A
number of air ports are positioned in the outer circumference of
the cavity to provide separately metered combustion air with swirl
around the cavity. All airflows are heated electrically to 500◦F. The
cavity contains six circumferentially disposed pressure atomizing
fuel injectors, also mounted in the cavity outer circumference. The
injector major axes can be changed from 0 deg (straight radial in-
jection) to 37 deg off radial to give injection in the direction of the
air swirl. The fuel is liquid JP-8+100. A centerbody is provided
in the circular duct. This center-body is positioned by several thin
support spiders upstream of the main cavity. Although not intended
to function as simulations of the radial cavities of the concept, the
low-pressure wakes from these spiders nevertheless do provide some
mass transport from the main cavity. The major operating variables
are mainstream velocity, air pressure drop across the cavity, and
cavity equivalence ratio. The cavity equivalence ratios are in terms
of the metered values. Because it is known that cavities such as this
can entrain considerable quantities of mainstream flow, the actual
cavity equivalence ratios will always be much less than the quoted
values. The effects of buoyancy-driven turbulence on the combus-
tion efficiency of the main cavity are discussed in Ref. 41, where
many questions also remain to be answered.

Emissions results for two fuel injectors, C and D, are pre-
sented. Both injectors are pressure atomizers using Parker Hannifin’s
macrolaminate technology, with some integral supplemental injec-
tor air for an airblast contribution to the atomization. For the C in-
jectors, the supplemental air was nonswirling with an effective area
of 0.033 in2. For the D injectors, the supplemental air was swirled
clockwise relative to the tip face with a swirl number of 0.8 and an ef-
fective area of 0.0234 in2. This swirling supplemental air generated
a small tip recirculation zone. The injector flow numbers were in the
range 0.7–0.9 pounds per hour (PPH)/(psi)1/2. These small injector
differences resulted in significant differences in performance.

To have an appreciation for the CO emissions of this UCC con-
cept, it is necessary first to have a feel for the combustion efficien-
cies achieved. The circumferential cavity is capable of delivering
very respectable combustion efficiencies. Combustion efficiency is
normally expressed in terms of a primary zone loading parameter
at various values of primary zone equivalence ratio. This form of
presentation is used here, where combustion efficiencies from gas
analysis are given in terms of a cavity loading parameter (LP), expo-
nentially corrected to 400◦K, at various metered cavity equivalence
ratios, where

LP = m tot

/
VP1.8

and where
mTot = sum of fuel flow and cavity metered air, lbm/s
V = cavity volume, ft3

P = combustion pressure, atm 1281
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Fig. 31 Effect of cavity metered equivalence ratio on efficiency for
D injectors at 20-deg injection angle.

Fig. 32 Effect of injection angle on efficiency for C injectors at unity
metered cavity equivalence ratio.

Figure 31 gives an example for the D injectors at 20-deg injection
angle. Initially, efficiency grows as LP increases due to more ef-
fective swirl enhancing burning rates.41 After reaching a maximum
value, it then falls due to increasingly inadequate residence time
in the cavity as LP grows further. This falloff in efficiency begins
at values of LP about 50–60% those for conventional combustors.
The maximum levels of combustion efficiency increase with me-
tered equivalence ratio ϕcav, and with increasing injection angle, as
Fig. 32 shows for the C injectors. Under optimum conditions, the
efficiencies are maintained at 99+% over acceptable ranges of LP.

NOx vs CO trades are presented in Fig. 33 at 0-deg injection an-
gle for the C and D injectors over a range of ϕcav. The data for each
injector group reasonably tightly and show no systematic depen-
dence on ϕcav. Although each trade curve has the now familiar form,
the differences for the two injectors are clearly apparent and result
directly from the differences in combustion efficiency. (It would, of
course, not be reasonable to compare this exploratory UCC rig data
with the quasi-staged RQL engine trade data that has been made the
standard of comparison in this paper.) The two injector trade curves
cross, with the C injectors producing higher NOx at low CO than
do the D injectors and, then, lower NOx at higher CO.

The effect of fuel injection angle on the trade curve for the D in-
jectors is shown in Fig. 34, where going from purely radial injection
to 37-deg angled injection shifts the curve to higher NOx levels.
The effect of injection angle seen in Fig. 34 is again purely one of
increased combustion efficiency, similar to that shown in Fig. 32
for the C injectors. However, the slope of the trade curve at the

Fig. 33 NOx vs CO trade curves for C and D injectors at 0-deg injec-
tion angle: 1.0 <φcav < 1.8.

Fig. 34 Effects of injection angle on NOx vs CO trade curve for
D injectors: all φcav.

Fig. 35 Effects of injection angle in 0–20 deg range on NOx vs CO
trade curve for C injectors: 1.1 <φcav < 1.5.

higher injection angle is less than that for radial injection. The data
in Fig. 34 include all cavity equivalence ratios from unity to 1.8.

For the C injectors, the behavior of the NOx vs CO trade
curves with injection angle is completely different than that for the
D injectors. Figure 35 gives the trade curves for the C injectors
at 0-deg injection angle for metered equivalence ratios in the range
1.1 < ϕcav < 1.5. At 20-deg injection angle when ϕcav > 1.5, the cor-
relation breaks down, and there is a systematic variation where indi-
vidual curves exist for each equivalence ratio. This is believed to be1282
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due to fuel burning outside of the cavity. Note that for the C injectors
increasing the injection angle reduces the NOx.

For the C injectors at 37-deg injection angle, the relationship
between NOx and CO breaks down into totally individual curves
for each cavity equivalence ratio, as is shown in Fig. 36. For lean
burning in the cavity (open symbols) the negative gradient of the
curves increases with increasing metered cavity equivalence ratio
until, for ϕcav equal to 1.16, NOx is virtually independent of CO.
With allowance for entrainment of mainstream air into the cavity,
this latter condition probably corresponds to stoichiometric burning
within the cavity. The emission index of CO here is equal to about
15 g/kg. This considerably below the equilibrium value of CO for
stoichiometric burning at 1 atm (137.9 g/kg); however, because the
efficiency is not 100% and UHCs are present, and with the emis-
sions measurement being taken downstream from the cavity in the
mainstream, CO would be expected to be below this equilibrium
level. As the lean-burning cavity equivalence ratios are increased,
the individual curves move toward the ordinate of the graph, that
is, a given NOx level is achieved at progressively lower levels of
CO. The lower CO arises from the higher temperatures in the cav-
ity. However, because the characteristic time for CO consumption
is greater than the characteristic time for NO generation for lean
burning, the gradients of the curves increase. At equivalence ratios
slightly greater than unity, the characteristic times of CO consump-
tion and NO generation become about equal.

For rich burning in the cavity (solid symbols in Fig. 36) the trade
curves backtrack on themselves and become double valued. To un-
derstand this behavior, it is necessary to consider the constituent
curves from which Fig. 36 is made up. Figure 37 shows the depen-
dency of NOx on the cavity LP for metered cavity equivalence ratios

Fig. 36 NOx vs CO behavior for C injectors at 37-deg injection angle.

Fig. 37 Dependency of NOx on cavity loading for rich burning in cav-
ity; C injectors at 37-deg injection angle.

Fig. 38 Dependency of CO on cavity loading for rich burning in cavity;
C injectors at 37-deg injection angle.

of 1.45 and 1.26; similarly, Fig. 38 shows the dependency of CO on
LP at these equivalence ratios. LP is used here as the connector for
consistency with the efficiency plots, Figs. 31 and 32.

Figures 37 and 38 show that NOx decreases essentially linearly
with increasing cavity LP with increasing metered cavity equiva-
lence ratio raising the levels of NOx and that CO varies in essen-
tially parabolic fashion with increasing cavity LP with increasing
metered cavity equivalence ratio raising the levels of CO, respec-
tively. The minimum in CO is reached at about 0.44 cavity LP
(units as given earlier) for both equivalence ratios, and the value of
the minimum CO is around 10 g/kg. The characteristics of Figs. 37
and 38 explain the behavior seen in Fig. 33. Note that, for the lean-
burning cases given in Fig. 36, NOx decreases for increasing LP
with increasing metered cavity equivalence ratio raising the lev-
els of NOx and that CO also increases for increasing cavity LP
with increasing metered cavity equivalence ratio reducing the levels
of CO.

The NOx behavior of Fig. 37 is explained by the decrease in
cavity residence time associated with the increase in cavity LP and
the NOx generated within the high-temperature cavity region. The
initial decrease in CO of Fig. 38 is explained by an enhancement
of burning rate in the cavity as the swirl is increased41 as cavity LP
is increased. Eventually, however, the decrease in cavity residence
time with further increases in LP overcomes the burning rate en-
hancement of increased swirl. There is then insufficient time at high
temperatures to burn the CO, so that levels of it increase.

It can be appreciated that a detailed understanding of this com-
bustor concept is still being worked on. More diagnostic evaluations
of the behavior seen in Figs. 34–36, for example, are needed to com-
prehend fully the combustion behavior of the intensely swirling flow
in the cavity. In the exploration of the behavior of the UCC, CFD
is used as a tool in conjunction with experiment. An example of
this use is given in Fig. 39, where the objective was to study mass
extraction from the circumferential cavity by the radial strut wakes.
In this instance, there are six fuel injectors equally disposed around
the main cavity circumference and six non-turning struts, which are
placed inline with the fuel injectors. The fuel injectors are angled at
38 deg off-radial and are positioned midway between pairs of angled
air jets that generate circumferential swirl around the main cavity.
The struts themselves have an angled cavity on the downwind side
of the strut. The strut cavity is angled at 45 deg off the vertical from
strut tip to hub; at the strut tip the strut cavity is aligned with the
forward face of the circumferential cavity. Although the wire frame
is a little difficult to interpret, the view is from the rear, and the strut
with its cavity can be seen. Figure 39 shows a single fuel injector
sector with its two pairs of air jets and the associated strut. It gives
contours of gas temperature at two planes across the fore-and-aft
cavity width. The first plane is taken through the centerline of the
upstream of a pair of air jets, and the second plane is taken through
the centerline of the fuel injector. It can be seen from Fig. 39 that1283



STURGESS ET AL. 213

a)

b)

Fig. 39 CFD of UCC research rig; isotherms that reveal mass extraction from the circumferential cavity into radial strut cavities: a) inline with air
jets and b) inline with fuel injectors.

hot gas is drawn from the circumferential cavity into the strut cavity,
even in the upstream plane, and that this process is continued and
strengthened in the injector plane, which is only a small distance
downstream from the first plane. This mass extraction by the strut
cavity, of course, is the design intent. The motion of mass from the
circumferential cavity to the strut cavity is generated by the static
pressure difference existing between the two cavities. It is the mo-
tion of the mainstream by the strut cavity that creates the necessary
low wake pressures to drive the flow from the circumferential cavity.
Note that the existence of a significant radial velocity component
in the mainstream flow is sufficient to overcome the effects of the
pressure difference between the circumferential cavity and the strut
radial cavity and, thereby, inhibit mass transfer out of the circumfer-
ential cavity. Therefore, outward cant angles (away from the engine
centerline in the downstream direction) to the ASC must be avoided.

Although the purpose of these particular CFD studies was to
explore the strut cavity design, it can be appreciated that the regions
of high temperature shown in Fig. 39 would also result in high rates
of nitric oxide generation, d[NO]/dt , and that the CFD tool can also
be used for the purpose of minimizing NO by reducing regions of
high temperature and by reducing the residence times within such
regions. Experimental investigation of the effect of the radial struts
and their cavities is currently in progress.

Clearly, the UCC concept itself is at a very early stage of ex-
ploration (TRL 1), and much remains to be done to understand
the behavior, to formulate design rules, and to develop a reliable
combustor. If these tasks can be accomplished, the low-emissions
potential appears to be promising. When it is considered that only
the functional primary zone of the concept, that is, the circumferen-
tial cavity, has been run experimentally thus far, a promising start
can be said to have been made; again, much more remains to be ac-
complished. If the effort is successful, the potential weight savings
in a military engine are likely to be considerable so that the effort is
well worthwhile.

Engine Thermodynamic Cycle
The formulation of the ICAO emissions regulations are such that

engine fuel burn plays an important role in the integrated emis-
sions. Thus, a rather mediocre low-emissions combustor concept,
if placed in a really efficient engine, can, in fact, satisfy the regula-
tions with adequate margins. Therefore, the engine cycle itself can
be a powerful tool in the effort to reduce emissions. Reduction in
fuel burn with the Brayton cycle translates into a requirement for
higher OPRs, increased BPRs, and higher fuel/air ratio combustors.
The aircraft gas turbine is mounted in a moving vehicle so that the1284
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overall efficiency is a product of the propulsive and thermal effi-
ciencies. The most practical way to increase overall efficiency is
to increase propulsive efficiency by reducing the exhaust jet ve-
locity. This may be done by increasing BPR. The use of higher
peak temperatures in the core engine allows higher OPRs without a
falloff in thermal efficiency, as well as increasing thermal efficiency
directly. Combustion at high pressures with consequently high air
inlet temperatures and high turbine inlet temperatures together with
higher combustor exit temperatures makes control of NOx much
more difficult. The high temperatures also increase engine material
maintenance costs substantially.

The difficulties described arise in part because all of the heat re-
lease takes place in a single stage. A gas turbine engine has been
proposed that uses a constant temperature (CT) cycle and intratur-
bine combustion such that gases enter the low-pressure turbine at
the same temperature as they enter the high-pressure turbine. This
allows large amounts of power extraction to be made from the low-
pressure turbine for a variety of purposes.42,43 A variant of the CT
cycle is the near-CT (NCT) cycle, in which second-stage combus-
tion is confined to the inter-turbine duct between the high- and low-
pressure turbines44 for two-shaft engines. The cycle is not really
new and has been known since the 1950s, but there are many diffi-
culties in the way to achieving such an engine, although one model
has been built and sold for ground power generation.45

Such a NCT engine has been dubbed the interturbine burner (ITB)
engine. High levels of low-pressure turbine energy are achieved with
only a modest temperature rise across the ITB, and with reduced
maximum temperatures in the engine when compared to the equiv-
alent power Brayton cycle engine. Clearly, reducing the maximum
temperature in an engine lowers its thermal efficiency, and so the ITB
engine is better for some applications than others. Some examples
that have been identified are some supersonic cruise applications;
those applications requiring modest thrust augmentation, where a
conventional afterburner might be otherwise required; and military
applications demanding generation of large amounts of electrical
power, where a special purpose auxiliary engine might otherwise
have to be carried. Note that many commercial applications are
now facing similar difficulties where the growing electrical power-
generation requirements can cause near-continual operation of the
auxiliary power unit, which is also a source of exhaust emissions.
An example of another military application where large amounts
of power extraction are needed for short periods of time is to drive
a lift fan for standard takeoff and vertical landing operations. For
most subsonic commercial applications, the NCT cycle engine does
not even approach competitiveness with the Brayton cycle engine
until very high OPRs (greater than 40) and ultrahigh BPRs (greater
than 10) are used. The use of ultrahigh BPRs improves the propul-
sive efficiency and tends to make up for the reduction in thermal
efficiency.

For specific thrust to be maintained, no increases in an ITB engine
length can be allowed. Therefore, the ITB itself must be exceedingly
compact. The UCC discussed earlier is a possible combustor con-
cept for an ITB engine, being considered for both the main and
interturbine combustors. There are two benefits to the ITB engine.
The lowered peak temperatures improve engine durability, and they
offer the possibility of reduced NOx.

One ongoing study46 to assess the NCT cycle and to evaluate the
combustion possibilities has been applied to a future, large (65,000-
lbf class) long-range transport, geared-turbofan two-shaft engine of
ultrahigh BPR and high OPR, where an ITB engine sized to thrust
for a particular mission profile is being compared to the equivalent
advanced Brayton cycle engine. The two engines were designed to
thrust and matched in OPR and specific thrust at the aerodesign
point (36,000 ft, 0.85 flight Mach number). This matching favors
ITB engine durability and low exhaust emissions over fuel burn, and
the two engines can have a common nacelle that favors fuel burn for
the Brayton cycle engine. At sea level static conditions, the OPR was
45.8 and the BPR was 22. With reference to Fig. 28, it can be seen that
at this OPR the current generation of low NOx combustors could
not meet the CAEP/4 regulation for NOx with sufficient margin
(industry practice of 20%) for single-engine certification.

Fig. 40 Comparison of part-power specific fuel consumption for the
Brayton and NCT cycle engines at initial cruise: initial cruisepoint
31,000 ft; and 0.85 M0.

Fig. 41 Durability assessment for high-pressure turbine of the
Brayton and NCT cycle engines around mission profile.

A comparison of the specific fuel consumption for the two engines
at the initial cruise point is given in Fig. 40, where it can be seen
that at this flight condition there is essentially no difference in part-
power performance between the two engines. However, with the
design choices imposed on the ITB engine for the comparison, the
fuel burn for this very long-range mission of 7000 n miles unrefueled
with complete crew of 21 plus their baggage, usual fuel reserves and
180,000 lbm of payload was +3.6% that of the baseline Brayton
cycle engine. Relaxation of the common nacelle requirement would
allow the ITB engine to utilize a higher BPR and, thus, reduce its
fuel-burn penalty.

Figure 41 enables a durability assessment to be made for the
expensive high-pressure turbines of the two engines from their in-
stalled performances. The temperatures given are around the en-
tire mission profile. Note that the advanced Brayton cycle engine
would severely challenge the best of current turbine blade cool-
ing/materials technology, whereas the ITB engine would be more
than satisfactory with 1990s technology.

The main combustor temperature rise requirements around the
mission profile for the two engines, and for the ITB combustor,
are given in Figs. 42 and 43, respectively. It can be seen that the
main combustor of the ITB engine has a very easy task compared
to that of the Brayton cycle engine, where the respective maximum
temperature rises are 1500◦F vs 2020◦F. The ITB engine intertur-
bine combustor has a maximum temperature rise of only 640◦F
at takeoff power; it is severely throttled back at cruise to only
185◦F to minimize fuel-burn penalties. (Ideally, it should be shut
down completely, but this would necessitate either a variable area1285
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Fig. 42 Comparison of required temperature rise for main combustors
of Brayton and NCT cycle engines around mission profile.

Fig. 43 Temperature rise requirements for interturbine combustor in
NCT cycle engine around mission profile.

low-pressure turbine or a variable area propelling nozzle for the core
engine.)

At takeoff (rotation), the maximum main combustor inlet tem-
perature T3 was 1316◦F and the exit temperature T4 was 2710◦F;
at the same conditions the inlet temperature to the ITB, T44, was
2002◦F and the exit temperature T45 was 2640◦F. The combustion
pressure for the main combustor, P4, was 853 psia, whereas the ITB
combustion pressure P45 was 214 psia. With the modest temperature
rise requirements given in Figs. 42 and 43, these are not especially
severe conditions to design combustors for, and these combustors
should not be severe NOx producers. For the baseline engine, the
equivalent main combustor inlet and outlet temperatures were 1306
and 3310◦F, respectively, and the combustion pressure was 825.5
psia. To get a general feel for the magnitude of the impact of these
temperatures on possible NOx, consider Fig. 20 for the NASA John
H. Glenn Research Center LDI combustor. The Brayton cycle base-
line engine combustor exit temperature of 2094 K would indicate,
with extrapolation, a NOx EI of around 100 g/kg, compared to a
NOx EI of around 20 g/kg (interpolation only) for the ITB main
combustor at its exit temperature of 1761 K.

Note that it was difficult to achieve a suitable engine flowpath for
this two-shaft ITB engine. The rotational speed of the fan was so low
that the booster compressor, which rotated at the same speed as the
fan, had either very small annular passage heights in a conventional
arrangement, or had too many stages if it was arranged inboard and
parallel with the fan. A three-shaft engine would be a preferable
layout. A three-shaft engine, with its three turbines, would also
offer the possibility of using two ITB combustors. The use of two

ITB combustors is a thermally improved approximation to the ideal
CT cycle engine.

The ITB engine and combustor concepts like the UCC that might
help to make the ITB engine possible for some applications are both
a long way from being made service-ready. They are included here to
indicate some of the kinds of innovative thinking that are going to be
necessary to continue the advancement of the combustion art in the
face of ever-more demanding and restrictive design requirements.

Water injection also offers the possibility of Brayton cycle mod-
ifications to reduce takeoff NOx (Ref. 47). In this instance, rather
than direct injection into the combustor as discussed earlier, wa-
ter would be injected into the engine compression system. Through
evaporation of the water spray, this gives a cooled compression pro-
cess that reduces the amount of work that has to be extracted by the
turbines to drive the compressors. For a constant thrust, therefore,
the peak temperatures in the engine can be reduced. The mass of
the injected water provides some thrust augmentation potential, so
that again, for constant thrust, the peak temperatures can be lowered
further. The combination of a cooled compression and reduced peak
temperatures provides for a worthwhile NOx reduction. A system
might be devised where this type of water injection could be used for
NOx control during takeoff and where a low emissions combustor
design without water injection is optimized for low NOx at altitude
cruise conditions.

Again, the reduction in maximum temperatures for a constant
thrust condition with cooled compression from water injection rep-
resents a reduction in engine thermal efficiency, and this could infer
a specific fuel consumption issue. However, the time of water injec-
tion would only cover aircraft takeoff, climbout, and initial climb
at most. Therefore, any fuel-burn penalties might not be severe. If
combined with a low-emissions burner for low NOx at altitude, the
injection of significant quantities of water into the compressor might
exert some adverse effects on the combustion process, the magni-
tude of which would depend on the type of low-emissions combustor
used. These could include local flame extinctions and increase in
particulates. An additional concern where high stage loadings are
used in the compression system, is the possible effect of water in-
jection on movement of the operating line closer to the stall line
for the compressor. Water injection requires careful consideration
before implementation should be considered.

Summary
Control of engine exhaust emissions has become a leading design

requirement of combustion equipment for aircraft gas turbine en-
gines. It is an absolute requirement for commercial engines where
compliance has to be demonstrated for certification. For military en-
gines, it is becoming increasingly important even during peacetime,
where aircraft operations and deployments can be affected through
compliance with the NAAQS. The issue of direct emissions control
in military engines will be addressed through the VAATE program.
The story of reduced emissions combustors is one where progress
has been made through coming to understand the root causes of
pollutant generation. Emissions of CO and UHCs have proved rela-
tively easy to control; NOx was harder, but progress has been made,
albeit at the expense of an ever-growing complexity, cost, and weight
of the combustion system. These developments are contrary to the
desires of military engine designers, to whom thrust/weight ratio
and specific thrust are vital issues. The complexity of these sys-
tems also adversely affects the cost and durability, and affordability
is of growing importance to the military as well as to commercial
operators. NOx generated by aircraft has emerged as being the re-
ally serious pollutant of the three gaseous emissions produced by
aircraft gas turbine engines. The early successes in emissions re-
duction have resulted in a progressive lowering of the regulatory
bar for this pollutant for commercial applications. However, the
easy things in NOx reduction have all been done, and the way ahead
requires more than incremental technology for continued successes.
It appears as though more radical thinking beyond incremental tech-
nology may well be needed to meet the challenges presented in NOx
reductions, especially for military applications. The regulations are
now pressing low NOx technology to the point where changes to1286
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the thermodynamic cycle are being thought about seriously for the
future.

The issues of exhaust smoke and the particulates that make it
up, together with the effects of contrails, have not been discussed
here. However, they are growing in importance and are likely to
receive increasing attention in the future, thereby exacerbating the
difficulties of low-emissions combustor design.

The reduced emissions technology developed for commercial en-
gines appears to be driven by NOx considerations into systems that,
by and large, are becoming ever more unsuitable for direct appli-
cation to combat aircraft through their increased weight, cost, re-
liability, and operability penalties. Emissions reduction for such
military applications can certainly borrow some of the commercial
engine technology, but becomes very challenging for achieving low
NOx. Radical thinking in low-emissions design combustors will be
needed, as well as some consideration of possible cycle trades, to
satisfy the military application.
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Abstract 
The acoustic environment of a pulse detonation engine was measured. The engine consisted of one to four 
detonation tubes which were detonated at 20 or 40 Hertz. Fill fractions and equivalence ratios of 1 and 0.5 
were tested. All of the testing was conducted in a test cell which was not acoustically treated. Measurements 
were made near the exit of the tubes and up to a distance 12 feet. Time histories and narrow band spectral 
analysis were generated. Comparisons of sampling frequencies of 200K and 20K were conducted. Numerous 
potential noise suppression approaches were evaluated. The results indicate that a very high level pulse is 
generated near the exit of the tubes but tends to decrease in amplitude fairly quickly with distance since the 
higher frequency energy dissipates in the atmosphere. 

Introduction 
The pulse detonation engine (PDE) consists of a single, or multiple tubes, which are utilized to 

detonate the fuel at very high pressures. Since the detonation is occurring at a very high pressure a shock 
wave is generated in the tube and exits at the end of the tube. The associated noise of the process is of great 
interest since shock waves can generate very intense noise levels. The purpose of this paper is to present some 
early developmental acoustic data acquired during the development of a revolutionary pulse detonation 
engine (PDE) at the Air Force Research Laboratory’s Propulsion Directorate (AFRL/PR). The new PDE is 
being developed in-house with a fairly low level of funding by utilizing existing engine components such as 
the head off of a General Motor’s Quad 4 engine. The engine test setup is shown in Figure 1. The 
revolutionary new PDE is a single cycle air breathing propulsion system capable of efficient Mach 0-4+ 
operation. The new engine will be substantially lighter than turbine engines and be at least an order of 
magnitude less expensive. The overall objectives of the program are to develop the new engine, integrate it 
into a subsonic manned airframe (LongEZ), and evaluate the flight performance of the system. One of the 
concerns of the integrated engine is the acoustic environment associated with the detonation process of the 
engine. The concerns are the noise levels the pilot will be exposed to and the potential structural damage from 
the high levels. The Air Vehicles Directorate (AFRL/VA) initiated an acoustic measurement and suppression 
program to define the acoustic levels generated by the engine and propose methods to mitigate the radiated 
noise. Preliminary acoustic measurements have been made while the engine was operated at several 
conditions. The different operating conditions included various fuel fill fractions (FF=percent of the 
detonation tube filled with fuel) and equivalence ratios (ER=ratio of fuel to air where an ER less than one is 
lean and greater than one is rich). Since the detonation process occurs at a very high speed, the acoustic data 
were acquired at a range of sampling rates up to and including 200,000 samples per second. The preliminary 
acoustic data shows that the detonation pulse is approximately 30 microseconds in duration with an average 
amplitude of almost 6 pounds per square inch (psi) at a distance of 12 inches from the tube exit. Figure 2 is a 
time history from one of the maximum conditions. Expressed in dB this would be greater than 185 dB. The 
broadband levels were of the order of 154 dB for the worst case measured. By changing the FF and ER the 
pulse amplitude could be reduced to 1.7 psi and the broadband levels to 143 dB. Additional acoustic 
measurements are planned to more fully define the levels of potential suppression concepts and directivity 
patterns. In addition to the test cell measurements, ground run-up and fly-over measurements will also be 
conducted. Background on the performance of the PDE is given in References 1 and 2 and will not be 
repeated here.  

A large amount of research has been directed to the prediction and development of pulse detonation 
engines. Both computational and experimental efforts have addressed the problems associated with successful 
operation of the engine. However, very little effort has been directed to the noise generated by the engines. 
The most extensive paper addressing the acoustic environment of a pulse detonation engine is Reference 3. In 
it the authors present the results of an experimental test of a single detonation tube 2.54 cm diameter and 
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60.96 cm long operating in an anechoic test facility. The test matrix included various exhaust nozzle 
configurations, tube fuel fill fractions, and detonation frequency.  Using an array of microphones located 2.89 
meters from the exit of the nozzle, they recorded the acoustic environment of the detonations. They captured 
the very short duration pulses generated by the detonations and reported overall sound pressure levels from 
about 100 dB to 122 dB for the range of parameters tested. The high frequency energy in the spectra due to 
the very short pulses was captured. They concluded that sound pressure levels increase with increasing fill 
fraction and a converging nozzle reduces the sound pressure level. A diverging nozzle also reduced the sound 
pressure levels in the downstream direction but was not consistent for different nozzle lengths and fill 
fractions. No attempt to quantify the affect of the different configurations on thrust was undertaken but it was 
acknowledged that thrust must be a prime consideration in selecting an optimum noise suppression concept. 

Results 
The acoustic results presented in this paper were acquired from the same facility and pulse 

detonation engine described in References 1 and 2. A brief description will be repeated here for the 
convenience of the reader. The baseline configuration is shown in Figure 1. The photo shows four tubes but 
much of the testing was accomplished with only one tube operating. The time history shown in Figure 2 is 
representative of the pulse shape but the maximum level varies with engine operating parameters and the 
distance from the exit. It was shown in Reference 4 that the shock wave emanating from the tube exit rapidly 
forms a vortex ring which also generates sound. The shock wave rapidly decays resulting in less energy at the 
higher frequencies. 

Most of the acoustic data were acquired with Gulton MVA 2400 ¼ inch microphones. To illustrate 
the lack of capability of some transducers to capture the high frequency energy that the shock wave generates, 
one of the Larson Davis microphones used to measure the acoustic environment of the Long EZ propeller 
aircraft was recorder for the PDE. The results for both microphones are shown in Figure 3. It is very evident 
that the peak level is not capture by the Larson Davis microphone since it does not have a fast enough 
response time and high enough frequency capability. Thus, all data presented in this paper will be from the 
Gulton microphones. The data were acquired with Labview software with a sampling frequency of 200 
kilohertz. Five seconds of data were recorded from all four of the microphones shown in Figure 4. The 
microphone mounting rail was located 13 inches from the tube at a 45 degree angle. The microphones were 
spaced 15 inches apart on the mounting rail resulting in one being 15 inches behind the exit plane, one at the 
exit plane, one at 15 inches aft of the exit plane and the last one 30 inches aft of the exit plane. The data were 
reduced into narrowband spectra using custom written Labview software. A block size of 100,000 samples 
was used and 2.5 seconds of data were analyzed resulting in a frequency bandwidth of 2 Hertz.  

The resulting spectra from each of the microphones are shown in Figures 5-8. The pulsed detonation 
engine was fired at 20 Hertz with hydrogen fuel. The fill fraction was 1as well as the equivalence ratio. The 
firing frequency tone of 20 Hertz is clearly evident in each of the spectra except the most aft location. The 
tone is still there but hidden by the other noise being generated. It is observed that there is significant amount 
of energy at the higher frequencies, which is expected since the rise time of the pulse is very short. This high 
frequency energy contributes to the sharp pressure pulse but it is believed that it will not be a contributor to 
hearing concerns or structural vibration problems. 

 Besides defining the absolute noise levels of the PDE, methods to suppress the noise were 
investigated. Many different concepts were assessed as to their effectiveness in suppressing the generated 
noise.  The range of designs included notches at the exit of the nozzle, small secondary air jets at the exit, 
elbow, tee, and a Helmholtz resonator. Five of the tested configurations are shown in figure 9 through 13. The 
results of these evaluations are summarized in Figure 14. The pressure pulse amplitude is shown in dB for 
convenience. The values shown in the figure are based on an average of the four microphones.  As observed 
in the Figure, essentially only the fill fraction and equivalence ratio had any significant affect on the noise 
levels. Figure 15 shows in detail the effects of fill fraction (FF) and equivalence ratio (ER). Both were run at 
1.0 and 0.5. Each alone reduced the levels, FF by 4 dB and ER by 2 dB. When both are tested simultaneously 
the reduction is the sum of the two individually, or 6dB. The affect on thrust of each of the concepts was 
measured but the results are not presented in this paper. Any noise suppression concept selected for 
application must have minimal impact on engine thrust.  

The question arises as to how fast the sampling rate is required to be to capture the data. Since the 
pulses have a very short rise time, it is assumed that the sampling rate will have to high enough to capture 
high frequency data. Figure 16 shows a comparison of spectra for samplings rates of 200K and 20K. It 
appears that the data sampled at 20K is on top of the 200K data and there is only 1 dB difference in over all 
sound pressure level between the two curves. There is energy at the high frequencies but very little in 
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comparison to what is at the lower frequencies. Figure 17 shows the two spectra up 1000 Hertz. As seen in 
the figure they truly do lie on top of each other. Thus, it can be concluded that for structural response 
purposes, sampling at 20K will capture essentially all of the acoustic energy which will be exciting the local 
structure. Also, for environmental noise concerns, the high frequency energy will not propagate a long 
distance because of atmospheric attenuation. Thus, a 20K sampling rate would be sufficient if higher rates are 
not available.  

To illustrate the amount of reduction in the sound pressure levels at further distances from the 
detonation tube, Figure 18 shows the time histories from a nominal 1 foot and 12 foot location. Clearly the 
change in the amplitude is quite large. Figure 19 shows the related spectra out to 50K. At the 12 foot location 
the higher frequency levels are lower than the noise floor of the data acquisition and thus appear flat. The 
decrease in the overall sound pressure level is 25 dB. For true spherical spreading one would expect 
approximately 23 dB. Since the measured level is lower than the expected level, one can conclude that the 
additional reduction is due to the atmospheric attenuation at the higher frequencies. The same spectra are 
shown in Figure 20 out to 10K. The same amount of reduction is observed only going out to 10K which 
seems to counter the high frequency argument. A possible explanation could be that the higher  frequencies 
could include energy below 10K. 

  
In conclusion, the noise generated by a pulse detonating engine was measured and the affect of 

several noise suppression concepts was evaluated. The overall sound pressure levels were shown to be in the 
range of 147dB to 159 dB at the microphone array located 13 inches from the exit of the detonation tube. 
There is a high amplitude pressure pulse generated as can be observed in the time history, but much of the 
energy contained in the pulse is at the very high frequencies above hearing and structural frequencies of 
interest. Numerous noise suppression concepts were evaluated but with very limited success.  
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Figure 1. Baseline Configuration Showing Four Tubes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Typical Time History for 20 Hertz Firing Frequency, Fill Fraction and Equivalency Ratio of 1.0 
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Figure 3 Comparison of Time Histories From Two Different Microphones 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Picture of Microphones Relative to Detonation Tube 
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Figure 5 Spectrum From Microphone at 15 Inch Ahead of Tube Exit Plane 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 Spectrum From Microphone at Tube Exit Plane 
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Figure 7 Spectrum From Microphone 15 Inches Aft of Tube Exit Plane 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8 Spectrum From Microphone 30 Inches Aft of Tube Exit Plane 
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Figure 9 Converging Nozzle    Figure 10 Notched Nozzles 
 
 
 

Figure 11 Secondary Air Jet    Figure 12 Split Exit 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Figure 13 Helmholtz Resonator at Near Exit  
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Figure 14 Comparison of Effectiveness of Noise Suppression Concepts 
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  Figure 15 Effect of Fill Fraction and Fuel Ration on Noise Levels 
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Figure 16 Comparison of 200K and 20K Sampling Rates for Single Tube 
 
 
 

 
Figure 17 Comparison of 200K and 20K Sampling Rates for Single Tube up to 1000 Hertz 
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Figure 18 Time History Comparison for 1 Foot and 12 Foot Locations 
 
 
 

 
Figure 19 Spectral Comparison for 1 Foot and 12 Foot Locations 
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SPECTRA COMPARISON FOR 1 FOOT AND 12 FEET LOCATIONS, 10-31-01
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Figure 20 Spectral Comparison for 1 Foot and 12 Foot Locations up to 10K 
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Performance Assessment of a Large Scale Pulsejet-Driven 
Ejector System  
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Unsteady thrust augmentation was measured on a large scale driver/ejector system.  A 72 
in. long, 6.5 in. diameter, 100 lbf pulsejet was tested with a series of straight, cylindrical 
ejectors of varying length, and diameter.  A tapered ejector configuration of varying length 
was also tested.  The objectives of the testing were to determine the dimensions of the 
ejectors which maximize thrust augmentation, and to compare the dimensions and 
augmentation levels so obtained with those of other, similarly maximized, but smaller scale 
systems on which much of the recent unsteady ejector thrust augmentation studies have been 
performed.  An augmentation level of 1.71 was achieved with the cylindrical ejector 
configuration and 1.81 with the tapered ejector configuration.  These levels are consistent 
with, but slightly lower than the highest levels achieved with the smaller systems.  The 
ejector diameter yielding maximum augmentation was 2.46 times the diameter of the 
pulsejet.  This ratio closely matches those of the small scale experiments.  For the straight 
ejector, the length yielding maximum augmentation was 10 times the diameter of the 
pulsejet.  This was also nearly the same as the small scale experiments.  Testing procedures 
are described, as are the parametric variations in ejector geometry.  Results are discussed in 
terms of their implications for general scaling of pulsed thrust ejector systems.  

I. Introduction 
N recent years there has been renewed interest in the concept of ejectors or thrust augmentors driven by unsteady 
propulsion devices.  The reason for this stems primarily from the interest in Pulse Detonation Engine (PDE) based 

propulsion systems, which are decidedly unsteady, and which therefore seem natural candidates on which to use an 
ejector.  It has been suggested in the past1, and shown convincingly in numerous recent experiments2-9 that under the 
proper operating conditions, and with a well designed ejector, thrust augmentation levels approaching or even 
exceeding 2.0 can be achieved with unsteady thrust sources as drivers.  Thrust augmentation, φ is defined as the total 
time-averaged thrust provided by the ejector and driver system, totalF  divided by the thrust of the driver alone, 

driverF . 

I 

 
driver

total

F
F

=φ  (1) 
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 It has further been shown that these high levels can be reached using remarkably small ejectors in comparison to 
their steady state counterparts.  Several studies have been conducted using actual PDE’s as drivers5, 7, 9; however a 
number have used alternative unsteady thrust sources including simple pulsed valves2,8, Hartmann-Sprenger 
resonance tubes4, synthetic jets6, and pulsejets3.  The results from each of these varied experiments have helped 
identify the factors which contribute to the superiority of unsteady ejector systems in general (and therefore how 
they can be optimized), and which factors are unique to the particular driver.  For example, it is now generally 
agreed that the frequency, unsteadiness level (the standard deviation of the exhaust velocity for example), and 
exhaust gas temperature of the thrust source play a significant role in the maximum thrust augmentation that can be 
achieved6.  These and other parameters10 characterize the emitted vortex associated with each pulse of any unsteady 
thrust device.  This vortex plays a critical role in determining thrust augmentation, though the physical mechanism is 
not understood.  It has been shown through experimental measurements for example that vortex diameter is closely 
matched to the diameter of the ejector yielding maximum thrust augmentation5, 6, 10, 11.  On the other hand, it is 
believed that the strong emitted shock, uniquely associated with the PDE pulse, has a large, though currently not 
well understood, influence on the maximum attainable thrust augmentation. 

Despite the many unsteady ejector experiments performed to date, and the growing body of understanding 
associated with them, generalization of some results is not yet possible because the experiments have shared a 
common scale, which is to say, small.  The thrust levels have been low (less than 15 lbf), and the driver diameters 
have been between 1 and 2 inches.  Rules have been suggested relating the optimal diameter of the ejector as a fixed 
ratio relative to that of the driver; however, they are not definitive because all the drivers tested are nearly the same 
size.  The experiment described in this paper was developed to at least partially address this issue. 
 A large pulsejet, approximately an order of magnitude larger in exhaust cross-sectional area and thrust than 
most recent tests, was operated with a series of ejectors of varying diameter, length, and shape (cylindrical and 
tapered).  The geometric ejector parameters, along with the spacing between the pulsejet tailpipe and ejector inlet 
were systematically varied in order to determine the configuration yielding the highest thrust augmentation, as 
measured by the thrust stand to which the system was mounted.  The results were then compared to previous 
experiments both in terms of augmentation achieved, and in terms of optimized ejector dimensions.  This paper will 
describe the experiment including the major components (pulsejet, ejector sets, and thrust stand), construction, 
testing procedures, and parametric variations of ejector dimensions.  Results will then be presented, and a discussion 
of findings will follow. 

II. Experimental Setup 
The experimental setup is shown in Fig. 1 with the major components labeled.  These are the ejector (1 of 4 

tested), the pulsejet, and the thrust stand.  Each will be described below. 

Ejector
Pulsejet

Starting Air

Thrust Stand

Fuel

Figure 1. Experimental setup. 
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A. Pulsejet Driver 
The pulsejet tested and discussed in this paper is a Solar PJ32, originally developed and manufactured by the 

Solar Aircraft Company for the Globe Corporation Aircraft Division in 1951. Details of the device and performance 
characteristics are described in Ref. 13.  Relevant dimensions are shown in the schematic of Fig. 2.   

In brief, it is a self-aspirating, valved, unit 
which operates on liquid fuel (Avgas in this 
experiment) that is fed directly into the combustion 
chamber via a pressurized fuel line.  Like most 
pulsejets it requires forced air directed at the inlet 
and a high frequency sparking system in the 
combustion chamber in order to initiate operation.  
However, once operation has commenced, the 
resonant nature of the device does not require 
forced air or spark.  The fact that that fuel supply is 
pressurized (as opposed to a venturi-based 
arrangement found in small scale units3) allows the 
pulsejet to be throttled in a reasonably predictable 
fashion.  Figure 3 shows the relationship between 
measured thrust and fuel flow rate.  Fuel flow rate 
is measured using an in-line turbine-type flow 
meter.  Data is shown both from previous testing 
done to characterize the pulsejet13, and from 
baseline testing done in the present experiment 
without an ejector installed.  Also shown are a 
cubic fit to the data, and the bounds representing 
two standard deviations above and below the fit.  It 
can be seen that a certain amount of scatter is 
present, which appears to be typical for pulsejets.  
For the present experiment, the pulsejet was 
operated near the maximum thrust point during all 
testing.  The scatter in this operating region results 
in a maximum uncertainty of ±7%.  For the present 
baseline data shown, the root-mean-square error 
between measured and curve-fit thrust was 3.7%.  
The maximum error was 6% 

The thrust stand can only measure total system thrust (pulsejet and ejector combined); however, thrust 
augmentation can only be determined if the thrust of the jet alone is known.  One way to determine this is to simply 
run the pulsejet on the thrust stand without an ejector and use that thrust value as the baseline for all subsequent 
ejector tests.  However, it is prohibitively time consuming to do this for each of the many ejector configurations 
tested.  Instead, this measurement was made on average of once every sixteen operational runs of the engine.  This 
method of determining jet-alone thrust will be referred to as Method I in subsequent sections of the paper where 
results are presented.  If the rate of fuel flow could be accurately controlled, this method would suffice, save for the 
run-to-run uncertainty already described.  The fuel flow rate through the system varied over time however, possibly 
due to clogging at the injectors.  As a result, the same pressure in the fuel system did not always yield precisely the 
same flow rate.  To account for this, the jet-alone thrust was also determined using the curve-fit presented above and 
the measured fuel flow rate from each run.  This estimation method, referred to later as Method II, could be made 
each run, with or without an ejector present. 

d=6.5 in

Figure 2. Pulsejet schematic. 
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The frequency of operation of this pulsejet was 69 hz, with a standard deviation of 2 hz for all of the testing 
performed.  The operational frequency is weakly, and inversely related to the fuel flow rate.  The observed 
frequency of the present tests was, like the thrust values, consistent with that observed in previous tests. It is 
interesting to note in passing that the product of operational frequency and length on this pulsejet is 15% higher than 
that for the small scale unit used in Ref. 3.  Pulsejets are often thought of as gasdynamic devices with a frequency 
that is determined by the end-to-end transit time of a fixed set of dominant waves.  All other things being equal, this 
conception implies that the product of frequency and length should be a constant.  The observed difference therefore 
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either indicates that the average temperature of the combustion products is 30% higher in the large unit (which 
would probably melt the steel), or that there are other elements contributing to the resonance than simply wave 
reflections (e.g. Helmholtz-like behavior, heat release rate, etc.). 

B.  Ejectors 
 Four ejectors were constructed from mild-steel sheet ranging in gage from 18 to 20.  Scaled drawings of each 
are shown in Fig. 4, which also shows symbolic nomenclature for the relevant dimensions.  Those dimensions are 
listed in Table 1. The commercially available bellmouth inlets were seamless, and terminated with a 1.0 in. long 
straight section.  The main body of each cylindrical ejector was composed of a single rolled piece with a welded 
seam along the length. It was joined to the bellmouth with a circumferential weld.  The main body of the tapered 
ejector was composed of two symmetric halves.  The conical shape was achieved through a process called 
“bumping” whereby a small bend is applied approximately every inch along the circumference.  This actually 
creates a many-sided polygon rather than a pure circular cross-section. The two halves were welded together along 
the entire length.  The finished body was then attached to the inlet with a circumferential weld. 

The dimensions of the ejectors were chosen by 
a geometrical scaling of the small scale ejectors 
tested in the pulsejet-based experiments of Ref. 3.  
The length and diameter of the Ref. 3 ejector 
yielding the highest thrust augmentation was 
normalized by the diameter of the pulsejet driver 
(1.25 in.).  Those ratios were then multiplied by the 
pulsejet diameter in the present work (6.5 in.) to 
obtain the length and diameter of the central 
ejector.  The other two diameters were then 
selected as 20% smaller and 25% larger than the 
central value with the supposition that this span 
would be sufficient to bound the value of the 
optimal diameter.  The inlet radius, R was not 
variable because the bellmouth inlets were 
commercially available stock-items, and the radius 
was pre-determined based on the selected diameter, 
D.  However, it has been shown that while inlet 
rounding is necessary (a sharp-edged inlet will 
produced almost no augmentation), rounding 
beyond values of R/D=0.15 shows little benefit.  
The ejectors used in this experiment had R/D≥0.20.  

C. Thrust Stand 

D

LL

R

D

Figure 4. Ejector schematics and symbols for relevant 
dimensions. 

 
Table 1 Ejector dimensions (as-built) 
R 

(in.) 
L 

(in.) 
D 

(in.) 
Straight, cylindrical 

3 64 13 
4 65 16 
4 65 20 

Tapered, conical 
4 69 16 

Details of the thrust stand have been presented elsewhere in the literature9, 14.  As such only a brief description 
will be given here.  It consists of a cart with linear bearings which ride along a pair of fixed, low-friction rails. The 
test article (pulsejet or pulsejet and ejector combination) is rigidly attached to the cart.  The cart pushes against a  
damped, calibrated spring, one end of which is fixed. Thrust is ultimately determined by measuring the cart 
displacement with a positional sensor which is low-pass filtered with a cut-off frequency of 0.5 hz.  A time trace of 
measured thrust during a typical test run is shown in Fig. 5.  The damping and filtering system is evidently quite 
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effective, as there are no oscillations in the measured thrust.  It is noted that there is a small positive thrust measured 
prior to engine ignition.  This is the result of a preload applied to the spring at the zero point of the positional sensor. 

D. Test Procedure 
Each test run was approximately 30 seconds in duration and consisted of the following sequence.  Fuel pressure 

was set.  Starting air was then turned on as was the spark.  Shortly thereafter the fuel flow valve was opened, and 
engine operation commenced.  The starting air and spark were then shut off.  After approximately 15 seconds, the 
thrust reading would level off and for the next 15 seconds thrust was measured at approximately 1.0 second 
intervals. After the thrust measurement was acquired the fuel valve was closed, and the starting air was re-activated 
in order to provide cooling.  The thrust data to be presented represents a simple time-average over the 15 second 
sampling period.  This basic sequence is illustrated in Fig. 5 which shows actual test data from a typical run. 

For each ejector tested, the baseline thrust of the pulsejet was first measured without the ejector present.  A 
straight-sided ejector was then mounted on the thrust 
stand, with its axis of symmetry aligned with that of the 
pulsejet. Thrust measurements were made with the 
ejector inlet placed at various axial positions relative to 
the exhaust plane, as shown in Fig. 6.  For each ejector, 
an optimal spacing value was found which yielded the 
highest thrust augmentation.  This procedure was 
followed for each of the three straight ejector diameters. 

The diameter yielding the highest thrust 
augmentation was then selected for length variation 
testing.  It was first lengthened by welding a 19.5 in. 
extension to the cylindrical section, at the exhaust end. 
This modified ejector was then tested according to the 
procedure just described.  The length of the ejector was 
then reduced by simply cutting off a portion of the 
exhaust end.  The length reduction was done in 
increments of one pulsejet diameter (6.5 in.). 

Due to resource limitations, it was possible to test 
only one tapered ejector.  The minimum diameter of 
this ejector was chosen to be the same as that of the 
cylindrical ejector yielding the highest thrust 
augmentation.  A tapered ejector made the same way 
was tested on several small scale rigs and found to yield 
very high thrust augmentation levels1, 5, 15.  The spacing 
and length of this ejector were varied in the manner 
described above; however, no extension was made to 
the initial 70 in. length. 
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Figure 5. Measured thrust as a function of time for a 
typical pulsejet and ejector combination.  Fuel and 
starting air flow rates are also shown. 

δ

Figure 6. Schematic of ejector spacing variation.  The 
schematic is to scale. 

III. Results and Discussion 

A. Straight, Cylindical Ejectors 
1. Driver-to-Ejector Spacing Variations 

Although spacing variation testing was performed on every ejector configuration, the results tended to be similar 
in trend.  As such, results from only one configuration will be shown.  Figure 7 displays the thrust augmentation as a 
function of driver-to-ejector spacing for the 16 in. diameter ejector, of 65 in. length.  The spacing has been 
normalized by the driver diameter, d.  Results are presented using both Methods I (baseline measured pulsejet thrust) 
and II (pulsejet thrust estimated from the fuel flow rate curve-fit of Fig. 3) to compute thrust augmentation.  Also 
shown are the results from the small scale pulsejet experiment of Ref. 3.  Negative values of ejector spacing indicate 
that the exhaust plane of the pulsejet was actually inside the ejector.  In the Ref. 3 experiment, such measurements 
were not possible as the pulsejet would cease to operate at low spacing values.  The same phenomenon occurred in 
the present experiment, but at much smaller, even negative values.  It is interesting to note that the augmentation 
reaches a peak as the ejector and driver are brought closer together.  It then decreases to a minimum, and begins to 
rise again as the driver is brought into the ejector interior.  It is not known whether a second peak exists because, as 
mentioned, the pulsejet stopped operating.  Such ‘twin peak’ behavior was observed in the PDE driven experiment 
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of Ref. 5.  The spacing yielding peak performance is 
approximately 2.0 pulsejet diameters.  This value is 
similar to, but slightly larger than, the value found in 
the small scale experiment.  Comparison with other 
experimental results4,5 indicates that the value varies 
between 1 and 2.5 driver diameters.  It therefore 
appears to be a somewhat experiment specific 
parameter, perhaps depending on both the physical 
geometry of the driver and the characteristic of the 
unsteady pulse.  

Optimal ejector spacing was found to be invariant 
with changing ejector length. However, it should be 
kept in mind that only one diameter ejector was varied 
in this manner. 
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Figure 7. Thrust augmentation as a function of 
driver-to-ejector spacing for the D/d=2.46, L/d=10.0 
ejector. 

For variations in diameter using a fixed length, the 
optimal spacing followed a nearly perfect linear 
relationship described by 

 27.0
d
D90.0

d optimal
−⎟

⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞

⎜
⎝
⎛ δ  (2) 

The general increase in optimal spacing as ejector diameter increases is consistent with the results of Refs. 3-5. 
 
2. EjectorDiameterVariations 

Thrust augmentation levels obtained with optimally spaced, fixed length ejectors are shown as a function of 
ejector diameter in Fig. 8.  The ejector diameter has been normalized by the driver diameter.  Once again, results 
using both Methods I and II to obtain pulsejet thrust are shown.  For comparison, results from the Ref. 3 small scale 
pulsejet experiment also appear.  There is a clear optimal ejector diameter, and for both the large and small scale 
experimental results it appears to be very nearly 2.5 driver diameters. This result is remarkably consistent over a 
range of drivers.  Table 2 lists the ejector to driver diameter ratios at which peak augmentation levels were found in 
a number of experiments using cylindrical or nearly cylindrical ejectors.  The values all fall between 2.4 and 3.0, 
indicating that the optimal ejector diameter is a near constant multiple of the driver diameter, probably having a 
weaker secondary dependence on other, as yet unknown parameters.  This result supports the notion that the vortex 
emitted with each pulse of the driver plays a key role in unsteady thrust augmentation since, as was pointed out in 
Refs. 5 and 6, its size (bounding diameter) appears to follow the same ratio when divided by the driver diameter. 

It is noted that although the optimal value of D/d is nearly the same for all of these ejectors, the thrust 
augmentation obtained is not.  Part of the reason for this may be that while all of the unsteady drivers emit a vortex, 
the amount of vorticity present, its velocity, the balance 

 
Table 2 Optimal D/d values. 

Ref. Driver Type φmax Optimal
D/d 

d 
(in.) 

Present Large Pulsejet 1.71 2.4 6.50 
2 Chopped Pulse 1.45 3.0 3.14 
3 Small Pulsejet 1.83 2.5 1.25 
4 Resonance Tube 1.38 2.7* 1.50 
5 PDE 2.00 3.0 1.00 
6 Synthetic Jet 1.67 2.4+ 0.93 
7 PDE 2.10 3.0 1.93 

* Using the hydraulic diameter of the driver 275 hz. 
driver. 
+ Using ‘effective diameter’ measured w/ PIV. 
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Figure 8. Thrust augmentation as a function of ejector 
diameter for the L/d=10.0 ejectors.  The ejectors are 
optimally spaced for each point.  Data from the Ref. 3 
small scale experiment is also shown.  
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between fluid trapped in the vortex and that which follows behind, and the interaction between vortex bound fluid 
and trailing jet fluid may be vastly different.  These features may play a key role in the entrainment of and 
momentum transfer to the secondary fluid in the ejector, although the mechanism isn’t clear 6, 16.  

It was suggested in Ref. 6 (and based on the observations of Ref. 17) that a characterizing feature of the emitted 
pulse, essentially a type of inverted Strouhal Number, may be a correlating parameter to the peak thrust 
augmentation achievable with an ejector that has been optimized for length and diameter.  In that paper, the 
parameter, heretofore referred to as the non-dimensional formation time, was defined as 

 
fd2

u 2

f
′

=τ  (3) 

where f is the frequency of operation, and 2u ′ is the root mean square of the periodic velocity fluctuations in the 
exit plane of the driver.  This velocity can be estimate from measured thrust, mean flow rate and temperature of the 
driving jet.  It was argued that peak thrust augmentation should rise with formation time up to some critical value, 

.  Beyond this value, peak thrust augmentation should slowly fall.  Figure 9 shows the peak thrust augmentation 
obtained as a function of formation time for the present experiment and several others for which sufficient data was 
available

crit
fτ

‡.  A simple parabolic fit through the data is also shown.  The data seems to follow the expected trend, 
indicating a value of  near 40; however, the data is admittedly sparse and much more is needed.  Furthermore, it 
was noted in Ref. 6 that other experimental results don’t 
fall on this same curve.  This implies that other factors 
such as the exhaust gas temperature (relative to the 
entrained secondary flow) may play a significant role in 
determining peak thrust augmentation.  The 
experiments represented in Fig. 9 have vastly different 
exhaust temperatures for which no accounting has been 

made other than the effect on 

crit
fτ

2u ′ .  Beyond this, the 
use of formation time as is done here provides no 
insight into the physical mechanism of unsteady thrust 
augmentation.  It only provides a potentially predictive 
correlating parameter, albeit one that is fairly 
compelling. 
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3. Ejector Length Variation 
As stated earlier, length variation tests were only 

performed on a single cylindrical ejector.  The 16 in. 
diameter ejector was chosen (D/d=2.46) since it had yielded the highest performance at the as-built 65 in. length.  
The variation in thrust augmentation as a function of ejector length is shown in Fig. 10.  The length has been 
normalized by the driver diameter.  Results from the small pulsejet experiment of Ref. 3 are also shown.  The trends 
of the two experiments are somewhat different; however, it is noted that the peak value of thrust augmentation 
occurs at the same value of L/d=10 for both.  This turned out to be the as-built length in the present experiment. 

Figure 9. Peak thrust augmentation as a function of 
formation time for the present, and several other 
experiments. 

 This ratio does not hold for the other unsteady experiments; however, it is not clear that it should.  There are 
several conceptual models for the mechanism by which fluid is entrained and energized in the ejector. One posits a 
sort of piston-like behavior of the driver flow which delivers momentum to the secondary flow via direct pressure 
exchange as the two flows collide within the ejector.  A second notion suggests that the mechanism of entrainment 
and momentum exchange is the same as that for a steady ejector, namely shear flow and mixing (most likely driven 
by turbulence).  Secondary fluid is literally dragged into the ejector and accelerated.  In this concept, the emitted 

                                                           
‡ For the Ref. 5 PDE experiment the rms velocity was obtained from a numerical simulation matching flow rate and 
thrust.  Because the thrust producing period of a typical PDE is only a small fraction of the operating period, only 
the thrust producing period was used in the rms velocity calculation. The inverse of this period was used for f in 
Eqn. 3 
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vortex serves the function of vastly increasing the shearing surface area (compared to a steady jet) due both to its 
initial structure and to its observed disintegration§. 
 If the latter mechanism is correct, it might be expected that the emitted vortex would decelerate (even as it broke 
apart) at a rate proportional to its surface area and to the square of the difference between its velocity and that of the 
secondary flow.  That is 

 2
sv

v

sv
v )UU(

V
S

dx
dU

U −⎟
⎠
⎞

⎜
⎝
⎛
⎟⎟
⎠

⎞
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⎝

⎛
−≈

ρ
ρ
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where ρv is the density of the vortex, V is the vortex volume, S is the surface area, Uv is the velocity of the vortex, Us 
is the average velocity of the secondary flow (assumed constant), α is a constant, and ρs is the density of the 
secondary flow.  Assuming that the vortex volume and surface area are proportional to the cube and square of its 
diameter respectively, and assuming further that its diameter is proportional to the diameter of the driver, the ratio 
(S/V) in Eqn. 4 simply becomes proportional to (1/d), i.e. 

 2
sv

v

ssv
v )UU(

)d/x(d
)UU(d
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 With κ a constant, Eqn. 5 can be solved numerically to yield x/d as a function of (Uv-Us), for any given 

vs ρρ and s
initial
v UU , which is the initial vortex velocity as it enters the ejector divided by the average secondary 

flow velocity.  If the optimal ejector length, Lopt is defined as that value of x for which (Uv/Us-1) is less than some 
specified small value such as 0.1, and if estimates of s

initial
v UU and vs ρρ are available, then Eqn. 5 can be used 

to obtain Lopt/d.  This is illustrated in Fig. 11 which shows the numerical solution to Eqn. 5 for different values of the 
parameters s

initial
v UU and vs ρρ . 

 Estimates for initial
vU   and Us were obtained for the Refs. 3, 4, and 5 experiments using PIV data from Refs. 11, 

16, and 12**.  They are listed in Table 3. Values of vs ρρ were not available.  For the Ref. 4 resonance tube, this 
ratio should be near 1.0 since the driver gas was at near ambient temperature.  For the Refs. 3 and 5 pulsejet and 
PDE driven experiments, the ratio was estimated at approximately 3.0.  This estimate assumes that the very hot, low 
density gas from each driver entrains a certain amount of cooler air as it forms the emitted vortex. 
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Figure 10. Thrust augmentation as a function of 
ejector length for the D/d=2.46 ejector.  The ejectors 
are optimally spaced for each point.  Data from the 
Ref. 3 small scale experiment is also shown.  

 
 
 

Table 3 Vortex and secondary flow velocities, and 
optimal L/d values. 
Ref. Driver Type Uv 

(ft/s) 
Us

(ft/s) 
v

s

ρ
ρ

 
Lopt/d
 

3 Small Pulsejet 460 303 3.0 10.1 
4 Resonance Tube 275 245 1.0 6.5 
5 PDE 800 115 3.0 14.6 

 

                                                           
§ Observations of vorticity in the ejector exit region of the Refs. 11 and 12 indicate no coherent vortical flow 
structure at radial distances less than the ejector diameter. 
** For the Ref. 4 experiment, Us was obtained from hotwire measurements taken in the exit plane of the ejector. 
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Table 4 Optimal ejector and actual 
driver operational frequencies. 
Ref. Driver Type fopt 

(hz) 
fdriver
(hz) 

3 Small Pulsejet 350 220 
4 Resonance Tube 335 275 
5 PDE 135 20 
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Figure 11. Numerical solution to Eqn. 5 for several 
relevant parameters of density ratio and vortex 
velocity ratio.  The value of κ in Eq. 5 is 0.32 

 
 When these values of , Uinitial

vU s, and vs ρρ were used in the numerical solution of Eqn. 5, together with an 
ending criterion (Uv/Us-1) =0.1, it was found that for a single value of κ=0.32, the values for Lopt/d calculated were 
almost exactly the values found experimentally, and listed in Table 3.  This result is by no means proof of the shear 
mechanism for ejector entrainment and thrust augmentation, particularly given the scarcity of data and the density 
estimates used.  It is nevertheless suggestive that this mechanism predominates. 
 Note that Eqn. 5 may be rewritten as an ordinary differential equation in time as 

 2
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 Integrating this equation using the parameters listed above presumably gives the time required for the emitted 
vortex to travel down the ejector, decelerate, degenerate, and accelerate the secondary fluid.  The inverse of this time 
provides an estimate for the optimal operational frequency from the perspective of shear-driven momentum transfer.  
For the Refs. 3, 4, and 5 experiments, these frequencies are listed in Table 4, along with the actual operational 
frequencies of the devices.  All other things being equal, it would be intuitively expected that the closer together the 
optimal and operational frequencies, the higher the thrust augmentation.  If this is true, it suggests that PDE’s which 
for a given length ideally operate at a much higher frequency than that listed in Table 3, could obtain even higher 
augmentations levels than have been reported to date.  It would also suggest that the present experiment, while 
generally exhibiting lower overall thrust augmentation values compared to those of the small scale pulsejet 
experiment of Ref. 3, is actually better matched in terms of this optimal frequency criterion.  The reason for this is as 
follows.  The value of Lopt/d found in the present experiment is identical to that of Ref. 3.  It is expected that the 
values of vs ρρ ,  , Uinitial

vU s  are therefore quite similar.  These can be used to integrate Eqn. 6 but with the larger 
diameter of the present experiment.  The resulting optimal frequency is found to be 67 hz, which is very close, and 
therefore better matched, to the actual operating frequency of 69 hz. 

B. Tapered, Conical Ejector 
As mentioned earlier, only one diameter of tapered, conical ejector was tested.  The length was varied using the 

same technique as that for the cylindrical ejector. Similarly, at each length the driver-to-ejector spacing was varied 
until the highest augmentation was achieved.  As with the straight ejectors, this optimal spacing was very nearly 2 
driver diameters for every length.  The results of the length variation tests are shown in Fig. 12, along with those 
from the small scale pulsejet experiment of Ref. 3.  Like the small scale experiment, the maximum augmentation 
achieved was higher with the tapered ejector than with the best of the straight type.  Both experiments also show 
much more sensitivity at the shorter lengths than was seen with the straight ejectors.  However, the small scale 
experiment has a clear length at which peak augmentation is observed, whereas the present experiment exhibits 
nearly flat region where the augmentation is high and insensitive to length.  The start of this region and the peak 
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performance point of the small experiment both appear 
to occur between 8<Lopt/d<8.5.  The peak augmentation 
obtained in the present experiment was 1.83, while the 
small scale experiment yielded a value of 1.98.  The 
same trend was seen with the straight ejectors.  As 
mentioned earlier, part of the reason for this may be due 
to the somewhat different vortex parameters associated 
with the two drivers (despite their both being valved 
pulsejets).   

Some of the difference may also be attributed to the 
slightly different nature of the ejectors used in the two 
experiments; however, these are fairly subtle.  Figure 
13 shows a profile of the best performing straight and 
tapered ejectors used in the Ref. 3 work.  The straight 
ejector is seen to actually have a short diffusing section 
at the exhaust end, and both have a half circle inlet 
profile as opposed to the quarter round profile of the 
present work. 

Another possible explanation for the comparatively 
lower peak augmentation in the large system may lie in 
the scale of the turbulence which is involved in the 
exchange of momentum between the driver and the 
secondary flow.  There are numerous potential 
turbulence length scales in a pulsejet.  Some are 
governed by the physical size of the unit, but others are 
not.  It is possible that the scales from say, combustion, 
and the exhaust plane shear layer coincide in the small 
unit and thus, being encased in the emitted vortex, 
efficiently transfer the large scale vortex rotational 
energy to the secondary flow.  In the large unit, this 
matching of scales may not hold.  Of course, there is no 
proof yet for this (rather intuitive) explanation other 
than the observation that the measured turbulence levels 
in the emitted vortex of several unsteady thrust 
experiments are quite high6, 11, 12.  Clearly, much more 
investigation is needed into the issue of peak thrust 
augmentation in unsteady thrust systems in general, and 
in large versus small systems in particular. 

 

IV. Conclusion 

Figure 13. Straight and tapered ejector profiles 
used in the small scale pulsejet experiment of Ref. 3. 
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Figure 12. Thrust augmentation as a function of 
ejector length for the D/d=2.46 tapered ejectors.  The 
ejectors are optimally spaced for each point. Data 
from the Ref. 3 small scale experiment is also shown. 

A large scale pulsejet-driven ejector system was tested with the objective of obtaining ejector dimensions which 
maximize thrust augmentation.  Tests were conducted using ejectors of various length, diameter, and cross sectional 
profile.  The spacing between the pulsejet exit and ejector inlet was also examined for its influence on performance.  
Comparisons with other unsteady ejector experiments were also made both in the level of augmentation achieved 
and in the dimensions of the optimized ejectors.  A peak thrust augmentation value of 1.71 was obtained with 
straight ejectors.  The optimized ejector diameter was found to be 2.46 times the pulsejet driver diameter of 6.5 in.  
This ratio was observed to be nearly constant over numerous experiments and may therefore be a sizing rule.  The 
optimal length was found to be 10 times the driver diameter.  This result was found to be the same as another, small 
scale pulsejet experiment, but somewhat different from those where another driving source was used.  It was found 
that the tapered profile ejector yielded a higher thrust augmentation than the best of the straight profile series.  The 
value obtained was 1.81. This result was consistent with numerous other unsteady thrust augmentation experiments.  
Additional research is needed to determine if there is an optimal ejector taper angle, and if that angle can be related 
to parameters of the driver. 
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Performance Measurements of Straight and Diverging 
Ejectors Integrated with a Pulse Detonation Engine 
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John Hoke§ and Royce Bradley** 
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Fred Schauer†† 
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Experimental studies were performed on a set of pulse detonation engine (PDE) driven 
straight and diverging ejectors to determine the system performance. Ejector performance 
was quantified by thrust measurements. The effects of PDE operating parameters and 
ejector geometric parameters on thrust augmentation were investigated. PDE operating 
parameters of fill-fraction and operating frequency were varied. Augmentation was 
observed to decrease with increasing PDE frequency. Axial placement of the ejector was 
varied over a broad range covering both upstream and downstream positions. It was found 
that for all cases tested the maximum thrust augmentation occurred at a downstream ejector 
placement. Ejector geometries tested covered five lengths, ranging from an LEJECT/DEJECT of 
2.61 to 6.61. The exhaust sections tested had half-angles of 0, 4, 8, and 12 degrees. It was 
found that the exhaust section of half-angle 4 degrees performed better than the others. The 
optimum ejector geometry was determined to have an overall length of LEJECT/DEJECT=5.61. 
A maximum thrust augmentation of 85% was observed with the optimized ejector 
configuration at a fill-fraction of 0.6 and 30 Hz operating frequency. 

Nomenclature 
DPDE = detonation tube diameter 
DEJECT = ejector diameter 
DR = ejector-to-PDE diameter ratio 
ff = fill-fraction 
LEJECT = ejector length 
LSTRAIGHT = intermediate straight section length 
LEXHST = exhaust section length 
x = ejector position 

I. Introduction 
HE pulse detonation engine (PDE) is an innovative propulsion technology that could potentially provide 
significant advantages over more traditional propulsion systems. Engine cycles based on detonation combustion 

offer a theoretical increase in thermal efficiency as compared to deflagration combustion based systems. For 
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practical PDE applications, one of the key challenges facing researchers is to make use of the increased efficiency of 
energy conversion due to detonative mode combustion, and most effectively convert that into a propulsive thrust 
force. A common measure of propulsion system performance is specific impulse (ISP), which is defined as the ratio 
of thrust generated to the weight flow rate of fuel. Greater values of ISP are desirable as this will decrease the 
specific fuel consumption. It has been suggested that the use of ejector augmenters on PDEs may be an effective 
way to increase the system thrust being generated, thus leading to an increased ISP. 

An ejector is a simple device used to augment the thrust of an engine. Essentially, an ejector consists of a coaxial 
duct placed around the exhaust of an engine performing as a fluidic pump. The surrounding ambient air is entrained 
by the primary exhaust flow and directed into the ejector. The entrained air causes an increase in momentum of the 
engine exhaust flow. This leads to the generation of a larger system thrust force. The theory and application of 
ejectors to a steady primary flow is well established. For steady-flow ejectors, the secondary flow is entrained 
primarily through viscous shear mixing1. Ejectors being driven by an unsteady primary flow have not been as 
heavily studied. In particular, little work has been performed on PDE driven ejector systems. However, a number of 
ejector studies have been performed using various other means to generate an unsteady primary flow. These include 
cold flow studies employing fluctuating air streams2, and unsteady combustion studies using pulsejets to drive the 
ejectors3,4. This previous research has shown that unsteady ejectors are capable of producing more thrust 
augmentation than comparable steady-flow ejectors4. The increased performance of unsteady ejectors has been 
attributed to a more efficient energy transfer process between the primary and secondary flows due to dominant 
inviscid effects. Since PDEs are highly unsteady devices, it has been proposed that PDE driven ejectors have the 
potential to be highly effective at providing thrust augmentation.  

Recent experimental work has shown promising results for ejectors in augmenting the thrust of PDEs. Studies 
have been performed on the effects of PDE operating parameters as well as on ejector geometric parameters. It has 
been observed that ejector performance is sensitive to the axial position of the ejector inlet relative to the PDE tube 
exit. There have been conflicting results reported in the literature as to the optimum ejector location for maximum 
thrust augmentation. Some research shows that a downstream ejector placement performs better than an upstream 
placement5,6, while some have observed the opposite trend7. The internal surface geometry of the ejector is an 
important geometric parameter. An experimental study by Allgood et al6 was carried out using a contoured bell-
mouth inlet with several ejector configurations. Results from those experiments showed maximum thrust 
augmentation levels of 28% for straight ejectors and 65% for diverging ejector geometries. It is apparent that the 
diverging ejectors tested were much more effective at producing thrust augmentation than were the straight ejectors. 
This performance increase with the diverging ejector is attributed to the additional thrust surface area of the 
diverging section. The study performed by Allgood et al, was limited to a diverging ejector with a half-angle 
divergence of 4 degrees, and with a fixed length diverging section. To the author’s knowledge, no data has been 
published studying the effect that changing the diverging section half-angle has on thrust augmentation.  

The current experimental work thoroughly investigated the effects of PDE operating parameters and ejector 
geometry on thrust augmentation. The operating parameters varied include fill-fraction, and operating frequency. 
The ejector geometric parameters studied were ejector axial position, ejector length, and ejector divergence angle. 
Ejector performance was quantified through thrust measurements of the PDE ejector system. Data from this work 
will serve to aid researchers in designing an optimized PDE ejector system, and provide performance trends over a 
range of engine operating conditions. 

II. Experimental Setup 

A. Description of PDE System 
Experimental testing for the current work was carried out at the Air Force Research Laboratory PDE test facility 

at Wright-Patterson Air Force Base8. The detonation tube was constructed of type 316 stainless steel, and the 
geometry tested consisted of a 5.08 cm inner diameter with 154.94 cm length. The system was operated in a 
premixed manner, using hydrogen and air as the reactants. Injection of fuel and air into the detonation tube was 
accomplished using a mechanical valve system. This valve system was constructed from a modified four-cylinder 
automotive valve head with 4 valves-per-cylinder. The valve train was driven with a variable speed electric motor. 
The 2 intake ports are used to deliver premixed hydrogen and air, while the 2 exhaust ports deliver purge air. The 
purge air cycle is used to cool the detonation tube and provide a buffer between the hot combustion products and the 
fresh reactants being injected into the tube for the next cycle. Due to the nature of automotive valving, the division 
of the cycle timing for various events such as fill-time, purge-time, and detonation-time were fixed to be each 1/3 of 
the cycle. Spark ignition was accomplished using a capacitive discharge stock automotive spark system delivering 
approximately 40mJ of energy. In order to accelerate the deflagration-to-detonation transition process a Shchelkin-
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type spiral was used.  The spiral was mounted near the headwall and had an overall length of 40.64 cm, extending 
into approximately the first 26% of the detonation tube length. 

The PDE system was mounted on a damped thrust stand designed to measure the time-averaged thrust generated 
by the PDE. The thrust stand consisted of linear pillow-block bearings riding along a pair of linear bearing rails. The 
PDE was allowed to move freely on the rails but its motion was resisted by springs to prevent any resonance effects. 
A novel approach was used to remove the effects of static friction. The PDE was continuously actuated forward and 
backward by a linear pneumatic actuator. Since the actuator produces a net zero average force, the average position 
of the thrust stand is a function of the PDE average thrust. The thrust stand was calibrated by placing static weights 
on a pulley/cable system to simulate a thrust force and measuring the average position of the thrust stand with a 
displacement sensor. The maximum uncertainty of the thrust stand, which was determined through repeated 
calibration tests, was found to be approximately +/- 1.1 N for the range of PDE thrust loading observed during these 
tests.  

Operation of the PDE system was computer controlled using a LabView interface program. The LabView 
interface provided the flexibility of specifying engine operating parameters such as PDE operating frequency, fill-
fraction, and equivalence ratio. Unless otherwise stated all of the current tests were performed at an operating 
frequency of 30 Hz and an equivalence ratio of 1.0. Ionization probes were mounted along the detonation tube 
length to verify that Chapman-Jouguet (CJ) detonations were obtained. For a stoichiometric mixture of hydrogen 
and air the CJ wave speed is 1957 m/s. Data from these sensors was collected at 5 MHz using a 16 channel data 
acquisition system. This fast sampling rate was adequate to accurately resolve the detonation wave speed. 

B. Ejector Hardware 
The ejector hardware was mounted on the PDE system to determine its effect on the thrust generated by the 

PDE. All of the ejectors tested were mounted coaxially to the detonation tube. The ejectors were suspended from 
two parallel rails mounted above the detonation tube. The rails extended along the length of the tube allowing the 
axial position, x, of the ejector inlet to be varied from -12 to +6 tube diameters from the PDE tube exit plane. A 
negative axial position value corresponds to the ejector inlet placed upstream of the PDE exit with the ejector 
overlapping the detonation tube. For a positive value the ejector is mounted downstream of the detonation tube exit.    

An ejector as used in these tests consisted of an inlet section, an intermediate straight section, and an exhaust 
section as shown in Fig. 1. The diameter of the ejector (DEJECT) was defined as the diameter of the intermediate 
straight section, as this was the minimum diameter for any given ejector geometry. For the current work, DEJECT was 
held at a fixed value of 13.97 cm. The ejector-to-PDE diameter ratio (DR) of 2.75 was therefore constant throughout 
the testing. This value closely matched the optimum diameter ratios reported in other ejector experiments5, 9. Two 
inlet sections were used for this testing. The first inlet is a 
contoured bell-mouth inlet of elliptic cross-section6, and the 
other inlet used has a rounded inlet lip with a radius of 3.81 cm. 
The non-dimensional length of the intermediate straight section 
was varied from an LSTRAIGHT/DEJECT of 0 to 3, in increments of 
LSTRAIGHT/DEJECT=1. For the limiting case where 
LSTRAIGHT/DEJECT of the intermediate straight section is zero, the 
ejector consisted of the inlet section with the exhaust section 
directly connected to it. The exhaust sections tested had a half-
angle divergence of 0, 4, 8, and 12-degrees. For each divergence 
angle investigated, 2 separate length exhaust sections were 
tested. In all, 29 separate ejector geometric configurations were 
tested. 

III. Results and Discussion 

A. Baseline Testing of PDE System 
The baseline PDE system for these tests consisted of the detonation tube with no ejector installed. For the current 

tests, the amount of PDE thrust augmentation produced by use of an ejector is defined by the following     

( ) 100⋅
−

= −

PDE

PDEEJECTPDE

T
TT

α                                                                                                                                 (1) 
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Figure 1. Diagram of the ejector 
geometry used for the current work. 
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where TPDE-EJECT is the thrust generated by the PDE 
with an ejector installed, and TPDE is the baseline 
thrust of the system with no ejector installed. As can 
be seen from the definition of thrust augmentation, 
initial testing of the baseline PDE system had to be 
performed in order to calculate ejector thrust 
augmentation. A suitable test duration time was 
determined which gave steady thrust measurements. 
Normalized thrust as a function of experiment run 
time is shown in Fig. 2.  It can be seen that due to 
the thrust averaging process employed by the thrust 
stand, it takes approximately 20 seconds to reach a 
steady thrust value. All experiments reported in this 
work were run for a sufficient duration to achieve a 
steady thrust measurement. The PDE operating 
parameters that were varied during baseline testing 
were: 1) Operating frequency from 10 to 30 Hz, 2) 
Fill-fraction from 0.6 to 1.0, and 3) Equivalence 
ratio from 0.4 to 1.2. These operating parameters 
have been studied in previous work for a PDE with no ejector installed8. In these previous studies, thrust was seen to 
increase linearly with increasing operating frequency. The fill-fraction is defined as the ratio of the tube volume 
filled with a detonable mixture to the total tube volume. It has been shown that the fill-fraction is an effective way of 
throttling a PDE. It is interesting to note that as well as a simple scheme to control the thrust output, significant 
performance efficiency gains can be attained by decreasing the fill fraction due to partial fill effects. Varying the 
PDE equivalence ratio has the effect of changing the initial composition of the fuel-oxidizer mixture. Previous 
experimental work10 has shown that the CJ detonation parameters, such as wave speed and pressure ratio, are a 
function of the initial mixture composition, and can therefore be controlled by varying the equivalence ratio.    

B. Effect of PDE Operating Parameters 
Testing was performed in order to determine the effects of several key PDE operating parameters on ejector 

thrust augmentation. The ejector hardware installed for all of the operating parameter tests performed had a total 
LEJECT/DEJECT of 5.61. The diverging exhaust section used had an LEXHST/DEJECT of 2.36, with a half angle divergence 
of 4 degrees. The ejector was mounted at a downstream axial position of x/DPDE=+2.  

The PDE operating frequency was varied from 10 Hz to 30 Hz, with 30 Hz being the highest achievable 
frequency of the current PDE setup. In the range of frequencies tested thrust augmentation was observed to decrease 

with increasing frequency. This trend can be seen in Fig. 3, 
which includes data taken at two fill-fractions. It should be 
noted that as the frequency approaches 30 Hz, the change 
in thrust augmentation appears to be leveling off. The 
effect of PDE fill-fraction is also shown in this figure. 
Decreasing the fill-fraction increases the amount of thrust 
augmentation produced. To better understand why the 
augmentation decreases with increasing frequency, 
normalized thrust values as a function of PDE frequency 
are plotted in Fig. 4a. The baseline PDE thrust increases 
approximately linearly with operating frequency. Thrust 
levels with the ejector installed also increase with 
frequency. The difference between these two curves gives 
the thrust increase due to the ejector. Thrust augmentation 
was previously defined as the increase in thrust due to the 
ejector divided by the baseline PDE thrust. It can be seen 
from this figure that the amount of change in thrust due to 
the ejector is also increasing with frequency. This data is 
re-plotted in Fig. 4b, where both baseline PDE thrust and 
the amount of thrust increase due to the ejector are shown 
as a function of frequency. As both PDE thrust and thrust 
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increase are fairly linear, each data series is fitted with a linear trend-line as shown. From this figure it can be seen 
that the slope of the baseline thrust line is larger than that of the ejector thrust increase line. Hence, the baseline 
thrust is increasing at a greater rate than is change in thrust. This amounts to a decrease in thrust augmentation as the 
denominator in Eq. 1 is increasing faster than then the numerator. If both lines had equal slopes, the augmentation 
would remain a constant with frequency. As thrust and change in thrust were seen to follow approximately linear 
trends within the frequency range tested, it is useful to speculate on the behavior of thrust augmentation at higher 
frequencies not achievable with the current PDE system. By dividing the equation of the straight line found for the 
change in thrust by the equation found for the baseline thrust, augmentation can be projected for any given 
frequency. Fig. 5 shows results from this simple analysis applied to frequencies up to 100 Hz. The current 
experimental data points are also plotted along with the projected augmentation data. Although the theoretical thrust 
augmentation continues to decrease with frequency, it is seen to be leveling off asymptotically.      

 

                                                                        

C. Effect of Ejector Axial Position 
Previous work has shown that ejector performance is 

sensitive to the axial position of the ejector relative to the 
PDE tube exit. As previously discussed there have been 
conflicting results reported in the literature as to the 
optimum ejector position. In an effort to resolve these 
inconsistencies, a detailed mapping of ejector performance 
as a function of axial position was carried out. Results 
from this mapping are shown in Fig. 5, which includes 
data for two separate ejectors. Both of the ejectors shown 
are of length, LEJECT/DEJECT=5.61, with one being a straight 
ejector and the other being a diverging ejector. The 
diverging ejector has an exhaust section length of 
LEXHST/DEJECT=2.36, with a 4 degree divergence angle. It 
can be clearly seen that for both of the ejector 
configurations tested, a downstream ejector placement 
provided optimum performance. Maximum thrust 
augmentation occurred at x/DPDE=+1 for the diverging 
ejector at all fill-fractions tested. For the straight ejector, the position for maximum augmentation was found to be at 
x/DPDE=+2. At the downstream positions the inverse relationship between fill-fraction and thrust augmentation can 
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Figure 4. PDE-ejector system thrust levels: Baseline thrust and system thrust with ejector installed 
are shown in 4a. In 4b, the data has been re-plotted to show baseline thrust and amount of change in 
thrust due to the ejector. Ejector geometry used had LEJECT/DEJECT=5.61, LEXHST/DEJECT=2.36 with 4 
degree divergence angle. x/DPDE=+2, Φ=1.  
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Figure 5. Projected thrust augmentation as a 
function of operating frequency.  
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(7a) 
Figure 7. Comparison between bellmouth and rounded ejector inlets. 7a shows results for a fill-
fraction of 0.6, and 7b is for a fill-fraction of 1.0. Ejector geometries used had LEJECT/DEJECT=5.61, 
LEXHST/DEJECT=2.36 with 4 degree divergence angle. x/DPDE=+2, Φ=1.  

be seen. As the ejectors were moved upstream, thrust augmentation was observed to continually drop off to levels 
approaching zero. At the upstream positions, fill-fraction was not seen to have a significant impact on thrust 
augmentation. The benefit of using a diverging ejector is apparent as the diverging ejector showed approximately 
2.37 times the maximum thrust augmentation of the straight ejector. 

A comparison was made between the two separate ejector inlets used in these studies. The first inlet is a 
contoured bell-mouth inlet and the second inlet has a rounded inlet lip. Results are shown in Fig. 7 for both inlets 
over a range of axial positions and PDE fill-fractions. The maximum thrust augmentations for both inlets occurred at 
a downstream position. Maximum augmentation levels for both inlets were within 1% of each other at all fill-
fractions. Although the augmentation levels were approximately the same between the inlets, one noticeable effect 
was that the optimum axial position for the rounded inlet was shifted further downstream from the optimum axial 
position for the bellmouth inlet.   
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Figure 6. Effect of ejector axial position on thrust augmentation.   

(7b) 

1317



 
American Institute of Aeronautics and Astronautics 

 

7

D. Effect of Ejector Length 
The ejector length could be varied by changing the length of the intermediate straight section, changing the 

length of the exhaust section, or by a combination of the two. Due to the lengths of these sections it was possible to 
test ejectors with an equal overall LEJECT/DEJECT but made up of a different combination of straight and exhaust 
sections. The effect of the length of the intermediate straight section on augmentation was first studied. The ejector 
geometry consisted of the bellmouth inlet section, an intermediate straight section, and a diverging exhaust section 
of 4 degree half angle. The intermediate straight section length was varied from an LSTRAIGHT/DEJECT of 0 to 3, and 
data was taken for 3 PDE fill-fractions. Results from this study are plotted in Fig. 8. It can be seen that as the 
straight section length is increased, an optimum length is reached which gives maximum thrust augmentation. The 
optimum length for the straight section was found to be LSTRAIGHT/DEJECT=2, which corresponds to an overall 
LEJECT/DEJECT=5.61. The optimum straight section length was not observed to vary with changing fill-fraction.   

Another ejector geometric parameter of importance is the length of the diverging exhaust section. Two lengths of 
exhaust sections were tested, LEXHST/DEJECT of 1.36 and 2.36, both with a diverging half angle of 4 degrees. The data 
shown in Fig. 9 shows the combined effects of varying both the intermediate straight section and the exhaust section 
lengths. Each of the curves shown corresponds to a constant length of the exhaust section, with different values of 
LEJECT/DEJECT achieved by changing the intermediate straight section length. Comparing the 2 ejectors tested with an 
overall LEJECT/DEJECT=5.61 highlights the effect of the length of the diverging exhaust section. Although the total 
lengths of the ejectors are the same, they incorporate different length diverging sections, with the difference in 
ejector length made up by the length of the intermediate straight sections. The trend that can be seen is that by 
increasing the length of the diverging section, thrust augmentation is increased. At LEJECT/DEJECT=5.61, the ejector 
with the longer diverging section has a thrust augmentation approximately 15% greater than the short diverging 
section case.  
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    Figure 8. Effect of increasing the length of the intermediate straight section on thrust 

augmentation. Exhaust section had LEXHST/DEXHST=2.36, with 4 degree divergence 
angle. Ejector axial position of x/DPDE=+2, Φ=1. 

1318



 
American Institute of Aeronautics and Astronautics 

 

8

20

30

40

50

60

70

80

1.61 2.61 3.61 4.61 5.61 6.61 7.61

LEJECT/DEJECT

Th
ru

st
 A

ug
m

en
ta

tio
n 

(%
)

LEXHST/DEJECT=1.36

LEXHST/DEJECT=2.36

20

30

40

50

60

70

80

1.61 2.61 3.61 4.61 5.61 6.61 7.61

LEJECT/DEJECT

Th
ru

st
 A

ug
m

en
ta

tio
n 

(%
)

LEXHST/DEJECT=1.36

LEXHST/DEJECT=2.36

 
Figure 9. Effect of varying the intermediate straight section length, along with the length of the diverging 
exhaust section. Ejector axial position of x/DPDE=+2. ff=1.0, Φ=1.   
  

E. Effect of Divergence Angle 
For all of the data reported so far, the diverging section half-angle has been set to 4 degrees. This angle is an 

important geometric parameter of the ejector system, and no known data has been reported in the published 
literature on the effect that varying this angle has on thrust augmentation. Diverging angle data is shown in Fig. 10 
for ejectors over a range of LEJECT/DEJECT ratios at a fill-fraction of 1.0. In Fig. 10a the exhaust section length is fixed 
at LEXHST/DEJECT=2.36. Different LEJECT/DEJECT ratios were obtained by changing the length of the intermediate 
straight section alone. The 4 degree diverging section shows the best performance at all lengths tested. The 12 
degree diverging section performed much worse than the others; this can be explained by increased flow separation 
on the diverging section leading to a low pressure zone causing a drag force on the system. Optimum intermediate 
straight section length did not change with divergence angle, as the optimum LEJECT/DEJECT was always seen to be 
5.61. It was observed that interactions exist between the geometric variables of diverging section length and 
divergence half-angle. In Figure 10b, the exhaust section length is fixed at LEXHST/DEJECT=1.36. The shorter 
diverging exhaust sections also showed the same optimum straight section length as the longer diverging sections. 
However due to shorter length of the exhaust section, the optimum total ejector length is decreased. For the short 
exhaust sections, the 8 degree outperformed both the 4 and 12 degree sections at all lengths tested. The interactions 
between geometric parameters are apparent in Fig. 11. Data is plotted as a function of diverging section half-angle 
for 2 different length exhaust sections. Straight ejector data is also shown in this figure with a diverging angle of 0 
degrees. The long diverging section shows a peak augmentation at 4 degrees divergence. While the short diverging 
section shows a peak augmentation at a half-angle of 8 degrees. This data suggests that each divergence angle has an 
optimum length. The 4 degree half-angle showed the largest increase in augmentation with increasing diverging 
section length. It appears that the 4 degree section has not yet attained its optimum length and thus it would be 
beneficial to test a longer 4 degree diverging section.          

 
 
 

1319



 
American Institute of Aeronautics and Astronautics 

 

9

 

 
 
 

IV. Conclusion 
A parametric study was performed on a set of straight and diverging ejectors. Testing was performed to study the 

effects of the PDE operating parameters of fill-fraction and frequency on thrust augmentation. It was verified that at 
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Figure 11. Thrust augmentation as a function of exhaust section divergence angle. 
Ejector axial position of x/DPDE=+2. ff=1.0, Φ=1.

Figure 10. Thrust augmentation as a function of intermediate straight section length for 2 
separate exhaust section lengths. Exhaust section in 10a has LEXHST/DEXHST=2.36. Exhaust section 
in 10b has LEXHST/DEXHST=1.36. Ejector axial position of x/DPDE=+2.     
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a downstream ejector placement, fill-fraction has an inverse relationship with thrust augmentation. It was seen that 
over the range of 10 to 30 Hz, increasing the operating frequency of the PDE decreased thrust augmentation. 
Through a simple analysis it has been speculated that augmentation will continue to decrease with frequencies above 
30 Hz. From this analysis thrust augmentation does appear to level off asymptotically as frequency is increased to 
higher levels. The axial placement of the ejectors was studied in detail. Axial position was varied from x/DPDE=-12 
to +6. For all ejectors tested, straight and diverging, a downstream placement gave maximum thrust augmentation. 
Thrust augmentation decreased towards zero as the ejectors were moved upstream, and at upstream placements fill-
fraction had almost no effect on augmentation. The key ejector geometric parameters were varied and showed an 
optimum length of the intermediate straight section to be LSTRAIGHT/DEJECT=2. For the 4 degree diverging sections 
tested, increasing the length of the diverging section gave increased augmentation. This large increase in 
augmentation with diverging section length suggests that the 4 degree diverging section has not yet attained its 
optimum length. The divergence angle of the exhaust section was varied from 0 to 12 degrees. Interactions were 
observed between the variables of divergence angle and exhaust section length. The 4 degree diverging section 
performed the best overall of the divergence angles tested. Use of a diverging ejector was seen to provide 
approximately 2.37 times more thrust augmentation than a purely straight ejector of equal length. The optimum 
ejector configuration gave thrust augmentations of 71% at a fill-fraction of 1.0, and 85% at a fill-fraction of 0.6.  
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Detonation initiation remains an impediment to pulsed detonation technology
efficacy. Practical fuels can now be detonated regularly in the laboratory using
conventional oxygen-rich predetonators or extended deflagration-to-detonation
transition (DDT) geometries; however, these systems are not suited for field use due to
the excess oxygen required for the predetonator and the reduced performance due to
drag of DDT mechanisms. The performance of a hydrogen-air multi-cycle pulsed
detonation engine is examined using two initiation schemes, a predetonator and a DDT
device to determine a suitable initiation mechanism. DDT mechanisms typical for
initiation of hydrogen and those typical of insensitive hydrocarbon fuels are examined.
Because of the relative ease of detonation initiation, hydrogen is the fuel used in the
main detonator tube, even with the longer DDT mechanisms used for insensitive fuels.
The predetonator uses aviation gasoline and nitrous oxide in a small (1 to 3% of the
volume of the main tube) chamber to initiate a detonation and generate an upper limit
on the expected performance of DDT initiators. A fuel-specific impulse value of
approximately 3900 sec is achieved with the predetonator at 10 Hz and an equivalence
ratio and fill fraction of unity. For DDT initiation, a Schelkin-like spiral located in 10
to 70% of the main detonation tube volume is used. Below 10% of the main tube
volume, DDT is found to generate identical impulse to the predetonator initiation, while
for the longest DDT mechanism, located throughout 70% of the main tube volume, a
reduction in fuel-specific impulse of 44% is measured. Head pressure measurements
show a reduced thrust wall pressure for the DDT initiation, probably owing to the drag
and dissipation of the retonation wave traveling upstream through the DDT
mechanism.

I. Introduction
ULSED detonation engines (PDEs) require efficient detonation initiation for practical operation.
Typically detonation initiation is obtained via the use of predetonators, which utilize a more readily

detonable mixture in a small initiation tube that subsequently propagates a detonation into a main thrust
detonation tube, and/or flame acceleration through successful deflagration-to-deflagration transition (DDT)1.
Depending on the sensitivity of the fuel, the amount of excess oxygen or DDT distance can become excessive.
In recent years, kerosene-air mixtures have been detonated successfully in a variety of engine scale detonation
tubes2-5; however, the practicality of the methods used to achieve hydrocarbon detonations continues to be an
obstacle to PDE development.

Although predetonators can produce extremely short detonation initiation times and distances, they
typically employ highly reactive components to overcome the difficulties associated with hydrocarbon-air
detonation initiation. In addition to the logistic and hardware penalties associated with typical predetonator
systems, minimizing the required size and obtaining efficient transition to a practical hydrocarbon-air mixture
remain challenges. Typically oxygen is utilized due to its high reactivity and nominal detonation initiation
requirements with hydrocarbon fuels. Oxygen is unpleasant to work with due to its proclivity for
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exothermically oxidizing structural components. Additionally, even a 2% by-volume predetonator requires a
significant oxygen supply.

DDT has been demonstrated successfully in hydrocarbon-air mixtures. Although high-energy ignition
system or excess oxidizer may not be required, DDT typically requires both long distances and times for
practical hydrocarbon-air mixtures. Significant cycle time penalties and inefficiencies have been identified as
the negative consequences of hydrocarbon-air DDT used for the initiation process6. Most hydrocarbon-air
mixtures can be readily detonated with a 48″ Schelkin spiral if good mixing can be obtained5. However, the
performance penalties for using long spirals can be quite significant. Kailasanath’s review found that the
generally recognized fuel based specific impulse for hydrogen air mixtures is around 4000-4500 seconds (with
a fully detonating tube)7.
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Figure 1. Specific impulse versus frequency for stoichiometric
hydrogen-air with 16″ and 48″ spirals in a 72″ long, 2″
diameter tube. 
 

Our past work6 demonstrated that even a 16″ spiral in a 72″ tube has an Isp below 4000 seconds, and as
shown in Fig. 1, the performance penalties associated with a long spiral are nearly 50%. These penalties were
found to be caused by DDT obstacle drag in the blow-down processes and are in addition to pressure drop
penalties which occur during the tube fill cycle. The authors found that turbulence and pressure effects can
promote detonation initiation and enhance performance as shown by the Isp increasing with frequency with a
16″ spiral. However, losses offset gains when longer spirals are utilized, such as the 48″ Schelkin spiral, (the
performance of which is shown in Fig. 1.) which may be required for initiation of conventional hydrocarbon-
air mixtures5.

Shepherd and co-workers found similar penalties associated with DDT processes in their detonation
impulse measurements8. This paper will further quantify the performance of DDT initiation and transmission
mechanisms in comparison to predetonators.

II. Experimental Setup & Procedures
Experiments were conducted using the research PDE at the Air Force Research Laboratory’s Pulsed

Detonation Research Facility. This PDE uses the “head” of a General Motors automotive engine to control the
airflow into the detonation tube. The PDE cycle consisted of equal time allotted for: i) filling the detonation
tube with pre-mixed hydrogen and air at an equivalence ratio of one, ii) ignition, detonation, and blow-down,
and iii) purging of the detonation tube with air. For these experiments the pressure upstream of the automotive
poppet valves was controlled such that during the fill cycle the mass flow of pre-mixed fuel and air was
equivalent to the volume of the tube times the density of the fuel-air charge at the gas temperature upstream of
the poppet valves and atmospheric pressure times the operating frequency. This was defined as a fill fraction
(FF) of one, and all tests during this research were conducted at a fill fraction of one unless otherwise noted.
The purge fraction (PF) was defined in the same manner and was held constant at one-half for all experiments.
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The fuel-air mixture was ignited with a 115 mJ spark at the closed end of the main tube or predetonator.
Further details of this engine are given by Schauer et al9.

The PDE was operated at 10Hz in order to minimize turbulent and dynamic pressure effects on the
initiation processes and PDE performance. Unless otherwise noted, a stoichiometric mixture of hydrogen-air
was used in the main detonation tube (equivalence ratio of unity). Detonation tubes were instrumented with a
dynamic pressure transducer at the closed end of the tube and ion probes at various intervals along the length
of the detonation tube. Thrust was measured on a damped thrust stand where displacement was proportional to
thrust. The thrust stand was oscillated during each test, and the displacement averaged over several seconds to
eliminate hysteresis and improve accuracy. The repeatability of the thrust measurement has been shown
previously to be within ±2%6.

Figure 2. 16″ long x 2″ diameter initiation section with Schelkin-type spiral connected to a 3.5″
diameter detonation tube. Additional details of the 2″ initiation section and ~17o half-angle
transmission section are shown on the right.

For the purposes of assessing initiation on performance, two tube diameters were chosen and two initiation
mechanisms were employed. A 2″ diameter, 16″ long Schelkin-type spiral was located in the head end of a
16″ long 2″ diameter pipe which was then connected to either more 2″ diameter pipe (as described in previous
work and in Fig 3a.), or through a ~17o half-angle coupling (2″ to 4″ pipe reducer fitting) to a 3.5″ diameter
pipe as shown in Fig. 2 and 3b. The initiation section was approximately 10 and 20% of the tube volume of
the 3.5″ and 2″ main tubes respectively.

a). 2″ tube with spiral

b). 3.5″ tube with spiral

Figure 3. Geometry and instrumentation locations of 2″ (a) and 3.5″ (b)
diameter detonation tubes, each initiated via a 2″ diameter x 16″ long
Schelkin-type spiral section located adjacent to the closed ignition end.

An avgas-nitrous oxide predetonator was the second initiation scheme. The predetonator, pictured in Fig.
4, consisted of an outboard marine company’s (OMC) two-stage injector originally developed for 2-stroke
direct injection applications as well as an automotive company’s high pressure direct injection injector. In this
application, the fuel was injected at approximately 120 psig by the OMC injector and liquid nitrous oxide was
injected by the high pressure direct injector at 600 to 800 psig, (dependant on the bottle supply temperature.)
The second stage of the OMC injector was used to purge the predetonator at the end of a cycle with
compressed air at 95 psig. The injectors were attached to a 1″ pipe cap that screwed onto a 1″ tube attached to
an adapter. In this manner, the detonation was transferred from the predetonator to the main detonation tube.
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Figure 4. Avgas-nitrous oxide predetonator consisting of three fuel
injectors, 1″ tubing and a spark plug.

The predetonator transmitted the resultant detonation to either a 2″ or 3.5″ diameter main detonation tube
containing a hydrogen-air mixture supplied by the research engine head. The transmission section was
carefully designed to propagate the detonation from the predetonator to the main tube without quenching.
Hardware configuration and instrumentation ports for the predetonator initiated hardware are shown in Fig. 5.

a). 2″ tube with predetonator

b). 3.5″ tube with predetonator

Figure 5. Geometry and instrumentation locations of 2″ (a) and 3.5″
(b) diameter detonation tubes, each initiated via a 1″ diameter
predetonator near the head end.

The predetonator was found to operate reliably with either vapor or liquid fuels, although liquid avgas was
used here. Nitrous oxide was found to have the detonability of pure oxygen, but without the special handling
and design requirements associated with pure oxygen. The use of liquid nitrous oxide was also beneficial
because of the cooling from the heat of vaporization upon injection, which kept the injector assembly cool as
shown in Fig. 6. The 1″ diameter predetonator produced a detonation consistently within 6″. Consequently a
7″ long predetonator was employed, producing a predetonator volume ~1-3% of the main detonation tubes.

Predetonator attachment point

Predetonator attachment point
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pressure plotted for reference. Data acquired between 30 and
40 seconds.

In order to obtain consistent blow-down dynamics, all four geometries described were within 10% of the
same length. Subsequently the four geometries will be referenced by main tube diameter and initiation
method, e.g. “3.5″ tube with spiral” refers to the geometry shown in Fig. 3b., “2″ tube with predetonator”
corresponds to the geometry shown in Fig. 5a., etc.

Operation consisted of setting frequency, main combustion air and purge air flow rates, followed by
turning on the ignition system and/or predetonator. The main tube hydrogen fuel was then enabled and data
collection commenced once the hydrogen fuel flow rate was stabilized. Consequently, the main detonation
tube wall temperatures were ~300oF for all experiments. As typified in Fig. 6, data were collected between 30
and 40 seconds for the all experiments.

In some cases, the predetonator geometries were operated with a conventional spark in the main tube head
with the predetonator off. As there was no geometry to aid DDT in these cases, no measurable detonation
wavespeeds were observed. Consequently, these cases are subsequently referred to as “spark (no DDT)”.

III. Experimental Results
With both the spiral and predetonator initiatiors, DDT was obtained for both tube diameters, as shown in

Fig. 7. The limited measurements presented here demonstrate that stable detonation wavespeeds were
obtained for all four cases. Additional measurements indicated that detonation was achieved within the spiral
or predetonator (as appropriate) and successfully transferred down the main detonation tube.

Although no wavespeeds were observable with ion probes for the spark only case, dynamic head pressure
and average thrust measurements indicated significant pressure was achieved despite the failure to achieve
detonation. This is clear in Fig. 8, in which the dynamic head pressures are compared for the varying tube
sizes and initiation methods. Head pressures are off-set 200psi for each case in the interest of intelligibility for
Fig. 8, but will be compared in further detail below. Previous measurements of ‘bare’ tubes’ with high speed
pressure transducers indicated that the flame was nearly detonating at the end of the tube under similar
conditions but did not transition according to the current instrumentation.
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Figure 7. Ion probe wavespeed measurements confirming
detonation initiation for the both tube diameters and initiation
schemes. Note that the Chapman-Jouget wavespeed for
stoichiometric hydrogen-air is 1970 m/sec11.

For some cases, the head pressure could be integrated with time and area to provide a measure of pressure
thrust8, as shown in Fig. 9 for the 2″ tube with predetonator case. The average thrust was measured via the
damped thrust stand. Before placing much significance on such thrust comparisons, it should be noted that the
dynamic pressure transducers are noisy and sometimes experience significant thermal and DC drift. The
integrated head pressure thrust measurement is highly sensitive to small DC offsets or changes in slope to the
dynamic pressure signal.
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Test data is summarized in Table 1, which indicates: the total tube length, the blow-down time as
measured from beginning of pressure rise to the zero crossing of blow-down pressure (gauge), the ignition
time from spark discharge to the beginning of head pressure rise, the DDT time from ‘ignition’ pressure rise to
the first ion probe, the air thrust, the air thrust plus predetonator thrust, thrust (total) as measured by the
damped thrust stand, and the integrated head pressure indicates the integrated head pressure thrust as
demonstrated in Fig 9. In several instances, ‘na’ indicates the relevant parameter is not applicable. As defined
above, the ignition time poorly reflects the actual predetonator performance as pressure rise begins well before
the head pressure transducer indicates. Integrated pressure thrust is calculated based upon an assumed area
and as noted by Shepherd et al.8, is not very accurate when obstructions such as spirals are present.

Table 1. Summary of test data.

Test Configuration and Data
Summary

2″ tube
with 16″

spiral

3.5″ tube
with 16″x

2″ dia
spiral

2″ tube
with 1″ dia

predet

2″ tube,
spark (No

DDT)

3.5″ tube
with 1″ dia

predet units
Total Length 83 91 82 82 88 in

Blow-down Time 3.9 5.0 5.1 7.7 4.9 msec
Ignition Time 1.2 0.8 1.7 1.2 2.0 msec 

DDT Time 1.5 1.7 0.1 na 0.3 msec
Air Thrust 1 3.8 1 0.9 3.8 lbf

Air + Predet Thrust na na 1.6 na 4.8 lbf
Thrust 6.4 25.7 9.4 5.8 30.8 lbf

Integrated Head Pressure 4.4 25.5 9.2 5.8 30.2 lbf

Using damped thrust stand measurements, a fuel-based specific impulse was calculated for the subsequent
plots. For these calculations, the predetonator mass flux was neglected. It is debatable whether this is a good
assumption, but as noted previously, the predetonator volumes were small (~2%) and similar results have been
demonstrated via cross tube ignition without the predetonator fuel and oxidizer penalties12.
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The specific impulse was plotted versus initiator section volume fraction as shown in Fig. 10, included are
several previously obtained results6. The initiator volume fraction is defined as the initiator section tube
volume (either the entire spiral or predetonator section) divided by the total tube volume.
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Figure 10. Specific impulse (fuel based and predetonator
neglected) versus initiator volume fraction.

The above data enable an assessment of detonation initiation performance. Several additional parameters
were varied in order to appraise performance sensitivity. Variations in equivalence ratio and fill fraction have
dictated detonation performance results in the past; so these parameters were examined in the context of
initiation performance.

Having varied equivalence ratio using spirals previously, the main tube stoichiometry was varied with the
predetonator initiated schemes and compared to Shepherd’s model9,13. Figure 11 illustrates, as before, that
good agreement (within 10%) was obtained with Shepherd’s predicted value of 4335.4 seconds at
stoichiometric conditions. Conventional spiral initiated tubes had lower DDT limits of 0.6-0.8 equivalence
ratio for 2″ tubes and 0.8-0.9 equivalence ratio for 3.5″ tubes. The sudden decreases in specific impulse show
that the predetonator initiator improved only modestly at best upon these limits, but surprisingly, Chapman-
Jouget detonations were observed intermittently at even the lowest equivalence ratios as shown by the open
symbols.

Similarly, varying fill fraction with both the most efficient of the initiation schemes (3.5tube with spiral
and predetonators) produced good agreement with Shepherds model14 as shown in Fig. 12. The model was fit
to an Isp of 4000 sec at a fill fraction of one (fully detonating tube), which is about the best our group has been
able to obtain experimentally with multi-cycle experiments. It should be noted that it is difficult to determine
the exact fill fraction/local equivalence ratio during multi-cycle operation as previous experiments have shown
that the fill process is far from slug-flow15. This is not to say that the fuel and air-flow rates through the engine
were not precise, but rather that there was mixing between the purge air and the fuel-air charge of the next
cycle as well as mixing of the fuel-air charge with ambient air at the end of the detonation tube. At the end of
the detonation tube, the momentum of the in-flowing fuel-air charge carries it slightly past the exit of the
detonation tube, creating a slight vacuum in the detonation tube (similar to the overexpansion that occured
after the blow-down process, but smaller in magnitude), which caused a mixture of fuel-air, purge air, ambient
air and possibly exhaust to be pulled into the exit of the detonation tube in a spring-like action. The
equivalence ratio in the last 12 to 18″ of the detonation tube is at-best unknown and the wave speed in this
region typically deteriorates.
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IV. Performance Analysis & Discussion
From the head pressure traces of Fig. 8, it is clear that predetonator initiated detonations produced near

direct initiation of the main detonation tubes, as evidenced by the near von Neuman pressure peaks obtained.
The spiral initiated cases universally produced sub Chapman-Jouget head pressures and it appears that spiral
drag significantly weakens the retonation wave in addition to attenuating pressure thrust, as confirmed by
Shepherd8. The obstruction-weakened retonation wave is more clearly visible in Fig. 13. below, where head
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pressure has been normalized to the blow down time for the three 2″ diameter tube cases. The spark with no
DDT case clearly shows more thrust pressure than the spiral case in both Fig. 13 and Table 1. Yet the actual
thrust measurement shows that it is better to have DDT even with the losses due to drag associated with the
DDT mechanism (the spiral). Dynamic pressure transducer measurements in multi-cycle detonating
environments are qualitative due to thermal and DC drift. Interestingly, the slow flame-speed results in a
prolonged head pressure trace for the non-detonating case.

The integrated pressure method of calculating thrust is nearly meaningless for reasons cited above when
spiral drag is significant, but is useful when there are no or minimal obstructions in the tube, such as the
predetonator cases and the spark (no DDT) case shown in Table 1. By transitioning a 2″ diameter spiral
initiated tube section to a larger tube, spiral drag losses were minimized and produced virtually identical
performance as the near-direct initiation via predetonator method, as seen in Fig. 10. It should be noted that
although the expansion angle of the transition from 2″ diameter to 3.5″ diameter is larger than typically
acceptable for detonation diffraction without quenching16, transverse wave reflections likely re-establish the
detonation quickly for such a small area change17.

Figure 10, clearly indicates a strong correlation between initiator volume and PDE performance. A nearly
50% reduction in efficiency occurs with increasing initiator volume. This decrease in efficiency at high
initiator volumes is especially significant for difficult to detonate mixtures such as kerosene-air, as larger DDT
volumes are required.
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Figure 13. Head Pressure for 2″ diameter tube cases normalized
to blow down.

The impact of initiation upon throttling performance (via fill fraction), becomes even clearer when larger
spirals were added to the 3.5″ diameter detonation tube, producing the results shown in Fig. 14. Losses
evident at full tube fill (the full throttle condition), continue to degrade efficiency when the fill fraction is
reduced.
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V. Conclusion
Pulsed detonation engine performance was shown to be sensitive to initiation strategy, varying over 40%,

with the best initiation strategies approaching predicted performance. Predetonator initiation was used to
provide an upper bound of 3900 sec for DDT initiation strategies, as well as to compare with current models.
The predetonation initiation scheme was within 15% of predicted fuel-specific impulse for equivalence ratios
from 0.5 to 1 and fill fractions from 0.3 to 1 when detonation was successful and consistent. An explanation
for the consistently low impulse is the mixing and over-expansion of the main tube charge during the filling
process in multi-cycle operation. Although a predetonator is effective, an oxygen-rich predetonator may not
be practical outside of the laboratory because of the difficulty and bulk of storing or generating oxygen.

This sensitivity to initiation strategy also limits the methods of detonation initiation acceptable for an
engine. The effect of the length and volume of DDT mechanism was shown through the performance as well
as by the reduced head pressure (likely caused by the retonation wave passing through the DDT mechanism.)
In general, the initiation volume for DDT should be less than 10% of the total tube volume. The implication is
that detonation initiation, for all practical fuels and devices, must be accomplished somewhere other than the
main detonation tube where effects of confinement can be maximized and obstacle drag can be minimized.

Detonation initiation for hydrocarbon or insensitive fuel continues to remain an area requiring innovations.
Research is needed to develop low drag DDT mechanisms and air-fuel predetonators.
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Pulse-Detonation-Engine Exhaust Nozzles
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Performance measurements of multicycle pulse-detonation-engine (PDE) exhaust nozzles were obtained using
a damped thrust stand. A pulse detonation engine of 1.88 m length was operated on a cycle frequency of 30 Hz
at stoichiometric conditions. Both converging and diverging bell-shaped exhaust nozzles were tested for PDE fill-
fractions ranging from 0.4 to 1.1. The area ratios of the nozzles were varied from 0.25 converging to 4.00 diverging.
The nozzle length was negligible compared to the overall length of the PDE. The feasibility of normalizing the PDE
nozzle thrust data was investigated by testing two different PDE combustion chamber diameters (2.54 and 5.08 cm)
with the same nozzle area ratios. The optimum nozzle area ratio was found to be a function of the PDE fill-fraction.
For fill-fractions at or below 0.5, the optimum configuration was a PDE without an exhaust nozzle. However, as
the operating fill-fraction was increased to values close to or above one, thrust enhancement was obtained with
a converging nozzle. The diverging nozzles also showed a relative increase in their performance with increased
fill-fraction. Unlike the converging nozzles, the diverging nozzles and baseline configuration were observed to be
sensitive to the ignition delay.

Nomenclature
AR = area ratio of nozzle (D2

nozz/D2
comb)

Dcomb = PDE combustion chamber diameter
Dnozz = exhaust nozzle-exit diameter
ff = fill-fraction
Isp = fuel-based specific impulse
Ispref = reference fuel-based specific impulse
Lcomb = PDE combustion chamber length
Lnozz = length of nozzle
Mexit = exit Mach number
T = thrust
Tref = reference thrust
t = time
tcycle = PDE cycle time
β = nozzle length ratio (Lnozz/Lcomb)

Introduction

P ULSE detonation engines (PDE) use controlled periodic deto-
nations of a combustible mixture to generate thrust.1 Detona-

tion combustion differs from the more commonly used deflagration
combustion in that the fuel/oxidizer mixture is consumed much more
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rapidly because of the detonation flame front being closely coupled
to a leading shock wave. The shock/flame front coupling is caused
by a feedback mechanism between the temperature rise caused by
the shock wave and the chemical energy release and gas expansion
caused by the reaction. Originally, one of the primary motivations
for PDE development was the theory that higher thermal efficiency
could be achieved using detonation combustion.1,2 However, the
application of this theory assumes that a conventional steady-state
thermodynamic analysis is appropriate for modeling a PDE.3 Al-
though recent experimental studies have reported competitive per-
formance values for laboratory-scale PDEs compared to constant-
pressure combustion-cycle engines,4 the appropriateness of using a
conventional thermodynamic analysis for the inherently unsteady
PDE cycle is still in question.5 Thus, one of the key technological
challenges still facing researchers and engineers is to quantify the
range of propulsive efficiencies for a practical PDE system.

Experimental and computational researchers have demonstrated
some success in obtaining competitive specific impulse values with
a simplistic PDE cycle.4,6,7 These promising results have led to
many PDE applications being proposed. For example, it has been
suggested that PDEs can be used as cost-effective replacements for
small gas-turbine engines, as potential replacements for combustors
on existing large-scale gas turbines, or as thrust augmenters. How-
ever, even if PDE performance benefits ultimately reveal themselves
to be insignificant in practical applications, the PDE cycle will still
be an attractive propulsion system because of the reliability benefits
of having very few moving parts, the scalability of the engine, and
the flexibility in geometry it will provide.

Many operating parameters have been shown to drastically affect
the performance of a PDE. For example, at a constant fill Mach
number, PDE thrust has been observed to scale linearly with en-
gine cycle frequency.7 The linear behavior in net thrust was a result
of a linear increase in the percentage of time at which the combus-
tion chamber was at the detonation-induced elevated pressure. Thus,
adjusting the PDE cycle frequency is one proposed method of throt-
tling the engine. Another way of throttling the engine is to alter the
amount of fuel-oxidizer mixture that fills the PDE combustion cham-
ber before ignition. The ratio of the PDE combustion chamber filled
with a detonable mixture relative to the total combustion chamber
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length is defined as the fill-fraction. Although the PDE thrust has
been shown to decrease with a reduction in fill-fraction, the fuel-
based specific impulse values increased at a faster rate. This per-
formance gain observed at lower fill-fractions was attributed to the
leading shock wave of the detonation front compressing the nonre-
actants occupying the remainder of the PDE combustion chamber.7,8

Schauer et al.7 demonstrated experimentally the performance ben-
efits of partially filling the combustion chamber for a multicycle
PDE operation. Their results showed the partial-fill effect being in-
dependent of PDE cycle frequency for a constant-area combustion
chamber.

An alternative viewpoint of the partial-fill effect is that the thrust
of a PDE can be increased by maintaining a constant amount of fuel-
oxidizer mixture and simply adding additional length to the com-
bustion chamber. The additional combustion chamber length can
be viewed as a constant-area straight nozzle that alters the pressure
relaxation process at the head wall of the PDE. When the detonation
wave interacts with the interface separating reactive and nonreactive
gases, a shock wave is transmitted into the nonreactive gas while a
reflected wave propagates back toward the thrust surface. In most
cases of interest to PDE applications, the reflected wave is an ex-
pansion wave. A second expansion wave is generated at the end
of the combustion chamber when the shock wave reaches the sud-
den area change. This expansion also propagates back toward the
thrust wall. Thus, by extending the length of the straight nozzle, the
stronger exit-flow rarefaction waves can be delayed in time, thereby
allowing a slower rate of pressure relaxation at the head wall of the
PDE. Li and Kailasanath8 have predicted that significant increases
in peak impulse values can be obtained by increasing the length of
a straight nozzle. However, although straight nozzles provide im-
pressive performance benefits, they also limit the maximum cycle
frequency of the PDE because of longer associated blowdown times.

More conventional nozzle geometries have also been shown to
provide performance benefits for PDE applications. A very detailed
review on the current level of PDE nozzle technology was given by
Kailasanath.4 The outcome of this review revealed some significant
disagreements on the reported behavior of PDE nozzles. The source
of the disagreements was attributed to the highly dynamic nature of
the PDE and its sensitivity to the operating conditions. For example,
most of the previous PDE nozzle research investigated the effects
of nozzles that had relatively large lengths compared to the com-
bustion chamber (β = Lnozz/Lcomb > 0.1). Thus, for these nozzles
of nonnegligible length, partial-fill effects will have a significant
impact on the PDE performance and should be taken into consid-
eration when interpreting the results. Another common difference
observed between the various PDE nozzle studies was that most
studies modeled single-cycle detonations, whereas very few looked
at the behavior of a more practical multicycle operation.4 These
differences in PDE nozzle operating conditions lead to differing
conclusions on an optimum nozzle geometry. Some highlights of
these studies are discussed next.

Eidelman and Yang9 modeled a series of straight, converging,
and diverging nozzles for a PDE operating in a single-shot deto-
nation mode. The fill and purging processes and multicycle effects
were not modeled. In their study, the nozzles represented a signif-
icant portion of the PDE (β = 0.167–0.4) All nozzles showed an
improvement over the baseline configuration without a nozzle, as a
result of the partial-fill effect. Although the converging and straight
nozzles increased the peak thrust (impulse), the peak thrust did not
occur until much later during the cycle because of the increase in
blowdown time. The diverging nozzles, on the other hand, increased
the thrust of the PDE by converting the thermal energy of the under-
expanded gases into kinetic energy, but produced the higher peak
thrust levels at a faster rate as a result of an increased rate of ex-
pansion. The one drawback observed with diverging nozzles was
that because of overexpansion inside the PDE the increased thrust
surface area resulted in negative thrust later in the cycle. Despite
this drawback, the bell-shaped diverging nozzle showed the best
performance overall for this single-shot detonation operation.

Yungster10 confirmed the results by Eidelman and Yang9 in that
a bell-shaped diverging nozzle performed the best and converg-

ing nozzles limit the operating frequency of the PDE. Yungster at-
tributed the performance benefits of the bell-shaped nozzle over
conical diverging nozzles to a slight minimization in overexpansion
and therefore a reduction in negative thrust during the later stages of
the blowdown process. The computations by Cambier and Tegner11

also are in agreement that a bell-shaped diverging nozzle, with its
associated negative curvature in the change in internal surface-area,
performs better than a diverging nozzle with straight or positive
surface-area curvature. However, one distinct difference in the PDE
operation modeled by Cambier and Tegner11 compared to the works
already mentioned was that the relatively large nozzles were filled
with a detonable mixture. Thus, unlike the previous studies Cambier
and Tegner11 predicted a decrease in specific impulse with diverging
nozzles. This was because the thrust gain provided by the diverg-
ing nozzle did not overcome the cost of providing additional fuel
mass to fill the diverging nozzle. This negligible benefit of using a
diverging conical nozzle with a filled mixture was also predicted by
Mohanraj and Merkle12 and by Cooper et al.13

These and other PDE nozzle simulations have focused primarily
on predicting simplistic single-shot PDE operations in which the
subsonic fill and purge portions of a practical PDE cycle were not
considered. In reality, the filling and purging processes of a mul-
ticycle operation are not insignificant portions of the cycle. Thus,
although a diverging nozzle has been shown to expand the high-
pressure detonation gases and provide additional thrust surface on
which this pressure can act, the diverging nozzle will act as a diffuser
during the remainder and perhaps majority of the cycle. Yungster10

modeled the multicycle operation of PDE diverging nozzles and
found that the first cycle showed nozzle thrust augmentation, but no
augmentation was observed during the following second and third
PDE cycles. The loss in thrust augmentation was attributed to the
cold air that occupied the nozzle during the first cycle being re-
placed with low-density combustion products. Wu et al.14 have also
modeled such multicycle operations and have shown that the per-
formance enhancements of diverging nozzles during the detonation
phase of the PDE cycle did not have a significant impact on the over-
all system. Rather, they found that a converging nozzle is helpful
in maintaining significant backpressure at altitude conditions. From
these and other studies, it can be concluded that the subsonic filling
and purge portions of the cycle can significantly contribute to the
thrust of the PDE during multicycle operations and thus should be
considered in the nozzle design.

Other benefits of using exhaust nozzles for PDE applications have
been recently proposed by Kaemming and Dyer.15 First, a converg-
ing exhaust nozzle for a PDE provided control over the pressuriza-
tion inside the combustion chamber as in the case of a ramjet engine.
By choking the exhaust flow, the Mach number and pressure inside
the detonation chamber were independent of the flight speed and
atmospheric conditions. If the pressure was not controlled, an in-
crease in flight speed corresponded to an increase in the combustion
chamber Mach number and a decrease in pressure inside the cham-
ber. Kaemming and Dyer15 performed a thermodynamic analysis
showing that the efficiency of a PDE diminished without the con-
verging exhaust nozzle controlling the chamber pressure. In addition
to the thermodynamic effects of backpressurization, the converging
section of an exhaust nozzle provided a means of controlling the
frequency of the engine. For example, Kaemming and Dyer15 have
shown that a reduction in chamber pressure (increase in chamber
Mach number) translated into an increase in the required operating
frequency of the PDE engine. Because the PDE frequency has usu-
ally been controlled through valves, this lack of chamber pressure
control might place an impossible requirement on the valve system.
For these two reasons, an exhaust nozzle with a converging throat
section appeared to be beneficial for PDE applications.

The current work is a unique experimental study of a multicycle
PDE operation, in which gross thrust augmentation levels provided
by various converging and diverging bell-shaped exhaust nozzles
were quantified. The nozzle-area ratio was varied from 0.25 converg-
ing to 4.0 diverging. The nozzle length represented a negligible por-
tion of the overall PDE length (β < 0.042). The PDE operated on a
stoichiometric mixture of hydrogen air at a cycle frequency of 30 Hz.1335
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The PDE cycle time was divided evenly between three stages: a fill
stage, an ignition/detonation/blowdown stage, and a purge stage. For
each nozzle configuration, the operating fill-fraction was varied to
quantify their corresponding partial-fill effects. The PDE frequency
and backpressure were held constant during testing, but because of
their potential significant impact on an engine’s performance should
be investigated in future studies in order to fully understand the per-
formance benefits of using exhaust nozzles for PDE applications.

Experimental Setup
Gross thrust measurements of a PDE were performed to quantify

the effects of exhaust nozzle geometry on PDE performance. The
pulse-detonation-engine test facility at the U.S. Air Force Research
Laboratory at Wright–Patterson Air Force Base was used to obtain
the thrust measurements. Premixed hydrogen and air were delivered
to a cylindrical combustion chamber by way of a mechanical valve
system constructed from a modified four-cylinder automotive head.
In the standard automotive cycle, each cylinder has four ports, two
for intake and two for exhaust. However, for the PDE operation,
the two intake ports served to deliver the premixed hydrogen-air,
while the two exhaust ports operated in reverse to deliver purge-air
to purge the combustion chamber of hot gases after each detonation
and before injecting a fresh mixture of reactants. The combustion
gases exited from the exhaust end of the combustion chamber. The
automotive valve system could be operated at frequencies up to
40 Hz. Because of the nature of automotive valving, the division
of the cycle timing for various events such as fill time and purge
time and detonation time were fixed to be each 1

3 of the cycle. Only
one of the four automotive valve sets was used to deliver mass
flow to a single cylindrical combustion chamber. The hydrogen and
air were metered through choked flow orifices, and the flow rate
and pressure data were collected via a remote 5-MHz 16-channel
analog-to-digital-converter system. For a more detailed description
of the PDE test facility, the reader is referred to the recent paper by
Schauer et al.7

For the current PDE nozzle performance tests, the pulse detona-
tion engine was operated with a stoichiometric mixture of hydrogen
and air. To determine the feasibility of normalizing PDE exhaust
nozzle data based on the nozzle inlet-to-exit area ratio, two combus-
tion chambers of 2.54 and 5.08 cm diameter (Dcomb) were tested.
Both PDE combustion chambers had a length of 1.88 m, and the
PDE cycle frequency was kept constant at 30 Hz. Bell-shaped ex-
haust nozzles of area ratios (AR = D2

nozz/D2
comb) ranging from 0.25

converging to 4.0 diverging were tested. In all test cases, the nozzle
length represented only 2–4% of the total length of the PDE. Noz-
zles of this length were chosen so as to limit the partial-fill effects
introduced by adding the additional length to the PDE.

The two operating parameters varied during these tests were the
fill-fraction (ff) and ignition delay. The fill-fraction was defined as
the ratio of the combustion chamber volume initially filled with a
detonable mixture compared to the total combustion chamber vol-
ume. The fill-fraction was varied from 0.4 to 1.1 for all nozzle
configurations. The fill-fraction was determined by measuring the
volume flow rates of the reactants using upstream choked flow noz-
zles. Because the maximum error in volume flow rate measurements
was found to be ±3%, the relative error in fill-fraction measurement
was also ±3%.

A purge-air cycle was added to cool the combustion chamber and
provide a buffer between the hot combustion products and the fresh
reactants being injected for the next cycle. Because of the automotive
valve system that was used, 1

3 of the cycle was allocated for purging.
Similar to fill-fraction, the purge-fraction can be defined as the ratio
of the combustion chamber filled with purge-air relative to the total
combustion chamber volume. The purge-fraction was kept constant
at 0.5 during all tests.

The ignition delay was defined as the time delay for the spark plug
to ignite relative to the closing of the valves. Because of the response
of the valve system, the ignition delay could not be set below a value
of 0.5 ms without the risk of a backfire upstream into the injection
manifold. The maximum delay time was set by the 30-Hz cycle
frequency of the PDE. For the ignition delay studies, the delay time

was varied from 0.5 to 7.5 ms for the baseline configuration of a PDE
without an exhaust nozzle and for two representative converging
(AR = 0.25) and diverging (AR = 4.0) nozzles. A maximum ignition
delay of 7.5 ms allowed a sufficient amount of time (3.5 ms) for
the deflagration-to-detonation transition (DDT) and blowdown to
occur before the purge-air entered the combustion chamber. All
other nozzle tests were performed at a baseline ignition delay of
0.5 ms.

The DDT of the hydrogen-air mixture was enhanced by the use
of Shchelkin-type spirals of 0.3 m length for both the 2.54-cm- and
5.08-cm-diam combustion chambers. The Shchelkin spiral occupied
only 16% of the total combustion chamber length. Two pressure
transducers (PCB M102A) were mounted 0.15 m apart to monitor
detonation wave speeds and validate that Chapman–Jouguet (CJ)
detonations were produced. The transducer closest to the exit of
the PDE was placed a distance of 0.36 m from the PDE exit. The
detonation wave speed measured for both combustion chambers at a
fill-fraction of 1.0 was on average 1988 m/s (±13 m/s), which is less
than 2% deviation from the theoretical CJ wave speed of 1966 m/s
for a stoichiometric hydrogen-air mixture.

The PDE was mounted on a damped thrust stand rated for a
maximum thrust load of 4500 N. The thrust stand was designed to
measure the time-averaged thrust of the dynamic PDE. The thrust
stand consisted of linear pillow-block bearings (Thompson Indus-
tries M/N SPB-16-0PN) riding along a pair of 25.4-mm-diam linear
bearing rails (Thompson Industries P/N SR-16). The PDE was al-
lowed to move freely on the rails, but its motion was weakly damped
by springs to prevent any resonance effects. To remove the effects of
static friction, the PDE was continuously actuated forward and back-
ward by a linear pneumatic actuator (Bimba M/N 096-DXDEH) at
an oscillation rate of 0.3 Hz. The linear actuator was a double act-
ing balanced actuator that applied the same force in both directions
for a set flow rate of air. The air pressure was generally set to de-
liver a ±25.4-mm travel distance. Because the actuator produced
a net zero average force, the average position of the thrust stand
was solely a function of the engine average thrust. A displacement
sensor (Data Instruments P/N DCFS4) with a 101.6-mm stroke was
used to measure the position of the thrust stand as a function of time.
The frequency response of the displacement sensor was from dc to
10,000 Hz. The output of the displacement sensor was electrically
filtered to remove spurious noise and isolate only the dc component
of the signal that corresponded to the average position (or thrust)
of the engine. Because of the time constant inherent in the filtering
process and the time required to obtain an accurate measure of the
average displacement of the 0.3 Hz oscillating thrust stand, a run
time of at least 10 s would theoretically be needed. In practice how-
ever, run times on the order of 20 to 30 s were required to reach a
steady-state average thrust measurement.

Calibration of the thrust stand position as function of applied load
was obtained by placing static weights on a pulley/cable system and
recording the time-averaged output of the displacement sensor. The
procedure used in the calibration was to load the thrust stand from a
zero applied load to a value above the maximum expected thrust level
of the PDE. The applied loads were then removed sequentially to
determine if any hysteresis effects were present. No hysteresis in the
system was observed throughout the testing. Calibration curves were
obtained before and after each set of tests to monitor changes in the
system. A linear relationship between the applied load and measured
thrust was observed for the entire range of PDE thrust loading with
a maximum recorded standard deviation of approximately ±1 N.
The repeatability of the data was observed to be within this error
band and thus indistinguishable from the measurement error.

Results and Discussion
Baseline Configuration

The selected baseline configuration for the nozzle tests was the
1.88-m-length combustion chamber (5.08 cm diam) without an ex-
haust nozzle. The fill-fraction for the baseline was varied from 0.4
to 1.1 while maintaining a near stoichiometric fuel-air ratio, an igni-
tion delay of 0.5 ms, a purge-fraction of 0.5, and a cycle frequency
of 30 Hz. The gross thrust values for the baseline PDE configuration1336
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Fig. 1 Normalized PDE average-thrust measurements as a function of
number of PDE cycles (AR = 1.0, Dcomb = 5.08 cm, Tref = 77 N).

are given in Fig. 1 as function of experiment run time. The run time
is represented in number of PDE cycles, and the thrust is normal-
ized according to a reference thrust value. The reference thrust used
in normalizing this data was selected to be the thrust value (77 N)
for the baseline configuration at a fill-fraction of 1.0. All reported
thrust values in the current work correspond to the gross thrust of
the engine, and no correction of the data for changes in the fill/purge
stream thrust has been performed.

A transient delay between the first PDE cycle during each test and
the time when a near steady-state thrust level was observed. Figure 1
shows this time delay to be approximately 30 s, or 1000 PDE cycles,
for all fill-fractions tested. The transient delay was a direct result of
the 0.3-Hz oscillating thrust stand, the signal filtering process, and
the averaging used to obtain the thrust measurements. Although the
wall temperature was not recorded, the extended run time required
to obtain a steady-state average thrust also allowed time for the
PDE to come to thermal equilibrium. All thrust data presented in
this paper correspond to the average plateau in thrust recorded after
the PDE had been operating continuously for approximately 1000
PDE cycles.

The variation in thrust with fill-fraction can be inferred from
Fig. 1. An increase in fill-fraction resulted in higher average thrust
values. The thrust increased nonlinearly with fill-fraction as a result
of the shock compression of the nonreactant gases occupying the
remainder of the PDE combustion chamber as has been reported
previously in literature. However, the thrust continued to increase
at fill-fractions above 1.0 because of the increase in mass flow rates
and the fact that the reactants were not of a uniform stoichiometric
mixture inside the PDE. Previous studies have suggested that the
fuel-air mixture becomes leaner near the exit of the PDE because of
a dynamic effect of entrainment of ambient air back into the PDE
combustion chamber during the unsteady filling process.7 Overfill-
ing the PDE can also have a dramatic impact on the performance
when an excessively large exhaust nozzle (β > 0.1) is present as a
result of the nozzle being occupied by reactant gases vs nonreactant
or product gases.4

The current baseline data have been compared to previously re-
ported PDE data by plotting the variation in fuel-based specific
impulse with fill-fraction as shown in Fig. 2. The general trend of
a nonlinear increase in fuel-based specific impulse with decreased
fill-fraction was consistent with those found by other researchers.
This behavior has been directly attributed to shock compression of
the gases occupying the unfilled portion of the combustion chamber
as discussed earlier in this paper. Essentially, the leading shock wave
of the detonation served to compress the gases occupying the un-
filled portion of the combustion chamber (straight nozzle) thereby
maintaining the pressure inside the combustion chamber for a longer
duration. This increased blowdown time with a straight nozzle re-
sulted in higher thrust than would have been observed without the
straight nozzle present. As a result of the PDE thrust levels decreas-
ing at a slower rate than the reduction in fuel mass flow rate as-
sociated with reduced fill-fraction, the fuel-based specific impulse

Fig. 2 Normalized fuel-based specific impulse as a function of fill-
fraction for the baseline configuration (AR = 1.0, Dcomb = 5.08 cm) (Ispref
corresponds to Isp @ ff = 1.0).

Fig. 3 Converging and diverging nozzle cross-sectional schematics
and dimensions.

values increased as shown in Fig. 2. Although the current results
(Ispref = 2600 s) were lower than other reported relative specific im-
pulse values, specifically at the lowest fill-fraction, the important
performance variation with partial fill-fraction was captured in the
current work.

Effects of Nozzle-Area Ratio
The effects of converging and diverging bell-shaped exhaust noz-

zles on PDE thrust were measured. Figure 3 shows representative
schematic drawings for the exhaust nozzles and their respective di-
mensions. The area ratios of the nozzles tested were 0.25, 0.39, 0.56,
1.0, 2.25, and 4.0, where ratios less than one are converging noz-
zles and greater than one are diverging nozzles. The nozzle lengths
ranged from 5.2 to 7.8 cm in length, and therefore only extended the
total length of the PDE by a maximum of 4% (or β = 0.04). Because
β < 0.1 and the uncertainty in fill-fractions has been reported to be
±3%, the partial-fill effect of adding these exhaust nozzles was neg-
ligible. The PDE was operated at the baseline operating conditions
of a stoichiometric fuel-air mixture and cycle frequency of 30 Hz.1337
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Table 1 Total reactant mass flow rates and Mach numbers during fill portion of cycle

MexitTotal reactant mass
Fill-fraction flow rate, kg/s AR = 0.25 AR = 0.39 AR = 0.56 AR = 1.0 AR = 2.25 AR = 4.0

0.4 0.042 0.201 0.129 0.090 0.050 0.022 0.013
0.6 0.064 0.307 0.197 0.137 0.077 0.034 0.019
0.8 0.085 0.411 0.263 0.183 0.103 0.046 0.026
1.0 0.107 0.513 0.329 0.229 0.128 0.057 0.032
1.1 0.116 0.560 0.359 0.250 0.140 0.062 0.035

Fig. 4 Normalized PDE cold-flow thrust as a function of nozzle area
ratio (Dcomb = 5.08 cm, Tref = 77 N).

Two-thirds (22 ms) of the PDE cycle involved filling the com-
bustion chamber with reactants and purge gases at subsonic speeds.
Initial cold-flow tests were performed to determine the effect of ex-
haust nozzles on these subsonic portions of the cycle. The cold-flow
thrust measurements were performed at the same operating condi-
tions and configurations as in the “hot” detonation cases but without
igniting the mixture. The mass flow rates of the fill gases for each
fill-fraction are given in Table 1 along with the exit Mach numbers
for the baseline (AR = 1.0), most convergent nozzle (AR = 0.25),
and most divergent nozzle (AR = 4.0). These data were provided to
show the span from maximum (AR = 0.25) to minimum (AR = 4.0)
exit Mach numbers during the filling process for the current test
conditions. Table 1 shows that all exit Mach numbers associated
with the fill portion of the cycle corresponded to subsonic Mach
numbers. Although the majority of the Mach numbers were below
a value of 0.3, the convergent nozzle did accelerate the fill gases to
Mach numbers as high as 0.56. Thus, compressibility effects were
present for these test conditions, but no exhaust nozzles produced
choked conditions during the filling and purging portions of the cy-
cle. In addition to the filling process, a constant purge fraction of
0.5 was used during purging producing a constant purge gas (air)
mass flow rate of 0.073 kg/s for all test conditions.

The cold-flow thrust measurements are shown in Fig. 4. For all
tested fill-fractions, a decrease in nozzle area ratio resulted in an
increase in thrust. Because it has been established that the cold-flow
exhaust was subsonic through the nozzles for all test conditions,
convergent nozzles (AR < 1.0) were accelerating the exhaust flow
during the filling and purging portions of the cycle while divergent
nozzles (AR > 1.0) decelerated these gases. A linear rate of increase
in thrust with contracting area ratio is shown in Fig. 4 for the interme-
diate nozzle-area ratios of 0.56, 1.0, and 2.25. However, this linear
variation deviated for the smallest convergent nozzle of AR = 0.25
and the largest divergent nozzle of AR = 4.0. The large divergent
nozzle most likely did not continue to cause a linear decrease in
thrust because of increased flow separation from the walls, which
is commonly observed from such a larger bell-shaped nozzle. Thus,
interpretation of this large area-ratio nozzle data is questionable.
Compressibility effects and increased profile drag were believed to
cause the deviation from linear behavior for the smallest area ratio
converging nozzle.

Fig. 5 Normalized PDE thrust as a function of nozzle area ratio
(Dcomb = 5.08 cm, Tref = 77 N).

In addition to the importance of documenting the variation of
cold-flow thrust with nozzle-area ratio, it was also important to
quantify the contribution of the filling and purging cycles to the
overall thrust of the engine. Figure 4 shows that the cold-flow air
thrust for the baseline configuration represented between 10 to 30%
of the total hot thrust (reference thrust). This signifies that the sub-
sonic gas flows occurring during the PDE cycle were substantially
affecting the overall PDE performance. Thus, for PDE applications
all portions of the cycle should be considered when selecting the
appropriate nozzle design.

Once the cold-flow PDE thrust measurements were completed,
the reacting-flow PDE thrust measurements were obtained for each
nozzle/fill-fraction combination. The results of these tests are plot-
ted in Fig. 5. For both the cold-flow and reacting-flow conditions,
all nozzles tested exhibited an increase in thrust with a decrease in
nozzle area ratio when the operating fill-fractions were above 0.8.
This was the same trend observed in the cold-flow tests. However,
at fill-fractions below 0.8, the converging nozzles were observed
to decrease the thrust of the PDE. This shift in converging nozzle
performance with reduced fill-fraction was believed to be caused by
the converging nozzle having less effect on the blowdown process
because of the reduced combustion chamber pressures and the neg-
ative effect of its profile drag playing a dominant role in the overall
nozzle performance. On the other hand, the sensitivity of the diverg-
ing nozzles to area ratio did not appear to change with fill-fraction.
All diverging nozzles at all fill-fractions were observed to have per-
formance degradations with increased nozzle-area ratio. The max-
imum diverging nozzle performance loss was approximately 20%
and occurred at a fill-fraction 0.4.

The fill-fraction condition of 1.1 generated more thrust than the
ff = 1.0 despite the fact the PDE was overfilled. This was a result
of two factors. First, an increase in the fill gas flow rates caused
an increase in thrust as was shown in the cold-flow tests. Second,
because the filling process involved a very dynamic process, the
PDE had a tendency to have a lower equivalence ratio near the end
of the PDE as a result of oscillating entrainment of ambient air into
the PDE combustion chamber. By slightly overfilling the PDE, the
mixture equivalence ratio near the open end of the PDE chamber
was more likely to be close to the desired stoichiometric conditions.

The similarity between the cold flow (Fig. 4) and the react-
ing flow (Fig. 5) thrust profiles further suggests that the nozzle1338
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Fig. 6 Pressure-time traces for the baseline and AR = 0.56 converging
nozzle (ff = 1.0, tcycle = 0.033 s).

performances were being influenced substantially by the subsonic
portions of the PDE. However, the filling and purge portions of the
PDE cycle were not the only important factors that governed the
PDE-nozzle performance. To demonstrate the effect of a nozzle on
the entire PDE cycle, example combustion chamber pressure-time
traces for two nozzle configurations (AR = 1.0 and 0.56) have been
plotted in Fig. 6 for a fill-fraction of 1.0. These two configurations
represent a comparison between the baseline configuration and a
converging nozzle case that produced an increase in blowdown du-
ration. The pressure data in Fig. 6 have been plotted as a function
of normalized time (time divided by the cycle time of 33.3 ms). A
comparison between the two pressure traces shows that additional
thrust was provided by the converging nozzle because of the pres-
sure rise inside the PDE combustion chamber and the associated
increase in blowdown time. The additional compression inside the
combustion chamber was a result of the leading shock wave of the
detonation front reflecting from the converging walls of the nozzle
back to the headwall of the PDE. Figure 6 shows that the pressure
inside the PDE was near or below atmospheric pressure for more
than 80% of the PDE cycle, or 26.4 ms. In comparison, it can be
inferred from the baseline pressure trace that the exhaust flow was
subsonic for more than 92% of the total PDE cycle, or 30.36 ms. In
either case, the exhaust flow was only choked during a small portion
of the entire cycle. This pressure data along with the hot- and cold-
flow thrust measurements demonstrate that a convergent nozzle can
outperform a diverging nozzle by increasing the headwall pressure
during combustion and thereby increase the blowdown time during
expansion. In addition to this thrust contribution of a convergent
nozzle, the exhaust velocity during the purge and fill portions of the
PDE cycle was also increased.

To demonstrate the performance effects of PDE exhaust nozzles
for multicycle PDE operations, the current nozzle data were com-
pared to data available in the literature by plotting the variation in
fuel-based specific impulse as a function of nozzle area ratio for a
fill-fraction of 1.0. Figure 7 shows that in the current study a signifi-
cant enhancement in the PDE performance with a convergent nozzle
was observed, whereas the divergent nozzles produced a loss in the
overall engine performance for the range of tested nozzle-area ratios.
This behavior was consistent with computational simulations per-
formed by Cambier and Tegner.11 Their studies showed that a loss
in engine performance was associated with increasingly divergent
nozzles for multicycle PDE operations. In addition to changes in
the combustion chamber pressure-time behavior, this loss in thrust
with the excessively large diverging nozzles could be a result of
increased flow separation from the nozzle walls in both the current
study and the referenced work. In addition, Cambier and Tegner11

further demonstrated that a single-shot PDE operation can have
different behavior because of the cycle-to-cycle variations of the
gaseous mixtures inside the PDE combustion chamber and nozzles.
This is also in agreement with the observations and conclusions
reported in the current study.

Fig. 7 Normalized fuel-based specific impulse as a function of nozzle
area ratio (ff = 1.0, Dcomb = 5.08 cm).

Fig. 8 PDE thrust density for two PDE combustion chambers
(Dcomb = 2.54 cm: Lcomb = 1.88 m, Tref = 16 N) and (Dcomb = 5.08 cm:
Lcomb = 1.88 m, Tref = 77 N).

Scalability and Normalization of PDE Nozzle Thrust Data
It was desired to determine whether the PDE exhaust nozzle thrust

scales with the initial PDE combustion chamber diameter. To be
more precise, the question to be answered was whether the noz-
zle area ratio was the appropriate normalization for the thrust data.
Figure 8 is a plot of nozzle thrust measurements that were made
on both a 2.54-cm-diam combustion chamber and a 5.08-cm-diam
combustion chamber, which is associated with the data that have
been discussed in the paper as of this point. Both combustion cham-
bers had lengths of 1.88 m. Both sets of converging and diverging
nozzles were similar in shape and length. To compare the thrust
profiles obtained for these two configurations, the thrust values in
Fig. 8 were converted to a thrust density, where thrust density has
been defined as the ratio of the thrust to the volume of the combustion
chamber. The error bars associated with each data point have been
included in Fig. 8. Larger uncertainty was associated with the low
thrust level measurements of the 2.54-cm-diam combustion cham-
ber. Despite this uncertainty in the measurements, the comparison in
thrust densities for these two combustion chamber diameters shows
qualitatively that the nozzle performance was independent of the
PDE combustion chamber diameter. Specifically, the relative varia-
tion in thrust density with nozzle area ratio was consistent for both
combustion chamber diameters operating at a representative under-
filled PDE condition (ff = 0.4) and a completely filled PDE. There
was an absolute offset in thrust density between the two combus-
tion chamber diameters demonstrating that the absolute variation in
thrust density was not scalable in these tests. However, the relative
variation in thrust density with nozzle area ratio was consistent and is
therefore believed to be an appropriate normalization for comparing
the relative changes in PDE nozzle data. 1339
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Effects of Ignition Delay
Ignition delay has been shown by researchers to play an important

role in the performance of a pulse detonation engine when there are
strong pressure oscillations occurring inside the combustion cham-
ber prior to ignition.7 The sensitivity of thrust to the initial pressure
has been contributed by Schauer et al.7 to the pressure effects on the
DDT process. Igniting the mixture when the local gases are at a state
of higher pressure can result in reduced DDT times16−22 and higher
thrust. However, igniting when the local pressure is at a minimum
can increase DDT times and reduce the thrust. Pressure oscillations
can occur inside the PDE because of excitation of a fundamental
acoustic mode or by forced excitation of the fuel-air valve system,
which can commonly occur in multicycle PDE operations. Thus, the
relative timing of ignition to the local pressure can have a significant
impact on the PDE performance.

Another possible cause for the sensitivity of a PDE thrust to the
acoustic pressure dynamics is that an increase in overall combustion
chamber pressure corresponds to an increase in propellant density.
Thus, because thrust scales with the propellant density, timing the
ignition relative to the chamber pressure fluctuations can affect the
PDE thrust in addition to the DDT effects. Furthermore, the conver-
gent exhaust nozzles create a backpressurization (propellant density
increase) that can significantly impact the thrust of the engine. The
purpose of the current work was to quantify the overall effect of the
ignition delay for various exhaust nozzles on the gross thrust of the
engine. The specific relative contribution of the DDT effects, propel-
lant density modifications, and backpressurization will be examined
in future studies.

To determine the effects of ignition delay on the current PDE
nozzle configurations, the ignition timing relative to the closing of
the valves was varied from 0.5 to 7.5 ms for nozzles with area
ratios of 0.25, 1.0, and 4.0. The fill-fraction was held constant at
1.0. These configurations and test conditions were selected to be
representative of a typical converging, baseline, and diverging PDE
nozzle system’s response to changes ignition delay. The minimum
ignition delay time was set by the response of the current valve
system and could not be set below this value without resulting in a
backfire upstream of the valves into the fuel-air premixed injection
chamber. The maximum ignition delay time was chosen to be 7.5 ms
so as to not allow the blowdown to extend into the PDE purge cycle.

The normalized thrust as a function of ignition delay is plotted in
Fig. 9. The baseline PDE thrust has a sinusoidal-type behavior with
changes in ignition delay resulting in a maximum of +8% deviation
from the average thrust at the best delay and a −5% thrust deviation
at the worst ignition delay. The large amplification in PDE thrust
was presumably from igniting at a time in the cycle when there was
a local compression wave near the ignition region, whereas the at-
tenuation in thrust was a result of the ignition occurring while there
was a local expansion wave present.7 The sinusoidal-type behav-
ior was caused by the acoustic properties of the closed/open-ended
combustion chamber. The diverging nozzle configuration also had a

Fig. 9 Variation in PDE thrust with ignition delay (Dcomb = 5.08 cm,
ff = 1.0).

sinusoidal-type variation in thrust with ignition delay. The diverging
nozzle (AR = 4.0) thrust appeared to vary nearly in phase and with
similar amplitude of deviation from its mean thrust as that of the
baseline configuration. On the other hand, the converging nozzle
with AR = 0.25 appeared to vary out of phase with respect to the
baseline and diverging nozzle cases.

The sensitivity of thrust to ignition delay was believed to be a
direct result of the propagation of expansion/compression waves in-
side the PDE. Expansion waves reflect as compression waves near
the open end of the PDE for the baseline configuration and the
diverging nozzles. This explains the similarities between the base-
line and diverging nozzle sensitivity to ignition delay. However, the
convergent nozzles have an opposite boundary condition in which
expansion waves reflect as expansion waves. Thus, the convergent
nozzles were observed to be less sensitive to ignition delay and out
of phase with respect to the baseline and divergent nozzles. Also,
the level of deviations from its average thrust was much less (ap-
proximately ±2%) for the convergent nozzles presumably because
of the constriction in the PDE exit area dampening the pressure
oscillations inside the combustion chamber.

Conclusions
Performance measurements of pulse-detonation-engine (PDE)

exhaust nozzles were obtained using a damped thrust stand. A pulse
detonation engine of 1.88 m length was operated on a cycle fre-
quency of 30 Hz at stoichiometric conditions. Both converging and
diverging bell-shaped exhaust nozzles were tested for fill-fractions
ranging from 0.4 to 1.1. The length of the nozzles represented only
about 2–3% of the total length of the PDE. The area ratio of the
nozzle was varied from 0.25 converging to 4.00 diverging. Qualita-
tively, the variation in PDE thrust density with nozzle area ratio was
consistent for the two PDE combustion chamber diameters (2.54
and 5.08 cm) tested. The optimum nozzle area ratio was found to
be a function of the fill-fraction. For fill-fractions at or below 0.5,
the optimum configuration was a PDE without an exhaust nozzle.
However, as the operating fill-fraction was increased to values close
to or above one, thrust enhancement was obtained with a converg-
ing nozzle. The diverging nozzles showed a relative increase in their
performance with increased fill-fraction as well. The baseline and
diverging nozzle configurations tested were observed to be sensitive
to the ignition delay, but the converging nozzle geometry was ob-
served to dampen out any pressure wave dynamics that would alter
the ignition/DDT process.
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Effects of Tube and Ejector Geometry on the Performance of 
Pulse Detonation Engine Driven Ejectors 
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John Hoke§ and Royce Bradley** 
Innovative Scientific Solutions Inc., Dayton, OH, 45440 
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Experimental studies are carried out to investigate the performance of various pulse 
detonation engine (PDE) driven ejector configurations. In particular the effects of 
detonation tube length and ejector-to-PDE diameter ratio (DR) are studied. This research 
employs a H2-air PDE at 25 Hz operating frequency. Performance was quantified by thrust 
measurements. It was found that decreasing the detonation tube length increases the ejector 
thrust augmentation. An optimum ejector-to-PDE diameter ratio was found to exist in the 
range DR=3 to DR=3.67.  The specific impulse of the PDE increases from the baseline no 
ejector value of 3400 s to approximately 6080 s with an ejector installed.  

Nomenclature 
DPDE = detonation tube diameter 
DEJECT = ejector diameter 
DR = ejector-to-PDE diameter ratio 
ff = fill-fraction 
ISP = specific impulse 
LEJECT = ejector length 
LSTRAIGHT = intermediate straight-section length 
LEXHST = exhaust-section length 
x = ejector position 

I. Introduction 
HE pulse detonation engine (PDE) is currently being investigated as an alternative to more traditional aerospace 
propulsion systems. Engine cycles based on detonation combustion offer a theoretical increase in thermal 

efficiency as compared to deflagration combustion systems. For practical PDE applications, one of the key 
challenges facing researchers is to make use of the increased efficiency of energy conversion due to detonative-
mode combustion and most effectively convert that into a propulsive thrust force. A common measure of propulsion 
system performance is specific impulse (ISP), which is defined as the ratio of thrust generated to the weight flow rate 
of fuel. Greater values of ISP are desirable since this will decrease the specific fuel consumption. It has been 
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suggested that the use of ejector augmenters on PDEs may be an effective way to increase the system thrust being 
generated, thus leading to an increased ISP. 

An ejector is a simple device used to augment the thrust of an engine. Essentially, an ejector consists of a coaxial 
duct placed around the exhaust of an engine that performs as a fluidic pump. The surrounding ambient air is 
entrained by the primary exhaust flow and directed into the ejector. The entrained air causes an increase in 
momentum of the engine exhaust flow. This leads to the generation of a larger system thrust force. The theory and 
application of ejectors to a steady primary flow is well established. For steady-flow ejectors, the secondary flow is 
entrained primarily through viscous shear mixing.1 Ejectors being driven by an unsteady primary flow have not been 
so extensively studied. In particular, only limited studies have been performed on PDE driven ejector systems. 
However, a number of ejector studies have been performed using various other means to generate an unsteady 
primary flow. These include cold flow studies employing fluctuating air streams2 and unsteady combustion studies 
using pulsejets to drive the ejectors.3,4 This previous research has shown that unsteady ejectors are capable of 
producing more thrust augmentation than comparable steady-flow ejectors.4 The increased performance of unsteady 
ejectors has been attributed to a more efficient energy transfer process between the primary and secondary flows due 
to dominant inviscid effects. Since PDEs are highly unsteady devices, it has been proposed that PDE driven ejectors 
have the potential to be highly effective in providing thrust augmentation.  

Recent experimental work has produced promising results for ejectors in augmenting the thrust of PDEs. Studies 
have been performed on the effects of PDE operating parameters as well as on ejector geometric parameters. It has 
been observed that ejector performance is sensitive to the axial position of the ejector inlet relative to the PDE tube 
exit. In most cases downstream ejector placement provides optimum levels of thrust augmentation.5,6 The 
importance of a properly contoured inlet has been investigated in various studies.7 The internal surface geometry of 
the ejector is also an important geometric parameter. An experimental study by Glaser et al8 was carried out using 
several ejector configurations. Results of those experiments showed maximum thrust augmentation levels of 
approximately 37% for straight ejectors and 85% for an optimized diverging ejector geometry. It is apparent that the 
diverging ejectors tested were much more effective at producing thrust augmentation than the straight ejectors. This 
increase in performance with the diverging ejector is attributed to the additional thrust surface area of the diverging 
section  

Another geometric parameter of importance is the ejector-to-PDE diameter ratio (DR). The diameter of the 
ejector should be sufficiently large to promote a favorable interaction with the exiting detonation wave and trailing 
vortex ring structure. Also sufficient area must be available for the secondary flow to enter the ejector duct 
efficiently. However, if the ejector is excessively large, then the pressure drop on the inlet caused by the entrained 
flow will be reduced, as will the pressure rise on the diverging section. The effect of this change in pressure loading 
will cause the thrust augmentation to decrease. A very large ejector will, in effect, begin to lose communication with 
the primary driver source. Previous work has been performed to investigate the effect of the relative size of the 
ejector to that of the primary flow driver. A wide variety of non-detonative unsteady sources have been used as the 
primary jet in ejector systems, and results from these efforts suggest that for unsteady ejectors, an optimum ejector-
to-PDE diameter ratio is near DR=3.2,3 Very few experimental studies to investigate diameter ratio effects have been 
performed with PDE driven ejectors. One study by Rasheed et al5 used a 2 in. diameter H2-air PDE of 1 m length at 
10 Hz. In the study three ejectors were investigated with ejector-to-PDE diameter ratios of DR=1.5, 2, and 3. Results 
showed that thrust augmentation increased with diameter ratio up to DR=3. However, an optimum diameter ratio 
could not be determined since diameter ratios above DR=3 were not tested. A study performed by Wilson et al7 
investigated diameter ratios of 2.2, 3, and 4. These tests were performed using a H2-air PDE system operating at 20 
Hz with a 1 in. diameter detonation tube of 36 in. length. Using statistical based Design-of-Experiment methods, the 
authors determined the optimum ejector-to-PDE diameter ratio to be DR=3.2. The current effort seeks to increase 
the amount of data available on diameter ratio effects for PDE driven ejector systems. 

The length of the detonation tube being used to drive the ejector is a geometric parameter that can impact ejector 
performance. Alteration of this parameter changes the corresponding blowdown time of the exhaust cycle. The 
blowdown time is that required for the combustion products in the detonation tube to expand down to ambient 
pressure. This portion of the exhaust cycle is characterized by an underexpanded jet exiting the tube, with the jet 
eventually becoming subsonic near the end of the blowdown process. It is thought that a change in the blowdown 
time could affect the level of entrainment into the ejector. Specifically, an increase in the blowdown time may 
increase augmentation because more time is available for viscous shear mixing. No previous results have been 
reported on the effect of detonation tube length on PDE-ejector system performance.   

The current study had two primary objectives. The first was to determine the effect of detonation tube length on 
thrust augmentation. The second was to investigate the effects of ejector-to-PDE diameter ratio and identify the 
optimum diameter ratio for ejector performance. To investigate tube length effects, a detonation tube was 
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constructed in which the length could be varied in increments down to 65% of the nominal length. Ejector 
performance was then evaluated at each tube length tested. Two approaches were used to study the ejector-to-PDE 
diameter ratio effects. In the first, a set of experiments was run while holding the ejector diameter constant and 
varying the diameter of the detonation tube. In the second, the detonation tube diameter was held constant while 
varying the ejector diameter. 

II. Experimental Setup 

A. Description of PDE Test Facility 
Experimental testing for the current study was carried out at the Air Force Research Laboratory PDE test facility 

at Wright-Patterson Air Force Base.9 The system was operated in a premixed manner, using hydrogen and air as the 
reactants. Injection of fuel and air into the detonation tube was carried out using a mechanical valve system. This 
system was constructed from a modified four-cylinder automotive valve head with four valves-per-cylinder. The 
valve train was driven with a variable speed electric motor. The two intake ports were used to deliver premixed 
hydrogen and air, while the two exhaust ports delivered purge air. The purge air cycle is employed to cool the 
detonation tube between combustion cycles and provide a buffer between the hot combustion products and the fresh 
reactants being injected into the tube for the next cycle. Because of the nature of automotive valving, the cycle 
timing for various events such as fill time, purge time, and detonation time are fixed to be one-third of the cycle. 
Spark ignition was accomplished using a capacitive discharge stock automotive spark system that delivered 
approximately 40 mJ of energy. To accelerate the deflagration-to-detonation transition a Shchelkin-type spiral was 
used for all tests.  

The PDE system was mounted on a damped thrust stand designed to measure the time-averaged thrust generated 
by the PDE. The thrust stand consisted of linear pillow-block bearings that rode along a pair of linear bearing rails. 
The PDE was allowed to move freely on the rails, but its motion was resisted by springs to prevent resonance 
effects. A novel approach was used to remove the effects of static friction. The PDE was continuously actuated 
forward and backward by a linear pneumatic actuator. Since the actuator produces a net zero average force, the 
average position of the thrust stand is a function of the PDE average thrust. The thrust stand was calibrated by 
placing static weights on a pulley/cable system to simulate a thrust force and measuring the average position of the 
thrust stand with a displacement sensor. The maximum uncertainty of the thrust stand, which was determined 
through repeated calibration tests, was found to be approximately ± 0.25 lb for the range of PDE thrust loading 
observed during these tests.  

Operation of the PDE system was computer controlled using a LabView interface program. The LabView 
interface provided the flexibility to specify engine operating parameters such as PDE operating frequency, fill-
fraction (ff), and equivalence ratio. Where fill-fraction is defined as the ratio of the tube volume filled with a 
detonable mixture to the total tube volume prior to combustion. Unless otherwise stated, all of the current tests were 
performed at an operating frequency of 25 Hz, fill-fraction of 1.0, and an equivalence ratio of 1.0. Ionization probes 
were mounted along the detonation tube length to verify that Chapman-Jouguet (CJ) detonations were obtained. For 
a stoichiometric mixture of hydrogen and air, the CJ wave speed is 1957 m/s. Data from these sensors were collected 
at 5 MHz using a 16 channel data acquisition system. This fast sampling rate was adequate to resolve accurately the 
detonation wave speed. 

B. Detonation Tube and Ejector Hardware 
The current study involved three separate but related 

investigations. All of the ejectors tested were mounted coaxially 
to the detonation tube. The ejectors were suspended from two 
parallel rails mounted above the detonation tube. The rails 
extended along the length of the tube, allowing the axial position, 
x, of the ejector inlet to be varied from -8 to +12 in. from the PDE 
tube exit plane. A negative axial position value corresponds to the 
ejector inlet being placed upstream of the PDE exit, with the 
ejector overlapping the detonation tube. For a positive value, the 
ejector is mounted downstream of the detonation tube exit. 

The goal of the first set of experiments was to investigate the 
effect of detonation tube length on ejector performance. For these 
tests a variable length detonation tube was constructed. The tube was made from 2 in. diameter Schedule 40 pipe 
with a nominal baseline length of 61.25 in. Four separate detonation tube lengths could be obtained by removal of 
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Figure 1. Diagram of the ejector 
geometry used for the current effort. 
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short tube sections that were connected using pipe couplers. The incremental lengths tested are given in Table 1. The 
single ejector used for these tests consisted of an inlet section, an intermediate straight section, and an exhaust 
section, as shown in Figure 1. The inlet had a rounded inlet lip with a radius of 1.5 in. The exhaust section had a 
half-angle divergence of 4° and a length of 13 in. The diameter of the ejector (DEJECT) was defined as the diameter of 
the intermediate straight section, since this was the minimum diameter of the ejector geometry. For the current set of 
experiments, DEJECT was held at a fixed value of 5.5 in. The ejector-to-PDE diameter ratio (DR) of 2.75 was, 
therefore, constant throughout this portion of the testing.  

 
 

Tube Length 39.75" 47.25" 54.25" 61.25"

Normalized Tube Length 0.65 0.77 0.89 1.00

Tube Volume 142.6 in3 167.8 in3 191.3 in3 214.8 in3

Range of Detonation Tubes Tested

 
 

Table 1. Detonation tube geometries tested to determine the effect of tube length on ejector performance.  The 
ejector was held at a constant DR=2.75. 

 
For the next portion of the study, the effects of varying the ejector-to-PDE diameter ratio were investigated by 

holding the ejector diameter constant and varying the detonation tube diameter. For this testing the same diverging 
ejector hardware as described above with a constant DEJECT=5.5 in. was used. Different ejector-to-PDE diameter 
ratios were obtained by varying the detonation tube diameter. Five diameter ratios were tested, ranging from 
DR=1.83 to DR=5.5, as is given in Table 2. 

 
  

Tube Diameter 1" 1.5" 2" 2.5" 3"
DR (DEJECT/DPDE) 5.5 3.67 2.75 2.2 1.83

Tube Length 61.25" 61.25" 61.25" 40.88" 27.35"
Tube Volume 61.25 in3 131.5 in3 214.8 in3 214.8 in3 214.8 in3

Diameter Range of Detonation Tubes Tested

 
 

Table 2. Detonation tube geometries tested by varying the ejector-to-PDE diameter ratio. The ejector was 
held at a constant diameter of DEJECT=5.5”.  

 
The goal of the final portion of the current study was to investigate the effect of ejector-to-PDE diameter ratio by 

holding the PDE tube diameter constant and varying the ejector diameter. A set of three ejectors designed and 
fabricated by General Electric Global Research was used. The detonation tube used for these tests was made from 2 
in. diameter Schedule 40 pipe with a length of 61.25 in. The ejectors tested were all straight cylindrical ejectors with 
a length of 15 in. and a rounded inlet with a radius of 0.51 in. The ejector-to-PDE diameter ratio of the three ejectors 
varied from DR=1.5 to DR=3 as given in Table 3.  

 
 

DR (DEJECT/DPDE) 1.5 2 3
Ejector Diameter 3" 4" 6"

Ejector Length 15" 15" 15"

Ejector Geometries Tested

 
 

Table 3. Ejector geometries tested by varying the ejector-to-PDE diameter ratio. The tube diameter was held 
constant at DPDE=2”. 
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III. Results and Discussion 

A. Baseline Testing of PDE System 
To determine the effect of the ejector 

augmenters on PDE performance, baseline testing 
of the PDE system without an ejector installed 
was performed. Performance measurements of the 
baseline configurations were made for the 
individual detonation tube lengths and diameters 
being considered in the study. A suitable test 
duration was determined, which yielded steady 
thrust measurements. Normalized thrust as a 
function of experiment run time is shown in 
Figure 2, where the reference thrust of 16.3 lb is 
the thrust generated at ff=1 and 25 Hz using a 2 
in. diameter tube of 61.25 in. length. It can be 
observed that because of the thrust averaging 
process employed by the thrust stand, 
approximately 20 s is required to reach a steady 
thrust value. All experiments reported here were 
run for a sufficient duration to achieve a steady 
thrust measurement. A common performance 
metric used to assess ejector augmenters is the amount of PDE thrust augmentation produced by use of an ejector, as 
defined by the following    

( ) 100⋅
−

= −

PDE

PDEEJECTPDE

T
TT

α                                                                                                                                 (1)                              

where TPDE-EJECT is the thrust generated by the PDE with an ejector installed, and TPDE is the baseline thrust of the 
system with no ejector installed.  

B. Effect of Detonation Tube Length 
In this portion of the study, testing was performed to determine the effects of detonation tube length on ejector 

performance. It had been proposed that the length of the detonation tube for a given ejector-to-PDE diameter ratio 
may be an important geometric parameter to consider, mainly due to the effect of the tube length on the cycle 
blowdown time. The detonation process generates high pressure and temperature burned gasses within the 
detonation tube. The blowdown time is that required to expand these burned products out of the detonation tube and 
the tube pressure to relax to ambient conditions. Previous measurements of the blowdown time in a 2 in. diameter, 
H2-air PDE have shown that the blowdown time required increases by approximately 0.6 ms per foot of detonation 
tube.10 It was thought that the amount of time required for the exhaust jet to exit the end of the detonation tube 
during blowdown may affect thrust augmentation. Specifically, an increase in the blowdown time might increase 
augmentation because more time would be allowed for viscous shear mixing. No results have been reported 
previously on the effect of detonation tube length on PDE-ejector system performance.  

For the current tests the diameter of the detonation tube was held constant while the length of the tube was 
decreased to 65% of its original length. The corresponding decrease in the blowdown time is approximately 1 ms. 
Results from the baseline PDE tests with no ejector installed are shown in Figure 3. An interesting comparison can 
be made by observing the effects of both tube length and fill-fraction on the thrust generated. These parameters have 
a similar effect on the PDE system in that when they are decreased, the amount of detonable mixture being 
consumed decreases and, thus, the thrust generated decreases. Fill-fraction can be thought of as the ratio of the 
length of tube filled with a detonable mixture to the total tube length. Tube length can be normalized by dividing by 
the initial tube length of 61.25 in. In this manner an equal value of fill-fraction and normalized tube length 
corresponds to a system with approximately equal fuel consumption. Normalized tube length is plotted along with 
fill-fraction in Figure 3 to show the effects of these parameters on baseline PDE performance. It can be observed 
that when both parameters are decreased, the thrust decreases at different rates. For example, at a fill-fraction and 
normalized tube length of 0.65, an approximately equal amount of fuel is being consumed; but the case where the 
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Figure 2. Determination of the PDE run time 
required to achieve a steady thrust measurement. 
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tube length is held constant with ff=0.65 produces more thrust than the shorter tube at fill-fraction, ff=1. The 
performance benefits of decreasing the fill-fraction can be illustrated by observing the variations in the specific 
impulse of the PDE, as shown in Figure 4. Decreasing the fill-fraction at a constant tube length has the effect of 
increasing ISP. This trend has been observed by other researchers and is known as the partial fill effect. When the 
fill-fraction is decreased, the end portion of 
the tube is occupied by either burned 
exhaust gas or purge gas. As the detonation 
wave passes into the unfilled portion of the 
tube the gases in this region are 
compressed because of shock compression. 
In the case where ff=0.65 is used, 
compression of the remaining 35% of the 
tube increases the blowdown time and 
corresponding thrust over that in the case 
where the tube is 65% of its nominal length 
with ff=1. The unfilled portion of the tube 
can, thus, be thought of as a straight 
nozzle.      

The effect of tube length on ejector 
thrust augmentation is shown in Figure 5. 
Results for decreasing fill-fraction are also 
shown for comparison. The inverse 
relationship between fill-fraction and thrust 
augmentation has been observed in 
previous work. In a similar manner, as tube 
length is decreased it can be seen that the 
level of thrust augmentation increases. To 
better understand the observed thrust 
augmentation trends, the thrust values 
obtained with the ejector installed were 
also analyzed. Thrust levels of the variable 
tube length case with and without an 
ejector are shown in Figure 6. It is clear 
that while the baseline thrust decreases 
with decreasing tube length, the change in 
thrust, ∆T, due to the ejector is relatively 
constant. Since thrust augmentation is 
defined as this change in thrust divided by 
the baseline thrust, it can be seen that as 
the baseline thrust decreases the thrust 
augmentation increases. The fact that the 
change in thrust at different tube lengths is 
nearly constant seems to suggest that the 
performance of a PDE driven ejector is 
controlled more by the inviscid effects 
than by viscous mixing effects. The 
inviscid effects are dictated by the strength 
of the exiting detonation wave and vortex 
ring. The strength of these structures 
exiting the detonation tube will not be a 
function of tube length, as long as there is 
sufficient tube length to form a CJ 
detonation wave.  
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Figure 3. Effect of fill-fraction and normalized tube 
length on baseline PDE thrust.  
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C. Effect of Ejector-to-PDE Diameter ratio 
Previous studies have been performed to investigate the effect of diameter ratio on ejector performance. A wide 

variety of unsteady sources have been used as the primary jet, and results suggest that for unsteady ejectors an 
optimum diameter ratio exists near DR=3. Limited tests to investigate diameter ratio effects have been performed 
with PDE-driven ejectors. Rasheed et al5 studied three diameter ratios in the range DR=1.5 to DR=3. Results from 
that work showed that augmentation 
increased up to DR=3, but what happens 
at larger diameter ratios was not shown. 
Wilson et al,7 investigated three diameter 
ratios in the range DR=2.2 to DR=4. 
Using statistical based Design-of-
Experiment methods, the authors 
determined the optimum ejector-to-PDE 
diameter ratio to be DR=3.2. The current 
effort seeks to increase the amount of 
diameter ratio data. Two approaches 
were used to study the diameter ratio 
effects. In the first, a set of experiments 
was run holding the ejector diameter 
constant while varying the diameter of 
the detonation tube. The second 
approach was to hold the detonation tube 
constant while varying the ejector 
diameter.  
1. Varying the Detonation Tube 
Diameter 

As described in the experimental 
setup, five tube diameters were used for 
this portion of the testing. In this way the 
diameter ratio was varied from DR=1.83 
to DR=5.5. For each of the five diameter 
ratios tested, the axial placement of the 
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Figure 6. Baseline PDE and thrust augmented 
by an ejector as a function of normalized tube 
length. 
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ejector was varied from -4 in. to 12 in. In this 
manner, the optimum axial placement of each 
DR configuration could be found. Figure 7 
shows the effect of ejector axial position on the 
DR=2.75 and DR=3.67 configurations. It can be 
observed that for both configurations the 
optimum axial placement is downstream of the 
detonation tube exit plane. Also, the optimum 
axial placement of the DR=3.67 is further 
downstream than for the DR=2.75 case. The 
optimum axial placements for all diameter 
ratios tested in this part of the study are shown 
in Figure 8. It can be observed that when the 
diameter ratio is increased, the optimum ejector 
placement shifts farther downstream from the 
PDE exit plane. The smallest diameter ratio 
tested, DR=1.8, had an optimum placement of 
x=0.    

Changing the detonation tube diameter 
altered the value of the baseline thrust generated 
for the different tubes. Thrust augmentation, as 
previously defined, yields a percentage increase 
in thrust from the baseline value. According to 
this definition, thrust augmentation can indicate 
misleading trends when cases with differing baseline thrusts are compared. To better characterize the effects of 
diameter ratio on ejector system performance, other performance metrics were sought.  In an attempt to normalize 
the baseline thrusts and make them more directly comparable, the thrust density of each of the tubes was computed. 
Thrust density is defined as the thrust produced divided by the detonation tube volume.11 Thrust densities are shown 
for all diameter ratios tested both with and without ejectors installed in Figure 9. All data shown are at the 

corresponding optimum axial position for 
each DR. The solid curve represents the 
baseline thrust data with no ejector 
installed. All tubes have a similar thrust 
density, except the 1 in. diameter tube 
(DR=5.5) which is much lower than the 
others. This reduction is most likely due to 
increased flow losses with the 1 in. 
diameter detonation tube. Although all 
tubes employ a Shchelkin-type spiral for 
deflagration-to-detonation transition, the 
spiral used in the 1 in. diameter tube 
occupies a larger fraction of the total tube 
volume than that used in the larger 
diameter tubes. Thus, the spiral in the 1 in. 
tube may incur a higher relative thrust loss 
than the other tubes. The dashed curve 
represents the measured thrust density with 
the ejector installed on the tubes. To correct 
for the offset in baseline thrust densities, 
ejector performance was evaluated against 
the relative change in thrust density for 
each tube diameter tested. The change in 
thrust density is defined as the difference 
between ejector installed and baseline 
thrust densities for each DR configuration. 
Therefore, the larger the change in thrust 

Figure 8. Effect of the ejector-to-PDE diameter ratio at the 
optimum axial ejector placement. 
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Figure 9. Thrust densities of baseline PDE tubes and PDE 
tubes with ejectors installed. 
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density because of the ejector installed, the 
better that particular configuration is said to 
perform. Figure 10 is a plot of the change in 
thrust density as a function of the ejector-to-
PDE diameter ratio. From the diameter 
ratios tested, it can be seen that the optimum 
diameter ratio lies in the range DR=3 to 
DR=3.67, and appears to be near DR=3.5. 
However, since no data are present within 
this range, additional tests would be 
necessary to determine the optimum 
diameter ratio. These values for diameter 
ratio are near the optimum of DR=3.2 
determined by Wilson et al7 for a PDE 
driven ejector. 

The diameter ratio data was also 
analyzed by considering the specific impulse 
of the PDE system. The specific impulse of 
the baseline detonation tubes is given in 
Figure 11. With exception of the 1 in. 
diameter tube, the different baseline tubes 
tested had an average specific impulse of 
ISP=3400 s. As was observed in the thrust 
density data, the 1 in. diameter tube had a 
lower specific impulse of approximately 
2300 s. The data are plotted to show the 
relative change in specific impulse as a result of installing the ejector in Figure 12. This data shows a similar trend to 
that observed when the thrust density data was considered. The optimum ejector-to-PDE diameter ratio is seen to be 
in the range DR=3 to DR=3.67, and appears to be near DR=3.5.     

2. Varying the Ejector Diameter 
The second method used to evaluate the effect of ejector-to-PDE diameter ratio was holding the detonation tube 

diameter constant and varying the ejector diameter. For these tests a set of three straight cylindrical ejectors  
designed and fabricated by General Electric Global Research was used. These ejectors covered the diameter range  
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Figure 10. Relative changes in thrust density due to 
installation of the ejector. 
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Figure 12. Relative changes in ISP due to the 
installation of the ejector.  
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DR=1.5 to DR=3.  The detonation tube used 
had a 2 in. diameter and a length of 61.25 in. 
After the baseline tube alone was run, the 
individual ejectors were installed; and each 
was tested over an axial placement range 
x/DEJECT =-4 to x/DEJECT=+4. The results are 
shown in Figure 13 for the three ejectors 
tested. One trend that can be observed clearly 
is that all of the ejectors produced their 
maximum thrust augmentation at downstream 
ejector placements. The ejector with diameter 
ratio DR=1.5 provides negative thrust 
augmentation until it is moved to a 
downstream placement. Secondly, in the 
diameter range investigated, thrust 
augmentation is observed to increase with 
diameter ratio. The observed trends are in 
good agreement with those reported by 
Rasheed et al5. That study used the same 
ejector hardware as in the current effort, with 
the exception being the length of the DR=3 
ejector; the current study used a length of 15 
in. while Rasheed et al5 used 9 in. It should 
also be noted that the previous study was 
performed using a different PDE system. The 
data from Rasheed et al5 shown in Figure 13 
is the thrust augmentation reported at the optimum axial position for each DR. The largest discrepancy between the 
two studies is the augmentation of the DR=3 ejectors. At this DR the optimum axial positions are similar, however, 
the augmentation observed in the current study is ~ 11% greater. This difference is attributed to the extra length of 

the DR=3 ejector used in the current study. 
The fact that the trends are comparable, 
despite all of the test facility differences 
serves to validate the data. 

Figure 14 shows the combined results 
from both parts of the ejector-to-PDE 
diameter ratio study. It can be observed that 
the diverging ejector used in the portion of 
the study in which tube diameter was varied 
exhibited significantly better performance 
than the straight ejectors employed in the 
constant tube diameter tests. However, the 
trends for both sets of data are similar up to 
the diameter ratio, DR=3, cutoff of the 
straight ejector data.  It appears that at DR=3, 
the straight ejector had not yet reached its 
optimum diameter ratio. This matches well 
with the results obtained from the tube 
diameter variation experiments, which show 
that the optimum diameter ratio lies is in the 
range DR=3 to DR=3.67. The fact that 
similar trends were obtained when two 
different methods were used to investigate 
the diameter ratio lends confidence in the 
results. This figure also highlights the 
improved performance of a PDE that can be 
gained by use of a properly designed ejector. 
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Figure 13. Effect of DR and axial position of ejector on thrust 
augmentation.   
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The PDE specific impulse is increased from an approximate baseline ISP=3400 s to ISP=6080 s with an ejector 
installed.  

IV. Conclusion 
In this study the effects of detonation tube length and the ejector-to-PDE diameter ratio on ejector performance 

were investigated. It was shown that decreasing the tube length increases the level of thrust augmentation. This 
increase in augmentation was the result of a relatively constant change in thrust at all tube lengths caused by the 
ejector. This constant change in thrust divided by the decreasing baseline thrust yielded an increased augmentation 
percentage with decreasing tube length. The relatively constant change in thrust from the ejector at all tube lengths 
suggests that ejector performance is more heavily influenced by inviscid mechanisms than by viscous shear mixing. 
The effect of ejector-to-PDE diameter ratio was first investigated by varying the detonation tube diameter while 
holding the ejector size constant. In this manner the range of diameter ratios covered was DR=1.83 to DR=5.5. The 
optimum diameter ratio was found to lie between DR=3 and DR=3.67 and appeared to be approximately DR=3.5. 
However, to determine the optimum diameter ratio more accurately, more testing must be performed. The 
detonation tube diameter was then held constant, and the ejector diameter was varied. Although the thrust 
augmentation levels attained with these straight ejectors was much lower than those that can be achieved with 
diverging ejectors, the trend with diameter ratio remained the same. Increasing the diameter ratio from DR=1.5 to 
DR=3 increased the thrust augmentation. Use of a diverging PDE driven ejector with DR=3.67 was observed to 
increase the specific impulse of the PDE from the baseline no ejector value of ISP=3400 s to ISP=6080 s.      
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Effect of Supercritical Fuel Injection on the Cycle 

Performance of a Pulsed Detonation Engine 
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and 
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Pulsed detonation engines (PDEs) rely on rapid ignition and formation of detonation 

waves.  Significant reduction in the time that elapses during the formation of detonation 

waves with low vapor pressure liquid hydrocarbons is still required to transition the PDE 

from experimentation to operational use.  This study focuses on PDE operation 

enhancements using dual detonation tube, concentric-counter-flow heat exchangers to 

elevate the fuel temperature up to supercritical levels.  Variation of several operating 

parameters included fuel type (JP-8, JP-7, JP-10, RP-1, JP-900, and S-8), spark delay, and 

firing frequency.  To quantify the performance, four key parameters are examined:  Ignition 

time, deflagration to detonation transition (DDT) time, detonation distance, and the percent 

of ignitions resulting in a detonation (detonation percentage).  In general, for all fuels except 

JP-10, increasing the fuel injection temperature decreases DDT time by 15% and detonation 

distance by up to 30%, increases the detonation percentage by up to 180%, and has minimal 

impact on ignition time.  JP-10 is difficult to detonate, resulting in poor performance.  For 

all fuels an increase in firing frequency results in a 5% decrease in DDT time at high fuel 

injection temperatures, but has little effect on ignition time and detonation distance.  

Analysis of spark delay shows that 4 msec is the best spark delay at supercritical fuel 

injection temperatures, based on total time to detonation and detonation percentage. 

Nomenclature 

A = Arrehenius Constant 

Ea = Activation Energy 

Ecrit = Critical Initiation Energy 

[fuel] = Concentration of Fuel 

[oxidizer] = Concentration of Oxidizer 

P = Detonation Tube – Closed End Pressure 

RR = Reaction Rate 

Ru = Universal Gas Constant 

Tmix = Fuel/Air Mixture Temperature  

λ = Cell Size 
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I. Introduction 

HILE the pulsed detonation engine has the potential to provide significant advantages over current aircraft 

propulsion systems, it is still in the early stages of development.  Several technological barriers need to be 

overcome before the PDE can be considered a practical means of providing propulsion to operational aircraft1,2.  A 

large hurdle is the efficient use of low vapor pressure hydrocarbon fuels, such as JP-8, JP-7, JP-10, JP-900**, RP-1, 

and S-8††.  The vast majority of research into pulsed detonation engines has been performed with gaseous fuels, such 

as hydrogen and simple hydrocarbons3.  The lack of liquid hydrocarbon fuel research has left a large gap between 

research and the operational use of pulsed detonation engines.  While gaseous fuels are readily available for 

research, nearly all United States Air Force (USAF) aircraft and air-breathing missiles utilize liquid fuels, primarily 

JP-8 and JP-10.  Therefore, the ability to utilize liquid hydrocarbon fuels efficiently in the PDE is necessary to bring 

pulsed detonation engine technology out of the research phase and into operation. 

Four key cycle parameters are adversely affected by using liquid hydrocarbon fuels in lieu of gaseous fuels.  The 

parameters are the time from spark deposition to the creation of a deflagration wave within the fuel/air mixture 

(ignition time), the time to transition the deflagration wave into a detonation wave (DDT time), the length of 

detonation tube required for the mixture to transition to a detonation (detonation distance), and the consistency of 

the detonations (detonation percentage)4.  Both the ignition time and the DDT time are nearly an order of magnitude 

larger for complex liquid hydrocarbon fuels than for hydrogen.  For example, ignition time for a hydrogen/air 

mixture is on the order of one millisecond, whereas the ignition time of a JP-8/air mixture is approximately seven 

milliseconds.   

Until now, the cycle performance of a liquid hydrocarbon fueled PDE with fuel injection temperatures above the 

flash vaporization point was unknown.  Previous research5 demonstrated that flash vaporization of liquid 

hydrocarbon fuels significantly decreased the ignition and DDT times, but no research has been conducted to 

determine the effect of operating with fuel injection temperatures beyond the point of flash vaporization. The focus 

of this research was to use a dual concentric counter-flow heat exchanger system to determine the effect of fuel 

injection temperature on the ignition time, DDT time, detonation distance, and detonation percentage with varying 

operating parameters.  The operating parameters examined include; fuel type (JP-8, JP-7, JP-10, JP-900, RP-1, and 

S-8), spark delay and firing frequency.   

 

 

II. Background and Theory 

A. Global Reaction Theory 

Global reaction theory assumes that the reaction of a fuel/oxidizer mixture can be modeled as a single global 

reaction.  Low vapor pressure fuel/air mixture combustion is not governed by a single global reaction; however, 

global reaction theory can be used to predict ignition time trends.  The ignition time is inversely related to the 

reaction rate, where the reaction rate is determined by the Arrehenius expression (Eq. 1)  
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where n, m, and j are experimentally determined constants6.  Based on Eq. 1, the reaction rate of a fuel/oxidizer 

mixture will increase with increasing mixture temperature and pressure.  The ignition time is inversely related to the 

reaction rate; hence, as the mixture temperature or pressure in the closed end of the detonation tube increases the 

ignition time will decrease.  However, even with elevated fuel injection temperatures, only a small rise in the fuel/air 

mixture temperature occurred in this work; therefore, as shown later, there is no significant decrease in ignition time.   

 

                                                           
** The fuel referred to as JP-900 in this paper is a coal-derived liquid hydrocarbon fuel developed at The Penn State 

University.  It is denoted as JP-900 due to its thermal stability up to 900 ºF.   
†† S-8 is a synthetic fuel derived from natural gas via the Fischer-Tropsch process.  S-8 is also referred to as Fischer-

Tropsch JP-8 or simply Fischer-Tropsch. 

W 
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B. Cell Size and Critical Initiation Energy 

Previous experimental research7 has shown that a typical stoichiometric low vapor pressure liquid 

hydrocarbon/air mixture requires on the order of 105 J of energy to directly initiate detonation (critical initiation 

energy), six orders of magnitude greater than the energy available form a typical spark plug (~100 mJ).  A mixture 

with a low critical initiation energy is more susceptible to DDT.  Figure 1 is a plot of detonation cell size versus 

critical initiation energy for several stoichiometric fuel/oxidizer mixtures7.  The detonation cell size is a physical 

characteristic of a detonation wave as it propagates.  From a best-fit curve through the data, a simple relationship 

between the cell size and critical initiation energy is shown on Figure 1.  The important item to notice is the critical 

initiation energy varies with the cube of the cell size, meaning that a decrease in cell size is an indication of an 

increase in detonability.  Implications of this result are shown in part II-D. 
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Figure 1.  Experimentally determined relationships between cell size 

and critical initiation energy for various stoichiometric fuel/oxidizer 

mixtures (data taken from ref. 7).
 

 

 

C. Spark Delay and Initial Pressure 

The pressure in the closed end of the PDE detonation tube fluctuates due to the presence of compression and 

expansion waves in the detonation tube.  These waves are created as the fill and purge valves open and close, 

forcing air into the detonation tubes.  By selection of a spark delay, it is possible to deposit the spark during a 

compression wave, when the detonation tube-closed end pressure is above ambient.  Figure 2 is the pressure time 

history during the PDE fire phase without combustion at 15 Hz with a mixture temperature of 394 K.  Spark delays 

of 2, 4, 6, 8, and 10 msec are denoted as vertical lines in Fig. 2.   

Figure 2 demonstrates the benefit of selecting a high spark delay.  Selection of a 6, 8, or 10 msec spark delay 

allows combustion to occur during a compression wave, while a 0 msec spark delay forces combustion to initiate 

during an expansion wave.  The higher initial pressure of the 10 msec spark delay suggests that a high spark delay 

should be used, but the ignition time is not only affected by the initial pressure in the closed end of the detonation 

tube.  The ignition time is also affected by the entire pressure history during the formation of a deflagration wave.  

As will be shown later, the initial pressure had a minimal effect on the ignition time, but did affect the DDT time.  It 

will also be shown that the DDT time decreases with increased spark delay, but the overall time to detonation is a 

minimum at 4 msec; therefore, a spark delay of 4 msec was selected for all tests unless otherwise noted. 
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Figure 2.  Pressure in the closed end of the detonation 

tube during fire phase without combustion (vertical 

lines denote various spark delays). 

 

 

D. Effect of Initial Pressure and Temperature on Detonability 

Little research has been performed to determine the relationship between initial mixture properties (temperature 

and pressure) and the detonability of a low vapor pressure fuel/air mixture.  Literature is available for 

hydrocarbon/oxidizer mixtures that are lighter than those used in the current experiment7.  The cell size of three light 

hydrocarbons as a function of initial mixture temperature is shown in Fig. 3(a).  Figure 3(b) is a plot of cell size vs. 

initial pressure for three light hydrocarbon/oxidizer mixtures and one H2/O2 mixture.     
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(a)                 (b) 

Figure 3.  Effect of initial temperature (a) and initial pressure (b) on detonation cell size (data taken 

from ref. 7).  
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The trend of the light hydrocarbons is for the cell size to decrease with increased mixture temperature and 

pressure.  The three hydrocarbons examined in Fig. 3(a) are all very light (with two carbon atoms apiece) compared 

to low vapor pressure liquid hydrocarbons.  While the trends of lighter hydrocarbons do not dictate the trends of 

much heavier hydrocarbon, they do suggest that increasing initial mixture temperature and/or detonation tube-closed 

end pressure will decrease the cell size.  According to the curve fit equation inset in Fig. 1, the critical initiation 

energy decreases by the cube of the cell size.  As mentioned earlier, while the critical initiation energy decreases, the 

detonability of the mixture increases.  As will be shown later, increases in both pressure at the closed end of the 

detonation tube and mixture temperature will result in decreased DDT time and detonation distance, as well as 

increased detonation percentage.     

     

 

III. Experimental Setup and Instrumentation 

A. Facilities and PDE Specifics 

This research was conducted at the Pulsed Detonation Research Facility (PDRF) located in Building 71A, D 

Bay, Wright-Patterson AFB, Ohio (D-Bay).  This facility was described in detail in other literature3, and only the 

details relevant to this effort are provided.  The PDE for this research consisted of a GM quad four head with two 

1.83 meter long schedule 40 stainless steel detonation tubes (50.8 mm diameter), each with a 0.91 meter long 

Schelkin-like spiral, with one end adjacent to the closed end of the detonation tube, to promote DDT8. The PDE was 

set up with two detonation tubes, each with a stainless steel heat exchanger (described later).   

 The PDE cycle consisted of three equally timed phases.  The three phases, in order, are the fill, fire, and 

purge phases.  During the fill phase the intake valves were opened filling the PDE detonation tube with a volume of 

premixed fuel and air equal to the volume of the detonation tube (fill fraction of one).  For all tests the fill air was 

initially heated to 394 K prior to mixing with the fuel.  For the fire phase an automotive ignition system provided 

spark pulses through modified spark plugs providing ignition energies of 115 mJ apiece.  The spark delay after the 

intake valves closed was 4 msec, unless otherwise noted.  The fire phase consists of time for the spark delay, 

ignition, DDT, and blowdown; the later three of which last approximately 11 msec for the configuration tested.  The 

presence of a detonation wave was confirmed using ion probes to gather wave speed data.  Combustion waves 

propagating at speeds within ten percent of the upper Chapman-Jouguet point (assumed to be 1800 m/s) were 

considered detonation waves.  During the purge phase the exhaust valves were opened filling the detonation tube 

with a volume of air (unheated) equal to half the volume of the detonation tube (purge fraction of 0.5).  The purge 

air cooled the detonation tube and removed a portion of the exhaust gases from the detonation tube preventing auto-

ignition.  Depending on the firing frequency, the time to complete the required phase events may not equal the time 

allotted for the phase. The PDE firing frequency was parametrically varied throughout the test, but remained 

between 10 and 20 Hz. 

B. Supercritical Fuel Heating System 

The liquid fuel required for this testing was supplied by two hydraulic bladder accumulators, pressurized by 

nitrogen bottles.  The nitrogen bottles pressurized the fuel above the critical pressure for the duration of the test to 

prevent boiling.  The fuel was pressure fed to the inlet of the supercritical fuel heating system (SFHS).  The SFHS 

consisted of a nitrogen purge system (described later), two stainless steel heat exchangers, fuel filter assembly, fuel 

injection nozzles, instrumentation, and associated tubing and fittings necessary to connect the critical components 

[Ref. 2 has details on fuel injection nozzles].  The flow path and instrumentation are shown in schematic and 

photograph form in Fig. 4(a) and Fig. 4(b), respectively. The fuel entered the test stand through a ball valve where 

the flow was split into two fuel lines.  One fuel line led to the inlet of the heat exchanger on tube four, while the 

other fuel line led to the inlet of the heat exchanger on tube one.  After the two fuel paths exited their respective heat 

exchanger, they were teed back together.  The fuel was then led through the filter to the fill air manifold, where it 

was injected into the air stream via the fuel injection nozzles.  The fuel filter was necessary to remove the small 

amounts of coking that was formed due to endothermic cracking of the fuel9.  The fuel lines that carried heated fuel 

(fuel that has traversed through a heat exchanger) were insulated with fiberglass insulation to prevent heat loss.   

Fuel mass flow rate of the nozzles is proportional to the square root of the pressure drop across the fuel nozzles 

and fuel density10,11.  To compensate for the decrease in fuel density during heating of the fuel in the supercritical 

regime, the charge pressure of the accumulators was increased to maintain a constant fuel mass flow rate.  To allow 

for variations in accumulator charge pressure during testing, a pneumatic dome loader was installed for nitrogen 

pressure regulation [For details, see Ref. 4].    
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To minimize carbon deposition in the SFHS, the JP-8 was de-oxygenated through a nitrogen sparging process.  

The sparging process involved bubbling a volume of nitrogen through the JP-8 which displaced the oxygen from the 

fuel.  JP-8 was de-oxygenated prior to testing.  The volume of nitrogen necessary to reduce the oxygen 

concentration to acceptable levels was determined experimentally in previous work2,12, and to ensure acceptable 

levels a factor of safety of two was applied to all nitrogen volume calculations. 
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 (a)                (b) 

Figure 4.  (a) Diagram and (b) photograph of the PDE with the supercritical fuel heating system and 

instrumentation. 

 

C. Heat Exchangers 

Two identical concentric tube heat exchangers were 

fabricated for this work.  A 0.91 meter heat exchanger was 

fabricated with 50.8 mm dia, type 316 stainless steel, 

schedule 40 inner tube and 63.5 mm dia, type 316 stainless 

steel, schedule 40 outer tube allowing for a 1.22 mm annular 

thickness.  A photograph of one heat exchanger with the 

associated instrumentation ports is shown in Figure 5.     

D. Nitrogen Purge System 

A nitrogen purge system was designed to prevent supercritical fuel from remaining in the heat exchangers at the 

end of a test13.  The nitrogen purge system consists of a high-pressure nitrogen bottle, manual pressure regulator, 

pneumatic valve, check valve, and ball valve (see Fig. 4).  Before each test, the ball valve was opened to allow for 

operation of the nitrogen purge system.  The manual pressure regulator was set above the critical pressure of the 

fuel.  The pneumatic valve was placed in the nitrogen purge line to commence and terminate the nitrogen flow.  

Once a test ended, the pneumatic valve was opened remotely allowing the nitrogen to purge the heat exchangers of 

supercritical fuel.  A check valve was located directly after the pneumatic valve to prevent fuel from entering the 

nitrogen line. 

E. Instrumentation 

Thermocouples were placed in the center of the flow path to gather temperature data at the inlet and outlet of 

each heat exchanger (J-type), and at the inlet to the fill air manifold (T-type).  External heat exchanger wall 

temperatures were measured with J-type thermocouples mounted externally by compression clamps to the PDE 

detonation tube.  A pressure transducer was situated at the closed end of the detonation tubes to measure the 

pressure used to determine the ignition time.  Ion probes were placed in the ion probe ports (see Fig. 5) in both the 

tube one and four heat exchangers to gather wave speed data [c.f., Ref. 14].   

 

Ion Probe Ports

Thermocouple Ports

Fuel Inlet

Fuel Exit

 
Figure 5.  Photograph of one heat exchanger. 
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F. Uncertainty Analysis 

The total experimental uncertainty is determined by combining the bias and precision uncertainties using the root 

sum square method15.  The bias uncertainties are constant for all data points of the same variable, while the precision 

uncertainties vary by data point. Therefore, the total experimental uncertainty varies by data point, and is included 

with the data.   A comprehensive bias uncertainty analysis was performed, and the results are displayed in Table 14.   

 

 

          Table 1.  Summary of bias uncertainties for 

             experimental results. 

Experimental Result Bias Uncertainty

Wavespeed ± 55.12 m/s

Ignition Time  ± 0.292 msec

DDT Time  ± 0.0568 msec

Detonation Distance  ± 0.0568 m

Fuel Injection Temperature  ± 3.6 K

Fuel/Air Mixture Temperature  ± 2.5 K

Equivalence Ratio  ± 0.0147
 

 

 

IV. Results and Discussion 

The analysis of various operating parameters for increasing fuel injection temperature is presented.  The results 

include ignition time, deflagration to detonation transition time, detonation distance, and detonation percentage, with 

all parameters plotted versus fuel injection temperature.  Each data point represents the mean value of 40 to 60 

ignitions, using data from two tubes.  The total experimental uncertainty is presented whenever possible.  The effect 

of fuel injection temperature on the performance of the PDE is shown with variation of the following operating 

parameters:  Fuel selection, spark delay, and firing frequency.  All testing was performed with an equivalence ratio 

of 1.1, which has been shown to produce the minimum ignition and DDT times for JP-8 in previous research2.   

A.  Fuel Study 

Figure 6(a) is a plot of ignition time as a function fuel injection temperature for all six fuels.  Little 

differentiation among the fuels exists, though in Fig. 6(a) JP-8 has a slightly higher ignition time in the range of 586 

to 755 K.  The probable cause of this trend was adverse effects of thermal degradation (coking) of the JP-8.  In 

addition, S-8 produced the lowest ignitions for almost the entire temperature range.  JP-7, JP-900, and RP-1 

demonstrate almost no difference in trend or magnitude, which was expected due the similarity of the fuels.  With 

the exception of JP-8, ignition times for all fuels are independent of fuel injection temperature in the temperature 

range examined, as expected based on the earlier discussion of global reaction theory.  

It was found that detonation of a JP-10/air mixture was very difficult with the current setup.  Due to the lack of 

detonations, the DDT time and detonation distance data for JP-10 were scattered, rendering the results unusable; 

therefore, the DDT time and detonation distance results for JP-10 have been omitted.  The DDT times for the other 

five fuels are displayed in Fig. 6(b) as a function of fuel injection temperature.   

In Fig. 6(b), little variation was seen among the fuels with regards to the DDT time.  The difference between any 

two fuels is within the experimental error for the entire temperature range.  DDT times for all five fuels decrease 

with increasing fuel injection temperature, as expected due to the reduction in cell size associated with increased 

temperature.  A nearly linear trend is shown for each fuel with approximately a 15% decrease in DDT time over the 

temperature range.   
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(a)                 (b) 

Figure 6.  (a) Comparison of the ignition time as a function of fuel injection and (b) comparison of the DDT 

time as a function of fuel injection temperature for several fuels. 

 

 

The next parameter analyzed was the detonation distance.  The variation of detonation distance with fuel 

injection temperature for all fuels other than JP-10 is shown in Fig. 7(a).  As expected, the detonation distance of all 

five fuels decreases with increasing fuel injection temperature.  In Fig. 7(a), below approximately 650 K the 

detonation distance of the five fuels differs in both magnitude and slope, but above approximately 650 K the fuels 

produce roughly equal detonation distances. Below approximately 650 K, JP-8 has the smallest detonation distances, 

followed closely by JP-900, while  JP-7 performs the poorest with a maximum value of 1.14 m.  RP-1 and S-8 

perform very similarly, both with detonation distance between JP-7 and JP-900.  It was also noted that above 

roughly 675 K, detonations occur near the downstream end of the spiral for all five fuels shown. 
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Figure 7.  (a) Comparison of the detonation distance for five fuels as a function of fuel injection and (b) 

comparison of the detonation percentage for six fuels as a function of fuel injection. 
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  The detonation percentage is shown in Fig. 7(b) as a function of fuel injection temperature.  The detonation 

percentage is the percentage of ignitions that result in a combustion wavespeed of 1800 m/s or greater.  In Fig. 7(b), 

all fuels demonstrate a strong trend of increasing detonation percentage for an increase in fuel injection temperature.  

JP-7 and S-8 stand out as the fuels that produce the largest percentage of detonations.  The fuels can be lumped into 

three categories, based on Fig. 7(b).  The first group, JP-7 and S-8, demonstrate the largest increases in detonations 

as fuel injection temperature increases.  Both JP-7 and S-8 provide nearly 100% detonations at 755 K.  JP-8, JP-900, 

and RP-1 make up the second category, producing detonation percentages between 65% and 75% at a fuel injection 

temperature of 755 K.  The final category includes only JP-10.  While JP-10 demonstrates an increase in detonation 

percentage as fuel injection temperature is increased, the magnitude of the detonation percentage remains low.  The 

detonation percentage of JP-10 increases from 14% to 38%, leading to the large uncertainty in DDT time and 

detonation distance. 

Table 2 is a summary of the important values determined during the fuels study.  While these values are taken 

from Fig. 6 and Fig. 7, the table was added for quick reference.  Since the ignition time was shown to be nearly 

constant for all fuel other than JP-8, an average value is presented in Table 2.  DDT time, detonation distance, and 

detonation percentage all demonstrated nearly linear relationships with fuel injection temperature; therefore, the 

maximum and minimum values are presented in Table 2. 

 

 

Table 2.  Summary of important performance parameter values determined during fuels study. 

Fuel
Average Ignition 

Time [msec]

DDT Time 

[msec]

Detonation 

Distance [m]

Detonation 

Percentage

JP-8 6.90 2.25 - 2.65 0.90 - 1.00 36.9 - 73.1

JP-7 6.59 2.31 - 2.59 0.89 - 1.14 31.3 - 97.2

JP-10 6.43 N/A N/A 13.6 - 38.3

JP-900 6.63 2.35 - 2.65 0.85 - 1.03 29.5 - 66.5

RP-1 6.62 2.27 - 2.61 0.89 - 1.02 31.6 - 76.5

S-8 6.37 2.26 - 2.61 0.89 - 1.02 35.5 - 100.0
 

 

B.  Spark Delay 

All spark delay testing was performed with JP-8.  As mentioned earlier, the sum of the ignition time, DDT time, 

and blowdown time is approximately 11 msec.  In order to perform tests with spark delays up to 10 msec, a fire 

phase of at least 21 msec was required. Therefore, a firing frequency of 15 Hz, which provides a fire phase time of 

22.22 msec, was used for all spark delay testing.  Spark delays of 2, 4, 6, 8 and 10 msec were examined.  The zero 

msec spark delay case resulted in auto-ignition in the detonation tube that propagated back into the fill manifold; 

therefore, no data was taken. 

Figure 8 is a plot of the ignition time as a function of fuel injection temperature for a JP-8/air mixture with spark 

delays ranging from 2 to 10 msec.  With the exception of the 2 msec spark delay case, there is no significant 

stratification among the spark delays.  The 2 msec spark delay results demonstrate significantly higher ignition times 

for all temperatures as compared to the other spark delays.  The 4 msec case produces slightly higher ignition times 

at low temperatures, but lower ignition times at higher temperature.  The spark delays between 6 and 10 msec do not 

show significant stratification among each other.  It should be noted that the difference between the 4 msec case and 

the higher spark delay cases was within the experimental error at temperatures below 589 K. 
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Figure 8.  Ignition for varying spark delays as a function of fuel injection temperature for a JP-8/air mixture– 

firing frequency = 15 Hz. 

 

 

  Figure 9(a) shows the DDT time for a JP-8/air mixture as a function of fuel injection temperature for various 

spark delays.  The 2 msec spark delay trials resulted in sporadic detonations, leading to extremely poor confidence 

in results, and thus are not presented.  All other spark delays demonstrate the same trend - increasing fuel injection 

temperature leads to decreasing DDT time.  It is also apparent that increasing the spark delay (which increases the 

initial pressure in the closed end of the detonation tube) reduced the DDT time, as expected based on the light 

hydrocarbon/air detonation data in Fig. 3(b). 
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 (a)                 (b) 

Figure 9. (a) DDT time for a JP-8/air mixture as a function of fuel injection temperature for varying spark 

delays and (b) total time to detonation for a JP-8/air mixture as a function of fuel injection temperature for 

various spark delays – firing frequency = 15 Hz. 

 

 

To compare the overall effect of varying spark delays in a PDE, the total time to detonation is plotted as a 

function of fuel injection temperature for various spark delays in Figure 9(b).  The total time to detonation is the sum 
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of the spark delay, ignition time, and DDT time.  The reduction in ignition time and DDT time as spark delay is 

increased is outweighed by the increase in spark delay.  Therefore, a spark delay of 4 msec produces the lowest total 

time to detonation, and a spark delay of 10 msec produces the highest total time to detonation. 

Figure 10(a) is a plot of the detonation distance of a JP-8/air mixture as a function of fuel injection temperature 

for various spark delays.  No significant difference was noticed among the four spark delays.  All detonations 

occurred near the downstream end of the spiral   

Figure 10(b) is a plot of the detonation percentage of a JP-8/air mixture as a function of fuel injection 

temperature for various spark delays.  The detonation percentage is significantly influenced by the spark delay.  The 

detonation percentage increases steadily as the spark delay decreases.  The 10 msec spark delay produces detonation 

percentages ranging from 13.3 to 37.7%, while the detonation percentage for the 4 msec spark delay case increases 

from 33.3 to 95.0%.  In fact, the detonation percentage for the 4 msec spark delay is near 90% for all fuel injection 

temperatures above 505 K. 
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 (a)                 (b) 

Figure 10.  (a) Detonation distance for a JP-8/air mixture as a function of fuel injection temperature for 

varying spark delays and (b) detonation percentage as a function of fuel injection temperature for various 

spark delays using a JP-8/air mixture – firing frequency = 15 Hz. 

 

C.  Firing Frequency 

The motivation to decrease ignition time and DDT time is to decrease the fire phase time, thus decreasing the 

PDE cycle time.  If the cycle time is decreased, the PDE firing frequency can be increased, thereby increasing thrust.  

This rationale hinges on the assumption that increasing the firing frequency will not produce any adverse effects on 

PDE cycle time.  To examine the effect of the firing frequency on PDE performance parameters, a study was 

conducted with two frequencies, 15 and Hz.  Frequencies above 20 Hz are not possible at this time due to limitations 

of the duration of the fire phase.  For example, a system operating at 25 Hz allows only 13.3 msec to be spent on the 

fire phase; this time limit is too short for 15 msec required for the detonation of a JP-8/air mixture.  The 10 Hz firing 

frequency did not provide enough energy to the heat transfer system to afford fuel injections temperatures above 644 

K.   

Figure 11(a) is a plot of ignition time and DDT time as a function of fuel injection temperature for a PDE 

operating at 15 Hz and 20 Hz.  The frequencies show nearly identical ignition times for the entire temperature range.  

The difference between the results using the two frequencies is within the experimental error.  The DDT time for the 

20 Hz case is slightly less than the that for the 15 Hz case for the entire temperature range.  The decrease in DDT 

time is a result of higher pressures within the detonation tube that occurat higher frequencies.   The total time to 

detonation (sum of spark delay, ignition time and DDT time) for the 20 Hz case is slightly less than for the 15 Hz 

case.   
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 Figure 11(b) is a plot of the detonation distance as a function of fuel injection temperature with varying firing 

frequency.  The difference between the detonation distance results of the 15 and 20 Hz tests are within the 

measurement uncertainty for the entire temperature range.  In addition, both frequencies result in detonations at the 

downstream end of the internal spiral.  Again, no degradation in performance is noticed when operating at 20 Hz as 

compared to at 15 Hz.  Therefore, in summary, increasing the firing frequency was found to have little effect on 

cycle performance. 
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 (a)                 (b) 

Figure 11.  (a) Comparison of ignition time and DDT time for two frequencies as a function of fuel injection 

temperature for a JP-8/air mixture and (b) comparison of detonation distance  for two frequencies as a 

function of fuel injection temperature for a JP-8/air mixture – spark delay = 4 msec. 

 

V. Conclusions 

This research marked the first analysis of the effect increasing fuel injection temperature, up to 755 K, had on 

key pulsed detonation engine performance parameters, including ignition time, DDT time, detonation distance, and 

detonation percentage.  This effort has also provided an understanding of how the pressure-temperature profile 

affects the initial combustion event of the cycle. 

The effects of increasing fuel injection temperature on ignition time, DDT time, detonation distance, and 

detonation percentage for JP-8, JP-7, JP-10, JP-900, RP-1, and S-8 were determined.  Ignition time was found to be 

virtually independent of fuel injection temperature for all fuels, except JP-8.  JP-10 was found to produce 

undesirably low levels of detonations, compared to the other fuels.  The DDT time of the other five fuels 

demonstrated a nearly identical decrease with increasing fuel injection temperature; DDT time decreased linearly by 

approximately 15% for the temperature range tested.  The detonation distance for all fuels, other than JP-10, linearly 

decreased with increasing fuel injection temperature.  Above approximately 650 K, the detonation distance for all 

fuels other than JP-10 is roughly equal.  The detonation percentage for all fuels increased considerably with 

increasing fuel injection temperature, with JP-7 and S-8 producing the most consistent detonations.  Based on this 

performance criteria; JP-8, JP-7, JP-900, RP-1, and S-8 can all be used to fuel a PDE with elevated fuel injection 

temperatures and a 36” internal spiral. 

 The spark delay was found to have a small effect on all performance parameters other than detonation 

percentage for JP-8, although it was determined that operating the PDE with a spark delay below 4 msec yields very 

poor performance with the current experimental setup.  A spark delay of 4 msec was found to be superior to the 

other spark delays studied for JP-8, based on total time to detonation and detonation percentage.  Increasing firing 

frequency from 15 Hz to 20 Hz was found to have a slightly positive effect on the total time to detonation for a PDE.  

DDT time decreases as firing frequency increases due to the higher pressure in the detonation tube, while ignition 

time and detonation distance are relatively independent of firing frequency.   
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Experimental studies were performed in order to better understand the operation of 
ejector augmenters driven by a pulse detonation engine (PDE). This research employed a H2-
air PDE at 30 Hz operating frequency. Static pressure was measured along the interior 
surface of the ejector including the inlet and exhaust sections. Thrust augmentation provided 
by the ejector was calculated by integration of the static pressure measured along the ejector 
geometry. The calculated thrust augmentation was in good agreement with the 
augmentation found from direct thrust measurements. Both straight and diverging ejectors 
were investigated. It can be seen from the diverging ejector pressure distribution that the 
role of the diverging section is to act as a subsonic diffuser. Ejector axial position was also 
studied. The ejector pressure data follows the same trend as that of the direct thrust 
measurements. The optimum axial placement was found to be downstream of the PDE near 
x/DPDE=+2, while upstream placements tended towards a decreasing thrust augmentation. In 
order to better explain the observed performance trends, shadowgraph images of the 
detonation wave and trailing vortex interacting with the ejector inlet were obtained. 

Nomenclature 
DPDE = detonation tube diameter 
DEJECT = ejector diameter 
DR = ejector-to-PDE diameter ratio 
ff = fill-fraction 
LEJECT = ejector length 
LSTRT = intermediate straight section length 
LEXHST = exhaust section length 
x = ejector axial position 

I. Introduction 
OR practical PDE applications, one of the key challenges facing researchers is to make use of the increased 
efficiency of energy conversion due to detonative mode combustion, and most effectively convert that into a 

propulsive thrust force. A common measure of propulsion system performance is specific impulse (ISP), which is 
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defined as the ratio of thrust generated to the weight flow rate of fuel. Greater values of ISP are desirable as this will 
decrease the specific fuel consumption. It has been suggested that the use of ejector augmenters on PDEs may be an 
effective way to increase the system thrust being generated, thus leading to an increased ISP.         

An ejector is a simple device used to augment the thrust of an engine. Essentially, an ejector consists of a coaxial 
duct placed around the exhaust of an engine performing as a fluidic pump. The surrounding ambient air is entrained 
by the primary exhaust flow and directed into the ejector. The entrained air causes an increase in momentum of the 
engine exhaust flow. This leads to the generation of a larger system thrust force. The theory and application of 
ejectors to a steady primary flow is well established. For steady-flow ejectors, the secondary flow is entrained 
primarily through viscous shear mixing1. Previous research has shown that unsteady ejectors are capable of 
producing more thrust augmentation than comparable steady-flow ejectors2,3,4. The increased performance of 
unsteady ejectors has been attributed to a more efficient energy transfer process between the primary and secondary 
flows due to dominant effects of the starting vortex. PDEs are highly unsteady devices generating a shock wave and 
vortex ring, thus it has been proposed that PDE driven ejectors have the potential to be highly effective at providing 
thrust augmentation. 

Previous experimental work has shown PDE driven ejectors to be very effective in producing thrust 
augmentation. These past studies have quantified the effects of PDE operating parameters as well as ejector 
geometric parameters. The internal surface geometry of the ejector is an important geometric parameter. A study by 
Glaser et al5 was carried out using several ejector configurations. Results of those experiments showed maximum 
thrust augmentation levels of approximately α=30% for straight ejectors and α=66.5% for an optimized diverging 
ejector geometry at ff=1.0. It is apparent that the diverging ejectors tested were much more effective at producing 
thrust augmentation than the straight ejectors, but the mechanism responsible for this performance increase is not 
clear. The increased augmentation from diverging ejectors has commonly been attributed to the additional thrust 
surface area of the diverging section. Inherent in that explanation is the assumption that there is a positive net 
pressure on the diverging section, thus causing a thrust force. It has been observed that ejector performance is 
sensitive to the axial position of the ejector inlet relative to the PDE tube exit. In most cases downstream ejector 
placement provides optimum levels of thrust augmentation5,6,7,8. For the straight and diverging ejector configurations 
previously tested by Glaser et al5 the optimum axial position was found to be downstream at x/DPDE=+2. 

The current effort seeks to increase the overall understanding of PDE driven ejector systems. Static pressure was 
measured along the interior surface of the ejector including the inlet and exhaust sections. High-speed shadowgraph 
flow visualizations were also obtained to better explain the observed performance trends. Comparisons are also 
made between this data and ejector performance data obtained through direct thrust measurements. Results from this 
study will provide insight into the governing flow dynamics and mechanisms responsible for thrust augmentation 
with PDE driven ejector systems.  

II. Experimental Setup 

A. Description of PDE System 
Experimental testing for the current study was carried out at the Air Force Research Laboratory PDE test facility 

at Wright-Patterson Air Force Base9. The detonation tube was constructed of type 316 stainless steel, and the 
geometry tested consisted of a 5.08 cm inner diameter with 154.94 cm length. The system was operated in a 
premixed manner, using hydrogen and air as the reactants. Injection of fuel and air into the detonation tube was 
carried out using a mechanical valve system. This system was constructed from a modified four-cylinder automotive 
valve head with four valves per-cylinder. The valve train was driven with a variable speed electric motor. The two 
intake ports were used to deliver premixed hydrogen and air, while the two exhaust ports delivered purge air. The 
purge air cycle is employed to cool the detonation tube between combustion cycles and provide a buffer between the 
hot combustion products and the fresh reactants being injected into the tube for the next cycle. Because of the nature 
of automotive valving, the cycle timing for various events such as fill time, purge time, and detonation time are 
fixed to be one-third of the cycle. Spark ignition was accomplished using a capacitive discharge stock automotive 
spark system that delivered approximately 40 mJ of energy. To accelerate the deflagration-to-detonation transition 
(DDT) a Shchelkin-type spiral was used for all tests.  

Operation of the PDE system was computer controlled using a LabView interface program. The LabView 
interface provided the flexibility to specify engine operating parameters such as PDE operating frequency, fill-
fraction (ff), and equivalence ratio, where fill-fraction is defined as the ratio of the tube volume filled with a 
detonable mixture to the total tube volume prior to combustion. Unless otherwise stated, all of the current tests were 
performed at an operating frequency of 30 Hz, fill-fraction of 1.0, and an equivalence ratio of 1.0. Ionization probes 
were mounted along the detonation tube length to verify that Chapman-Jouguet (CJ) detonations were obtained. For 
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Figure 1.  Picture of the installed ejector and diagram of the ejector geometry used for the current 

a stoichiometric mixture of hydrogen and air, the CJ wave speed is 1957 m/s. Data from these sensors were collected 
at 5 MHz using a 16 channel data acquisition system. This fast sampling rate was adequate to accurately resolve the 
detonation wave speed. 

B. Ejector Hardware and Instrumentation 
The ejector hardware was mounted on the PDE system to determine its effect on the thrust generated by the 

PDE. All of the ejectors tested were mounted coaxially to the detonation tube. The ejectors were suspended from 
two parallel rails mounted above the detonation tube. The rails extended along the length of the tube allowing the 
axial position, x, of the ejector inlet to be varied from -12 to +6 tube diameters from the PDE tube exit plane. A 
negative axial position value corresponds to the ejector inlet placed upstream of the PDE exit with the ejector 
overlapping the detonation tube. For a positive value the ejector is mounted downstream of the detonation tube exit.    

Two ejector geometries were used during this testing. Each ejector consisted of an inlet section, an intermediate 
straight section, and an exhaust section as shown in Figure 1. The two ejectors were identical with the exception of 
the exhaust section: one section was straight while the other was diverging. The diameter of the ejector (DEJECT) was 
defined as the diameter of the intermediate straight section, as this was the minimum diameter for any given ejector 
geometry. For the current work, DEJECT was held at a fixed value of 13.97 cm. The ejector-to-PDE diameter ratio 
(DR) of 2.75 was therefore constant throughout the testing. This value is near the optimum diameter ratios reported 
in other ejector experiments6,8,10. The inlet used had a rounded inlet lip with a radius of 3.81 cm. The overall non-
dimensional length of the ejectors was LEJECT/DEJECT=5.6. The intermediate straight section had a length of 
LSTRAIGHT/DEJECT=3, and the exhaust section had a length of LEXHST/DEJECT=2.36. The two exhaust sections tested had 
half-angle divergences of 0° and 4°. 

To facilitate the static pressure measurements, each ejector was 
instrumented with 20 pressure ports along the ejector surface. Each 
pressure port consisted of a 0.04 inch diameter thru hole on the ejector 
surface, which then transitioned to a 1/16 inch diameter tube. Seven of 
the pressure taps were located on the ejector inlet at the angular locations 
given in Table 1. The other 13 pressure taps were distributed along the 
ejector body as shown in Figure 2, with seven placed on the intermediate 
straight section and six on the exhaust section. Although this figure 
depicts an ejector with a straight exhaust section, the diverging exhaust 
section had surface pressure taps in the same locations. Pressure was 
measured using a NetScanner Model 9116 Pressure Scanner. This system 
incorporated 16 silicon piezoresistive pressure sensors each sampling at a 
frequency of 1 Hz. Since the pressure measurement system had the ability 
to sample 16 pressure signals, only 16 of the 20 available ejector pressure 
taps could be used at a give time. The pressure ports used for the current 
study are given in Figure 2. Each pressure port on the ejector was 
connected to its corresponding pressure sensor by a 1/16 inch diameter flexible tube of approximately 2.5 m length. 
It should be noted that due to the setup of current system, the dynamic nature of the pressure field was not captured. 

Tap Number Tap Location
1 0°
2 30°
3 60°
4 90°
5 120°
6 150°
7 165°

Inlet Pressure Tap Locations

Table 1.  Locations of the 
pressure ports on the ejector 
inlet.
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The length of tubing used between the sensors and surface pressure taps had the effect of damping out the high 
frequency pressure oscillations normally associated with PDE operation providing an averaging effect on the 
pressure history. The pressure measurement system used provided a measure of the average static pressure at the 
specified locations over a period of time.      

 

III. Results and Discussion 

A. Straight Ejector Surface Pressure Distribution 
For each data point collected, the PDE was operated for a duration of approximately 45 seconds. In order to 

assess the variability of the experimental results, three test runs were performed for each configuration studied. A 
typical static pressure time history measured on the ejector surface is shown in Figure 3. Prior to detonation, cold air 
is pulsed through the PDE injection valves in order to allow sufficient time for the desired flow rate to stabilize. This 
initial unsteady cold flow causes flow entrainment into the ejector and thus a decreased pressure on the ejector inlet 
which is shown by the initial gauge 
pressure of approximately -0.15 psi in 
Figure 3. After the PDE starts detonating, 
the pressure drops down to a lower plateau 
indicating an increase in flow entrainment. 
It can be seen that although the measured 
pressure signal is reasonably steady the 
signal does have a small fluctuating 
component. For all results shown in the 
current study, the fluctuating pressure 
measured during PDE operation was time 
averaged to give a single value for the 
static pressure at that sample location. For 
the case shown, the time averaged PDE 
fired static pressure measured on the 
ejector inlet was -0.38 psi. 

The surface pressure distribution 
measured on a straight ejector is shown in 
Figure 4. Results are shown comparing two 
primary unsteady driver sources. The first 
source is a PDE and the second is an 
unsteady cold jet, both operating at a 
frequency of 30 Hz. Both driver sources 
cause similar trends in the ejector pressure 
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Figure 3.  Pressure history measured on the ejector inlet at 
pressure tap 7. The configuration tested was a straight ejector 
with x/DPDE=+2 and ff=1.0.    

8 9 10 11 12 13 14 15 16 17 18 19 20

12
3

4

5
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

12
3

4

5
6 7

Figure 2.  Placement of the pressure sampling ports on the ejector surface. Solid circles denote 
ports used during the current study. 
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distribution. It can be seen that the entrained flow being directed into the ejector causes a significant vacuum 
pressure on the inlet. The minimum inlet 
pressure occurred at pressure tap 7 which is 
at an angle of 165° as previously defined. It 
can also be seen that the outer area of the 
inlet, pressure taps one and two, did not see a 
pressure decrease and thus did not contribute 
to providing thrust augmentation. This 
finding implies that the entire rounded 
portion of the inlet may not be necessary. 
Comparable performance might be possible 
with a simplified inlet design. With a straight 
ejector, the only surface able to cause a thrust 
force is the ejector inlet. A larger negative 
inlet pressure would lead to an increase in 
thrust augmentation. Just downstream of the 
inlet section the pressure is seen to rise 
quickly and a region consistent with 
separated flow is observed at pressure tap 8. 
Since the flow separation was observed to 
occur in both the PDE and subsonic cold flow 
case, it is unlikely that the separation is 
caused by the presence of a stationary 
shockwave located in the ejector. The flow 
separation is most likely due to the strong 
adverse pressure gradient and large inlet 
turning angle experienced. Through the rest 
of the straight ejector, static pressure was 

found to gradually rise until reaching ambient pressure at the ejector exit. The flow area is constant through the 
straight ejector. The rising static pressure is attributed to mixing as the flow travels through the ejector. The amount 

of thrust 
augmentation 

provided by the 
straight ejector 
configuration with 
ff=1.0 was 
calculated by 
integration of the 
measured static 
pressure around the 
ejector geometry. 
The calculated 
augmentation was 
found to be 26.1% 
which is slightly 
lower than the 
augmentation of 
30.0% measured 
through direct 

thrust 
measurements.5 

Figure 5 is a 
shadowgraph flow 

visualization 
showing the 

differences 
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Figure 4.  Ejector surface pressure distribution. The 
configuration tested was a straight ejector with 
x/DPDE=+2, and ff=1.0. 
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Figure 5.  Shadowgraph images comparing PDE driven vortex ring (upper images) 
to cold flow starting vortex (lower images). 
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between a detonation and cold flow primary driver. The visualizations were performed using a 1 inch diameter PDE 
operating at 20 Hz with a straight ejector. The diffracting detonation wave with trailing vortex structure can be 
clearly seen. The time scales are clearly different between the two cases as the velocity of the cold flow starting 
vortex is much lower than the detonation wave speed. The cold flow vortex was observed to increase in diameter at 
locations near the tube exit attaining a near constant diameter as it continues to travel forward. In contrast, the 
detonation-driven vortex structure shows rapid growth until reaching the ejector inlet. It can also be seen that upon 
reaching the ejector inlet, the diameter of detonation-driven vortex is noticeably larger than the cold flow vortex. 
These results are consistent with experimental ejector performance measurements which have shown that the 
optimum ejector-to-driver diameter ratio is larger for PDE driven ejectors as compared to cold flow driven systems. 

Portions of a complete PDE driven ejector cycle are shown in Figure 6. At a time of 111 µs the shock wave is 
observed to reflect and travel backwards from the ejector inlet. The mach disk structure present during the 
blowdown portion of the PDE cycle is visible near the ejector entrance at 148 µs. An interaction can be seen 
between the exhaust plume and ejector inlet at 222 µs in the form of a vortical structure attached to the inlet lip. The 
image at 9,065 µs was taken much later in the PDE cycle. It can be seen that the shock and vortex structure are no 
longer present and that the ejector is entraining flow into the inlet. The pattern of the entrained flow at this time 
during the cycle appears to show a clustering of the flow streamlines near the inner radius of the inlet. This is 
indicative of a higher velocity at this location. Also there does not appear to be significant amounts of entrained flow 
passing over the outer radius of the inlet. These observed trends are consistent with the straight ejector pressure 
distribution discussed above.              

 
 
  
 

111 µs 148 µs

222 µs 296 µs 9,065 µµs

74 µs 111 µs 148 µs

222 µs 296 µs 9,065 µµs

74 µs

Figure 6.  Sequence of shadowgraph images taken during the PDE driven ejector 
operating cycle. ff=0.6, DR=3, x/DPDE=+2. 

9,065 µs
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B. Effect of Diverging Section on Ejector Performance 
Previous PDE driven ejector studies have found that there are significant performance advantages when 

incorporating a diverging exhaust section into the ejector. Direct thrust measurements showed that the thrust 
augmentation of the diverging ejector was 
approximately two times that of the straight 
ejector. 

Figure 7 compares the pressure 
distribution of a straight and diverging 
ejector. It can be seen that the addition of 
the diverging exhaust section had a 
significant impact on the ejector inlet flow 
field. The diverging ejector showed a 
vacuum pressure at tap 7 which was two 
times lower than that of the straight ejector. 
This increase in inlet suction represents 
more flow entrainment which leads to an 
increase in thrust augmentation. What is 
also apparent is that the static pressure 
along the diverging section is negative, 
rising to equal ambient conditions at the 
ejector exit. This finding is significant in 
that it shows the performance enhancement 
afforded by diverging ejectors is not due to 
a positive thrust force acting on the 
diverging section area. In fact, the 
diverging section creates a slight drag force 
due to the negative pressure acting on it. 
The role of the diverging section appears to 
be that of a subsonic diffuser, decreasing 
the flow velocity and increasing static 
pressure in the exhaust section. The ejector exit plane boundary condition is that ambient static pressure is achieved 

in the exhaust jet. The added pressure 
recovery through the diverging section 
makes it possible for a decreased inlet 
pressure to exist while still maintaining the 
ejector exit boundary condition. In prior 
experimental testing, the current 
intermediate straight section length of 
LSTRAIGHT/DEJECT=3 was found to be near 
the optimum length. Either decreasing or 
increasing the straight section length 
caused a decrease in thrust augmentation. 
It is speculated that the flow mixing which 
takes place within the intermediate straight 
section is beneficial for conditioning the 
flow prior to entering the diffuser. Without 
a sufficient amount of mixing, the velocity 
profile entering the diverging section may 
be more prone to separation causing 
increased diffuser pressure recovery losses. 
After the flow is fairly well mixed, further 
increasing of the straight section length 
leads to increased frictional drag forces, 
thus decreasing thrust augmentation.     

Integrating the pressure distribution 
around the diverging ejector geometry 
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Figure 7.  Static pressure distribution in a 
straight and diverging ejector. ff=1.0, x/DPDE=+2. 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0 5 10 15 20
Pressure Tap Location

St
at

ic
 P

re
ss

ur
e,

 p
si

ff=0.6
ff=0.8
ff=1.0

Figure 8.  Effect of fill-fraction on ejector pressure 
distribution. Ejector geometry is a diverging ejector 
with x/DPDE=+2. 

1373



 
American Institute of Aeronautics and Astronautics 

 

8

gives a calculated thrust augmentation α=50%. This is comparable to the thrust augmentation α=66% obtained from 
direct thrust measurements.       

C. Effect of Fill-Fraction on Ejector 
Performance 

Previous studies have measured an 
inverse relationship between thrust 
augmentation and PDE fill-fraction at 
downstream ejector placements5. For the 
diverging ejector geometry being 
considered, thrust augmentation was 
increased from α=66% to α=74% by 
decreasing the fill-fraction from ff=1.0 to 
ff=0.6. Figure 8 shows that decreasing the 
fill fraction does not significantly alter the 
pressure distribution on the ejector. Thrust 
augmentation is defined as the change in 
thrust due to the ejector divided by the 
baseline PDE thrust with no ejector 
installed. When fill fraction is decreased the 
baseline PDE thrust decreases at a faster rate 
than the thrust produced by the ejector 
leading to an increased thrust augmentation.    

D. Effect of Axial Position on Ejector 
Performance 

It has been observed that ejector 
performance is sensitive to the axial position 
of the ejector inlet relative to the PDE tube 
exit. In most cases downstream ejector placement provides optimum levels of thrust augmentation5,6,7,8. For the 
straight and diverging ejector configurations previously tested by Glaser et al5 the optimum axial position was found 
to be x/DPDE=+2. Figure 9 shows the effect of axial position on diverging ejector pressure distribution. It can be seen 

that as the ejector is moved upstream from 
x/DPDE=+2 that the inlet suction is decreased. 
At the axial location of x/DPDE= -12 it can be 
seen from the pressure distribution that 
almost no flow is being entrained through the 
ejector, implying an augmentation near 0%. 
At this overlap position, a region of slightly 
positive pressure was also observed in the 
straight section at pressure tap 10. This 
overpressure is due to the presence of the 
detonation tube exit located within the 
ejector. The axial position trend is more 
clearly seen in Figure 10. Static pressure data 
at tap seven is plotted for all axial positions 
tested. The pressure at this location 
represented the minimum pressure on the 
inlet for nearly all cases studied and therefore 
was a good indicator of the amount of flow 
entrainment into the ejector for a given 
configuration. The tap seven pressure data 
shows a minimum pressure near x/DPDE=+2 
which is the optimum location determined 
through direct thrust measurements. 
Placements of the ejector at positions away 
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from the optimum increase the minimum inlet 
pressure. Movement of the ejector in the 
upstream direction continually increases the inlet 
pressure, which implies continually decreasing 
flow entrainment. Figure 11 shows the thrust 
augmentation calculated by integration of the 
ejector pressure distribution. A maximum 
augmentation of α=50% was found to occur at 
x/DPDE=+2. This is the same position at which 
the minimum inlet pressure was measured. It can 
also be seen that placing the ejector upstream of 
the PDE exit decreases thrust augmentation. The 
observed trends are consistent with the 
experimental findings obtained through direct 
thrust measurements indicating that the optimum 
ejector placement is downstream of the PDE 
tube exit.    

IV. Conclusion 
An experimental study was performed to 

investigate the operation of PDE driven ejectors. 
A straight and a diverging ejector were both 
instrumented for static pressure measurements. 
Analysis of the straight ejector pressure 
distribution and shadowgraph images showed that a majority of the flow acceleration on the rounded inlet occurs at 
the inner inlet radius. This implies that the outer surface of the inlet is not significant in flow entrainment and thus 
does not have to be as well contoured as the inner section of the inlet. It was found that the role of the diverging 
exhaust section is to act as a subsonic diffuser. The pressure recovery that takes place in the diffuser has a large 
impact on the inlet pressure distribution, decreasing the inlet pressure by a factor of 2. The reason for the inverse 
relationship between fill-fraction and thrust augmentation was studied. It was found that the ejector pressure 
distribution was not very sensitive to fill-fraction. The axial placement of the ejectors was studied in detail. Axial 
position was varied from x/DPDE=-12 to +6. The axial location of maximum inlet suction was found to be near 
x/DPDE=+2. Inlet suction was found to continually decrease towards zero as the ejector was moved upstream. The 
calculated thrust augmentation showed a maximum at a position of x/DPDE=+2. This also corresponds to the 
optimum axial location for thrust augmentation as determined through direct thrust measurements. The observed 
trends are consistent with the optimum ejector placement being at a downstream location. 
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Ignition and Detonation-Initiation Characteristics of 

Hydrogen and Hydrocarbon Fuels in a PDE 
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and 

Royce P. Bradley‡ and John L. Hoke § 
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Over the past two decades, several fuels have been tested throughout the world in 

pulsed detonation engines (PDEs).  The present research focuses on developing a baseline 

set of ignition and detonation-initiation performance measures for six fuels in air:  

Hydrogen, ethylene, propane, aviation gasoline (avgas), JP-8, and Fischer-Tropsch JP-8 (S-

8).  To quantify the ignition and detonation-initiation performance, four parameters are 

examined:  Ignition time, deflagration-to-detonation transition (DDT) time, DDT distance, 

and the upper Chapman-Jouguet (CJ) wavespeed.  These four parameters are presented as 

a function of equivalence ratio from lean-to-rich ignition limits for the six fuels of interest.   

Hydrogen was found to have the best ignition and detonation-initiation characteristics, 

followed by ethylene.  Propane, avgas, JP-8, and S-8 exhibited similar ignition and 

detonation-initiation characteristics, as expected based on cell size.  Minimum ignition 

times for all fuels occurred near an equivalence ratio of 1.3, whereas the minimum DDT 

times and distances occurred between equivalence ratios of 1.1 and 1.2.  All experimental 

CJ wavespeeds were within 5% of the theoretical value, with the exception of hydrogen, 

with an experimental CJ wavespeed that is systematically between 6% and 8% lower than 

the theoretical value.          

Nomenclature 

 

Ecrit = Critical Initiation Energy 

λ = Detonation Cell Size 

 

I. Introduction 

 

ULSED-detonation-engine (PDE) research over the last two decades has been driven by factors, such as 

potential for higher thermal efficiency, high thrust, low weight, low cost, scalability, and a large operational 

envelope.1-3  The potential for higher thermal efficiency is based on the understanding that the constant-volume 

process that occurs in a PDE creates less entropy than the constant-pressure process which occurs in most modern 

gas turbine engines.4  Because of the attractive qualities of the PDE, it has received attention in many areas of the 

aeronautical-engineering community; spawning interest in several applications for the PDE including aircraft, 

spacecraft, cruise missiles, and hybrid functions with a gas turbine engine, ramjet, or scramjet. 

To quantify the ignition and detonation-initiation characteristics of the fuel/air mixtures, four key performance 

parameters were examined:  1) time from spark deposition to the creation of a deflagration wave within the fuel/air 
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mixture (ignition time), 2) time to transition the deflagration wave into a detonation wave (DDT time), 3) length of 

detonation tube required for the mixture to transition to a detonation (DDT distance), and 4) experimentally 

determined upper Chapman-Jouguet (CJ) wavespeeds.   

This research was conducted to establish a baseline of ignition and detonation-initiation characteristics for a PDE 

fueled with a wide spectrum of conventional fuels in air--specifically, hydrogen, ethylene, propane, aviation 

gasoline (avgas), JP-8, and S-8.**  These fuels were selected because they represent potential PDE fuels.  Prior to the 

present research, substantial data on ignition time, DDT time, DDT distance, and CJ wavespeed were published,6-12 

in several papers.  The previous data were gathered using different experimental setups, making comparison of the 

data sets difficult.  Schauer et al.6 experimentally measured the CJ wavespeeds for mixtures of propane, avgas, JP-8, 

and JP-10 in air as a function of equivalence ratio using a setup similar to that in the present research.  They were 

only marginally successful in detonating propane, because of the uncontrolled phase change in the fuel-supply 

system.  Tucker et al.7,8 measured the ignition time, DDT time, and CJ wavespeed as a function of equivalence ratio 

for mixtures of avgas, JP-8, iso-octane, and heptane in air using a fuel flash-vaporization system to heat the fuel 

prior to injection into air. Card et al.9 determined the DDT distance for mixtures of hydrogen, ethylene, acetylene, 

and JP-10 in air as a function of equivalence ratio in a 100-mm-diameter tube.  They defined the DDT distance as 

the length where the wavespeed jumps from the isobaric speed of sound of the products to the CJ wavespeed.  

Ciccarelli and Card10 examined the wavespeed of JP-10/air mixtures at elevated temperatures and pressures.  Akbar 

et al.11 measured the wavespeeds of unsensitized and sensitized mixtures of JP-10 and Jet-A, and Austin and 

Shepard12 measured the wavespeed of JP-10/air mixtures as a function of equivalence ratio in a 280-mm-diameter 

tube.   

 

II. Background and Theory 

 

Previous experimental research6 has shown that a typical stoichiometric low-vapor-pressure liquid-

hydrocarbon/air mixture requires energy on the order of 105 J for direct initiation of detonation (critical initiation 

energy), which is six orders of magnitude greater than the energy available from a typical spark plug (~100 mJ).  

Thus, a mixture with low critical initiation energy is more susceptible to DDT.  Knystautas et al.13 and Schauer et 

al.6 independently developed correlations between the detonation cell size (λ) and the critical initiation energy (Ecrit) 
of a mixture, where the critical initiation energy varies with the cube of the detonation cell size, as shown in Eq. 1:   

 
3λ∝critE                                                                     (1) 

 

Therefore, a decrease in detonation cell size is an indication of greatly improved detonability.  Schauer et al.5 

developed the correlation based on data compiled by Kaneshige and Shepherd.14 

 The detonation cell size is a physical characteristic of a detonation wave, as shown in Fig 1.  A more detailed 

discussion of detonation cell structure can be found in Fickett and Davis.15  Figure 2 is a plot of detonation cell size 

as a function of equivalence ratio for hydrogen, ethylene, propane, JP-4, and JP-10.  JP-4 and JP-10 are liquid-

hydrocarbon fuels that are on the same order of density as avgas, JP-8, and S-8.  The hydrogen data exhibit the 

smallest detonation cell size of the five fuels presented.  As will be shown, the smaller cell size translates directly to 

better ignition and detonation-initiation performance.  Ethylene demonstrates the next larger cell sizes, which will be 

shown later to translate to the second best ignition and detonation-initiation performance.  Propane, JP-4, and JP-10 

exhibit similar detonation cell sizes, indicating that avgas, JP-8, and S-8 exhibit ignition and detonation-initiation 

characteristics similar to those of propane.  The data from Fig. 2 were compiled by Kaneshige and Shepherd,14 but 

were experimentally obtained elsewhere.12,13,16,17   

 

                                                           
**S-8 is a synthetic fuel derived from natural gas via the Fischer-Tropsch process.5  S-8 is also referred to as Fischer-

Tropsch JP-8 or simply Fischer-Tropsch. 
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Figure 1. Representation of two-dimensional detonation cell structure. 
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Figure 2. Plot of detonation cell size as function of 

equivalence ratio for five different fuels. 

 

 

Figure 3 is a plot of detonation cell size as a function of carbon number for mixtures of several straight-chain 

hydrocarbons, JP-10, and hydrogen in air.  As this figure demonstrates, once the carbon number reaches two 

(ethane) the difference in detonation cell size is negligible.  All of the hydrocarbons, including JP-10, shown here 

with two or more carbon atoms have a cell between 40 and 50 mm at stoichiometric conditions.  With the well 

known exception of methane, all of the alkanes (straight chain hydrocarbons) have nearly identical detonation cell 

sizes.  From Figs. 2 and 3, it can be inferred that the heavy liquid hydrocarbons (avgas, JP-8, and S-8) will 

demonstrate performance similar to that of propane and also that the larger straight-chain hydrocarbons (butane 

through decane) will also demonstrate performance similar to that of propane. The data from Fig. 3 were compiled 

by Kaneshige and Shepherd,14 but were experimentally obtained elsewhere.12-14,16-18 
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III. Experimental Setup and Instrumentation 

A. Facilities and PDE Details 

This research was conducted in the Pulsed Detonation Research Facility (PDRF), which is located at Wright-

Patterson AFB in Ohio.  This facility was described in detail elsewhere,20 and only these details that are relevant to 

the current  research are provided here.  The PDE for this study consisted of the valve train from a GM quad-four-

engine head with two 2.44-m-long, Schedule-40 stainless-steel detonation tubes (50.8-mm diameter); each tube had 

a 1.22-m-long Schelkin-like spiral, with one end adjacent to the closed end of the detonation tube, to promote 

DDT.21  During testing of JP-8 and S-8, the fuel was preheated to temperatures above 561 K (the threshold for 

complete fuel flash vaporization22) using a 38.1-cm-long concentric-counter-flow heat-exchanger that was 

developed by Miser et al.23 

The PDE cycle consisted of three equally timed phases--fill, fire, and purge, as shown in Fig. 4.  During the fill 

phase, the intake valves were opened to fill the PDE detonation tube with a volume of premixed fuel and air that was 

equal to the volume of the detonation tube (fill fraction of one).  For all tests the fill air was initially heated to 394 K 

prior to mixing with the fuel.  During the fire phase, spark energy was released, causing the formation of a 

deflagration wave that transitioned to a detonation wave.  The ignition system provided spark pulses through 

modified spark plugs, with each spark plug supplying an ignition energy of 115 mJ.  The spark delay after the intake 

valves were closed was 4 ms.  During the purge phase, the exhaust valves were opened to fill the detonation tube 

with a volume of air (unheated) that was equal to one-half the volume of the detonation tube (purge fraction of 0.5).  

The purge air cooled the detonation tube and removed a portion of the exhaust gases, preventing auto-ignition.  The 

PDE firing frequency was held constant at 10 Hz for all testing. 

 

 

   
Figure 4. Diagrams of fill, fire, and purge phases of pulsed-detonation-engine cycle. 
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B. Fuel Delivery Systems 

The hydrogen fuel was provided by a hydrogen tuber trailer that was located outside of the research facility, 

whereas ethylene was supplied via commercial tanks inside the test cell.  The gaseous fuels were routed into the 

facility and through a dome-loaded pressure regulator to control the inlet pressure to a critical flow nozzle.  A surge 

tank was located downstream of the critical flow nozzle to prevent pressure waves that are generated in the valve 

system from unchoking the critical flow nozzle.  After traversing through the surge tank, the gaseous fuel was 

injected into the air stream.   

The liquid fuel was supplied by two hydraulic bladder-type accumulators that were pressurized by nitrogen.  The 

nitrogen pressurized the fuel above the critical pressure for the duration of the test to prevent phase change.  The 

propane was supplied in commercials tanks but was fed into the hydraulic bladder accumulators to maintain 

sufficient fuel pressure to prevent boiling.  Once in the accumulators, propane was supplied to the PDE in the same 

manner as was the other liquid fuels.  For JP-8 and S-8, the fuel was pressure fed to the inlet of the heat exchanger.  

After traversing through the heat exchanger, the fuel was injected into the air stream.  Avgas and propane were 

pressure fed directly into the air stream, bypassing the heat exchanger.  A turbine flow meter, downstream of the 

accumulators, was used to measure the liquid-fuel mass flow rate.  The mass flow rate of the fuel-injection nozzles 

is proportional to the square root of the pressure drop across the fuel nozzles and the fuel density.24,25  To 

compensate for the decrease in fuel density during heating of the fuel in the supercritical regime, the charge pressure 

of the accumulators was increased to maintain a constant fuel mass flow rate.  The accumulator charge pressure was 

varied during the test using a pneumatic dome-loaded pressure regulator [for details, see Ref. 26].    

To minimize oxidative carbon deposition in the heat exchanger, the JP-8 was de-oxygenated using a nitrogen 

sparging process, which reduced the oxygen concentration to <1 ppm.  The sparging process involved bubbling a 

volume of nitrogen through the JP-8 to displace the trapped oxygen in the fuel.  The volume of nitrogen necessary to 

reduce the oxygen concentration to acceptable levels was determined experimentally in previous work;27 to ensure 

acceptable levels, a factor of safety of two was applied to all nitrogen volume calculations. 

C. Instrumentation 

For measuring the velocity of the combustion wave (wavespeed), ion probes were placed in ports, spaced 15.3 

cm apart, along the length of the detonation tube.  Thermocouples were placed in the center of the flow path for 

gathering fuel-temperature data at the inlet and outlet of the heat exchanger (J-type) to ensure proper flash 

vaporization.  External-heat-exchanger wall temperatures were measured with J-type thermocouples that were 

mounted externally by compression clamps on the PDE detonation tube.  A pressure transducer was situated at the 

closed end of the detonation tubes for measuring the pressure used to determine the ignition time.   

D. Data Reduction 

All combustion data were gathered on a dedicated computer that employs LabVIEW.  12 channels of raw data (a 

spark trace, a head-pressure trace, and 10 ion-probe traces) were collected in 0.5-sec intervals.  The scan rate was set 

at 1,000,000 scans/sec; therefore, 500,000 data points were obtained for each channel in 0.5 sec.  A C++ program 

segmented the data into separate firing cycles using the trigger trace.  Each spark trace denoted a new firing cycle.   

Each firing cycle was then analyzed for ignition-time information.  The head-pressure trace data were passed 

through a fourth-order, 401-point, Savitzky-Golay, digital, finite-impulse response filter to reduce the high-

frequency noise.28  Linear regression was then used to determine the slope of the pressure curve.  A 1000-point 

window, beginning with the first 1000 points of the pressure trace, moved forward along the pressure trace until an 

average pressure rise of 5000 psi/sec was detected.  The time in the center of the window was taken to be the 

ignition time.  Figure 5 is a plot of head-pressure traces, after passing through the Savitzky-Golay filter, for the six 

fuels.  The pressure traces for all fuels, except that of hydrogen are shown with pressure offset (100 psi) for clarity.  

The pressure rise of hydrogen is steeper than that of the other fuels, although ethylene exhibits a pressure rise that is 

nearly as steep as that of hydrogen.  Avgas, JP-8, and S-8 exhibit similar pressure traces; however, propane exhibits 

the poorest pressure rise. 
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Figure 5. Head-pressure traces for hydrogen, ethylene, 

propane, avgas, JP-8, and S-8, with 100-psi offsets. 

 

 After the ignition time was determined, the probe times were calculated.  The probe time is the time when the 

combustion wave crosses the ion probe.  To determine the probe times, the C++ program took an average of the first 

1000 points of the ion-probe traces to find a baseline value for that trace.  The program then determined when the 

trace dropped below the baseline value for at least 500 consecutive data points.  The probe time was the first point in 

the series of 500 points below the baseline value.  This method essentially found the corners of the ion-probe trace 

and determined the time when they are found.  Figure 6 is a plot of a sample pressure trace, along with a spark trace 

and 10 ion-probe traces. 
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Figure 6. Representative output traces used to determine critical performance parameters. 

 Once both the ignition times and probe times were determined, they were inserted into an Excel spreadsheet.  

The spreadsheet first calculated the wavespeeds by dividing the difference in distance between two ion probes (15.3 

cm for this effort) by the difference in the corresponding probe times.  The wavespeed at 1.98 m downstream of the 

engine was recorded as the experimental CJ wavespeed.  The spreadsheet then searched for wavespeeds above the 

theoretical CJ velocity.  Once a wavespeed above the theoretical CJ limit was found, the program linearly 

interpolated between the wavespeed above the CJ wavespeed and the wavespeed at the location before it (below the 
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CJ wavespeed) to determine the time and location of a wavespeed matching the theoretical CJ wavespeed.  The time 

and location determined were the DDT time and the DDT distance, respectively.   

IV. Results and Discussion 

Plots of the experimentally determined ignition time, DDT time, DDT distance, and CJ wavespeed as a function 

of equivalence ratio for mixtures of hydrogen, ethylene, propane, avgas, JP-8, and S-8 in air are presented.  Each 

data point represents the mean value of 30 - 40 ignitions.  The total experimental uncertainty is presented whenever 

possible.  Schultz and Shepherd19 used STANJAN to calculate theoretical CJ wavespeeds of hydrogen, ethylene, and 

propane (shown later).  The experimental CJ-wavespeed data from the present research were compared to the 

theoretical CJ wavespeeds of Schultz and Shepherd19.  The experimental results are presented in tabular form in the 

appendix for reference. 

A.  Ignition Time 

Figure 7(a) is a plot of ignition time as a function of equivalence ratio for mixtures of hydrogen, ethylene, 

propane, avgas, JP-8, and S-8 in air.  These six fuels reached a minimum ignition time near an equivalence ratio of 

1.3.  Of all the fuels hydrogen produced the largest ignition limits as well as the lowest ignition times for the entire 

range of equivalence ratios.  The rich limit of hydrogen was not reached because it was thought that no benefit 

would be derived from increasing the equivalence ratio further.  Ethylene produced the second largest ignition limits 

and the second shortest ignition times.  The propane, avgas, JP-8, and S-8 ignition trends were so similar that the 

plot had to be magnified to permit comparison Fig. 7(b).  However, it can be observed in Fig. 7(a) that S-8 has larger 

ignition limits than JP-8 and avgas, most likely because S-8 typically contains fewer large hydrocarbons.  

Additionally, Fig. 7(b) shows that S-8 exhibits lower ignition times than JP-8 or avgas.  Propane exhibits the lowest 

ignition times of all of the fuels that were fed in the liquid phase since it is a gas at ambient conditions, allowing for 

better mixing with the air.  The longest ignition times and smallest ignition limits are observed in avgas. 
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Figure 7. Plots of ignition time as function of equivalence ratio for mixtures of (a) hydrogen, ethylene, 

propane, avgas, JP-8, and S-8 in air and (b) propane, avgas, JP-8, and S-8 in air (magnified). 

C.  DDT Time 

 Figure 8(a) is a plot of DDT time as a function of equivalence ratio for mixtures of hydrogen, ethylene, propane, 

avgas, JP-8, and S-8 in air.  Except avgas, all of the fuels reach a minimum DDT time between equivalence ratios of 

1.1 and 1.2, which is lower than the equivalence ratio for minimum ignition time.  The point of minimum DDT time 

for avgas is at the lean limit, 0.9.  Hydrogen produces the largest detonatability limits of all of the fuels as well as 

the shortest DDT times for the entire range of equivalence ratios.  Again, the rich limit of hydrogen was not reached 

during this research.  Ethylene produced the second largest detonability limits and the second shortest DDT times.  

Propane, avgas, JP-8, and S-8 detonation-initiation trends were so similar that the plot had to be magnified to permit 

comparison, Fig. 8(b).  JP-8 and S-8 produce the shortest DDT times, except at the rich limits where S-8 has a lower 
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DDT time than JP-8.    JP-8 and S-8 (octane no. ~40) outperform avgas and propane (octane no. ~100), possibly 

because of their lower octane number.  Tucker et al.7 showed that the higher the octane number, the poorer the 

detonability for a given cell size. 
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Figure 8. Plots of DDT time as function of equivalence ratio for mixtures of (a) hydrogen, ethylene, propane, 

avgas, JP-8, and S-8 in air and (b) propane, avgas, JP-8, and S-8 in air (magnified). 

C.  DDT Distance 

 Figure 9(a) is a plot of DDT distance as a function of equivalence ratio for mixtures of hydrogen, ethylene, 

propane, avgas, JP-8, and S-8 in air.  The trends observed with DDT time are found in the DDT-distance results.  

Detonability is ranked as follows:  Hydrogen > ethylene > S-8 ~ JP-8 > propane > avgas.  Hydrogen detonates near 

35 cm at a minimum, and ethylene detonates near 75 cm at a minimum.  Again, the propane, avgas, JP-8, and S-8 

detonation-initiation trends were so similar that the plot had to be magnified to permit comparison, Fig. 9(b).  JP-8 

and S-8 detonate in approximately the same distance, just < 1 m at a minimum.  Propane detonates near 1.05 me at a 

minimum, and avgas detonates near 1.1 m at a minimum.  Note: The trends in Figs. 7(a), 8(a), and 9(a) are the same 

as the trends of detonation cell size as a function of equivalence ratio shown in Fig. 2. 
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Figure 9. Plots of DDT time as function of equivalence ratio for mixtures of (a) hydrogen, ethylene, propane, 

avgas, JP-8, and S-8 in air and (b) propane, avgas, JP-8, and S-8 in air (magnified). 
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D.  Wavespeed 

 Figure 10 contains plots of wavespeed for mixtures of (a) hydrogen and (b) ethylene in air as a function of 

equivalence ratio.  The experimental CJ wavespeeds of hydrogen are systematically between 6 and 8% lower than 

the theoretical CJ wavespeed.  The wavespeed was measured ~33 cm from the open end of the detonation tube.  The 

measured wavespeeds were lower than the theoretical CJ velocities, presumably due to either diffusion of the 

hydrogen producing a lean mixture or the increased temperature of the fuel/air mixture.  Wavespeed measurements 

of the hydrogen/air mixture taken farther upstream would have most likely fallen within 5% of the theoretical CJ 

wavespeeds.  The experimental CJ wavespeed of the ethylene/air mixture is within 5% of the theoretical values, 

except at the rich limit.  At the rich limit, the cell size for ethylene is near 100 mm, which is twice the diameter of 

the tube.  Because of the large cell size the detonation was most likely overdriven.    
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Figure 10. Plots of wavespeed as function of equivalence ratio for mixtures of (a) hydrogen in air and (b) 

ethylene in air (compared to theoretical CJ wavespeeds). 

 

 Figure 11 contains plots of wavespeed for mixtures of (a) propane and (b) avgas, JP-8, and S-8 in air as a 

function of equivalence ratio.  With the exception of the rich limit, all experimental CJ wavespeeds for the 

propane/air mixtures fell within 5% of the theoretical CJ wavespeeds.  The cell size of propane at the rich limit is 

slightly more than 100 mm, which probably led to an overdriven wavespeed.  Since the cell sizes of avgas, JP-8, and 

S-8 are assumed to be similar to propane, the experimental CJ wavespeeds for these three mixtures are compared to 

the theoretical CJ wavespeeds for propane in Fig. 11(b).    All of the experimental wavespeeds of avgas, JP-8, and S-

8 fall within 5% of the theoretical CJ wavespeed for propane, further confirming the similarity in the detonation-

initiation characteristics of propane and these liquid hydrocarbons. 
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Figure 11. Plots of wavespeed as function of equivalence ratio for mixtures of (a) propane in air and (b) 

avgas, JP-8, and S-8 in air (compared to theoretical CJ wavespeeds for propane). 

V. Conclusions 

The ignition and detonation-initiation characteristics (ignition time, DDT time, DDT distance, and CJ 

wavespeed) have been determined for mixtures of hydrogen, ethylene, propane, avgas, JP-8, and S-8 in air.  

Hydrogen was found to have the best ignition and detonation initiation characteristics, followed by ethylene.  

Propane, avgas, JP-8, and S-8 exhibited similar ignition and detonation-initiation characteristics, although JP-8 and 

S-8 demonstrated slightly lower DDT times and distances than avgas and propane.  All ignition and detonation-

initiation trends closely matched the cell-size trends, further confirming the link between cell size and performance 

in a PDE.  Minimum ignition times for all fuels occurred near an equivalence ratio of 1.3, whereas minimum DDT 

times and distances occurred between equivalence ratios of 1.1 and 1.2.  Experimental CJ wavespeeds were found to 

be within 5% of the theoretical CJ wavespeeds for the majority of equivalence ratios; with the exception of 

hydrogen, which systematically exhibited experimental wavespeeds that were between 6% and 8% lower than the 

theoretical value. 
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Appendix:  Results in Tabular Form 

 

    Table 1. Ignition time, DDT time, DDT distance, and experimental CJ wavespeed for 

     hydrogen/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.4 3.892 N/A N/A N/A

0.5 2.549 2.106 0.946 N/A

0.6 1.857 1.816 0.786 1573

0.7 1.503 1.534 0.641 1650

0.8 1.333 1.317 0.512 1710

0.9 1.202 1.198 0.448 1760

1 1.070 1.167 0.423 1806

1.1 1.048 1.143 0.424 1838

1.2 0.957 1.070 0.319 1868

1.3 0.952 1.087 0.379 1885

1.4 0.914 1.145 0.409 1904

1.5 0.965 1.146 0.444 1923

1.6 0.970 1.168 0.451 1933

1.7 1.012 1.179 0.456 1948

1.8 1.023 1.239 0.451 1968

1.9 1.059 1.242 0.418 1983

2 1.145 1.244 0.407 1986

2.1 1.225 1.305 0.457 2018

2.2 1.270 1.336 0.500 2020

2.3 1.316 1.355 0.481 2019

2.4 1.416 1.420 0.553 2031

2.5 1.461 1.464 0.565 2024

2.6 1.563 1.469 0.566 2036

2.7 1.625 1.611 0.705 2036

2.8 1.701 1.604 0.727 2043

2.9 1.849 1.712 0.817 2073

3 1.988 1.765 0.914 2075
 

 

 

Table 2. Ignition time, DDT time, DDT distance, and experimental CJ wavespeed for 

     ethylene/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.7 10.608 2.588 1.139 1728

0.8 6.355 2.568 1.097 1766

0.9 4.614 2.324 1.056 1754

1 3.831 1.977 0.894 1680

1.1 3.527 1.918 0.921 1751

1.2 3.200 1.836 0.735 1768

1.3 3.223 1.839 0.782 1754

1.4 3.446 1.817 0.720 1804

1.5 4.402 2.149 0.904 1825

1.6 5.244 2.366 0.912 1836

1.7 7.209 2.640 1.042 1871

1.8 9.152 2.765 1.225 1942

1.9 12.495 2.823 1.350 2097  
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Table 3. Ignition time, DDT time, DDT istance, and experimental CJ wavespeed for 

     propane/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.8 19.330 N/A N/A N/A

0.9 11.301 2.836 1.203 1659

1.0 8.608 2.499 1.083 1808

1.1 7.528 2.458 1.032 1811

1.2 6.750 2.908 1.095 1828

1.3 6.326 2.917 1.073 1831

1.4 6.926 3.199 1.184 1955

1.5 8.672 N/A N/A N/A

1.6 16.368 N/A N/A N/A
 

 

 

Table 4. Ignition time, DDT time, DDT istance, and experimental CJ wavespeed for 

     avgas/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.9 14.300 2.583 1.210 1717

1.0 10.502 2.636 1.101 1863

1.1 9.004 2.773 1.086 1854

1.2 8.024 2.916 1.098 1860

1.3 7.563 3.400 1.249 1936

1.4 8.430 N/A N/A N/A

1.5 8.884 N/A N/A N/A
 

 

 

Table 5. Ignition time, DDT time, DDT distance, and experimental CJ wavespeed for 

     JP-8/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.9 14.646 2.364 1.204 1734

1.0 10.337 2.318 1.033 1836

1.1 9.111 2.276 1.017 1837

1.2 8.411 2.307 0.984 1831

1.3 7.111 2.525 1.019 1854

1.4 7.118 2.964 1.122 1909

1.5 10.727 N/A N/A N/A

1.6 13.184 N/A N/A N/A

1.7 16.625 N/A N/A N/A
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Table 6. Ignition time, DDT time, DDT distance, and experimental CJ wavespeed for 

     S-8/air mixture 

Equivalence Ratio Ignition Time [ms] DDT Time [ms] DDT Distance [m] CJ Wavespeed [m/s]

0.8 22.032 N/A N/A N/A

0.9 12.937 2.366 1.139 1826

1.0 10.006 2.346 1.021 1806

1.1 7.759 2.277 0.960 1805

1.2 7.038 2.357 0.960 1821

1.3 6.864 2.494 0.973 1844

1.4 6.614 2.676 1.031 1881

1.5 7.206 3.080 1.153 1939

1.6 10.783 N/A N/A N/A

1.7 15.431 N/A N/A N/A

1.8 26.975 N/A N/A N/A

1.9 36.534 N/A N/A N/A
 

 

1390



 
American Institute of Aeronautics and Astronautics 

 

1 

Transient Plasma Ignition for Delay Reduction in Pulse 
Detonation Engines  

 
Charles Cathey,1 Fei Wang,2 Tao Tang,3 Andras Kuthi,4 and Martin A. Gundersen5 

University of Southern California, Los Angeles, Ca 90089 
 

Jose O. Sinibaldi,6 and Chris Brophy7 
Rocket Propulsion Laboratory, Naval Postgraduate School, Monterey, CA 93943 

 
Ethan Barbour,8 and Ronald K. Hanson9 
Stanford University, Stanford, CA 94305 

 
John Hoke10 and Fred Schauer11 

Air Force Research Laboratory, Propulsion Directorate, Wright-Patterson AFB, OH 45433 
 

Jennifer Corrigan12 and John Yu13 
Ohio State University, Columbus, OH 43210 

 This paper reviews the testing and evaluation of transient plasma for pulse detonation 
engine (PDE) ignition conducted at five laboratories.  It also presents data showing 
significant reductions in times required for detonation. Critical to achieving functional levels 
of thrust are increased repetition rates, thus minimal delay to detonation times are an 
important parameter.  Experiments have been conducted at the University of Southern 
California and in collaboration with researchers at the Naval Postgraduate School, Wright 
Patterson Air Force Research Laboratory, Stanford University, Ohio State University and 
the University of Cincinnati.  In these studies it was observed that TPI significantly reduces 
delay times (factor of 2 to 9) in both static and flowing systems.  

I. Introduction 
HIS paper reviews testing and evaluation of transient plasma for pulse detonation engine (PDE) ignition 
under various conditions.  The aerospace community has ongoing interests in the development of propulsion 

technologies based on pulse detonating engines (PDEs), and work is underway to determine whether this is a 
feasible technology. The PDE provides impulse through fuel detonation, and its potential advantages include 
efficient operation at both subsonic and supersonic speeds. In theory, a PDE can efficiently operate from Mach 0 to 
more than Mach 4.1, 2  In order to achieve almost continuous thrust, firing rates of 100 Hz or more are needed.  
Critical to achieving high repetition rates are minimal delay to detonation times.  In work supported by the Office of 
Naval Research and the Air Force Office of Scientific Research, transient plasma ignition (TPI) has consistently 
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shown substantial reductions in ignition delay time for various fuels.3,4,5 Experiments have been conducted at the 
University of Southern California and in collaboration with researchers at the Naval Postgraduate School, Wright 
Patterson Air Force Research Laboratory, Stanford University, Ohio State University, the University of Cincinnati, 
and California Institute of Technology.6 In these studies it was observed that TPI significantly reduces delay times in 
both static and flowing systems. Transient plasma ignition is attractive as an ignition source for PDEs because it 
produces reductions in ignition delay times, can reduce Deflagration to Detonation Transition (DDT) times, and has 
been shown to provide the capability to ignite under leaner conditions.  This allows for high repetition rates, high 
altitude operation, and the potential for reduced NOx emissions.7,8  The geometry of the discharge area is such that 
ignition is achieved with a high degree of spatial uniformity over a large volume relative to traditional spark 
ignition.   

 

 
 

Figure 1: Transient plasma discharge (left), and spark discharge (right) to a metal mesh from a central anode.  
Observe the coaxial geometry allows for a voluminous array of streamers over the anode length. 

 
 
The short timescale of the pulse ( < 100 ns) prevents formation of an arc, and a voluminous array of streamers is 

used for ignition.  It is possible that energetic electrons in the highly non-equilibrated electron energy distribution of 
the streamers cause dissociation of hydrocarbon chain molecules, producing active radicals throughout the ignition 
volume.9  The generation of a large number of radicals over the discharge volume seeds chain branching and 
propagation reactions such that multipoint ignition rapidly occurs. 

In a PDE thrust scales linearly with repetition rate (and tube volume), thus if ignition delay is reduced by a factor 
of two, repetition rates can be potentially doubled, and thus thrust is potentially doubled (assuming there are no 
other limiting factors that occur). The two major limiting factors for high repetition rate operation in a PDE are 
ignition delay and the gas exchange time.  Through the use of transient plasma as an ignition methodology, ignition 
delay has been substantially reduced (factor of 2 to 9) relative to a traditional spark, making it potentially an 
enabling technology for multi-cycle PDE operation.  The duration of the PDE’s operating cycle is generally on the 
order of 10s of milliseconds.  It is important to note that for a PDE to achieve enough thrust to be a viable 
technology repetition rates of 60 Hz are needed, and 100 Hz or more are desired.   

II. Experimental Setup 

A. TPI Generation 
For the work discussed in this paper the transient plasma is generated by a line type pseudospark switched pulse 

generator.  The pulse generator is capable of creating a 50-75 ns pulse up to 90 kV, which creates a discharge as 
seen in Figure 1.10  The key element in the pulse generator is the pseudospark switch, which is a gas based cold, 
hollow cathode switch that is capable of switching 30 kA, with a rise time of 8 kA/ns.  The pulse generator is based 
on the Blumlein architecture.  However, instead of using transmission line, capacitors are used to make the pulse 
forming network.  This results in a minimum pulse that is a critically dampened pulse, which will give voltage 
amplitudes of 64% of the charging voltage across the load.  This differs from a traditional Blumlein pulse in which 
one obtains 100% of the charging voltage across the load.  The pulse generator can be used in conjunction with a 
high voltage DC supply or a rapid charger for high repetition rate operation, typically for ignition application 
operation around 100 Hz.  Figure 2 depicts the pseudospark pulse generator. 
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Figure 2: Pseudospark based pulse generator schematic. 
 

 The voltage and current traces for the transient plasma and a spark discharge are markedly different.  In the 
transient plasma case, the voltage and current overlap, which implies that real power is being generated.  However, 
in the spark discharge case the voltage will generally increase with no current, and then drop suddenly to zero with 
an increase in current as an arc is generated.  This lack of overlap implies that in the spark discharge most of the 
energy is passing through the reactor and will be dissipated in the circuit, and not dropped across the load (typically 
less than 5% of the energy is deposited in the medium). 

 

 
Figure 3: Transient Plasma (left) and transient plasma that coverts to an arc (right). 

 

B. Experimental Setup 
The interface between the TPI system and the PDE is largely the same for the various experiments (Figure 4).  

In general a HV charging source, in the form of a HV DC supply or a resonant charger, is used to charge the 
pseudospark switched pulse generator.  Generally the pressure is measured with high speed pressure transducers, 
and wave speed is measured with multiple ion probes running the length of the tube.   

A typical electrode is an 8-32” threaded rod, which is threaded for field enhancement to assist in streamer 
development.  It is about 5” in length and acts as the anode running coaxially in the center of the tube at the engine 
head.  The electrode seen in Figure 5 was developed for the Wright Patterson tests that follow, and is typical in 
structure of the electrodes used.  The ceramic is MACOR, which is rated at about 1000 Volts/mil, and has a CTE 
relatively close to steel.  The outer ground cylinder is steel, and acts as the return path for the discharge current.  The 
electrode can be installed or removed from the system without the removal of the PDE tube (improvement over 
previous TPI electrode designs).  Additionally the threaded rod’s length can be adjusted to control the volume of the 
discharge.  In previous designs the electrode had to be installed prior to mounting the tube, and thus any changes to 
its configuration or needed repair were difficult to achieve.  It is also important to observe that it is a purely coaxial 
design.  This was done largely to keep the noise down to a manageable level.  EMI becomes a very large problem 
for nearby devices if unshielded connections are used. 
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Figure 4: Top image is general configuration of TPI interface.  Bottom illustrates streamer formation. 
 
 

 
 

Figure 5:  HV TPI electrode developed to feed through the 14mm interface used in the WP PDE. 
 
The NPS experiment called for a 3” ID tube, with an electrode length of ~ 3 to 6 inches.  The PDE is a valve 

less system that does not modulate the airflow through the engine.  Its diameter is such that it allows for a minimum 
of 2 detonation cells sizes for a variety of fuels.  The overall length of the engine was 1.13 m, with a Schelkhin 
spiral length of 0.914m.  Repetition rates up to 40 Hz were tested under varying mass flow rates.  For a detailed 
examination of the setup outlining the NPS experimental setup see the paper presented in reference 12.   

The Wright Patterson experiment used a PDE consisting of a quad engine head and four detonation tubes.11  
The tubes were 2.067 inches in inner diameter, and were 73 inches long. Only two of the four detonation tubes were 
used for the Aviation gasoline (AVGAS) testing, and the one tube was used for the Hydrogen testing.  In the 
multiple tube case, one tube was run with a sparkplug, and the other tube held the transient plasma electrode and 
was fired 180 degrees out of phase.  This was done to maintain balance and reduce excess vibration in the system.  
The AVGAS was heated to 200° F upstream of the inlet to vaporize the fuel.  A pressure transducer was located at 
the head of the tube, and there were seven ion probes spaced along the tube.  Shchelkin-like spirals were used in 
both the AVGAS-air and the Hydrogen-air mixtures to ensure detonation.  The transient plasma was tested at 10 Hz, 
and was charged with a 30 kV Glassman HV DC supply. 

The Stanford experiment used a 1.5” ID tube with an electrode length of ~ 6 inches.  Five pressure probes and 
seven ion probes were used.  Additionally, a PDA 55 Silicon photodetector used in conjunction with a 308nm 
bandpass filter was used to monitor OH* emission.   

 

III. Results and Discussion 

A. Naval Postgraduate School 
In work performed in collaboration with NPS we demonstrated at high flow rates where spark-initiated flames 

are normally extinguished, the transient plasma is able to ignite and effectively create a detonation wave.12 
Significant reduction (factor of 4) in ignition delay was shown for C2H4 – air mixtures.  Additionally the TPI ignition 
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delay seemed relatively invariant to temperature and was at comparable energy levels with the conventional 
sparkplug baseline (Figure 6).  Tests at NPS prior to the introduction of transient plasma as an ignition source were 
limited to low frequency operation, unless extra oxygen was introduced into the system.  While extra oxygen in the 
lab may be okay, on an airborne platform the extra oxygen adds complexity, cost, weight, and increases the hazard 
levels to the overall system.  Additionally, this experiment acted as a preliminary study showing that the mass flow 
rate has little effect on the ignition delay.  However, as the mass flow rate increases, a decrease in the detonation 
wave speed is observed.  The ignition delay varied from 3.95 ms to 4.25 ms as the mass flow rate varied from 0.1 to 
0.4 kg/sec.  As the ignition delay and mass flow rate increased, the detonation wave speed decreased from 1.5 
km/sec to just over 1 km/sec.  The latter case at 1 km/sec does not achieve a detonation wave.  Moreover, this 
experiment tested possible multiple electrode configurations to facilitate pulsing the mixture several times as it 
transitioned down the tube.  It was found that multiple pulses did in fact further reduce ignition delay, however, the 
drag losses introduced by the secondary electrode made this approach practically unfeasible.  More recently, work 
has been performed at NPS using the TPI igniter in search of optimal spiral length for DDT reduction.13 This is a 
preface to work that is currently being done at NPS to test a new staged PDE engine design where TPI is the ignition 
source.    

 

 
Figure 6: The left figure shows a valve less PDE setup at the Naval Postgraduate School.  This type of 

architecture requires a booster, and its anticipated applications are missiles or rockets.  The right figure shows a 
factor of 4 reduction in ignition delay for ethylene-air. 

B. Wright Patterson Test 
 

Tests conducted at Wright Patterson Air Force Base were performed, where TPI was first used on a valved PDE.  
For these first tests, H2-air and aviation gasoline (AVGAS)-air mixtures were used.  Shchelkin-like spirals were used 
for the H2 as well as for the AVGAS mixtures in order to promote the DDT process.  In hydrocarbon-air mixtures 
the reduction in ignition delay is of primary importance due to the low residence times experienced in vehicles 
traveling at high speeds (low hypersonic speeds) where ignition delay times can be orders of magnitude larger than 
the flow residence time.  The ignition delay results for AVGAS are depicted in Figure 7. A reduction in the ignition 
delay by a factor of 2 was obtained here. The lean burn capabilities of the transient plasma ignition were also 
demonstrated.  The transient plasma was able to reliably ignite AVGAS – air mixtures at equivalence ratios of 
nearly 0.65, whereas the baseline’s lower limit was 0.71.  The widening of the range of operation into the lean side 
of the curve is advantageous for high altitude engine operation.  Also the lean operation allows for a more 
economical use of fuel when cruising, as well as reduces NOx emissions.  The reduced performance of the 66 kV 
pulse relative to the 59 kV pulse is likely resultant to small energy losses due to inadequate insulation between the 
electrode and the engine head.   This is as compared to higher pulse voltages in which small parasitic arcing may 
have occurred from the HV cable/electrode interface to the engine head.   
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Figure 7: The left figure shows a valved PDE at Wright Patterson Air Force Base. The valved architecture 

would be used for an aircraft and would need no booster.  The right figure shows a factor of 2 reduction in ignition 
delay for aviation gasoline. 

 
 

For Hydrogen-air mixtures the reduction in ignition delay is important, primarily at high hypersonic cruising 
speeds where the flow residence time is very short.  Hydrogen – air mixtures were also tested during these first 
experiments, primarily because they are relatively easy to detonate.  Figure 8 depicts this ignition delay and the 
DDT times under these conditions.  Observe that TPI was able to reduce the ignition delay time for H2 – air mixtures 
almost by a factor of 2.  The figure also depicts the DDT times for H2 – air mixtures, which seemed to be on the 
order of the baseline with little or no improvement.  The DDT times for AVGAS were similar in that TPI seemed to 
have little effect.  That having been said, it should be noted that the error spread for the DDT times for H2 and 
AVGAS – air mixtures were quite large, and efforts are currently underway to try to further process the data and 
reduce the error.  To date there has not been a lot of work done on TPI’s effects on DDT.  Looking at the data taken 
at WP over the past two years, it suggests that besides ignition delay times, DDT is primarily controlled by fluid 
dynamics, and may be independent of ignition methodology.    

 
Figure 8:  Ignition delay and DDT time for H2-air mixtures. 
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C. Stanford University 
 

An example of TPI integration with a PDE is shown in Figure 9. TPI ignition of C2H4 – O2 mixtures resulted in 
ignition delay reductions by nearly one order of magnitude (factor of 9).  Of further interest are the OH emission 
measurements. There is a large difference in the amount and form of the emission signal shown in figure 10.  This is 
a preliminary result and needs to be confirmed, however, it does possibly suggest that TPI is a new ignition process. 

 

 
Figure 9:  The left figure shows a PDE setup at Stanford University. The right figure shows a factor of 9 

reduction in ignition delay for Hydrogen-Oxygen mixtures. 
 

 
Figure 10:  OH emission on Stanford PDE. 

 

D. Summary 
Table 1 depicts some of the ignition delay data taken at Stanford University, the Naval Postgraduate School, 

and Wright Patterson Air Force Base.  Thrust scales linearly with repetition rate, and it is apparent from the results, 
tested under a variety of conditions, that transient plasma is potentially an enabling technology for high repetition 
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rate operations. Under varying test conditions delay to detonation reductions ranging from factors of 2 to 9 were 
found. Generally hydrocarbon-air mixtures were tested, however, hydrogen-air and hydrogen-oxygen mixtures were 
also tested.  This table indicates the delivered energy per pulse.  While in general TPI delivers mores energy than a 
conventional sparkplug, it can deliver pulses of comparable energy and still provide significant reductions in 
ignition delay.14 

 
Table 1:  Transient plasma ignition of PDE results15 

 
  

 Transient plasma ignition is definitely a viable technology and potentially an enabling technology for PDEs.  
This is still a relatively new area of research, and there is still a lot that needs to be explained, such as the physical 
processes behind transient plasma ignition.  Transient plasma as an ignition source has a significant impact on the 
ignition delay times of the system, allowing for higher frequencies of operation.  This increase in frequency directly 
correlates with thrust, and thus solves one of the biggest obstacles in producing a practical PDE to date at potentially 
comparable energy cost to the traditional spark.  

IV. Conclusions 
Transient plasma ignition is on the cutting edge of ignition methodologies for combustion engines. The PDE 

community in particular is interested in this technology for several reasons: 1) the capability to ignite in a manner 
that achieves detonation in hydrocarbon-air mixtures (without a previously required oxygen supplement); 2) the 
extension of the lower flammability limit of mixture and 3) the capability to reduce ignition delay times by factors of 
2 – 9 offers comparable potential for increases in repetition rates.  For these reasons transient plasma has the 
potential to overcome the traditional capacitive and inductive spark discharge, and laser discharge ignition 
techniques.   
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The purpose of the research described herein is to compare the ignition delays in an 
experimental pulsed detonation engine produced by thermal and non-thermal ignitions. The 
commercial thermal ignition has a pulse duration of about 1 µs, whereas the non-thermal 
ignitions have pulse durations of 100 ns. Ignition delay is an important factor, along with fill 
and purge times, that limit the maximum repetition rate and thrust of pulsed detonation 
engines. For stoichiometric fuel-air mixtures with aviation gasoline at 1 atmosphere and 360-
480 K, an ignition delay of 6 ms was observed with a non-thermal ignition, whereas the 
ignition delay was 11 ms with an aftermarket automotive ignition. By replacing the resistive 
cable and resistor of the aftermarket ignition with a non-resistive cable and surface 
discharge igniter, its ignition delay was reduced to 7 ms, which is comparable to that 
produced by the non-thermal ignitions. 

Nomenclature 
AFRL    = Air Force Research Laboratory, located at the Wright-Patterson Air Force Base 
CJ     = Chapmann-Jouget 
DDT    =   deflagration-to-detonation time; equal to detonation time minus ignition delay 
Detonation Time =    time from the ignition spark to initiation of a detonation wave 
Exciter   = high voltage ignition circuit consisting of capacitors, diodes, resistors, and switches 
FWHM   = full width at half the maximum height 
Igniter    =  a spark-plug or device that produces electrical discharges; can also be an ignition system 
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Ignition Delay =    time from the ignition pulse to a pressure rise due to heat release 
J     =  Joule 
MSD    = Multiple Spark Discharge Ignition, an aftermarket automotive ignition 
nF     = nano-farad 
PDE    =    pulsed detonation engine 
pF     = pico-farad 
pps     =   pulses per second 
TE     = Transverse Exciter, a 100-ns ignition built at the Air Force Research Laboratory 
TPI    = Transient Plasma Ignition, a 100-ns ignition built at The University of Southern California 
WPAFB   = Wright-Patterson Air Force Base, located in Dayton, OH 
Φ     = fuel-air equivalence ratio 

I. Introduction 
Pulse detonation engines are being developed because of their mechanical simplicity and potential to operate 

efficiently at high speed. The basic constraint on PDE engine operating frequency is the time to fill, ignite, detonate, 
and purge each thrust tube. In the PDE engine under test, the ignition delays are much larger than the deflagration-
to-detonation (DDT) times. Thus, an ignition system that can minimize the ignition delay over fuel-air equivalence 
ratios of 0.8 to 1 is highly desirable to increase PDE operating frequency and thrust, while reducing engine size. 

Ignition systems that produce 100-ns electrical discharges have been shown to reduce the ignition delay below 
that obtainable with standard spark ignitions.1 These ignitions are often referred to as pulsed corona, fast transient, 
transient plasma, non-equilibrium or non-thermal ignitions in the literature. A 100-ns electrical discharge is the 
initial breakdown phase of an arc, but here the discharge is terminated before its impedance collapses. Fast transient 
discharges produce streamers of highly reactive radicals and excited molecules which accelerate the ignition 
process. 
 Fast transient ignition has been shown to reduce the ignition time on other PDE engines.2 Ignition with non-
equilibrium electrical ignitions is under investigation by other research groups on a variety of propulsion systems, 
including PDE engines. 3,4,5,6,7,8 For example, Starikovskii et al9 have proposed an array of fast-ionization discharges 
to reduce ignition delays in PDE engines. 

The tests described below are a subset of an initial survey to compare the capabilities of thermal and non-thermal 
ignitions in a PDE engine over a variety of operating conditions. The engine is fueled with aviation gasoline. A more 
complete description of the tests is given elsewhere.10  

II. Experimental Setup 

A. Pulsed Detonation Engine 
A schematic of the AFRL pulsed detonation engine located at Wright-Patterson AFB, OH is shown in Fig. 1. 

Compressed air and aviation gasoline were premixed and preheated to 370-480 K, then injected through a General 
Motors Quad 4 engine head and into two 5.2 cm internal diameter, 1.85 m long thrust tubes where it was ignited and 
then detonated. The fill volume of the fuel-air mixture within the thrust tubes was regulated by the fuel-air manifold 
pressure, the camshaft/valve timing in the engine head and the repetition rate. The fuel-air mixture filled 
approximately 100% of the thrust tubes before ignition. The valve timing was 120° each for the fill, fire, and purge 
cycles. The repetition rate was 10 pps. With aviation gasoline as the fuel, two thrust tubes were operated 180° out of 
phase to provide consistent fills. A Shchelkin spiral was installed inside one thrust tube to aid in detonation, whereas 
the second tube has no spiral. Only the tube with the spiral was ignited with a spark plug, corona igniter or surface 
discharge igniter; the detonated fuel was directed out the open end of the tube to the atmosphere, generating thrust. 
The fuel-air mixture in the second thrust tube (without the spiral) was not ignited with a spark plug, but flowed out 
the open end where it was ignited by the exhaust from the first tube. To monitor the progression of detonation 
waves, a series of the ionization probes were installed along the first thrust tube, as shown in Fig.2. The ionization 
probes were spark plugs with the center electrode charged to low voltage. An electrical discharge through the spark 
plug is an indication of plasma.  Detonation wave fronts are weakly ionized and, thus, can be recorded by ionization 
probes as they propagate down the thrust tube. 

Two important measurements are reduced from data recorded by a digital acquisition system: the ignition delay, 
which is the time from when the ignition system fires to when a pressure increase due to heat release is observed in 
the thrust tube, and the detonation time, which is the time from when the ignition system fires to when a detonation 
wave is first observed. A detonation wave is said to occur when the wave speed becomes 90% of the theoretical CJ 
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velocity of ~1800 m/s. From these two measurements, the deflagration-to-detonation time (DDT), which is equal to 
the detonation time minus the ignition delay, is calculated. 

 
 

 

 
 
Figure 1. Pulsed Detonation Engine Configuration 

 
 

 
 
Figure 2. The location of ionization probes (highlighted by the yellow circles) along a thrust tube. 
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B.  Exciters 
Five different ignition systems were compared in these tests: the Transverse Exciter (TE), the Transient Plasma 

Ignition (TPI), the AFRL ignition, the Multi-Spark Discharge (MSD) ignition, and a modified MSD ignition. The 
TE, TPI and AFRL ignitions are non-thermal in nature, whereas the MSD and modified MSD ignitions are thermal 
ignitions. The ignitions allow comparisons based on the type of discharge (thermal and non-thermal), type of igniter 
(corona igniter, surface discharge igniter, or spark plug), polarity, and energy. 

The TE ignition is a 100-ns, capacitive discharge ignition built at the AFRL. It is so named because its primary 
application is to inject electrical pulses transverse to high speed airflow in scramjet combustors. The TE ignition is a 
new system and was included here to test its reliability before progressing onto high speed air tunnel tests. Typical 
output pulse voltages are 25 to 40 kV. The TE ignition circuit can be arranged to produce either positive or negative 
pulses to test ignition capability of both polarities. TE ignition energy is adjusted by varying the exciter capacitance. 
The discharge generally begins with a corona like discharge and terminates in a spark. The efficiency of energy 
transfer from the exciter to the electrical discharge is 25 to 45% with surface discharge igniters, depending on 
discharge length, and about 45% with corona igniters. Circuit design and operation are described elsewhere.11 

The TPI ignition, built at the University of Southern California, is a capacitive discharge ignition consisting of a 
lumped element Blumlein and a 3:1 step-up transformer to produce high voltage output pulses, typically 52 to 66 kV 
peak with a full-width, half-maximum (FWHM) duration of 50 to 75 ns. The discharge is a corona discharge that 
fills a 2.5 to 5 cm long section of the thrust tube. Efficiency of energy transfer from the exciter to the electrical 
discharge is typically 50%. Exciter energy is varied by adjusting the charging voltage. In these tests, the TPI exciter 
was operated only in positive polarity with a corona igniter, although it can operate with negative polarity also. A 
description of the TPI ignition is provided in Ref. 2. 

 The AFRL ignition is a negative output pulse version of the TE igniter with the output switch removed. In 
this setup, the exciter capacitance and the high voltage electrode of the igniter are directly connected. The charging 
time is from 0.5 to 10 milliseconds (depending on capacitance) and, when the maximum hold-off voltage of the 
igniter is exceeded, a 100-ns discharge from the high voltage electrode of the igniter to ground occurs. Data from 
this ignition is not included in this paper, although the best results are comparable with those reported here. 

 The MSD ignition is an aftermarket automotive spark ignition, part number 6215. It is a multi-channel, 
programmable, capacitive-discharge ignition with a resistive cable and spark plug. The voltage rises to a peak of 6.5 
kV (the spark gap breakdown voltage) in about 5 µs, and, after breakdown, the ignition produces a peak current of 
0.4 A. The FWHM of the power pulse is about 1 µs, with the current pulse continuing for about 50 µs thereafter. 
The current is limited by the resistance of the cable and the spark plug. The exciter energy is 0.105 to 0.115 J. The 
efficiency of energy transfer from the exciter to the electrical discharge is about 3%. All baseline measurements are 
done with this ignition. This ignition is also referred to as the unmodified MSD ignition.  
 The improved MSD ignition is the MSD exciter, with the resistive cable and spark plug replaced by a non-
resistive cable and a surface discharge igniter, thus increasing the energy delivered to the electrical discharge. 
 
C. Igniters 
 Three types of igniters are used in the tests: a corona igniter, a surface discharge igniter, and a spark plug. 
Schematics of the corona and surface discharge igniters are shown in Figs. 3 and 4. All igniters are mounted in the 
PDE engine head and centered in the cylindrical thrust tube. The gray areas are metallic flanges or pipes, the white 
areas enclosed by thin black lines are voltage-insulating ceramics, the thick black lines are wires or threaded rods, 
and the red areas are electrical discharges. All the figures have cylindrical geometry. The corona and surface igniters 
are made from the same device, consisting of a threaded 0.32 cm diameter metallic electrode, a 0.95 cm diameter 
ceramic tube surrounding the electrode, and a metallic fitting that screwed into the PDE engine head. With the 
corona igniter, the ceramic is pushed approximately 10 cm into the combustion chamber so that a radial electrical 
discharge forms between the high voltage electrode to the grounded thrust tube. The radial distance between the 
high voltage electrode and the grounded thrust tube is approximately 2.6 cm and, thus, a peak voltage of about 30-66 
kV is required to form an electrical discharge. The TE and TPI ignitions were used with the corona igniter. With the 
surface igniter, the ceramic tube length is adjusted between 1 and 20 mm such that the electrical discharge forms 
along the surface of the ceramic, from the high voltage electrode to the grounded engine head. A peak voltage of 20 
to 40 kV is required to form the electrical discharge. The TE and modified MSD ignitions were used with the 
surface discharge igniter. The spark plug is a modified AC Delco 41-629, or equivalent. The spark plug has a 1.1 cm 
outer diameter, 0.88 cm long metallic cylinder welded onto the end, with two vent holes located 180° from each 
other. This modified spark plug is used exclusively with the unmodified MSD exciter. 
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Figure 3. Placement and Operation of Corona Igniter in a PDE Thrust Tube 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. Placement and Operation of a Surface Discharge Igniter within a PDE Thrust Tube 
 

 

III. Experimental Results 
 
The baseline ignition delays and deflagration-to-detonation times as a function of fuel-air equivalence ratio (φ) 

are shown in Fig. 5. This data was taken with the unmodified MSD ignition with a modified spark plug operated in 
the PDE fueled by aviation gasoline. Data was recorded over a fuel-air equivalence range of 0.8 to 1.2. The ignition 
delay is 9.5 ms at φ = 1.2, rising to 11 ms at φ =1 and 16.5 ms at φ = 0.8. The DDT times remain approximately 
constant near 2 ms. The curves are second order polynomial fits to the data recorded at φ = 0.8, 1, and 1.2. These 
curves are included in the following graphs for comparison. 

Ignition delay and DDT data for a TE ignition that produces positive polarity pulses and the modified MSD 
ignition are shown in Fig. 6. A surface discharge igniter (shown in Fig. 4) is used with both ignitions. The PDE is 
fueled with aviation gasoline. Each data point (at each equivalence ratio) represents an average of 1 to 6 
measurements. Data scatter is typically ±2 ms. The curves are based on a second degree polynomial fit to the data 
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points. The energy levels quoted in the figures are estimated exciter energies. Neither the charging voltage nor the 
output voltage and current waveforms of the exciter were monitored during operation. All the TE ignition delay 
curves lie below the baseline MSD ignition delay curve. As the capacitance and energy increases, the ignition delay 
decreases, while the DDT times remain approximately constant. The shortest ignition delays are 6.5 ms at φ = 1 and 
1.2 and 11 ms at φ = 0.8 when a 4 nF capacitor is installed in the TE exciter. The spread from the lowest capacitance 
(130 pF) to the highest capacitance (4nF) is 1.5 ms at φ = 1 and 1.2 and 5 ms at φ = 0.8. 

A comparison between the TE ignition delays at two selected capacitances and the modified and unmodified 
MSD ignition delays are shown in Table 1. Note that the modified MSD ignition delays are comparable to those of 
the TE ignition, although the exciter energy of the modified MSD ignition is less. The data indicate that a thermal 
(modified MSD) ignition can produce ignition delays comparable to those of a non-thermal (TE) ignition, under the 
present PDE operating conditions of 1 atmosphere pressure and 360 to 480 K. By replacing a resistive cable and 
spark plug with a non-resistive cable and surface discharge igniter, the ignition delay produced by a MSD ignition 
system can be reduced by 4 ms at lean and stoichiometric fuel-air ratios. 

 
Table 1. Comparison of TE, Improved MSD, and Unmodified MSD Ignition Delays 

 
Fuel-Air Equivalence Ratio 0.8 1.0 1.2 
TE Ignition, Surface Discharge Igniter. 650 pF, 0.25 J 12 ms 7 ms 7 ms 
TE Ignition, Surface Discharge Igniter, 4 nF, 1.5 J 11 ms 6.5 ms 6.5 ms 
Improved MSD Ignition, Surface Discharge Igniter, 0.115 J 12.5 ms 7 ms 8.5 ms 
Unmodified MSD Ignition, Modified Resistor Spark Plug, 0.115 J 16.5 ms 11 ms 9.5 ms 
 

 
 
A similar set of data for a TE ignition that produces negative polarity pulses is shown in Fig. 7. In this case, a 

corona igniter is used (shown in Fig. 3). The shortest ignition delays were produced with the largest capacitance, 1.3 
nF, except at φ = 1.2 where the 237.5 pF capacitance produced slightly better results. Comparisons of the ignition 
delays produced by positive and negative pulses at two selected capacitances are shown in Tables 2 and 3. For the 
case of a 237.5 pF capacitance, the ignition delays at φ = 1 and 1.2 are about 7 ms for both polarities, whereas the 
ignition delay for the positive polarity is 3.5 ms longer. In the case of a 1.3 nF capacitance, the ignition delays were 
nearly the same at each of the fuel-air equivalence ratios (11 ms at φ = 0.8 and 7 ms at φ = 1.0 and 1.2). The data 
indicates that the negative polarity, corona igniter setup has an advantage over the positive polarity, surface 
discharge igniter at low energy and capacitance (237.5 pF). At the higher capacitance (1.3 nF), the difference in 
ignition delays between a positive pulse with a surface discharge igniter and a negative pulse with a corona igniter 
are small. 

 
Table 2. Comparison of TE Ignition Delays with a 237.5 pF Capacitance 
 
Fuel-Air Equivalence Ratio 0.8 1.0 1.2 
Fig. 6 – Positive Polarity, Surface Discharge Igniter 14.5 ms 7 ms 7 ms 
Fig. 7 – Negative Polarity, Corona Igniter 11 ms 7.5 ms 7 ms 
 
 

 
Table 3. Comparison of TE Ignition Delays with a 1.3 nF Capacitance 

 
Fuel-Air Equivalence Ratio 0.8 1.0 1.2 
Fig. 6 - Positive Polarity, Surface Discharge Igniter 11 ms 7 ms 7 ms 
Fig. 7 – Negative Polarity, Corona Igniter 10.5 ms 7 ms 7 ms 
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Figure 5. Baseline Ignition Delays and DDT Times with Aviation Gasoline 

 
 
 
 

 

Figure 6. Ignition Delays and DDT Times for the Positive Polarity TE Ignition and the Modified MSD 
Ignition with a Surface Discharge Igniter 
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Figure 7. Ignition Delays and DDT Times for the Negative Polarity TE Ignition with a Corona Igniter 

 The ignition delays and DDT times produced by the TPI Ignition with a corona igniter are shown in Fig. 8. The 
ignition delays produced by the TPI ignition are less than those produced by the unmodified MSD ignition. The TPI 
ignition produces 52 to 66 KV pulses that over-stressed the ceramics of the corona igniter, producing undesired 
corona discharges that reduced the energy available for ignition. The length of the discharge volume was determined 
by the length of threaded rod exposed at the end of the igniter. The length was 2.5 to 5 cm. In Fig. 8, the lowest 
ignition delays are produced when the TPI exciter energy is 3.4 J, except at φ = 1.2 where the 2.2 J setting produced 
slightly better results. The ignition delays for the 3.4 J setting are 11 ms at φ = 0.8, 6 ms at φ = 1.0, and 5.5 ms at φ 
= 1.2. These ignition delays are equal to or slightly better than the ignition delays for the positive polarity 4 nF, 1.5 J 
TE igniter with a surface discharge igniter in Fig. 6 (11 ms at φ = 0.8, 6.5 ms at φ = 1.0, and 6.5 ms at φ = 1.2). The 
ignition delays for φ between 0.8 and 1.0 are most important because it is desirable for the PDE to operate under 
lean conditions to conserve fuel. The DDT times appear to increase for the TPI when the exciter energy is 3.4 J. A 
similar trend was observed with hydrogen as the fuel (which is not presented in this paper). 
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Figure 8. Ignition Delays and DDT Times for the Positive Polarity TPI Ignition with a Corona Igniter 
 

 
 

IV. Conclusion 
 
  In a preliminary survey on an experimental pulsed detonation engine fueled with aviation gasoline, it has been 
demonstrated that non-thermal ignitions can reduce the ignition delay by 5-6 ms, or equivalently 30 to 45%, below 
that observed with an aftermarket automotive ignition at lean to stoichiometric fuel-air equivalence ratios. Non-
thermal ignitions with 0.5 to 3 J energies produce the shortest ignition delays. Ignition delays are approximately the 
same for positive corona or negative spark discharges. It has also been demonstrated that by a simple modification 
of an aftermarket automotive thermal ignition, ignition delays can be reduced by 4 ms under the same PDE 
operating conditions, but with 0.115 J exciter energy. The shortest ignition delay at φ =1 was 6 ms, produced by the 
Transient Plasma Ignition. At φ = 0.8, an ignition delay of 11 ms was observed with both the Transverse Exciter and 
the Transient Plasma Ignition. Ignition delays were substantially longer than the deflagration-to-detonation times, 
which were about 1 to 3 ms. 
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Evaluation of Catalytic and Thermal Cracking 

 in a JP-8 Fueled Pulsed Detonation Engine 
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and 
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Pulsed detonation engines (PDEs) depend on rapid ignition and transition from 

deflagration to detonation.  Converting the PDE from experimental to operational use will 

necessitate a considerable reduction in the time required to ignite and detonate a liquid 

hydrocarbon fuel, such as JP-8, in air.  This research effort is focused on PDE operation 

enhancements using dual-detonation-tube, concentric-counter-flow heat exchangers to 

elevate the fuel temperature levels sufficiently to induce thermal cracking.  Additionally, a 

zeolite catalytic coating is applied to the heat-exchanger surfaces to stimulate further 

cracking of the fuel and reduce coke deposition.  To quantify the PDE performance, three 

parameters are examined, ignition time, deflagration-to-detonation transition (DDT) time, 

and DDT distance.  As compared with flash-vaporized JP-8/air mixtures, the cracked JP-

8/air mixture produces a shorter ignition time, DDT time, and DDT distance for the 

majority of equivalence ratios, with a reduction in ignition time of up to 60% at 908 K.  

Furthermore, both the ignition and detonability limits are expanded by cracking the fuel, 

with lean limits at an equivalence ratio of 0.75.  Coke deposition found in the fuel filter 

consists of carbon as well as substantial concentrations of silicon and aluminum, resulting 

from deterioration of the silica-alumina zeolite structure.  Additionally, the catalyst was 

coated in coke deposition after 5 hr of operation, although no degradation in performance is 

observed.      

Nomenclature 

 

Ecrit = Critical Initiation Energy 

MCJ = Chapman-Jougeut Mach Number 

Po = Initial Fuel/Air-Mixture Pressure 

γo = Initial Fuel/Air-Mixture Ratio of Specific Heats 

λ = Cell Size 

 

I. Introduction 

 

HEORETICALLY, the pulsed-detonation-engine (PDE) cycle can provide nearly constant-volume combustion, 

with lower entropy gain and higher propulsive efficiency; but practical PDEs are still in the early stages of 

development.1-3  Several technological barriers must be overcome before the PDE can be considered a realistic 

means of providing propulsion to operational aircraft.4  A large barrier is the efficient ignition and detonation 

                                                           
* Capt, USAF, Research Engineer, Deputy PDRF, AFRL/PRTC, 1950 5th Street, AIAA Member. 
† Senior Engineer, Head PDRF, AFRL/PRTC, 1950 5th Street, AIAA Senior Member. 
‡ Research Engineer, 2766 Indian Ripple Road. 
§ Research Engineer, 2766 Indian Ripple Road, AIAA Senior Member. 

T 

45th AIAA Aerospace Sciences Meeting and Exhibit
8 - 11 January 2007, Reno, Nevada

AIAA 2007-235

This material is declared a work of the U.S. Government and is not subject to copyright protection in the United States.
1410



 

American Institute of Aeronautics and Astronautics 

 

2 

initiation of low-vapor-pressure hydrocarbon fuels such as JP-8.  While a substantial amount of research has been 

performed with gaseous fuels such as hydrogen and simple hydrocarbons,5 only recently have studies on liquid 

hydrocarbon fuels been conducted.6  This lack of research has resulted in a large gap between experimental and the 

operational use of PDEs.  Nearly all United States Air Force (USAF) aircraft are operated with liquid hydrocarbon 

fuels primarily JP-8.7 Therefore, the ability to utilize those fuels efficiently in the PDE is necessary to transition 

PDE technology from the research phase to the operational-use phase. 

The conversion from gaseous fuels to liquid hydrocarbon fuels has highlighted three key cycle-performance 

parameters that adversely affect efficient PDE operation:  1) time from spark deposition to the creation of a 

deflagration wave within the fuel/air mixture (ignition time), 2) the time required to transition the deflagration wave 

into a detonation wave (DDT time), and 3) the length of detonation tube required for the mixture to transition to a 

detonation (DDT distance).  Both the ignition time and the DDT time are nearly an order of magnitude longer for 

complex liquid hydrocarbon fuels than for hydrogen.  For example, the ignition time for a hydrogen/air mixture is 

on the order of 1 ms, whereas that for a JP-8/air mixture is ~7 ms.   

This research marks the first evaluation of a PDE fueled with thermally and catalytically cracked JP-8 fuel.  

Previous research8,9 demonstrated the benefits of preheating JP-8 to flash vaporization and supercritical 

temperatures.  Tucker et al.8 demonstrated that flash vaporization of JP-8 reduces both ignition time and DDT time, 

as well as increases the ignition and detonation limits.  Helfrich et al.9 found that heating JP-8 to supercritical 

temperatures caused a decrease in DDT time and DDT distance and improved the consistency of detonations.  The 

focus of the present research was to use a dual-detonation-tube, concentric-counter-flow heat-exchanger system to 

elevate the fuel temperatures sufficiently to crack the fuel thermally with the assistance of a zeolite catalytic coating.     

 

II. Background and Theory 

 

Previous experimental research5 has shown that a typical, stoichiometric, low-vapor-pressure liquid-

hydrocarbon/air mixture requires on the order of 105 J of energy for direct initiation of detonation (critical initiation 

energy), which is six orders of magnitude greater than that available from a typical spark plug (~100 mJ).  Thus, a 

mixture with low critical initiation energy is more susceptible to DDT.  Knystautas et al.10 developed a correlation 

between the detonation cell size (λ) and the critical initiation energy of a mixture, shown in Eq (1): 

 

( ) 32162197 λπγ IMPE
CJoocrit =                                                                  (1) 

 

where Ecrit is the critical initiation energy of a fuel/air mixture, γo is the initial ratio of specific heats, Po is the initial 

mixture pressure, MCJ is the Chapman-Jougeut Mach Number of the mixture, and I is a dimensionless constant.  

Additionally, Schauer et al.11 developed a correlation for the detonation cell size and the critical initiation energy of 

a mixture based on data gathered by Kaneshige and Shepherd,5 Eq. (2): 

 
3375.3 λ=critE                                                                                 (2) 

 

Although the two equations appear to be different, the important point is that the critical initiation energy varies with 

the cube of the detonation cell size, which means that a decrease in cell size is an indication of improved 

detonability. 

 The detonation cell size is a physical characteristic of a detonation wave as it propagates, as shown in Fig 1.  A 

more detailed discussion of detonation cell structure can be found in Fickett and Davis.12 Figure 2 is a plot of 

detonation cell size as a function of equivalence ratio for acetylene, hydrogen, ethylene, and JP-10.  JP-10 is a higher 

density liquid hydrocarbon with a density on the same order as that of JP-8.  Acetylene, hydrogen, and ethylene are 

shown to have a smaller detonation cell size than JP-10 at corresponding equivalence ratios; therefore, it is inferred 

from Eqs. (1) and (2) that acetylene, hydrogen, and ethylene are more detonable than high-density liquid 

hydrocarbons.   The data from Fig. 2 were compiled by Kaneshige and Shepherd5 but experimentally determined 

elsewhere.10,13,14   
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Figure 1. Representative two-dimensional detonation cell structure 
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Figure 2. Plot of detonation cell size as function of 

equivalence ratio for four fuels in air. 

 

 

If a liquid hydrocarbon fuel is heated to a sufficiently high temperature (~800 K), it will begin to undergo 

endothermic reactions known as thermal cracking.15  As a result of these endothermic reactions, the complex 

hydrocarbon bonds begin to break apart and form smaller, lighter hydrocarbons and hydrogen.16,17  Huang et al.15 

have shown with Gas Chromatograph/Mass Spectrometer (GC/MS) analysis that when JP-8 was heated to ~960 K, a 

substantial shift in composition occured.  The concentrations of heavy liquid hydrocarbons (decane, undecane, 

dodecane, tridecane, tetradecane, and pentadecane) decreased, whereas that of lighter liquid hydrocarbons (butene, 

benzene, and toluene) increased.15  As these lighter hydrocarbons are formed (and heavier hydrocarbon 

concentration decreases) the ignition and DDT times are likely reduced.  Using a gas chromatograph, Huang et al.15 

showed that endothermic reactions also produced hydrogen and several gaseous hydrocarbons, such as ethylene.  As 

shown in Fig. 2, hydrogen and ethylene have smaller cell sizes, leading to increased detonability.  Austin and 

Shepherd13 have shown that adding hydrogen or ethylene to a liquid hydrocarbon decreases the cell size of the 

mixture, thereby increasing detonability.  

  Zeolite catalytic coatings have been used in several experiments15-19 to aid in fuel cracking and minimize 

coking.  Huang et al.19 found that a wall-supported zeolite catalyst would permit an experiment to run five times 

longer.  Galligan18 found that a zeolite catalyst could be used to obtain >90% conversion of JP-10 to other 

hydrocarbons.  Shepherd et al.16 showed that the use of a zeolite catalyst could increase the percent of JP-10 

conversion by an order of magnitude over that of thermal cracking alone.     
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III. Experimental Setup and Instrumentation 

A. Facilities and PDE Details 
This research was conducted in the Pulsed Detonation Research Facility (PDRF), which is located at Wright-

Patterson AFB in Ohio.  This facility was described in detail elsewhere,20 and only the details that are relevant to the 

current  research are provided here.  The PDE for this study consisted of the valve train from a GM quad-four-

engine head with two 1.83-m-long, Schedule-40 stainless-steel detonation tubes (50.8-mm diameter); each tube had 

a 1.22-m-long Schelkin-like spiral, with one end adjacent to the closed end of the detonation tube, to promote 

DDT.21  Each detonation tube had an inconel heat exchanger (described later).   

 The PDE cycle consisted of three equally timed phases--fill, fire, and purge, as shown in Fig. 3.  During the 

fill phase, the intake valves were opened to fill the PDE detonation tube with a volume of premixed fuel and air that 

was equal to the volume of the detonation tube (fill fraction of one).  For all tests the fill air was initially heated to 

394 K prior to mixing with the fuel.  During the fire phase, spark energy was released, causing the formation of a 

deflagration wave that transitioned to a detonation wave.  The ignition system provided spark pulses through 

modified spark plugs, with each spark plug supplying an ignition energy of 115 mJ.  The spark delay after the intake 

valves were closed was 6 ms.  During the purge phase, the exhaust valves were opened to fill the detonation tube 

with a volume of air (unheated) that was equal to one-half the volume of the detonation tube (purge fraction of 0.5).  

The purge air cooled the detonation tube and removed a portion of the exhaust gases, preventing auto-ignition.  The 

PDE firing frequency was kept constant at 15 Hz for all testing. 

 

   
Figure 3. Diagrams of fill, fire, and purge phases of PDE cycle. 

B. Fuel Heating System 
The liquid fuel required for this testing was supplied by two hydraulic bladder accumulators that were 

pressurized by nitrogen.  The nitrogen pressurized the fuel above the critical pressure for the duration of the test to 

prevent phase change.  The fuel was pressure fed to the inlet of the fuel heating system (FHS).  The FHS consisted 

of two inconel heat exchangers, a fuel filter assembly, fuel injection nozzles, instrumentation, and associated tubing 

and fittings necessary to connect the critical components.  The flow path and instrumentation are shown in 

schematic and photographic form in Figs. 4(a) and 4(b), respectively.  The fuel entered the test stand through a 

pneumatically-operated ball valve and then flowed through the heat-exchanger on tube three.  The fuel was then 

routed through the heat-exchanger on tube two and through the filter to the fill-air manifold, where it was injected 

into the air stream via the fuel-injection nozzles.  The fuel filter was used to remove the coking that was formed as a 

result of thermal cracking of the fuel.22  The fuel lines that carried heated fuel (fuel that had traversed through a heat- 

exchanger) were insulated with a ceramic-tape insulation to prevent heat loss [Note:  Insulation is removed in Fig. 

4(b) for visual clarity].   

The fuel mass flow rate of the nozzles is proportional to the square root of the pressure drop across the fuel 

nozzles and the fuel density.23,24  To compensate for the decrease in fuel density during heating of the fuel in the 

supercritical regime, the charge pressure of the accumulators was increased to maintain a constant fuel mass flow 

rate.  The accumulator charge pressure was varied during the test using a pneumatic dome-loaded regulator [for 

details, see Ref. 25].    

To minimize oxidative carbon deposition in the FHS, the JP-8 was de-oxygenated through a nitrogen sparging 

process, reducing the oxygen concentration to <1 ppm.  The sparging process involved bubbling a volume of 

nitrogen through the JP-8 to displace the dissolved oxygen in the fuel.  The volume of nitrogen necessary to reduce 

the oxygen concentration to acceptable levels was determined experimentally in previous work;26 and to ensure 

acceptable levels, a factor of safety of two was applied to all nitrogen volume calculations. 
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 (a)                (b) 

Figure 4. (a) Diagram and (b) photograph of the PDE with the fuel heating system and instrumentation. 

C. Heat Exchangers 
Two identical concentric-tube heat exchangers were 

fabricated for this research.  Each 0.91-m-long heat 

exchanger was fabricated with a 50.8-mm-dia, inconel-625, 

Schedule-10 inner tube and a 63.5-mm-dia, inconel-600, 

Schedule-40 outer tube allowing a 1.22 mm annular gap.  A 

photograph of one of the heat exchangers, with the 

associated instrumentation ports, is shown in Fig. 5.     

D. Zeolite Catalytic Coating 
The inner walls of the two heat exchangers and the tubing between them and the fuel injection nozzles were 

coated with an inexpensive zeolite catalyst in a ceramic-like binder.  The catalyst was applied by a contractor using 

a proprietary method.  The zeolite structure is known to be composed of a silica-alumina, but the catalytic agent is 

proprietary information.  As mentioned earlier, the catalyst was applied to decrease coke deposition and increase 

fuel cracking. 

E. Instrumentation 
Ion probes were placed in ports, spaced 0.102 m apart, along the length of the detonation tube and heat 

exchanger (see Figs. 4 and 5), and were used to measure the velocity of the combustion wave (wavespeed). 

Combustion waves propagating at speeds within 10% of the upper Chapman-Jouguet point (assumed to be 1800 

m/s) were considered to be detonation waves.  Thermocouples were placed in the center of the flow path to gather 

temperature data at the inlet and outlet of each heat exchanger (J-type) and at the inlet to the fill-air manifold (T-

type).  Additional J-type thermocouples were placed in the thermocouple ports (see Fig. 5) in both heat exchangers 

to determine fuel temperature within the heat exchanger.  External heat-exchanger wall temperatures were measured 

with J-type thermocouples that were mounted externally by compression clamps on the PDE detonation tube.  A 

pressure transducer was situated at the closed end of the detonation tubes to measure the pressure that was used to 

determine the ignition time.   

IV. Results and Discussion 

The experimentally determined ignition time, DDT time, and DDT distance are plotted as a function of fuel-

injection temperature (Figs. 6, 7, and 8, respectively) and equivalence ratio (Figs. 9, 10, and 11, respectively).  

Additionally, the results of a thorough examination of the coke deposition and catalyst condition are presented.  

Each data point represents the mean value of 30 - 40 ignitions.  The total experimental uncertainty is presented 

whenever possible.  Results presented as a function of equivalence ratio are shown with flash-vaporized JP-8 data 

determined by Helfrich et al.27  Results presented as a function of fuel injection-temperature are shown with the 

supercritical fuel-injection results for JP-8 that were determined by Helfrich et al.9   Results presented as a function 

of fuel injection temperature were collected with a near-stoichiometric mixture of fuel and air.  The measured 

equivalence ratio was found to vary no more than 2%.11 

Ion Probe Ports

Thermocouple Ports

Fuel Inlet

Fuel Exit

 

Figure 5. Photograph of heat exchanger. 
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A.  Results as a Function of Fuel-Injection Temperature 

 Figure 6 is a plot of ignition time as a function of fuel-injection temperature for a near-stoichiometric JP-8/air 

mixture.  The ignition time decreases rapidly at temperatures above 800 K, which is the threshold for significant 

cracking to occur.15  The ignition time is reduced by 19% when the fuel is heated from 800 K to 900 K.  This 

appealing trend implies that further elevation of the fuel temperature will result in reductions in ignition time, 

although the temperature limit to the trend is unknown.   The endothermic data matches well with the supercritical 

data of Helfrich et al.9 in the overlapping range. 

 

2

3
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7

8

400 500 600 700 800 900 1000

Endothermic JP-8

Supercritical JP-8 [9]

Fuel Injection Tempertature, K  
Figure 6. Plot of ignition time as function of fuel- 

injection temperature for JP-8/air mixture. 

 

 

Figure 7 is a plot of DDT time as a function of fuel-injection temperature for a near-stoichiometric JP-8/air 

mixture.  The DDT time appears to be independent of fuel-injection temperature, once the fuel has begun to crack, 

with a constant DDT time of 2.25 ms.  The data of Helfrich et al.9 showed a nearly linear decrease in DDT time that 

does not appear in the present research, although the values of DDT time match quite well in the overlapping 

temperature range.  The detonations become more consistent with increasing fuel-injection temperature, as shown 

by the decrease in uncertainty with increasing fuel-injection temperature. 

1

1.5

2

2.5

3

400 500 600 700 800 900 1000

Endothermic JP-8

Supercritical JP-8 [9]

Fuel Injection Temperature, K  
Figure 7. Plot of DDT time as function of fuel- 

injection temperature for JP-8/air mixture. 
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The DDT distance plotted as a function of fuel-injection temperature for a near-stoichiometric JP-8/air mixture is 

shown in Fig. 8.  The DDT distance is independent of fuel-injection temperature, which is consistent with the data of 

Helfrich et al.9  However, the magnitude of the DDT distance was found to be slightly higher than in the data of 

Helfrich et al.9 because the earlier experiments incorporated a 0.914-m spiral and the current experiment was 

performed with a 1.22-m spiral.  The longer spiral creates drag on the combustion wave, likely delaying detonation 

transition slightly. 

 

 

0.5
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0.9

1
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Endothermic JP-8
Supercritical JP-8 [9]

Fuel Injection Temperature, K  
Figure 8. Plot of DDT distance as function of  

fuel-injection temperature for JP-8/air mixture. 

 

B.  Results as a Function of Equivalence Ratio 

Figure 9 is a plot of ignition time as a function of equivalence ratio for a JP-8/air mixture at three temperatures.  

Because of fuel-system limitations, temperatures in excess of 866 K could not be reached for equivalence ratios 

greater than stoichiometric.  As expected, a significant decrease in ignition time at all equivalence ratios is observed 

in JP-8 data at 866K, as compared to JP-8 data at 561K.  For most equivalence ratios, at least a 30% reduction in 

ignition time occurs.  The JP-8 data at 908 K show a further reduction in ignition time, with a 60% reduction at an 

equivalence ratio of 0.9.  The JP-8 results at 866 K and 908 K are more consistent than those at 561 K, as 

demonstrated by a reduction in uncertainty.  Additionally, the lean ignition limit of the JP-8 at 908 K is 0.75, which 

is significantly better than the 0.9 lean limit at 561 K.   
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Equivalence Ratio  
Figure 9. Plot of ignition time as function of  

equivalence ratio for JP-8/air mixture. 

 

 

A plot of the DDT time as a function of equivalence ratio for a JP-8/air mixture at three temperatures is shown in 

Fig. 10.  The minimum DDT time, occurring at an equivalence ratio of 1.1 for both the endothermic and flash-

vaporized JP-8, is not affected by the fuel cracking.  However, at equivalence ratios >1.2 and <1.0, the endothermic 

JP-8 produces a shorter DDT time.  The detonations occur more consistently with the endothermic JP-8 than the 

flash-vaporized JP-8, as shown by the smaller uncertainty.  In addition, both the rich and lean detonability limits 

have been expanded.  To the authors’ knowledge, the lean limit of 0.75 is the leanest JP-8/air mixture to be 

detonated through spark initiation and DDT using a spiral in a PDE. 
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Figure 10. Plot of DDT time as function of  

equivalence ratio for JP-8/air mixture. 
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Figure 11 is a plot of DDT distance as a function of equivalence ratio for a JP-8/air mixture at three 

temperatures.  The DDT distance of the endothermic JP-8 is shorter (greater than 10 cm for most equivalence ratios) 

than that required for the flash-vaporized JP-8 for all equivalence ratios.  Both the flash-vaporized JP-8 experiment 

performed by Helfrich et al.27 and the present experiment used a 1.22-m-long spiral, facilitating a good comparison 

of DDT distance. 
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Equivalence Ratio  
Figure 11. Plot of DDT time as function of  

equivalence ratio for JP-8/air mixture. 

 

C.  Analysis of Coke Deposit 

After approximately 5 hr of accumulated run time, a significant 

increase in pressure drop across the fuel filter (see Fig. 4) was 

observed.  The filter was subsequently removed and cleaned.  An 

inspection of the filter housing resulted in the identification of a large 

quantity of loose black deposits, suspected to be coke.  Additionally, 

the filter element was clogged with the same black deposits.  Figure 

12 is a photograph of the clogged filter element adjacent to a new one. 

To confirm the content of the deposit, a sample was analyzed in a 

scanning electron microscope (SEM) that is equipped with an energy-

dispersive x-ray detector (EDX).  The SEM is capable of capturing 

photographs of a sample at the micron level (micrographs).  The EDX 

is capable of identifying the elemental components of a sample, 

although it is not quantitatively accurate for determining the 

concentrations of carbon and oxygen.  Figure 13(a) is a SEM 

micrograph of the carbon sample at 600x magnification. The large 

smooth structure in the lower-left corner of Fig. 13(a) is probably a 

carbon structure.  Figure 13(b) is a plot of the relative concentrations of the elemental species as measured by the 

EDX.  While the exact concentration of carbon cannot be determined with the EDX, it is apparent that significant 

carbon is present.  In addition to carbon, two other elements are prominent, aluminum and silicon.  The EDX data 

indicate that, excluding carbon and oxygen, 42.4% of the sample is aluminum and 41.5% of the sample is silicon.  

As mentioned earlier, the zeolite structure is made of silica-alumina.  Thus, it is concluded that some of the zeolite 

catalyst has flaked off during testing, although no degradation in PDE performance was observed.  The extremely 

porous structures apparent throughout Fig. 13(a) are probably the zeolite fragments.   

Figure 12. Photograph of coke-filled 

filter element (left) and new filter 

element (right). 
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(a)                  (b) 

Figure 13. (a) SEM micrograph of black powder from filter housing, magnified to 600x, and (b) plot from 

EDX of relative concentrations of elements found in black deposit. 

 

To determine the concentration of carbon, the sample was further analyzed using a Leco RC 412 surface carbon 

determinator (SCD).  The SCD operates by heating the sample in a furnace with O2, thereby oxidizing the carbon in 

the sample to CO2.
28  The CO2 is then measured using a calibrated IR detector to determine the concentration of 

carbon in the sample.28  The SCD was set to heat the sample, starting at 150°C, increasing 20°C/min, ending at 

750°C, and holding the sample at 750°C for another 10 min.  Figure 14(a) is a plot of the relative signal (amount of 

CO2) and temperature (shown in ºC on plot) as a function of time.  The majority of the sample is oxidized between 

650 K and 750 K, which is indicative of carbon rings.  The SCD measurement showed that the sample contained 

38% carbon.  The portion of the sample that was left after the SCD test (49% by mass) is comprised of 

nonoxidizable elements, or ash.  The ash was then analyzed with the SEM and the EDX.  Figure 14(b) is a plot of 

relative concentrations of the ash.  As expected, the only compounds remaining were aluminum and silicon.  

Therefore, approximately one-half of the deposit collected from the filter housing was composed of zeolite 

fragments. 

 

                  
(a)                  (b) 

Figure 14. (a) Plot from SCD of relative signal intensity (oxidation level) and furnace temperature (in ºC) as 

function of time, and (b) plot from EDX of relative concentrations of nonoxidizable ash. 

 

 Because of the large amount of coking and zeolite fragments found in the filter housing, it was suspected that the 

zeolite catalyst was clogged with coke, although no reduction in performance was noted.  When the zeolite structure 

in a catalyst becomes clogged, the fuel molecules cannot move through structure, rendering it useless.  To determine 

the state of the zeolite structure, a section of the tubing directly upstream of the fuel filter was removed, and the 

surface with the catalyst was examined with the SEM and the EDX.  Figure 15(a) is an SEM micrograph of the 

catalyst after use (5 hr of operation), and Fig. 15(b) is a plot from the EDX of the relative concentration of the 
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elements detected in the used catalyst.  Additionally, a section of tube with fresh catalyst was examined with the 

SEM and EDX for comparison purposes.  Figure 16(a) is an SEM micrograph of the fresh catalyst, and Fig. 16(b) is 

a plot from the EDX of the relative concentration of the elements detected in the fresh catalyst.  Comparing Figs. 

15(a) and 16(a), a distinct difference in the surface texture is apparent.  The fresh catalyst is very smooth, with small 

cracks resulting from the application process, whereas the used surface is covered with micron-sized structures.  The 

small structures on the surface of the used catalyst are probably coke deposits.  This hypothesis is supported by the 

comparison of Figs. 15(b) and 16(b). The fresh catalyst contains no trace of carbon, whereas the used catalyst 

contains a large concentration of carbon.  Therefore, although no noticeable reduction in performance, it is 

concluded that the catalyst was covered in coke deposits after 5 hr of operation. 

 

  
Figure 15. (a) SEM micrograph of used catalyst (5 hr of operation), and (b) plot from the EDX of relative 

concentration of elements detected in used catalyst. 

 

  
Figure 16. (a) SEM micrograph of fresh catalyst, and (b) plot from EDX of the relative concentration of 

elements detected in fresh catalyst. 

 

V. Conclusions 

This research marked the first analysis of the effect of thermal and catalytic cracking of JP-8 on key PDE 

performance parameters, including ignition time, DDT time, and DDT distance.  Ignition time for a JP-8/air mixture 

was found to decrease rapidly when the fuel was heated above 800 K.  DDT time and distance were found to be 

independent of temperature in the range tested at stoichiometric conditions, but the consistency of detonations 

increased.  Endothermic JP-8 was found to require a shorter ignition time, DDT time, and DDT distance for the 

majority of equivalence ratios, as compared to flash-vaporized JP-8, with reductions in ignition time of up to 60%.  
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Furthermore, both the ignition and detonability limits were expanded by cracking the fuel, with lean limits at an 

equivalence ratio of 0.75.   

Analysis of coke deposition resulting from thermal cracking of the JP-8 showed a large concentration of carbon 

molecules, probably large carbon rings.  In addition to the carbon, a substantial quantity of silicon and aluminum 

was present in the filter, suggesting that the zeolite structure had deteriorated.  The catalyst was also found to be 

completely covered by coke deposits after 5 hr of operation, although no degradation in performance was observed.    
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A study of confined detonation transmission across a step expansion was conducted using 
experimental and computational techniques. Transmission success of ethylene/air 
detonations at various equivalence ratios was compared to the transmission of hydrogen/air 
detonations.  The highest rate of transmission success in the experimental results for 
ethylene was noted at equivalence ratios richer than the conditions of minimum cell size, 
indicating the presence of effects other than cell size and expansion ratio.  Hydrogen proved 
to have better transmission success than ethylene, even when normalized to the cell size 
upstream of the expansion.  The difference is theorized to result from the disparity in critical 
initiation energy of the two fuels.  Computational results show the presence of a relationship 
between the number of transverse waves upstream of the expansion and the degree of 
expansion that correlates to success or failure of a confined detonation transmission.  
Detonation transmissions are also observed to fail when a single transverse wave in the 
upstream channel is partially reflected at the step expansion.    

Nomenclature 
CJ = Chapman-Jouguet 
CFD = computational fluid dynamics 
d2/d1 = expansion ratio, or degree of expansion 
DDT = deflagration to detonation transition 
f = engine cycle frequency 
n = number of cells 
nc = critical number of cells 
PDE = pulsed detonation engine 
R1-R9 = regions of detonation tube 
φ = equivalence ratio 
λ = detonation cell size 

I. Introduction 
 ulsed detonation engines (PDE) ignited by low-energy spark systems typically employ spiral or other obstacle 
devices in the detonation tube to encourage deflagration to detonation transition (DDT).  Obstacles decrease the 

thrust produced by the PDE, and DDT significantly increases the required cycle time as well as the length of the 
PDE when compared to a directly initiated detonation.  Direct initiation, however, requires a tremendous amount of 
energy in a tube large enough to be of practical use in a pulsed detonation engine1.  High energy ignition pulses may 
be achieved using a pre-detonator or some other method to establish a detonation in a small tube and then propagate 
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the detonation into a larger tube.  It is well known that a detonation emerging from a tube will propagate spherically 
into an unconfined space if the tube has a diameter of at least 13 times the detonation cell size λ. 2  This would 
require a pre-detonator diameter of nearly 200 mm (7.8 in) for detonations of hydrogen in air3 and larger diameters 
for detonations of hydrocarbon fuels, an impractically large size for a pre-detonator.  Detonations emerging from 
diameters smaller than 13λ will fail when they diffract into an unconfined space, meaning that the leading shock of 
the detonation wave will decouple from the combustion wave front.  However, a detonation propagating from a 
small tube into a larger tube will persist through the expansion for diameter ratios below some limit.4  The limits 
governing the success or failure of a confined detonation diffraction, however, have not been clearly defined. 

References 5 and 6 describe three modes of unconfined detonation transmission at an expansion: 1) multi-front 
ignition, where the detonation transitions smoothly across the expansion, 2) critical transition, where the shock wave 
and combustion wave front initially separate, then the detonation is re-initiated by a localized explosion, and 3) 
failure, a deflagration wave behind an entirely separated shock front.  References 7 and 8 define these modes as 
supercritical, near-critical, and sub-critical, respectively.  The number of cell widths in the upstream tube determine 
the mode of transmission, with 13λ being the accepted minimum tube diameter for a successful transition 
(supercritical or near-critical). 

The confined diffraction problem is somewhat more complex than unconfined diffraction, because the 
detonation interacts with the downstream tube walls as it diffracts.  Experiments on detonation diffraction in 
hydrogen and air mixtures showed wavespeed phenomena consistent with detonation re-initiation resulting from 
wall reflection downstream of a step expansion.9  The authors of reference 10 found that the influence of the walls 
downstream vanished above expansion ratios of 5, and the detonation diffracted as if unconfined.  The purpose of 
the current experiments is to determine the existence of a relationship between number of cells in the upstream tube, 
the degree of confinement, and the ultimate success or failure of a detonation transmission across a step expansion. 

II. Background 

A. Experimental 
 
An experimental study was conducted to investigate detonation transmission across a confined step expansion in 

non-coaxial circular tubes.  In particular, it was desired to determine the limits of successful transmission as a 
function of tube geometry and detonation cell size, λ.  The experiments were carried out in the AFRL pulsed 
detonation research facility at Wright-Patterson AFB, Ohio.  This facility has previously been described in detail,11 
and only the pertinent modifications for the current experiment are described. 

Air and fuel were delivered to the detonation tubes through the valving of a General Motors quad-4 automotive 
cylinder head.  The engine cycle was divided into three equal partitions; fill, fire, and purge.  During the fill phase, 
the intake valves were opened, 
allowing a gaseous fuel and air 
mixture to enter the tubes.  The 
volume of fuel/air that flowed into 
the tubes was a function of the fill 
manifold pressure and the length 
of time the intake valves remained 
open, or the engine cycle 
frequency (f).  This volume, 
divided by the total volume of the 
tubes, is known as fill fraction, 
and was set to 1.0 for this 
experiment.  The fire phase began 
when the intake valve closed and ended when the purge valves opened.  When the intake valves closed, combustion 
was spark-initiated after a brief delay, known as spark delay. 

The test section consisted of a 1.2 m (4 ft) section of 26 mm (1 in) diameter detonation tube, followed by a non-
coaxial step expansion to a larger diameter detonation tube as shown in Fig. 1.  The 26 mm detonation tube 
contained a Shchelkin-type spiral obstruction along the first two feet of its length to ensure successful deflagration-
to-detonation transition (DDT) prior to reaching the step expansion.  The diameter of the downstream (larger) 
detonation tube was varied to determine the effect of confinement on successful transmission of a detonation.  Runs 

ion probe 
number 3 4

R1 R2

5 6 7 8 9 10 11 12

R3 R4 R5 R6 R7 R8 R9

ion probe 
number 3 4

R1 R2

5 6 7 8 9 10 11 12

R3 R4 R5 R6 R7 R8 R9

Fig. 1. Cutaway sketch of experimental apparatus, showing approximate
ion probe locations relative to step expansion, and indicating regions of
average wavespeed calculation (R1-R9). 
 

 
American Institute of Aeronautics and Astronautics 

 

2

1424



were conducted with downstream tube diameters of 35 mm (1.4 in), 41 mm (1.6 in), 53 mm (2.1 in) and 63 mm (2.5 
in), with f = 10 Hz.  Table 1 shows a matrix of the conditions for each test run.   

Ion probes were placed at intervals along the length of the detonation tubes to determine the combustion 
wavespeed.  Wavespeeds in each region (labeled R1, R2, etc. in Fig. 1) were computed from the distance and the 
time of travel between probes.  Due to manufacturing inconsistencies, the locations of the ion probes varied on the 
different downstream tubes.  For this reason, Fig. 1 does not show measurements of the ion probe locations. 

 
 

Table 1.  Matrix of conditions for each test run 
 

Run 
Number 

Downstream Tube 
Diameter (mm) 

Equivalence 
Ratio (φ) Range 

Fuel/Oxidizer Fill Fraction Spark Delay 
(msec) 

1 35 0.83 - 1.58 Ethylene/air 1.0 4 
2 41 0.83 - 1.58 Ethylene/air 1.0 4 
3 53 0.83 - 1.58 Ethylene/air 1.0 4 
4 63 0.83 - 1.58 Ethylene/air 1.0 4 
5 53 0.45 – 2.4 Hydrogen/air 1.0 4 

 
The Chapman-Jouguet (CJ) wavespeed for ethylene and air at near-stoichiometric mixtures is approximately 

1824 m/s. 12  Likewise, the CJ wavespeed for stoichiometric hydrogen and air is 1971 m/s. 13  A combustion wave 
traveling within approximately 20 percent of the CJ value through consecutive regions was considered to be a 
detonation. 
 

B. Computational 
 

The computations were performed only for hydrogen in air using Euler type equations with exothermic chemical 
reactions in a 2-D channel.  The equations can be expressed in the form: 

0=+
∂
∂+

∂
∂+

∂
∂ H

y
F

x
Eq

τ
           (1) 

Equation 1 represents a vector set of 6 equations, namely, mass, momentum (x and y), energy, and two progress 
variables.  The reaction was stoichiometric hydrogen and air, and was represented by the two-step model of 
Korobeinikov.14  The two steps consist of a non-exothermic irreversible induction reaction followed by an 
exothermic reversible recombination reaction.   

The simulation used an explicit 2nd–order MacCormack predictor-corrector technique with 4th–order flux-
corrected transport for accurate resolution of properties across shock waves.  All calculations were initiated with a 
planar Zeldovich, von-Neumann and Doering (ZND) detonation wave.  Cellular character was generated by 
perturbing the ZND wave by artificially elevating the temperature in a few discrete locations near the wave, and 
allowing transverse waves to naturally develop.  This technique has previously been used successfully and is 
discussed in greater detail elsewhere.15

The computations were performed for a channel of overall length approximately 0.98 m.  The first 0.33 m of 
tube length was a narrower passage, followed by a wider passage 0.65 m in length.  This was considered to be 
adequate length to allow the cellular structure upstream of the expansion to fully develop, and to allow for 
determination of transmission success downstream of the expansion.  The widths of both the upstream and 
downstream channels were varied to obtain the desired number of cells upstream of the expansion and the desired 
expansion ratio. 
 

III. Results 

A.  Character of the experimental data 
 
Numerous studies have been conducted to measure the cell size of detonations in various fuel and oxidizer 

combinations.3, 12  The relationship between cell size (λ) and equivalence ratio (φ ) has been shown to have an 
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approximately parabolic character, with the minimum cell size usually occurring in slightly rich mixtures, as shown 
in Fig. 2a.  There is considerable spread to the available cell size data, particularly for ethylene/air, sometimes even 
within data taken by a single investigator.  No cell size measurements were made as part of the current study, but 
rather the cell size estimations offered herein are based on correlations to the measured φ.  Figure 2b presents critical 
initiation energy as a function of φ.   

The minimum cell size for an ethylene/air mixture was shown in reference 12 to be 20.89 mm at φ  = 1.07.  The 
inner diameter of the upstream tube used in the current experiment was 26 mm, slightly larger than the minimum 
cell size.  The implication of this particular combination of geometry and cell size is that the upstream tube contains 
at most slightly more than one full detonation cell width, and in many cases, contains less than a complete 
detonation cell width.  This small upstream tube diameter is believed to be a major factor in the low overall 
transmission success for ethylene/air detonations in the current experiment. 
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Fig. 2.  (a) Cell size plotted as a function of equivalence ratio, from references 3 and 12.  (b) Critical 

initiation energy plotted as a function of equivalence ratio, from reference 1. 
 
Curves were fit to the data of cell size and critical initiation in Fig. 2a and Fig. 2b.  The curve fit to the log of 

critical initiation energy was a straightforward 4th-order polynomial.  A good fit for cell size, however, required two 
separate curves, a 4th-order polynomial for φ greater than 0.8 and a two parameter power function for φ less than 0.8 

B.  Experimental Results 
 
Figure 3 shows the success rate of ethylene/air detonation transmissions at various equivalence ratios for four 

different expansion ratios and for hydrogen/air in a single expansion ratio, as shown in Table 1.  The experimental 
data for ethylene/air showed unexpectedly high transmission success at high φ (1.41 and 1.58) and low φ (0.83 and 
0.89).  Upon further examination, overdriven wavespeeds were noted in the vicinity of the step expansion, indicating 
possible DDT in this region.  Since the overdriven conditions of a DDT can reduce the cell size (and hence increase 
the number of transverse waves) by as much as an order of magnitude,16 data showing evidence of DDT near the 
step were eliminated from consideration.  Only runs that showed consistent near-CJ wavespeeds in consecutive 
regions upstream of the expansion are shown in Fig. 3. 

As might be expected, detonation transmissions for both fuels are more successful near stoichiometric φ where 
cell sizes are smaller, and success decreases in rich or lean mixtures as the cell size (presumably) grows.  However, 
for ethylene, the peak transmission rates occur between φ  = 1.24 and 1.41, to the rich side of the anticipated 
minimum cell size (φ  = 1.07).  

The critical initiation energy plot of Fig. 2b offers an explanation for the shifting of the transmission success 
data.  Successful re-initiation of a detonation following a step expansion is thought to occur as a result of transverse 
wave interactions and wall reflections, which combine to produce a transverse detonation or local explosion of 
sufficient strength to re-ignite a detonation.9  This phenomenon is akin to direct initiation of a detonation using a 
high-energy ignition source.  It follows that re-initiation behavior following a step expansion is similar to direct 
initiation behavior.  In Fig. 2b, the minimum critical initiation energy for hydrogen is very near stoichiometric 
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equivalence.  Ethylene, however, has a minimum at approximately φ = 1.45.  This means that for equivalence ratios 
between φ  = 1.24 and φ  = 1.41, the energy required to re-initiate a detonation will be far less than the energy 
required near stoichiometric conditions.  As the mixture becomes too rich (above φ  = 1.41) the number of upstream 
transverse waves is presumably reduced to the point that detonations no longer survive the expansion, despite the 
fact that critical initiation energy is near minimum.  It appears, then, successful transmission is influenced by critical 
initiation energy and the number of transverse waves upstream of the expansion. 

Hydrogen/air detonations have a smaller cell size, and so transmit more easily across a step expansion than 
ethylene/air detonations.  Additionally, hydrogen has lower critical initiation energy than ethylene at all equivalence 
ratios (Fig. 2b).  As a result, hydrogen detonations are more consistently transmitted across a wider range of 
equivalence ratios (100% successful from φ = 0.65 to 2.1). 
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Fig. 3.  Transmission success of hydrogen/ air and ethylene/air detonations across a step expansion 
 
Increased step size is seen in Fig. 3 to have an effect on transmission success, but the results raise some 

questions.  The smallest expansion (d2/d1=1.32) clearly has the best transmission rate, and the largest expansion 
(d2/d1=2.35) shows zero transmission success.  The two intermediate expansions are almost cleanly reversed, with 
the d2/d1=1.97 expansion performing better than the smaller d2/d1=1.53 expansion.  One could speculate that the 
larger geometry produces reflections that are more prone to release sufficient energy for re-initiation than the 
smaller expansion, but this seems unlikely.  At φ = 1.41, very near the minimum critical initiation energy, the 
d2/d1=1.53 expansion shows greater success than d2/d1=1.97, which is the expected result. 

The transmission success for ethylene in the smallest expansion at φ = 0.83 appears to be something of an 
outlier.  While the other step sizes dropped to zero transmission success at this φ, the smallest expansion appears to 
improve over φ = 0.89.  Whatever the reason for this increase, it is unlikely that the trend will continue as φ is 
reduced. 

Figure 4 further explores the relationship between critical initiation energy and cell size by correlating the curve 
fits of Fig. 2.  Lean data are separated from rich data in Fig. 4 by plotting the lean cell sizes as negative numbers.  
Improved detonation transmission should be achieved by reducing both required initiation energy and the cell size, 
or in other words, by approaching the origin of the plot.   

While the cell size and critical initiation energy of hydrogen both strictly approach the origin near stoichiometric 
equivalence, there is a “hook” in the ethylene data on the right hand (rich) side of Fig. 4.  This hook clearly 
illustrates that the minimum critical initiation energy for ethylene, unlike other fuels, occurs well away from the 
equivalence ratio for minimum cell size.  This hooked shape also means that the effects of cell size and critical 
initiation energy, in terms of successful detonation transmission across a step expansion, compete with one another 
for ethylene between φ = 1 and 1.5.  Another point clearly illustrated in Fig. 4 is that the minimum critical initiation 
energy of ethylene is equal to the critical initiation energy of hydrogen at approximately φ = 2.0, meaning that 
hydrogen detonation transmissions will always be more successful than ethylene detonation transmissions, at any φ 
of interest. 
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Fig. 4.  Cell size vs. critical initiation energy for hydrogen/air and ethylene/air, correlated from the curve 
fits of Fig. 2.  Lean cell sizes are shown as negative numbers. 

 
Since hydrogen and ethylene detonations at a given equivalence ratio have different cell sizes, it would be useful  

to isolate the effects of cell size in relation to the success or failure of the detonation transmission.  Unfortunately, 
there is an asymmetric character to the data that resists plotting as a simple function of cell size.  An alternative 
method of display is to plot rich and lean data on separate halves of the figure, by allowing cell sizes below the 
minimum cell size (at φ = 1.07) to take negative values, in much the same manner as Fig. 4 

The transmission success of ethylene and hydrogen can be said to have the same basic character, with maximum 
transmission success near minimum cell size for hydrogen and near φ = 1.4 for ethylene, most likely due to the 
effect of critical initiation energy.  Again, hydrogen is seen to produce superior results for the current experimental 
setup.  Transmission success rates for both hydrogen and ethylene fall off as φ becomes rich or lean, but the falloff 
points are at different cell sizes, reinforcing the idea that cell size alone does not determine transmission success.   
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Fig. 5.  Transmission success of ethylene/air and hydrogen air plotted as a function of cell size.  Cell sizes 
for mixtures leaner than φ = 1.07 are shown as negative numbers. 
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C. Computational Results 
 
A number of computational runs were conducted for hydrogen/air using the 2-D computational fluid dynamics 

(CFD) code previously described, varying the channel width both upstream and downstream of a non-symmetric 
two-dimensional step expansion.  The intent of this study was to search for the boundary of successful transmission 
of a detonation, and relate it to the degree of expansion and the cell size.   

Successful transmission of a detonation was judged qualitatively by whether the characteristic detonation 
structure of incident shocks, Mach stems and transverse waves was preserved as the detonation negotiated the step.  
A successful detonation was marked by strong reflections off the downstream tube walls, interactions of these 
reflections with other transverse waves, and downstream re-establishment of regular cellular structure behind a 
strong wavefront.  On the other hand, a failed detonation generally exhibited a weaker reflection off the tube walls, a 
lack of interaction with transverse waves, and a continued weakening and slowing of the combustion wave.  
Examples of successful and failed detonation transmissions are shown in Figs. 6 and 7, respectively. 

In Fig. 6, the detonation is seen to be re-initiated as a result of a strong transverse wave reflection from the lower 
wall of the channel, possibly interacting with another transmitted transverse wave.  At the larger step of Fig. 7, 
however, the transverse wave has been weakened by diffraction to the extent that the reflection is of insufficient 
strength to re-initiate the detonation. 

 

 
Fig. 6.  CFD plot of peak pressure history in a sudden expansion, showing successful transmission of a 

detonation.  Channel widths are 32.5 mm upstream, 65 mm downstream.   
 
 

 
Fig. 7.  CFD plot of peak pressure history in a sudden expansion, showing unsuccessful transmission of a 

detonation.  Channel widths are 26 mm upstream, 65 mm downstream.   
 
Because the downstream re-initiation was generally the result of a single reflection in the current CFD, the 

downstream wave structure usually contained a single transverse wave initially.  Then, if the downstream channel 
width was sufficiently large, as in Fig. 6, other transverse waves were formed, eventually resulting in the normal 
detonation cellular structure. 

The results of transmission success across a wide range of upstream and downstream channel widths are 
summarized in Fig. 8, expressed in a method similar to that suggested in reference 10.  This method plots the degree 
of expansion (d2/d1) on the horizontal axis and a cell size parameter on the vertical axis.  The cell size parameter is 
the ratio of critical number of cells (nc) to the actual number of cells (n) in the upstream tube.  As will be seen later, 
the cell size λ varies with geometry, so the cell size parameter is expressed as ncλ/d1, with λ = 15 mm and nc = 13, 
both assumed constant for plotting purposes.  As can be seen in Figs. 6, 7 and 9, λ in the current simulation is on the 
order of twice the assumed value.  By fixing nc and λ, the vertical axis of Fig. 8 becomes simply the inverse of 
upstream diameter multiplied by a constant.  Different values of nc and λ would scale the axis, but will not 
fundamentally affect the information presented. 
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Fig. 8.  Relationship between cell size parameter (critical number of cells (nc), cell size (λ), upstream 

channel width (d1)) and the expansion ratio (d2/d1), indicating points of successful and failed detonation 
transmission, as determined by CFD calculations.  

 
The results in Fig. 8 indicate that there are distinct regions of failed transmissions and successful transmissions.  

The majority of failed transmissions can be separated from the successful transmissions by a curve extending from 
the upper left to the lower right of the plot.  At the boundary of such a curve, however, there would be a number of 
exceptions—failed transmissions in the region of successful transmissions, or vice versa.  These exceptions are 
thought to be related to the number of transverse waves in the upstream channel, which are discrete in nature, and 
cause an almost stepwise character to the data at the boundary.  For the majority of runs above ncλ/d1 = 5 on the 
vertical axis of Fig. 8, only one transverse wave was present in the upstream channel.  The successful transmissions 
at d2/d1 = 2.5, however, had two transverse waves.  As the number of transverse waves increases further, the results 
will likely hold more to a continuous curve, but the difference between one and two waves is quite significant, likely 
disrupting the otherwise smooth character of the data. 

Interestingly, λ is not found to be completely independent of channel width in the current simulation.  When the 
channel width is less than λ, only one transverse wave exists in the channel.  The normal failure/re-initiation that 
occurs in a planar detonation wave as a result of transverse wave interactions is not present when only one 
transverse wave exists, but rather the existence of the detonation is wholly dependent on re-initiation via wall 
reflections of the single transverse wave.  As a result, the channel width (d1) becomes half the cell width when only 
a single transverse wave is present in the 2-D channel, as seen in Figs. 9.  A similar outcome is seen when only two 
transverse waves exist; that is, d1 ~ λ , seen in Fig. 6. 

There is a single failure point contained inside the region of successful transitions in Fig. 8.  This failure occurs 
in a regime where only a single transverse wave is present upstream and, by coincidence, that transverse wave 
encounters the edge of the step in such a manner that part of the energy is reflected upward while the remaining 
energy continues downward (Fig. 9a).  After the expansion, neither the reflected nor the non-reflected portions of 
the transverse wave possess sufficient energy to re-initiate detonation.  To verify that this failure mode was simply a 
coincidental occurrence, additional runs were made using the same initial conditions and the same channel widths, 
but adjusting the position of the step relative to the transverse wave of the detonation.  As can be seen in Fig. 9b, 
reducing the length of the step so that the downward-traveling transverse wave misses the corner of the step entirely 
results in a successful transmission.  In Fig. 9c, a similar successful outcome is achieved by lengthening the step so 
that the entire transverse wave is reflected.   
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(a)   Failed transmission resulting from partial reflection of the downward-traveling transverse wave at the step 
expansion. 

 
(b)  Successful transmission, downward-traveling transverse wave not reflected. 
 

 
(c)  Successful transmission, downward-traveling transverse wave entirely reflected. 
 

Fig. 9.  CFD plots of peak pressure history in a sudden expansion.  Channel width is 21.5 mm upstream, 
32.5 mm downstream.   

 
The data presented in Fig. 9 provide a possible explanation of some of the behavior of the experimental data of 

Figs. 3-5.  In the CFD, a small change in upstream channel length can have a significant effect on the success or 
failure of detonation transmissions, depending on the location of the step relative to a transverse wave.  In exploring 
the sensitivity of detonation success to position of the step expansion, the length of the upstream channel was varied 
in steps of approximately 6.5 mm from the original failed case at a length of 327 mm (Fig. 9a).  Failed transmissions 
were observed in a zone of upstream lengths from 333 mm to 314 mm (not shown).  Above 340 mm (Fig. 9c), 
detonation transmissions were observed to succeed to at least 372 mm, as well as from 307 mm (Fig. 9b) to 281 mm. 

Recall that ethylene/air detonations in the d2/d1 = 1.53 expansion did not succeed as well at most equivalence 
ratios as did the detonations in the d2/d1 = 1.97 expansion.  One possibility is that the upstream length was changed 
between the two tube geometries such that the smaller expansion was nearer to a “failure zone” than the larger 
expansion.  This is quite possible, as variations existed between the different pieces of experimental hardware, and 
assembly of the pieces was a matter of threading pipes together.  The fire phase of a PDE, including ignition, DDT 
and propagation of a 3-D detonation, is an inherently stochastic process.  If a relatively minor change in a “clean” 
CFD environment makes the difference between success and failure, then operation of a PDE near the same 
conditions will likely produce a high number of failed transmissions. 

IV. Conclusions 
Successful transmission of a detonation across a step expansion appears to be dependent on the degree of 

expansion, the number of transverse waves in the upstream channel and the sensitivity of the fuel/air mixture to 
detonation.  The computational results presented here also show that position of the step expansion relative to a 
transverse wave of a detonation can be a significant factor in determination of transmission success, particularly 
when only one transverse wave is present in the upstream channel.  When a cell size parameter is plotted against 
expansion ratio, general regions of successful detonation transmission emerge, but as yet, no absolute guideline for 
predicting success or failure of a confined detonation expansion is apparent.  To establish such a guideline, the cell 
size parameter will likely need to be modified to include information about the discrete number of transverse waves.  
Additionally, to generalize to different fuel/air mixtures, sensitivity to detonation initiation must also be considered. 
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Pulsed detonation engines produce impulsive thrust through rapid ignition and formation of detonationwaves. An

operational goal is a reduction in time for the formation of detonation waves in conjunctionwith low-vapor-pressure

liquid hydrocarbons. This study focuses on pulsed detonation engine operation enhancements using dual-

detonation-tube, concentric-counterflow heat exchangers to elevate liquid hydrocarbon fuel temperatures up to

supercritical levels. Variation of operating parameters includes fuel type (JP-8, JP-7, JP-10, RP-1, JP-900, and S-8)

and firing frequency. Of interest is the effect on ignition time, deflagration to detonation transition time, detonation

distance, and the percent of ignitions resulting in a detonation (detonation percentage). Except for JP-10, results for

all fuels with increasing fuel injection temperatures indicate decreases in deflagration to detonation transition time

by up to 15%, decreases in detonation distance by up to 30%, increases in the detonation percentage by up to 180%,

and minimal impact on ignition time. JP-10 is difficult to detonate and results are inconsistent. An increase in firing

frequency results in a 5% decrease in deflagration to detonation transition time at high fuel injection temperatures,

but has little effect on ignition time and detonation distance.

Nomenclature

A = Arrhenius constant
Ea = activation energy
Ecrit = critical initiation energy
[fuel] = concentration of fuel
[oxidizer] = concentration of oxidizer
P = detonation tube—closed-end pressure
RR = reaction rate
Ru = universal gas constant
Tmix = fuel/air mixture temperature
� = cell size

I. Introduction

A LTHOUGH the pulsed detonation engine (PDE) has the
potential to provide significant advantages over current aircraft

propulsion systems, it is still in the early stages of development [1].
Several technological barriers need to be overcome before the PDE
can be considered a practical means of providing propulsion to
operational aircraft [2–4]. One is the efficient use of low-vapor-
pressure hydrocarbon fuels, such as JP-8, JP-7, JP-10, JP-900,¶ RP-1,
and S-8.∗∗ The majority of research with pulsed detonation engines

has employed gaseous fuels, such as hydrogen and simple
hydrocarbons [6,7], resulting in a dearth of liquid hydrocarbon data
and a large gap between research and the operational use of pulsed
detonation engines. Also, nearly all U. S. Air Force aircraft and air-
breathing missiles use liquid hydrocarbon fuels, primarily JP-8 and
JP-10 [5]; therefore it is pertinent to develop a method to efficiently
use these fuels.

Four key cycle parameters are adversely affected by using liquid
hydrocarbon fuels in lieu of gaseous fuels. The parameters are
1) ignition time, the time from spark deposition to the creation of a
deflagration wave within the fuel/air mixture, 2) deflagration to
detonation transition (DDT) time, the time to transition the
deflagration wave into a detonation wave, 3) detonation distance, the
length of the detonation tube required for themixture to transition to a
detonation, and 4) detonation percentage [7], the percentage of
ignitions that result in a detonation wave. Both the ignition time and
the DDT time are nearly an order of magnitude larger for complex
liquid hydrocarbon fuels than for hydrogen. For example, ignition
time of a hydrogen/air mixture is on the order of 1ms,whereas that of
a JP-8/air mixture is approximately 7 ms. A reduction in DDT or
ignition time would shorten the PDE cycle time, allowing for higher
frequency operation and higher average thrust. Reduction in
detonation distance allows for a decrease in detonation tube length,
resulting in a decreased engine weight. An increase in detonation
percentage directly improves the efficiency of the PDE, leading to an
increase in specific impulse.

Until this work, the performance of a liquid-hydrocarbon-fueled
PDE with fuel injection temperatures above the flash vaporization
point was unknown. Previous research [8] demonstrated that flash
vaporization of liquid hydrocarbon fuels significantly decreased the
ignition and DDT times, but no work has been reported on the effect
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of operation with fuel injection temperatures beyond the point of
flash vaporization. Additionally, Cheatham andKailasanath [9] have
shown, using numerical simulations, that the vaporization of liquid
JP-10 droplets is necessary for optimumperformance. Card et al. [10]
studied the effect of elevating initial mixture temperature (up to
573K) on theDDTdistance (called flame run-up distance in [10]) for
gaseous hydrocarbon/air mixtures in a 10-cm diam tube. They found
that there was no strong dependency of DDT distance on the initial
mixture temperature in the range tested. The objective of this work
was to examine the effect of heated fuel produced by a dual-
concentric counterflow heat-exchanger system on the ignition time,
DDT time, detonation distance, and detonation percentage. The
variables included fuel type (JP-8, JP-7, JP-10, JP-900, RP-1, and S-
8) and firing frequency.

II. Background and Theory

A. Ignition Time for a Hydrocarbon Fuel/Oxidizer Mixture

For single species chemical reactions, reaction rate is given by the
Arrhenius expression (global reaction theory):

Ignition Time / 1

RR
� 1

A
P�n�fuel��m�oxydizer��je

�
Ea

RuTmix

�
(1)

where n, m, and j are experimentally determined constants [11].
Low-vapor-pressure hydrocarbon fuel/air mixtures are not single
species, but, as shown later, the trend of the ignition time can be
inferred. The reaction rate of a fuel/oxidizer mixture will increase
with increasing mixture temperature and pressure, thus decreasing
the ignition time. For the moderate elevation of fuel temperatures in
this work, only a small rise in the fuel/air mixture temperature
occurred, and, as shown later, ignition time remained relatively
constant.

B. Detonability of a Hydrocarbon Fuel/Oxidizer Mixture

The ability to initiate a detonation in a hydrocarbon fuel is related
to its critical initiation energy, which for a low-vapor-pressure
hydrocarbon/air mixture is around 105 J (a typical spark plug
generates about 0.1 J). The critical initiation energy is related to the
detonation cell size of a propagating detonation wave, shown in
Fig. 1 for several stoichiometric fuel/oxidizer mixtures [12]. A curve
fit shows a cubic relationship between the two (inset of Fig. 1).
Knystautas et al. [13] also found the relationship between detonation
cell size and critical initiation energy to be cubic.

Cell size, and thus critical initiation energy, is affected by the
initial temperature and pressure. As shown in Figs. 2a and 2b for

three light hydrocarbons and oneH2=O2 mixture, cell size decreases
with increased mixture temperature and pressure [14–17]. To
improve detonability, therefore, pressure and temperature should be
increased. Such data do not exist for heavy hydrocarbons, but the
suggestion is that increasing initial mixture temperature and/or
detonation tube closed-end pressure will decrease the cell size and
improve detonability for those fuels also. As will be shown later,
such increases in temperature did result in decreased DDT time and
detonation distance, as well as increased detonation percentage.

III. Experimental Setup and Instrumentation

A. Facilities and PDE Specifics

This research was conducted at the detonation research facility
located in Building 71A, D Bay, Wright–Patterson AFB, Ohio. This
facility was described in detail in other literature [18], and only the
details relevant to this effort are provided. The PDE for this research
consisted of the valve train from a General Motors (GM) automobile
quad four head with two schedule-40 stainless-steel detonation
tubes. Each tube was 52.5 mm in diameter, 1.83 m in length, and
equippedwith a Schelkin-like spiral, 0.91m in length, adjacent to the
closed end of the detonation tube to promote DDT [19]. Each tube
was outfitted with a stainless-steel heat exchanger (described later).
Each spiral was constructed of 3=16 in: stainless-steel rod with a
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spiral pitch of 38.1mm. A schematic of one head cavity with valving
and spark plug is shown in Fig. 3.

Because an automotive cam was used to drive the valve system,
the three phases of the PDE cycle (fill, fire, and purge) were
necessarily equal. The allotted time for each phase varied based on
firing frequency: 33.33 ms for 10 Hz and 16.67 ms for 20 Hz. Firing
frequency was a test parameter, which varied between 10 and 20 Hz.
Depending on the firing frequency, the time required to complete any
one phase could be less than the time allotted for the phase, where the
time required for a phase is defined as the time necessary to complete
all functions of that phase, for example, the necessary function of the
fill phase is to introduce the fuel/air mixture to the detonation tubes.
During thefill phase the intake valves introduce premixed fuel and air
equal to the volume of the detonation tube (fill fraction of one at
ambient pressure and fuel/air mixture temperature). For all tests the
fill air was initially heated to 394 K before mixing with the fuel. For
the fire phase an automotive ignition system provided 115 mJ spark
pulses throughmodified spark plugs. The fire phase consists of spark
delay, ignition, DDT, and blow down; the latter three totaling
approximately 11 ms for the configuration tested. Figure 4 is a
schematic of a typical fire phase, broken down into the critical
segments. Detonation occurrence was confirmed using ion probes to
measure wave speed, similar to the methods used by Card et al. [10]
and Ciccarelli et al. [20]. Any combustion waves propagating at
speedswithin 10%of the upper Chapman–Jouguet point (assumed to
be 1800 m=s) [21] were considered detonation waves. During the
purge phase the exhaust valves introduced unheated air equal to half
the volume of the detonation tube (purge fraction of 0.5 at ambient
pressure and fuel/air mixture temperature). The purge air cooled the
detonation tube and removed a portion of the exhaust gases from the
detonation tube to prevent autoignition during the following fill
phase.

B. Supercritical Fuel Heating System

The flow path and instrumentation are shown in schematic form in
Fig. 5. The liquid fuel required for this testing was contained in two
hydraulic bladder accumulators, pressurized by nitrogen bottles. The
fuel pressure was maintained above critical pressure for the duration
of the test to prevent phase change. The supercritical fuel heating
system (SFHS) consisted of a nitrogen purge system (described

later), two stainless-steel heat exchangers, fuel filter assembly (not
shown in Fig. 5), fuel injection nozzles, instrumentation, and
associated tubing and fittings necessary to connect the critical
components ([22] contains details on fuel injection nozzles). The fuel
entered the test stand through a pneumatically operated ball valve
and split into two fuel lines, one for each heat exchanger. At the exit
of the heat exchangers, the lines were teed together and run through a
fuel filter. After the filter, fuel was fed to the fill air manifold and
injected into the airstream via the fuel injection nozzles. The fuel
filter removed small amounts of coking formed due to endothermic
cracking of the fuel [23]. Lines carrying heated fuel were insulated
with fiberglass to prevent heat loss. A nitrogen purge system cleared
supercritical fuel from the heat exchangers at the end of a test [7]
(Fig. 5) via a remotely activated pneumatic valve.

To compensate for the decrease in fuel density during heating in
the supercritical regime [24,25], the charge pressure of the
accumulators was increased to maintain a constant fuel mass flow
rate. To allow for variations in accumulator charge pressure during
testing, a pneumatic dome loader was installed for nitrogen pressure
regulation (for details, see [5]). Pressures at the exit of the heat
exchangers varied from 37 to 68 atm, with lower pressures at lower
fuel injection temperatures and higher pressures at higher fuel
injection temperatures to compensate for the density variation.

To minimize carbon deposition in the SFHS, the JP-8 was
deoxygenated through a nitrogen sparging process. The sparging
process involved bubbling a volume of nitrogen through the JP-8 to
displace oxygen from the fuel. The volume of nitrogen necessary to
reduce the oxygen concentration to acceptable levelswas determined
experimentally in previous work [22].

C. Spark Delay

Pressure fluctuations are created as fill and purge valves open and
close. With compression and expansion waves in the head end of the
tube, a spark delay can cause spark deposition during a beneficial
pressure peak. Figure 6 shows the pressure-time history during an
unsparked fire phase (no combustion) at 15 Hz with a mixture
temperature of 394K and spark delays from 2 to 10ms. It can be seen
that 6, 8, or 10 ms spark delays would initiate combustion during a
compression wave, while a zero ms spark delay would do so during
an expansion wave. However, because ignition time is also affected
by the pressure history during the formation of a deflagration wave,
selection of a 10 ms spark delay is not necessarily optimal. A 4 ms
spark delay was chosen to minimize the overall time to detonation.
Other spark delays (6, 8, and 10) showed inconsequential
improvement in DDT time and ignition time; additionally, the 0 and
2 ms spark delays failed to produce detonations [26].

It was also beneficial to compare global reaction theory estimates
with the ignition times for a series of spark delays (2, 4, 6, 8, and
10 ms) with fuel injected at 422 K. The global reaction theory
approximation, shown in Eq. (1), for normalized ignition time as a
function of average head pressure is shown in Fig. 7. Also,
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experimentally determined normalized ignition times as a function
head pressure for a JP-8/air mixture are displayed in Fig. 7. The
ignition times for the global reaction theory were normalized by the
ignition time corresponding to ambient pressure of the fuel/air
mixture. Ignition times for the experiment were normalized by the
6 ms case for which the average pressure was nearly ambient (within
0.5%). The low temperature experimental results compare well with
global reaction theory, falling within the experimental uncertainty.

D. Heat Exchangers

Two identical concentric-tube heat exchangers were fabricated
from 316-stainless-steel schedule-40 tubes, with a length of 0.91 m,
tube inner diameters of 52.5 and 63.5 mm, respectively, allowing for
a 1.22-mm annular space. A photograph of one heat exchanger with
the associated instrumentation ports is shown in Fig. 8.

E. Instrumentation

To gather temperature data, J-type thermocouples were placed in
the center of the flowpath at the inlet and outlet of each heat
exchanger, and a T-type thermocouple was placed at the inlet to the
fill air manifold. Heat-exchanger external wall temperatures were
measured with J-type thermocouples mounted externally with

compression clamps. A pressure transducer situated at the closed end
of the detonation tubes measured the pressure used to determine the
ignition time.

F. Data Reduction

All combustion data were gathered on a dedicated computer
employing a LabVIEW program, and analyzed using a C++ program.
The program segmented the data into separate firing cycles using the
spark trace. Each spark trace denoted a new firing cycle. Each firing
cycle was then analyzed for ignition time information. The head-
pressure trace data were passed through a fourth-order, 401-point,
Savitzky–Golay, digital, finite-impulse, response filter to reduce the
high-frequency noise. The head-pressure trace is shown before and
after the filter was applied, Fig. 9. Linear regression was then used to
determine the slope of the pressure curve. The ignition time was
taken as the time where an average pressure rise of 5000 psi=s was
detected.

After the ignition time was determined, the probe times were
calculated. The probe times were the time that the combustion wave
crosses each of the ion probes. Wavespeeds were calculated by
dividing the difference in distance between two ion probes by the
difference in the corresponding probe times. Once a wavespeed
above the Chapman–Jouguet (CJ) limit was found, linear
interpolation between the wavespeed above the CJ wavespeed and
thewavespeed at the location before it (below theCJwavespeed)was
performed to determine the time and location where a wavespeed
matched that of the CJwavespeed. The time and location foundwere
the DDT time and the detonation distance, respectively.

G. Experimental Uncertainties

The total experimental uncertainty was determined by combining
the bias and precision uncertainties using the root sum squaremethod
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[27,28]. The bias uncertainties were constant for all data points of the
same variable, while the precision uncertainties varied by data point.
Therefore, the total experimental uncertainty varies by data point and
is included with the data. Total bias uncertainties are displayed in
Table 1 [7].

IV. Results and Discussion

For varying fuel injection temperatures, ignition time, deflagration
to detonation transition time, detonation distance, and detonation
percentage were measured. Each data point represents the mean
value of 40 to 60 ignitions, using data averaged from two tubes. The
effect of fuel injection temperature on the performance of the PDE is
shown with variation of fuel type and firing frequency. All testing
was performed with an equivalence ratio of 1.1, which has been
shown by Tucker [22] to produce the minimum ignition and DDT
times for JP-8.

A. Fuel Study

Figure 10 shows ignition time for all six fuels. Little variation
occurred among the fuels, though JP-8 has a slightly higher ignition
time in the range of 586 to 755 K. The probable cause of this higher
time was adverse effects of thermal degradation (oxidative coking).
S-8 produced the smallest ignition times for almost the entire
temperature range. JP-7, JP-900, and RP-1 times displayed little
difference in slope or magnitude, which was expected due the
similarity of the fuels. With the exception of JP-8, ignition times for
all fuels were independent of fuel injection temperature in the
temperature range examined, as mentioned in the earlier discussion
of global reaction theory.

Attempts at detonation of a JP-10/air mixture were erratic and data
were inconsistent, rendering the results unusable; therefore, the DDT
time and detonation distance results for JP-10 have been omitted. The
DDT times for the other five fuels are displayed in Fig. 11. In Fig. 11,

little variation in DDT time is seen among the fuels. The small
differences between any two fuels are within the experimental
uncertainty for the entire temperature range. DDT times for all five
fuels decrease with increasing fuel injection temperature. The fuels
display a nearly linear decrease in DDT time of approximately 15%
over the temperature range. The DDT time decreases despite the two
competing effects of increasing fuel/air mixture temperature and
decreasing density that causes a decrease in pressure. The first effect
tends to increase reaction rate and lower DDT time [cf., Eq. (1)],
whereas the second reduces detonability (refer to Sec. II.B) and tends
to increase DDT time. The net effect is a decrease in DDT time, but
probably not as much as would occur without the reduced
detonability effect.

The variation of detonation distance with fuel injection
temperature for all fuels except JP-10 is shown in Fig. 12. As
expected, the detonation distance of all five fuels decreases with
increasing fuel injection temperature. The detonation distance
decrease is probably less than would occur absent the competing
effects of density decrease and reaction rate increase discussed
above. In Fig. 12, only below approximately 650 K does the
detonation distance of the five fuels differ in magnitude and slope.
Below 650 K, JP-8 has the smallest detonation distances, followed
closely by JP-900, while JP-7 is highest at 1.14 m. RP-1 and S-8
perform similarly, both with detonation distance between JP-7 and

Table 1 Summary of bias uncertainties for

experimental results

Experimental result Bias uncertainty

Wavespeed �55:12 m=s
Ignition time �0:292 ms
DDT time �0:0568 ms
Detonation distance �0:0568 m
Fuel injection temperature �3:6 K
Fuel/air mixture temperature �2:5 K
Equivalence ratio �0:0247
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JP-900. It was also noted that above roughly 675 K, detonations
occur near the downstream end of the spiral for allfive fuels shown. It
was assumed that the difference in detonation distance of the five
fuels would be negligible, similar to the DDT time trend. This
stratification of detonation distances is possibly due to variation in
laminar flame speeds between the fuels, although laminar flame
speeds were not measured and data for all five fuels at these
conditions are not available in literature. Card et al. [10] found that
fuel/air mixtures with higher laminar flame speeds resulted in shorter
detonation distances.

Detonation percentage is defined as the percentage of ignitions
that result in a combustion wavespeed of 1800 m=s or greater. In
Fig. 13, all fuels demonstrate a strong trend of increasing detonation
percentage with increasing fuel injection temperature. The
percentages displayed in Fig. 13 are dependent on the PDE
configuration, but the trends demonstrate an increase in detonability
with increasing fuel injection temperature. This increase is a result of
a more homogenous mixture at higher fuel/air mixture temperatures
but moderated by the same competing effects mentioned earlier
(density decrease vs reaction rate increase). The effect of fuel
injection temperature is more apparent in the detonation percentage
as compared to the DDT time and detonation distance, most likely
because detonation percentage is more dependent on the fuel/air
mixing. Doungthip et al. [29] found that the injection of supercritical
JP-8 resulted in greatly enhanced mixing compared to that of
subcritical JP-8. The fuels can be divided into three categories based
on Fig. 13. The first group, JP-7 and S-8, demonstrate the largest
increases in detonations as fuel injection temperature increases,
achieving nearly 100% detonations at 755K. JP-8, JP-900, and RP-1
make up the second category, achieving detonation percentages
between 65 and 75% at a fuel injection temperature of 755 K. The
final category includes only JP-10. Although JP-10 slightly increases
detonation percentage with increased fuel injection temperature, the
magnitude of the detonation percentage remains low, 14–38%,
leading to a large uncertainty in DDT time and detonation distance.
The small detonability increase with increased JP-10/air mixture
temperature is consistent with the findings of Ciccarelli and Card
[20], which showed that the JP-10 detonation cell size was very
insensitive to initial temperature.

B. Firing Frequency

The motivation to decrease ignition time and DDT time is to
decrease the fire phase time, thus allowing a higher cycle frequency
and higher average thrust. The relationship between firing frequency
and thrust has been shown by Fan et al. [30]. To examine the effect of
the firing frequency on PDE performance parameters, two
frequencies, 15 and 20 Hz, were examined. Frequencies much

above 20Hz, for example, 25Hz, would allow only 13ms for the fire
phase, too short for 15 ms required for the detonation of a JP-8/air
mixture. Also, at frequenciesmuch below15Hz, for example, 10Hz,
insufficient waste heat was generated for the heat transfer system to
elevate fuel injection temperatures above 644 K.

Figure 14 shows ignition andDDT times for a PDE operating at 15
and 20 Hz. Within experimental uncertainty, the ignition times are
nearly equal for the entire temperature range. DDT time for the 20Hz
case is slightly less than the 15 Hz case for the entire temperature
range. This 20Hz decrease inDDT time is a result of higher pressures
within the detonation tube that occur at higher frequencies, as shown
by Tucker [22]. The total time to detonation, sum of spark delay
(same for both), ignition time, and DDT time, is thus slightly less for
the 20 Hz case.

Figure 15 shows detonation distance for two firing frequencies.
The differences between the detonation distances are within the
measurement uncertainty for the entire temperature range. From ion
probe data (not shown) detonations occur at the downstream end of
the internal spiral for both frequencies. DDT often occurs at the end
of a tripping device, such as a spiral, due to the abrupt absence of such
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obstacle, as shown by Lee et al. [31]. In summary, increasing the
firing frequencywas found to have little effect on cycle performance.

C. Fuel Heating Value

Using the waste heat from PDE detonation tubes to preheat fuel to
supercritical temperatures is important not only for detonation
initiation. By regeneratively heating the fuel, the effective fuel
heating value is increased, which corresponds directly to an
improvement in specific fuel consumption (SFC). The significance
of this effect is evaluated in Fig. 16, which is a plot of the percent of
improvement in fuel heating value (over that of fuel at ambient
temperatures) as a function of fuel injection temperature. Preheating
the fuel to the supercritical temperatures results in a 2–3%
improvement in fuel heating value, which directly corresponds to an
SFC improvement of 2–3%. The percent of improvement in heating
value was calculated using the heat of vaporization and heat capacity
from the CRC Handbook of Aviation Fuel Properties [32]. The
highly linear property data were extrapolated to the temperature
limits shown in Fig. 15. This effective improvement in fuel heating
value and thus fuel efficiency can be applied to conventional gas
turbine engines using regenerative fuel cooling as well.

V. Conclusions

This research marked the first analysis of the effect of increasing
fuel injection temperature, up to 755 K, on key pulsed-detonation-
engine performance parameters, including ignition time, DDT time,
detonation distance, and detonation percentage. Six fuels were
examined, JP-8, JP-7, JP-10, JP-900, RP-1, and S-8. Ignition time
was found to be virtually independent of fuel injection temperature
for all fuels, except JP-8. JP-10 was found to detonate inconsistently,
compared to the other fuels. The DDT time of the other five fuels
demonstrated a nearly identical linear decrease of 15% over the
temperature range tested. The detonation distance for all fuels, other
than JP-10, linearly decreased down to a limit of spiral length with
increasing fuel injection temperature. The detonation percentage for
all fuels increased considerably with increasing fuel injection
temperature, with JP-7 and S-8 producing the most consistent
detonations. Based on this performance criterion, JP-8, JP-7, JP-900,
RP-1, and S-8 can all be used to fuel a PDEwith this configuration at
elevated fuel injection temperatures; however, the configuration
could be varied to aid in JP-10 detonation transition.

Increasing firing frequency from 15 to 20 Hzwas found to slightly
reduce the total time to detonation for a PDE. DDT time decreases
with higher firing frequency, due to the higher pressure in the
detonation tube, while ignition time and detonation distance are
relatively independent of firing frequency.
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Waste heat from a pulsed detonation engine (PDE) was extracted via concentric tube-
counter flow heat exchangers to produce supercritical pyrolytic conditions for JP-8 fuel.  
Offline analysis of liquid and vapor fuel samples obtained during steady state operation 
indicated fuel decomposition via typical pyrolytic reaction pathways.  The liquid analysis 
showed conversion of parent fuel components with formation of unsaturates (aromatics and 
alkenes) and smaller alkanes.  The gaseous products consisted of predominantly C1-C3 
alkanes and alkenes (> 50% of total vapor yield) with moderate amounts of hydrogen and 
C4-C6 alkanes and alkenes.  The components that were present in the stressed fuel samples 
were more detonable and could be linked to improved PDE performance; specifically 
shorter ignition time, shorter deflagration to detonation (DDT) time, and shorter DDT 
distance. 

Nomenclature 
Ecrit  = critical initiation energy 
FN  = flow number 

fuelm  = mass flow of fuel 

pfuel  = pressure of fuel 
λ  = detonation cell size 
ρcal  = density of calibration fluid  
ρ fuel  = density of fuel 
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I. Introduction 
P-8 is the predominate kerosene fuel currently 
used in the United States Air Force (USAF) 

and is of particular interest concerning military 
operation of a pulsed detonation engine (PDE).  A 
large challenge in using the PDE as a source of 
propulsion is the ignition and detonation of higher 
molecular weight straight-chain hydrocarbons.  It 
is well known that if a hydrocarbon fuel can be 
decomposed outside of the combustion chamber 
combustion efficiency can be improved1.  

Previous work2 conducted on a PDE with JP-8 preheated and 
cracked by detonation tube waste heat demonstrated 
performance benefits.  There were other notable positive effects 
on cycle performance parameters that are specifically important 
to PDE operation. 
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Figure 1. Characteristic two-dimensional detonation wave
structure2. 

J 

 
 

Figure 2. Plots of ignition time vs. equivalence
ratio (a), DDT time (b), and DDT distance (c)
versus fuel injection temperature2,12.

 The current research extended the investigation further into 
the oxygen-free thermal decomposition of JP-8 induced by PDE 
waste heat.  An apparatus was developed that allowed in-line 
sampling of stressed fuel during steady state PDE operation.  
This investigation sought quantitative evidence of thermal 
cracking in the fuel after passing through thrust tube heat 
exchangers and the composition of both liquid and gaseous 
products present prior to combustion. 

II. Background and Theory 
As a detonation wave propagates downstream, an 

interaction of several shock fronts form the characteristic 
structure shown in Fig. 12,3.  (For a detailed explanation of 
detonation wave structure the reader is referred to Fickett and 
Davis4.)  The detonation cell size (λ ), is a property inherent to 
each particular fuel.  Previous research5,6 has shown a direct 
relationship between detonation cell size and critical initiation 
energy ( Ecrit ). 

Ecrit = 3.375λ3       (1) 
Equation 1 indicates that a decrease in cell size correlates to 
improved detonability.  This relationship was validated by 
experimental research5,6,7,8,9 that showed strained hydrocarbons 
such as acetylene and ethylene were more detonable than high 
molecular weight hydrocarbons typically found in JP-8 and JP-
10.   

When JP-8 is heated to a sufficient temperature (>725 K), 
endothermic reactions known as thermal cracking occur2,10.  
During this process, thermal decomposition of high molecular 
weight hydrocarbons results in lower molecular weight 
aromatics, alkenes and alkanes11.  As these lower molecular 
weight hydrocarbons are formed, initiation energy decreases 
and substantial benefits are seen in PDE performance. 

Recent work2 showed that waste heat from a PDE can 
elevate JP-8 to endothermic temperatures with a subsequent 
beneficial influence on ignition time, deflagration-to-detonation 
transition time, and detonation distance.  Ignition time is 
defined as the time elapsed between ignition of the fuel at the 
closed end of a PDE tube and the commencement of 
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deflagration.  DDT then occurs and a detonation wave speed of approximately 1800 m/s is achieved corresponding 
to the upper Chapman-Jouget (C-J) speed.  DDT time is defined as the time duration for a deflagration wave to 
transition to a detonation wave.  The detonation distance is measured from the closed end of the PDE tube to the 
first point at which C-J speed is achieved. 

Previous work2,12 (Figures 2 a-c) shows the effect of endothermic fuel injection temperature on ignition time, 
DDT time, and DDT distance.  As the injection temperature is increased from 800 to 900 K, the ignition time 
decreases by nearly 20 percent.  While little impact was seen on DDT time in the endothermic temperature region, 
increased consistency of detonations occurred as evidenced by the decreased range of uncertainty shown in Fig. 2b.  
Figure 2c shows the decrease of DDT distance through the supercritical temperature regime. 

III. Experimental Setup and Instrumentation 
An experimental study was performed to investigate alteration of fuel composition at different pre-heat injection 

temperatures.  The research was performed in the Pulsed Detonation Research Facility (PDRF) at Wright Patterson 
AFB in Dayton, OH.  Detailed information about the facility has previously been published13.  Only setup 
information that is uniquely important to this effort is provided.  The major components of the PDE (schematic 
diagram shown in Fig. 4), will also be described. 
 
A. PDE Description and Phases 
 The PDE cycle, shown in Fig. 3, is 
segmented into three phases: fill, fire, and 
purge.  During fill, premixed fuel and air 
enters through intake valves to fill the tube 
volume to a pre-designated fraction (fill 
fraction).  For these experiments, the tube 
volume was completely filled (unity fill 
fraction).  
 The head and valve train from a 
General Motors Quad Four engine 
provided the fuel and air delivery.  Two 
detonation tubes of length 1.91 m were employed, each having a 1.22 m long Shchelkin-type spiral to facilitate 
DDT14.  Mounted on each tube was a concentric-tube counter flow heat exchanger to pre-heat the fuel, (further fuel 
heating details discussed later).  Air pre-heated to approximately 400 K was mixed with the heated fuel in a 
manifold upstream of the intake valves.  As shown in Fig. 3 an ignition delay was employed, that being the time 
between the start of the fill phase and the release of spark.  For this experimentation, an approximately 115 mJ spark 
was delivered to each of the thrust tubes with an ignition delay of 4-7 msec.  At the completion of the fire phase, 
purge air entered through the open exhaust valves to cool the detonation tubes and clear out exhaust gases.  During 
this purge phase, the air volume supplied was four-tenths of the total tube volume (purge fraction of 0.4). 

Figure 3. PDE cycle schematic with fire phase described in detail2.

 
B. Fuel Preparation and Delivery 
 The objective of the heating process was to increase the fuel temperature to a level that initiated thermal 
cracking.  Furthermore, the investigation was focused on changes in composition due to pyrolytic activity rather 
than changes from oxidation reactions caused by dissolved oxygen in the fuel1.  In order to reduce the amount of 
oxygen dissolved in the fuel to less than 1 ppm, oxygen-free nitrogen was sparged into the JP-8.  The method for 
this is reported in previous work15.  All of the fuel used for experimentation was sparged in this manner. 
 Before being delivered to the PDE, the sparged fuel was transferred to two bladder accumulators.  Nitrogen 
pressure supplied to the accumulators enabled the metering of fuel flow to the PDE.  Fuel pressure was maintained 
above the critical point (app. 340 psi) for the duration of testing to prevent boiling.  After passing through a mass 
flow meter, the pressurized fuel was delivered to the fuel heating system described next.  
  
C.  Fuel Heating System 
 The fuel heating system (FHS), previously reported2, consisted of two concentric tube heat exchangers fabricated 
from inconel, a single seven-micron particulate filter, instrumentation, and fuel injection peanut nozzles.   As shown 
in Figs. 4 and 5, the fuel entered the heat exchanger attached to thrust tube number one, flowing counter to the 
direction of detonation flow.  Fuel was subsequently transferred to the second heat exchanger attached to thrust tube 
number four maintaining a counter flow orientation.  To prevent clogging of the fuel injection nozzles, a seven-
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micron filter was inserted in the flow path to collect carbonaceous 
deposits formed during fuel stressing.  The heated and decomposed 
fuel was injected through the peanut nozzles into the manifold and 
mixed with the preheated air. 

Figure 4. Schematic diagram of PDE showing fuel heating system and sample collection system.  
 

 
D.  Sample Collection System 
 Samples of the stressed fuel were collected during steady state 
operation of the PDE.  A sample fuel flow was extracted from 
engine feed fuel flow through a nozzle inserted downstream of the 
seven-micron filter.  In this manner, the fuel flow rate was split and 
completely controlled by nozzle selection.  The relationship for 
flow number (FN) is given by the following equation16 

fuel cal

fuelfuel

m
FN

p
ρ
ρ

=
Δ

      (2) 

 
Figure 5. View of PDE showing thrust
tubes, concentric tube-in-tube heat
exchangers, and fuel flow direction.  

From this relationship, fuel mass flow ( fuelm ) is a function of 

nozzle flow number, square root of pressure drop (Δpfuel ) across 
nozzle, and square root of fuel density ( ρ fuel ).  Density of the fluid 
used to calibrate the nozzle (ρcal ) must also be included.  The 
density of the fuel was the same for both the peanut nozzles used 
for fuel injection and for the nozzle used for sample extraction.  The 
pressure drop across the sample and fuel injection nozzles was 
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equal (verified by use of transducer 
measurement), and therefore selection of nozzle 
flow number determined the fraction of mass 
flow extracted for sampling (approximately 10 
percent). 

Figure 6. Coiled stainless steel tubing immersed in chilled
water, used to cool fuel sample.  

 Upon expanding the sampled fuel through its 
nozzle, it was cooled to room temperature by 
flowing through a coiled 3/8 in. stainless steel 
tube immersed in chilled water as shown in Fig. 
6.  During normal operation (no sample storage) 
the cooled sample flow was redirected back into 
the main manifold through a remotely operated 
three-way valve.  This occurred while the PDE 
was allowed to run up to a steady state operating 
temperature.  When the system temperature 
stabilized  (either 811 K or 867 K), the three-
way valve was actuated to redirect the sample 
flow to the liquid and gas sample collection 
apparatus for a specified period of time. 
 Upon thermal cracking, the fuel will 
decompose into lower molecular weight 
products, including liquid and other components 
that are in gaseous phase at ambient conditions. 
The liquid portion was collected in a 500 ml 
Erlenmeyer flask while the gaseous portion was 
collected in a 1000 ml Swagelok stainless steel 
sample vessel.  The trap shown in Fig. 7 
directed both portions into the flask through an 
inner tube.  The outer tube enabled the gaseous 
products to flow further downstream to be 
collected in the stainless steel sample vessel.  

Figure 7. Liquid sample collection trap.  Erlenmeyer flask
collects liquid products; gaseous products flow to a downstream
stainless steel vessel through the outer tube.  
 

 
E. Analytical Measurements 
 Analyses of liquid and gas samples were 
performed post running (off-line).  Liquid 
samples were volumetrically quantified using a 
500 ml graduated cylinder.  Sample analysis 
was performed at Air Force Research 
Laboratory, fuels branch (AFRL/RZTG).  
Liquid samples were analyzed using an Agilent 
gas chromatograph/mass spectrometer (GC/MS) 
model 6890/5973.  Quantitative analysis of the 
gaseous samples was performed using an 
Agilent model 6890 gas chromatograph (GC) 
equipped with both flame ionization detector 
(GC/FID) and thermal conductivity detector 
(GC/TCD).  Gaseous hydrocarbon products 
were quantified via GC/FID while the hydrogen 
was quantified using GC/TCD.  Further details 
on the laboratory processes can be found in 
Ref.11. 
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IV. Results and Discussion 
Stressed gaseous and liquid fuel products were consistent with those produced via free radical thermal 

decomposition.  Figures 8a and b show composition of fuel as received and liquid products after heating, 
respectively.  The time scale refers to the chromatography sample retention time, not to experimental time scales.  A 
longer retention time corresponds to higher molecular weight components.  Chromatograph abundance signals were 
normalized by the maximum signal outputted to form the normalized signals shown in Figs. 8a and b.   Because of 
nozzle coking (discussed later) volumetric liquid-to-gas conversion was not determined and was not used as an 
indicator of pyrolytic stressing for this work.  However, gas chromatography performed on the liquid products 

 
 

 
Figure 8. Comparison of the GC/MS spectra of (a) the unreacted JP-8 and (b) the cracked JP-8
liquid products.  Notice the decrease of high molecular weight straight-chain alkanes and the
increase in aromatics and lower molecular weight species.  Average temperature of 867 K refers to the
average maximum temperature measured heat exchanger exit.  
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showed that high molecular weight hydrocarbons were decomposed while shorter-chain alkanes, aromatics and 
alkenes were formed, confirming that the fuel was cracked in the heat exchangers.  Overall, these results are 
consistent with free radical reaction chemistry observed during pyrolytic decomposition of long-chain hydrocarbons 
at intermediate temperature/high pressure for short reaction times11. Analysis of the gaseous sample indicated that 
principal gaseous components were C1-C3 alkanes (> 50%) (Table 1). 

Figure 8a shows that long straight-chain paraffins 
(C9-C15) are primary components in the JP-8 prior to 
heating with a molecular weight distribution spanning 
the C7-C18 hydrocarbons.   Figure 8b shows that after 
the fuel was reacted (heated and cracked), the 
abundance of C7-C18 hydrocarbons was dramatically 
reduced.  Additionally in Fig. 8b, there is a noticeably 
higher abundance of lower molecular weight alkanes, 
alkenes, and aromatics. 

Table 1 shows the primary products found in the 
gaseous samples when the average maximum of the 
fuel heat exchanger outlet was either 811 K (1000 0F) 
or 867 K (1100 0F).  The results show that the small 
temperature increase had minimal effect on hydrogen 
production (values on chart are an average of multiple 
samples).  It is evident that C1-C3 alkanes and alkenes 
make up the majority relative yield of gaseous sample 
products.  

Figure 9a shows the results of previous research5,6.  

Table 1. Primary Gaseous species obtained via
GC/FID and GC/TCD analysis. 
 

 
 

 

Figure 9. Critical initiation energy for various stoichiometric fuel/oxidizer mixtures (a) and those
same fuels that have been produced as a result of thermal cracking (b).  Notice the relationship of
initiation energy to the decreasing cell width of the fuel (b)5,6.  The species that are desired to decrease
initiation energy and cell size are present in the reacted fuel (b).  
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A comparison was made based on the initiation energy needed for selected stoichiometric fuel/oxidizer mixtures.  
Figure 9a shows that acetylene, hydrogen, and ethylene require a lesser initiation energy than that required for 
unstrained hydrocarbons.  Therefore, it is more desirable for these three species to be present in the gaseous 
products.  Figure 9b shows the amounts of these species that were present in the gaseous product samples.  While 
the desired fuels were present in the sample, the fuels that required higher initiation energies (methane, ethane, and 
propane) were also present.  

As mentioned earlier, volumetric liquid to gas conversion could not be quantified.  The method used to 
determine conversion required knowledge of liquid fuel mass flow entering the sample stream.  It was hypothesized 
that a ratio of nozzle flow numbers would allow determination of the volume of pre-heated liquid sample (see Eq. 
2).  It was later determined that carbonaceous deposits in the nozzles caused such a ratio based on flow number to be 
inaccurate.  For this reason, volumetric liquid to gas conversion has been omitted from the results.  Future work will 
investigate methods that enable determination of liquid to gas conversion. 

V. Conclusion 
Waste heat from a pulsed detonation engine (PDE) was extracted via concentric tube-counter flow heat 

exchangers to produce supercritical pyrolytic conditions for JP-8 fuel.  Analysis of online liquid and vapor fuel 
samples during steady state operation indicated thermal decomposition.  The liquid analysis showed conversion of 
high molecular weight fuel components and formation of aromatics, alkenes, and alkanes.  The gaseous products 
found in the analyzed vapor consisted of predominantly C1-C3 alkanes and alkenes (> 50% of total vapor volume) 
with moderate amounts of hydrogen and C4-C6 alkanes and alkenes.  The liquid and gas samples analyzed indicate 
that thermal cracking had occurred.  These results are consistent with previous research2 and lend insight to why 
ignition time, DDT time, and DDT distance all decrease when the cracked fuel is used for PDE operation.  This 
work has not been entirely conclusive in that wider ranges in temperature require further analysis.  Continued 
research in temperature effects as well as the volumetric liquid to gas conversion will bring more insight to help link 
PDE performance to pyrolytic reactivity.  Further analysis will investigate maximization of desired products that 
improve PDE performance while minimizing undesired carbonaceous deposits and gaseous components that yield 
detrimental results.   
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An experimental study is conducted to determine the requirements necessary to
successfully branch a detonation initiated in a primary detonation tube, through a crossover
tube and into a second detonation tube without the use of internal deflagration-to-detonation
transition hardware. Tail-to-head branching is conducted and a hydrogen sourced
detonation is seen to successfully sustain a diameter expansion ratio of 1:2. The head
pressure trace of a successful detonation transfer resulting in Chapman-Jouguet wave
speeds in the branch ignited tube is also reported.

Nomenclature
CJ = Chapman-Jouguet
f = engine cycle (cam shaft rotation) frequency
φ = equivalence ratio
λ = detonation cell size
DDT = deflagration to detonation transition
FF = fill fraction
PF = purge fraction
SD = spark delay

I. Introduction
pulsed detonation engine (PDE) is an unsteady propulsion device that operates a series of open-ended
detonation tubes on a continuous fill-fire-purge cycle. A design criteria vital to the eventual implementation of

the PDE as a viable propulsion source is the fire phase time. The previously realized scalability of the PDE directly
relates the engine frequency and resulting cycle time to the thrust produced1. The fire phase duration is limited by
both the time necessary for ignition and also that required for deflagration-to-detonation transition (DDT). The
concept of detonation branching is the act of physically splitting a detonation wave into various detonations (two in
this case), all of which maintain the defining qualities of the initial detonation. It has been shown that through
branched detonation, ignition times have been nearly eliminated2.

The PDE used in this research is housed at the Air Force Research Lab Pulsed Detonation Research Facility
located at Wright-Patterson AFB, Dayton, OH. The specifics of the research facility used including valving, timing,
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control, instrumentation and diagnostics are discussed in detail by Schauer et al.1. Only the differences present
between the current setup and that described by Schauer et al. will be mentioned where necessary.

The focus of this research is to determine the necessary conditions required to successfully sustain a detonation
from initiation in one detonation tube, through a tail-to-head crossover tube and into a secondary detonation tube.
This is to be performed without the aid of any DDT hardware in the secondary tube as the detonation will be seen to
successfully transition from its initiation in the primary thrust tube. This is a preliminary study and as such, gaseous
hydrogen is the fuel used throughout.

It is well known that in order for a detonation wave to propagate from a circular tube into an unconfined space of
similar mixture, that the tube must be sized such that its diameter is at least 13 times the detonation cell size (λ)3.
This value is greatly reduced when the expansion occurs into a restricted tube similar in geometry but larger in size.
Study has shown that detonations are capable of propagating across certain expansion diameter ratios below some
limit.4 It is, in part, this capability of the shock to stay coupled with the reaction zone through a confined expansion
that enables direct initiation by detonation branching.

II. Experimental Setup
Hardware for the project consisted principally of 2 in. (nominal) primary and secondary detonation tubes, a 1 in.

crossover tube, and the mating hardware. The crossover tube was introduced to the secondary detonation tube
approximately 2.5 in. downstream of the closed end (head) in a fashion that forced the flow to make two sharp 90
degree turns into the secondary tube. The schematic displayed in Fig. 1 illustrates the general layout as well as the
various ion probe locations. It should be noted now that the wave speeds reported throughout are the average wave
speeds of the midpoint between two ion probes and as such are reported at the midpoint location. The ion probes
(and similarly the wave speeds reported later) are located based on their downstream distance from the head of the
primary detonation tube and are recorded in Table 1.

Numerous parameters were held constant for the data presented in the results
section below. Those varied, including ion probe locations used, are contained in
the conditions matrix of Table 2. Unless otherwise noted, the following variables were held constant over the course
of runs which the data presented represents. The equivalence ratio (φ) was held constant at the stoichiometric value
in order to reduce the detonation cell size (λ) and to aid in the branched detonation pick-up success rate. The fill

Table 1. Distance of ion
probes from the head of
the primary detonation
tube.

Figure 1. Schematic of test setup with approximate locations of ion
probes.

Table 2. Conditions matrix for individual test runs. 
Run

Number
Equivalence

Ratio (φ)
Ion Probe

Location Number
Primary Tube

Reducer
Secondary Tube

Reducer

1 1 1 - 8 Y N

2 1 1, 2, 7 - 12 Y N

3 1 1, 2, 7 - 12 Y Y

4 0.9 1, 2, 7 - 12 Y Y

Ion Probe
Location
Number

Distance from
Head 1
(inches)

1 35
2 42
3 42
4 51
5 57
6 67.25
7 72
8 78
9 92
10 95
11 98
12 105.25
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fraction (FF) and purge fraction (PF) were held constant
at 1.5 and 0.7 respectively. These are ratios of either fill
or purge air introduced during the time the respective
valve is open, to the total volume of the tube. The over-
fill (FF > 1) was used to ensure complete filling of the
crossover tube. A similar relative increase in the PF over
a non-crossover setup was also used. The engine
frequency (f) was held at a constant 10 Hz for all runs.

The spark delay (SD) is the time allotted between the
fill valve closure and the spark deposition in the primary
detonation tube. In order to prevent backfiring into
either the purge or fill manifolds, a SD was selected such
that the spark was not deposited until the fill valve had
also closed in the secondary tube. The two cylinders
chosen are next to each other in the engine firing order,
thereby allowing the detonation from the primary tube to
act as the ignition source for the secondary tube. The
firing order of the research PDE is 1-3-4-2; so, as
illustrated in Fig. 1, tube 1 was the primary and tube 3
the secondary. The SD is directly related to the engine
frequencies (f) of which various values are tabulated and
displayed in Table 3. 

Data were collected in runs with durations of one-
half second. At the 10 Hz engine frequency and a data
collection rate of one MHz, each run resulted in the
capture of three to four complete detonation cycles.
Each data point in the following wave speed plots is
indicative of the happenings at a given tube location for
a single cycle.

III. Results

A. Consistent CJ Wave Speeds through the Crossover Tube
It has been shown that detonation branching is more

successful when the branching occurs in the presence of
an overdriven detonation2, meaning that the wave speed is
greater than the steady state CJ wave speed. At the
conclusion of the DDT event, the detonation is commonly
in an overdriven state. The CJ wave speed for the
stoichiometric hydrogen-air mixture used throughout this
research is known to be approximately 1971 m/s5. By
varying the location of the Shchelkin-type spiral used to
initiate the primary detonation, the DDT event was moved
downstream such that the overdriven wave speed region
spanned the crossover tube pickup location. This is
indicated in Fig. 2 where the average pickup wave speed
was 2394 m/s, approximately 21% greater than the CJ
speed. The strategic placement of the DDT event along
with an un-quantified tube pressure increase resulting
from a 25% reduction in tail-end diameter through the use
of a restrictor aided in this overdriven condition.

The present data acquisition system is capable of
obtaining twelve channels of data simultaneously. Head
pressures in both tubes and the spark (deposited in the
primary detonation tube only) were recorded for every
run. This limited the number of channels for ion probes

Table 3. Various spark delays shown vs. engine
frequency; parameters used highlighted.

Frequency
(Hz)

Time/Cycle
(ms)

Time/Phase
(ms)

Spark Delay
(ms)

2 500.000 166.667 125.0

4 250.000 83.333 62.5

6 166.667 55.556 41.7

8 125.000 41.667 31.3

10 100.000 33.333 25.0

12 83.333 27.778 20.8

14 71.429 23.810 17.9

16 62.500 20.833 15.6

18 55.556 18.519 13.9

20 50.000 16.667 12.5

22 45.455 15.152 11.4

24 41.667 13.889 10.4

26 38.462 12.821 9.6

28 35.714 11.905 8.9

30 33.333 11.111 8.3
32 31.250 10.417 7.8
34 29.412 9.804 7.4
36 27.778 9.259 6.9
38 26.316 8.772 6.6
40 25.000 8.333 6.3
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Figure 2. Run 1 wave speeds along the length of the
crossover tube as a function of distance from the
head of the primary detonation tube.
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to a maximum of nine. Also for every run, the pickup wave speed was recorded to ensure that the overdriven case
was obtained, leaving seven channels for additional ion probes. The pickup wave speed is that obtained from ion
probe measurements at probe locations one and two, where the crossover tube and primary detonation tube meet.
As such, the first portion of the experiment was limited to data acquisition from only the pickup location and along
the crossover tube. These data were used to determine the nature of the detonations produced and also those
captured in the cross-over tube by detonation branching. Note that the red dashed lines in Fig. 2 and subsequent
plots indicate the span of the crossover tube.

The current engine parameters in conjunction with the primary tube restrictor produced consistently strong
detonations both at the pickup location and also through the crossover tube. The wave speed throughout the
crossover tube was slightly lower than the pickup speed averaging 2093 m/s. The lowest average wave speed
recorded for a single location along the crossover tube was 1962 m/s; less than the one-half percent away from the
CJ speed mentioned previously. Physical limitations of the test setup prohibited collecting wave speed
measurements closer to the delivery end of the crossover. With the belief that strong detonations were present
throughout the length of the tube, the focus of wave speed measurements was moved to the secondary detonation
tube.

B. Focus of Wave Speed Measurements in the Secondary Thrust Tube
The data presented in Fig. 3 results from moving the ion probes at locations three through six in the crossover

tube to locations nine through twelve in the secondary detonation tube. No other changes in the setup were made
concerning the physical geometry or the engine parameters. Also as before, the primary detonation tube was
equipped with a restrictor resulting in a 25% tail-end reduction in diameter. As mentioned, this caused an un-
quantified pressure rise in the primary detonation tube and further aided in successful detonation branching to the
cross-over tube. Again consistently overdriven detonations are seen at the pickup location with average wave
speeds of 2255 m/s. Conditions near the delivery end of the crossover tube were also similar to those observed in

Fig. 2 with wave speeds averaging 2042 m/s. The low and negative wave speeds observed in the secondary tube (to
the right of the second red line) are caused by weak ion probe drops and indicate a possible decoupling of the shock
and combustion front upon expansion into the secondary thrust tube. Three sets of data were collected with this
setup, during which eleven detonation traces were recorded.

The wave speeds observed in the secondary detonation tube with no restrictors present (not shown) were poor,
as were the results shown in Fig. 3 with only the primary tube tail-end diameter reduced. This led to the inspiration
of placing restrictors on both the primary and secondary detonation tubes. The 25% reduction in tail-end diameter to
the second tube was the only change from the previous setup of Run 2; all other variables were maintained. This
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Figure 3. Run 2 pick-up, crossover, and second tube
wave speeds shown as a function of distance from
the head of the primary detonation tube.
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resulted in the first successful detonations seen to travel from initiation, through the crossover tube and transition
into the secondary thrust tube without the necessity of DDT hardware in the secondary tube. Fig. 4 displays the data
recorded during run three consisting of nineteen traces; twelve traces in which the final measured wave speeds were
1800 m/s (91% of the CJ value) or greater.

Just downstream of the crossover at the 93.5 in. axial location, it appears that the detonation is initially slowing
to ~1000 m/s which is consistent with a shock/combustion decoupling. The broad range of wave speeds at the next
axial measurement location possibly indicates a re-initiation event for some percentage of the cycles. At the final
wave speed measurement location of ~102 in., the individual traces appear to have separated into re-initiated
detonations with wave speeds greater than 1800 m/s or failed detonations with speeds below 1000 m/s. The average
wave speed at pick-up for the data present in Fig. 4 is 2382 m/s and the final most downstream wave speed
including all values displayed averaged 1535 m/s.

There is concern pertaining to the wave speed measurements in the crossover tube circled in Fig. 4. While the
pick-up wave speeds exhibit the same overdriven tendency presented in Fig. 2 and Fig. 3, all the wave speeds at the
75” location and approximately half of those at the 85” location are either negative or very near zero. There is no
direct correlation between these low wave speed measurements and the ultimate success or failure of the detonation
in the secondary tube (as will be evident in Fig. 5), indicating that the low wave speeds recorded do not signify a
complete failure of the detonation in this case.

An examination of the individual detonation traces shows that near zero and negative wave speeds resulted from
weak ion probe readings. The final wave speed measured in the crossover tube (shown at the 75” mark) is a product
of two ion probe measurements: one at 72 in. from head one and the other at 78 in., locations 7 and 8 from Fig. 1
respectively. If the probe at the 72 in. location experiences a weak voltage drop, the program used to determine
wave speeds will not be able to properly calculate the wave speed shown at the 75 in. location. If the ion probe at
the 78 in. mark records a weak drop, then the wave speeds shown at both the 75 in. and 85 in. locations will be
improperly calculated for the same reason. These weak ion probe readings are possibly due to a lower rate of ions
being produced by the combustion process, as would be the case in a deflagration rather than detonation combustion.

Oran et al.6 have demonstrated the presence of un-reacted gas pockets in discrete locations behind a marginal
detonation wave. In this case, the crossover tube diameter is small enough that the detonation wave can be classified
as marginal, and it is theorized that the low/negative wave speeds resulted from relatively slow ion formations due to
deflagration occurring within these un-reacted gas pockets.

A sort was conducted from the data presented in Fig. 4 to show only those runs with a final wave speed in the
secondary tube (between locations eleven and twelve) greater than 1800 m/s; the result is Fig. 5. The successful
unaided detonation transition occurred only when both thrust tubes had a tail-end diameter reduction of 25% due to
the presence of the restrictors. This figure confirms the belief that the low and negative wave speeds recorded near
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Figure 4. Run 3 CJ wave speeds seen in secondary
detonation tube are indicative of successful
detonation transitions. 

See Discussion
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the end of the crossover tube do not directly relate to the downstream wave speeds. The pickup detonations
presented here are again overdriven to an average of 2382 m/s while the final wave speeds measured in the second
tube are 1915 m/s, very nearly the recognized CJ speed.

C. Head Pressure Analysis of Branched Detonations
The head pressure traces of successful direct initiations due to branched detonations were next analyzed. Fig. 6

shows the secondary tube head pressure as a function of the nondimensional time; the Chapman-Jouguet time (tCJ) is
defined as the tube length divided by the CJ wave speed. A plot of the wave speeds corresponding to the head
pressure trace of Fig. 6 (a) are included in Fig. 6 (b). The pickup wave speed recorded in Fig. 6 (b) is well
overdriven at 2577 m/s.

The plateau magnitude displayed in Fig. 6 (a) is well below that of a typical detonation wave. This discrepancy
is believed to be a calibration shift due to probe heating7. This effect was partially alleviated by the application of a
layer of silicon-based sealant to protect the pressure transducers. It is believed that the relative pressures indicated
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Figure 5. Traces from Run 3 with final wave speeds
in the second tube greater than 1800 m/s.
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(a) (b)
Figure 6. Run 3: (a) Secondary head pressure trace as a function of nondimensional time and (b) the
responsible accompanying wave speed trace for a successful direct initiation through tail-to-head branch
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in the head pressure traces are accurate but are not absolute pressures. Although quantitatively inaccurate, the
pressure transducers are believed to produce a good quantitative indication of the pressure in the head during a
detonation arrival.

The head pressure trace of Fig. 6 (a) exhibits most characteristics of a direct detonation initiation: a brief spike in
pressure, an elevated pressure plateau while the detonation wave travels the length of the tube and reflects back as
an expansion wave, and a blow down. There are a couple distinctive yet important differences that must be noted.
First is the slight decrease in the plateau pressure at t/tCJ ~ 3. This decrease is believed to be indicative of a partial
blow down through the crossover tube, resulting from an expansion that follows the detonation wave through the
crossover tube at approximately half of the CJ wave speed. The second feature of notable interest is the pressure
spike immediately prior to the blow down. This is believed to be a result of the restrictor present on the tail-end of
the secondary detonation tube. As the detonation wave reaches the end of the tube, it encounters a decrease in
diameter and it is perceived that the wave is reflected back partially as a compression wave from the solid surface of
the reducer and also as an expansion from the interface with the atmospheric air at the opening of the tube. Arriving
back at the head of the secondary tube, the alleged compression wave followed closely by the expansion wave is
seen through the pressure transducer as a brief pressure rise followed by blow down.

Fig. 7 is a head pressure trace and corresponding wave speed trace similar to Fig. 6 only in this case, the
detonation wave appears to initially decouple upon emergence from the crossover tube as indicated by the low wave
speeds measured at the 93.5 in. and 96.5 in. locations, then reinitiate downstream. This was the only run conducted
at an equivalence ratio of 0.9. The pressure plateau is at a lower value than the direct initiation case of Fig. 6 and
exhibits considerable variation. At t/tCJ ~ 2.5 the pressure rapidly increases, likely indicating a retonation wave from
the re-initiation event. This is followed by a pressure decrease believably corresponding to expansion through the
crossover tube, as discussed in reference to Fig. 6. The similarly alleged compression/expansion waves traveling
back towards the head are believed to result in a similar increase in pressure just prior to blow down. The delay in
arrival (when compared to Fig. 6 (a)) is likely due to the additional time required for the re-initiation event.

The wave speed traces for the two figures may indicate the importance of the pickup detonation wave speed to
the ultimate success of the detonation propagating into the secondary thrust tube. For the purpose of comparison
with Fig. 6, the pickup wave speed recorded for the data in Fig. 7 is below that of the CJ value at 1833 m/s.
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Figure 7. Run 4: (a) Secondary detonation tube head pressure trace as a function of nondimensional time
and (b) the responsible accompanying wave speed trace for a tail-to-head branch detonation failure/re-
initiation event.

1456



American Institute of Aeronautics and Astronautics
092407

8

IV. Conclusion

A. Conclusion
Ensuring successful detonation branching and sustaining the detonation throughout the entire crossover tube was

the initial focus of this effort. This was necessary to ensure that strong detonations were presented to the junction of
the crossover and the secondary tube where the detonation failure was most likely. Minor changes were made to the
test setup (i.e. the 25% reduction in tail-end diameter) in order to obtain CJ or greater wave speeds in the secondary
thrust tube. These wave speeds, indicate a successful detonation initiation in the secondary tube, and were obtained
without the employment of internal DDT hardware (Shchelkin-like spirals).

Qualitative pressure traces were also presented, one which is indicative of a detonation hitting the head of the
secondary detonation tube. A qualitative analysis of the pressure traces shows a characteristic direct detonation
initiation in some cases and a decoupling/re-initiation in others; both exhibit some hardware-specific artifacts.

B. Recommendations for Future Work
In order to better understand the method in which the crossover tube is filled and purged, a pressure analysis is to

be conducted. Focus will also be placed on success with more commercially accepted fuels (i.e. AV Gas, JP-8, etc.).
Coupled with the alternate fuel work, the internal geometry at the point of union between the crossover and the
secondary detonation tube will also be a focal point of future work. The concept of shock reflections has been seen
to be advantageous in the formation of a detonation8 and as such could be employed at this connection to aid in
either maintaining the coupling of the shock and combustion front or by reinitiating a new detonation altogether.
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A one-dimensional analysis was developed for sizing of a continuous branching pulsed
detonation engine (PDE). Length of the crossover tubes was found to depend on the
number of thrust tubes in the engine and total engine cycle time for a given fuel/air mixture.
The natural engine operating frequency was then inversely proportional to thrust tube
length. Minimal crossover tube length was desirable, in order to reduce difficulties with
detonation transmission and other inefficiencies associated with long crossover tubes. Proof
of concept experimentation was performed on a pair of thrust tubes connected at the tail end
by a perpendicular crossover tube. Transient variations in wavespeed were observed as the
engine temperature increased, but under the right conditions, consistent detonation
transmission was observed. A continuous branching PDE design is demonstrated, with short
crossover tubes and alternating tail-tail and head-head detonation transmission.

Nomenclature
CJ = Chapman-Jouguet
DDT = deflagration to detonation transition
f = frequency
fbranch_cycle = the frequency of detonation travel through all tubes, arriving back at the first tube
fengine_cycle = the frequency of the fill-fire-purge cycle
ff = fill fraction
L = length of the entire thrust tube
Lx = length of crossover tube
L1x = length traveled in the thrust tube between detonation initiation and crossover tube pickup
L1-2 = path length of detonation in a single tube/crossover combination (L1x + Lx)
ms = milliseconds
n = number of tubes
PDE = pulsed detonation engine
PDRF = Pulsed Detonation Research Facility, Air Force Research Laboratory, Wright-Patterson AFB, OH
pf = purge fraction
t = time
tCJ = Chapman-Jouguet time, the time for a detonation wave to travel tube length at VCJ

tengine_cycle = time required for fill-fire-purge
tfill = time for fill phase
tfire = time for fire phase
tpurge = time for purge phase
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t1-2 = time for detonation wave travel through tube 1 and arriving at tube 2 via crossover
VCJ = Chapman-Jouguet velocity, the nominal detonation wave speed
Vfill = the average 1-D velocity of gases in the fill phase
τ = non-dimensional time

I. Introduction

ow-energy spark ignition of a pulsed detonation engine (PDE) incurs a time penalty for deflagration to
detonation transition (DDT), decreasing the maximum cycle frequency and thus limiting thrust produced. At

present, research PDEs typically use spiral or other obstacle devices to accelerate DDT,1 but such obstacles further
decrease thrust.1-3 Direct initiation of detonation avoids the need for DDT obstacles and thus reduces drag in the
PDE. Direct initiation also allows higher thrust levels by enabling faster engine operating frequencies, but the
energy equivalent of a gram or more of high explosive is required to detonate the most sensitive hydrogen-air
mixtures, and at least an order of magnitude more energy is required to directly initiate detonation in hydrocarbon
fuels.4 One device used to achieve high energy for direct initiation is a pre-detonator. A pre-detonator uses a
conventional spark to ignite a highly sensitive mixture in a small tube, transitions to detonation by means of
obstacles, and the resulting detonation wave ignites the larger thrust tube. The major disadvantage of a pre-
detonator is the need for oxygen enrichment, with associated cryogenic or high-pressure storage and delivery
systems.5 Detonation branching is an alternative to a pre-detonator and has been shown to deliver sufficient energy
to directly initiate detonation in a hydrogen-air mixture,6 while avoiding the need for a supply of pressurized
oxygen.

This paper describes an analytical method for sizing a PDE that uses detonation branching as the ignition source
for each of its thrust tubes. In such an engine, a detonation wave would continuously propagate from one tube to the
next until arriving back at the first tube and repeating the process, and is thus termed a continuous branching PDE.
In addition, a tail-tail detonation branching experiment was conducted as a stepping stone to a continuous branching
PDE, and preliminary results are presented herein.

II. Modeling

Detonation branching is an ignition method that transmits the energy of an existing detonation through a
crossover tube to a second thrust tube, providing a high-energy ignition pulse. Fig. 1 is a generalized representation
of two PDE thrust tubes connected by a crossover tube for detonation branching. Various researchers at the PDRF
have demonstrated detonation branching between two tubes in hydrogen/air6, 7 and hydrocarbon/air8, 9 mixtures. The
crossover tube (Lx) in each of these experiments was sized arbitrarily and was aspirated as a part of the fill cycle of
the engine, with fill fraction increased to compensate for the additional volume. In all cases, spark deposition in the
first tube was delayed to allow the fill valves on the second tube to close before the arrival of the ignition pulse from
the crossover tube.

In a continuous branching PDE the detonation branching concept is expanded to an array of tubes, each ignited
by a detonation pulse from the previous tube in sequence. The last tube ignites the first tube, and the process repeats
in a continuous fashion. Because ignition results from the branching process, the timing of a continuous branching
PDE is dependent on detonation wave travel speeds and the lengths of the tubes in addition to the timing
requirements of the fill-fire-purge PDE cycle. This means that the lengths of primary and crossover tubes, the
number of tubes, the detonation properties of the fuel-air mixture, and the desired engine operating frequency are
interrelated design elements and so a successful design approach requires consideration of these relationships.

L
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Fig. 1. Generalized sketch of two thrust tubes joined by a tail-head crossover tube. Arrows indicate the direction of
travel of the detonation wave

Simplifying assumptions included one-dimensional detonations proceeding at the Chapman-Jouguet detonation
velocity (VCJ) for a stoichiometric fuel/air mixture through tubes at an initial pressure of 1 atm. Detonations were
assumed to be directly initiated by the crossover tubes with no need for obstacles or other DDT devices. The first
tube in sequence was also assumed to be directly initiated, which would require a pre-detonator or other high-energy
ignition device to start the engine. Finally, all thrust tubes were assumed to be equal length, all crossover tubes were
also assumed equal in length, and the crossover pickup location (L1x) was assumed to be the same for all tubes. For
the purposes of the model that follows, Fig. 1 is a generalized representation of two adjacent tubes in the larger array
of a continuous branching PDE.

A. Analytical Model

In a continuous branching PDE, the fill-fire-purge engine cycle must be matched to the rate of detonation
branching for the engine to operate. The fill-fire-purge engine cycle repeats at the engine cycle frequency, while
simultaneously detonations are branched from the first tube to the next tube in sequence, cycling through all the
detonation tubes in the engine and arriving back at the first tube at the same frequency as the engine cycle. That is:

cyclebranchcycleengine ff __ = (1)

Conversely, the period (time elapsed) of engine cycle and branch detonation cycle must match,

21_ −= ntt cycleengine (2) 

 
where, n is the number of tubes in the engine and t1-2 is the time elapsed from detonation initiation in one tube to
initiation in the next tube. Engine cycle time is the sum of fill time, fire time and purge time for any one thrust tube.
Wave travel time (tCJ) is the time it takes a detonation to travel the length of the tube (L) at VCJ. Fire time is non-
dimensionalized using the tCJ as the characteristic time,

CJ

fire
fire t

t
=τ (3) 

 
Fill time can also be expressed in terms of tCJ:

Tube 1

Tube 2

L

L1x

Lx
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where ff is the fill fraction (filled volume/total volume) and Vfill is the 1-D average velocity across the tube while
filling. For the purposes of this model, a fill fraction of 1.0 is considered nominal, and a lesser fill fraction indicates
that the time for the fill phase has been decreased. Similarly, purge time is
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where pf is purge fraction. The total engine cycle time can then be expressed as
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The time for a detonation to travel from the location of detonation initiation in one tube to the location of
detonation initiation in another via a crossover tube can be modeled as a simple function of the path length and VCJ.
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The lengths L, L1x and Lx are the thrust tube length, the crossover tube pickup, and the crossover tube length,

respectively, as shown in Fig. 1. By the frequency match condition (Eq. 2), 
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From Eq 8 the path length of the branched detonation can be calculated,
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The engine frequency is the inverse of the period (Eq. 8), given as
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where fcycle is either the engine cycle frequency or the branch cycle frequency, as the two are the same.
From the left hand side Eq. 10 it can be seen that for a given fuel/oxidizer combination (fixes VCJ), the cycle

frequency is determined solely as a function of L, the thrust tube length (recall that tCJ = L/VCJ). Another interesting
result of Eq. 9 is that the branched detonation path length L1x + Lx increases linearly with the length of the thrust
tubes and is inversely proportional to the number of thrust tubes.

Application of the above equations requires an estimate of the time required for each phase of the engine cycle.
Table 1 lists some possible phase times and the resulting total engine cycle times. The first row of the table is
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intended to represent a currently achievable engine cycle time. The last row is intended to represent a desired
engine cycle time, although perhaps not achievable at present. The second and third rows of the table have the same
engine cycle time but the duration of fire and purge phases are different, illustrating two different paths to the same
overall cycle frequency.

Throughout Table 1 a fill phase of 10 tCJ is used, corresponding to a 1-D filling velocity of approximately M =
0.57. This is perhaps an optimistic estimation of the minimum time requirement to fill the tube, but will suffice for
the present discussion. The first row of Table 1 assumes equal phase times for fill, fire and purge. There is no
requirement for equal phases, and a high-frequency PDE will probably not have equal phase times. Purge fraction
(i.e. purge time) can be less than the fill fraction because the tube need not be filled completely to buffer between
high temperature exhaust products and fresh reactants. In the final row, the purge phase time is reduced to zero,
suggesting the optimal case.

Table 1. Engine Cycle Times Broken Down by Phase
Engine Phase Times

(t/tCJ)
Total Engine Cycle Time

(t/tCJ)
Fill Fire Purge
10 10 10 30
10 8 5 23
10 10 3 23
10 6 0 16

Fire phase duration will also be shorter than the fill phase, as detonation time scales are much shorter than those
of fill and purge. Research10, 11 suggests that the maximum impulse for a single cycle of the engine will be obtained
when the fire phase is between 8-10 tCJ. Fig. 2 is the head pressure trace of a directly initiated detonation,
normalized to tCJ. Impulse is the area underneath the head pressure trace, and maximum impulse in Fig. 2
corresponds to the pressure dropping below atmospheric pressure at approximately 9 tCJ. The majority of impulse is
obtained during the pressure plateau, which typically lasts approximately 3.5 tCJ.

12, 13 While interrupting the
blowdown process at slightly elevated pressure will to some extent decrease the thrust produced by a single firing,
the resulting increase in engine frequency should more than offset the loss. For example, if a 10 tCJ fire phase is
decreased by 20 percent (2 tCJ), the rate of detonations (and hence the thrust) will increase by 7.1 percent assuming
initially equal phase times. The loss of impulse by truncating the fire phase 2 tCJ will be insignificant by
comparison, as the area under that portion of the head pressure trace (Fig. 2) is very small. Based on this
justification, the fire phase is reduced to 8 tCJ in the second row of Table 1, and further reduced to 6 tCJ in the final
row.
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Fig. 2. Head pressure in a directly initiated detonation tube, from an experiment performed at the PDRF.14
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B. Results of Modeling

The lines in Fig. 3 were found by solving Eq. 9 for Lx/L. Each line represents a family of continuous branching
PDE designs that scale in size by tube length (L) and in operating frequency by tCJ (itself a function of tube length
and fuel properties). The dashed lines indicate the crossover tube pickup location is at the midpoint of the thrust
tube (L1x = 0.5 L in Fig. 1) and the solid lines represent a pickup location at the end of the thrust tube (L1x = L).
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Fig. 3. Effect of number of thrust tubes and engine cycle time on crossover tube length. Solid lines indicate
crossover tube pickup location at the tail and dashed lines indicate pickup at the midpoint of the thrust tube.

Generally speaking, shorter Lx is desirable in continuous branching PDE design, and the most likely designs
have crossover tubes that are shorter than L. At high frequency, the time required to fill and purge the thrust tubes is
likely to be a limiting factor, and filling crossover tubes that are longer than L will almost certainly prove
problematic. Additionally a short crossover tube is more likely to successfully transmit a detonation from one tube
to another. Finally, crossover tubes with high volume also increase specific fuel consumption since fuel burned in
the crossover tube does not contribute to thrust produced by the engine.

Moving the crossover pickup location to the tail of the tube rather than the midpoint decreases Lx by precisely
0.5 L, seen in the parallel dash-solid line pairs of Fig. 3. Because the detonation is required to travel 0.5 L farther in
the thrust tube, that much less crossover length is required to comply with the frequency matching condition. The
most likely reality is a pickup location somewhere between the midpoint and the end of the thrust tube, so each
dash-solid line pair can be viewed as upper and lower bounds of crossover tube length.

The uppermost pair of lines represents engine designs with 4 thrust tubes. Assuming 3 equal cycle phases of 10
tCJ each, the engine would have crossover tubes 7 times the length of the thrust tubes, which is clearly an
unacceptable CDBE design. Two significant methods of reducing Lx are apparent by examination of Fig. 3;
decreasing engine cycle time and increasing the number of thrust tubes. Engine cycle time can and should be
reduced, but as shown in Table 1, cycle time can only be reduced to a lower limit of approximately 16 tCJ.
Returning to Fig. 3, the only way to stay within a design space of t/tCJ > 16 and Lx/L < 1 is increasing the number of
thrust tubes to 16 or more. Interestingly, as the number of tubes is increased, the slope of the line decreases,
meaning that Lx is less sensitive to overall cycle time.

A 16-tube engine with a 16 tCJ cycle time and L1x = L is observed to have a design Lx of zero. This raises an
interesting question, namely, how to physically construct a crossover of zero length. Further, any Lx less than L will
not reach tail-head as shown in Fig. 1. Lx can be increased from zero by moving L1x away from the tail of the tube,
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resulting in enough length to at least bridge the perpendicular gap between adjacent tubes, but will not reach tail-
head. Reducing Lx to lengths significantly less than L requires successive tail-head crossovers to be replaced with
alternating tail-tail and head-head crossovers.

It has been shown (computationally) that igniting a detonation from the tail end of the tube does not significantly
affect the impulse compared to a head-ignited tube.12 Prior to the current work, however, tail-initiated detonations
had not been demonstrated in a continuously operated PDE. An experiment was conducted to determine the
feasibility of operating a short crossover between the tail ends of two tubes, and preliminary results of the
experiment are given in the next section of this paper.

Table 2 takes selected engine cycles from Fig. 3 and, using Eq. 6, restores the physical dimensions to examine
the effect of fuel choice, tube length and cycle times. Three engine cycles are considered: a 30 tCJ engine cycle, a 23
tCJ cycle, and a 16 tCJ cycle.

Table 2. Selected Cycle Frequency Calculations

Tube Length (m) Cycle Time (t/tCJ) tCJ (ms) Cycle Frequency (Hz)

Stoichiometric H2/air VCJ = 1971 m/s
30 65.7
23 85.71.0
16

0.51
123.2

30 131.4
23 171.40.5
16

0.25
246.4

Stoichiometric C2H4/air VCJ = 1824 m/s
30 60.8
23 79.31.0
16

0.55
114.0

30 121.6
23 158.60.5
16

0.27
228.0

Note that engine operation frequency changes with cycle time (which is obvious), and that, for a given fuel,
halving the tube length corresponds to a doubling in the engine cycle frequency. Cycle frequency of a continuous
branching PDE, then, is observed to be inversely proportional to tube length. From a design perspective, the cycle
frequency will be limited by the time requirements of the phases of the engine cycle. The maximum achievable
engine cycle rate can be matched in a continuous branching PDE simply by selecting the appropriate tube length.
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III. Experiment

In the previous section, it was shown that short crossover tube lengths are achievable by increasing the number
of thrust tubes and by decreasing the cycle time relative to detonation wave travel time. The implication of
crossover tubes that are a small fraction of thrust tube length is that a crossover will no longer be able to reach from
the tail end or even the midpoint of a thrust tube to the head end of a subsequent tube (as shown in Fig. 1), but will
be just long enough for a perpendicular connection between adjacent tubes (see Fig. 4). Prior to the current work, it
had not been shown experimentally that it is possible to ignite a detonation in the tail end of a tube using detonation
branching, nor had tail-end detonation initiation been demonstrated on a continuously-operated PDE. An
experiment was conducted using the hardware described earlier, to prove this concept as a milestone in the
development of a continuous branching PDE. Preliminary results of this experiment are presented here.

A. Facility

The experiments were carried out in the AFRL pulsed detonation research facility (PDRF) at Wright-Patterson
AFB, Ohio. This facility has previously been described in detail,15

and only elements important to the current experiments are presented
herein.

The research PDE at the PDRF utilizes a General Motors Quad-4
automotive engine head, visible at the top of Fig. 4. The engine cycle
is divided into three equal phases, termed fill, fire and purge. During
the fill phase, the engine intake valves open, allowing fuel and air
mixture to enter the detonation tube. The fire phase begins when the
fill valves close, allowing a confined combustion event isolated from
the upstream manifold. The termination of the fire phase is indicated
by the opening of the exhaust valves, purging the detonation tube with
air.

The firing order of the engine is 1-3-4-2, with head ports
numbered consecutively from left to right in Fig. 4. Ball valves in the
intake and purge supply allow independent selection of only the
desired tubes.

Two detonation tubes were used for the current experiment,
mounted on head ports 1 and 3. Each detonation tube had an internal
diameter of 53 mm (2.1 in) and a length of 1092 mm (43 in). The
distance between the center lines of the two tubes was 200 mm (7.9
in.). The crossover tube was located 953 mm (37.5 in) from the head
of the tubes.

Ion and pressure probes were placed at intervals along the length
of tube 3 to measure the time of arrival of the detonation wave.
Average detonation wavespeeds were calculated from the arrival
times.

Fig. 4. Two-tube experimental
configuration with crossover at the tail
end
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B. Tail-tail Crossover Experiment

The detonation tubes were filled with a stoichiometric hydrogen/air mixture at a cycle frequency of 10 Hz. Tube
1 was ignited by a spark, and DDT was achieved by means of a Shchelkin-type spiral obstruction. The spark in tube
1 was delayed by 25 ms from the beginning of the fire phase in tube 1, long enough for the fill valves in tube 3 to
close. This was done to ensure that the detonation wave did not reach the head of tube 3 prior to closing of the fill
valves, which would cause combustion in the fill manifold.

The tail-tail crossover experiment was successful, in that the observed wavespeeds indicated that detonations
were consistently transmitted from tube 1 to tube 3 via the crossover tube without decoupling of the shock and
combustion waves. Fig. 5a shows ion probe traces from a single detonation event in the branch-ignited tube 3, as
well as the pressure in the head of tube 3. Drops in voltage on the ion probe signal passage of the combustion wave
as it moves from the tail end of the tube toward the head. Fig. 5b shows the pressure traces from a single detonation
event. The initial spike in pressure at each location is an indication of shock wave passage as the detonation wave
moves from the tail end of the tube toward the head. Another pressure spike of smaller magnitude is also visible at
approximately 4 msec on the trace of the transducer located 10.5 in from the head and further to the right on more
distant transducers, indicating a shock reflected from the head.
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(a) (b)
Fig. 5. Ion probe (a) and pressure (b) traces from probes on tube 3, showing tail-to-head passage of detonation
wave. The pressure traces also show the head-to-tail passage of a reflected shock. Distances are measured from the
head of tube 3 and arbitrary values are added to the mean of each signal to separate the traces on each plot.

Average wavespeeds measured by ion probes and pressure transducers for a number of runs showing successful
detonation transmission via the crossover tube are shown in Fig. 6. One series of runs was performed while
recording signals from ion probes. A similar series was run after replacing the ion probes with dynamic pressure
transducers. Wavespeeds were found from the arrival times of the drops or spikes in voltage and the measured
distances between adjacent transducers.

The pressure and ion probe wavespeeds show good agreement toward the head of the tube, but differ
significantly near the tail. The ion probe wavespeed appears overdriven near the crossover tube, while the pressure
wavespeeds are significantly less than VCJ. Considerably more error is present at this location for both the ion and
pressure measurements than at any other location in the tube, but 95 percent confidence intervals of the mean fail to
overlap, indicating an effect beyond the variation in the data. A likely explanation of this behavior is temperature
dependence of the data.
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Fig. 6. Average wavespeeds measured by ion and pressure probes in a tube ignited by detonation branching. The
plotted points are the mean values of 23 detonation events recorded by ion probes and 16 events recorded by
pressure sensors, and 95 percent confidence intervals are indicated by error bars. Note that the ion and pressure
measurements were taken at different tube temperatures.

A qualitative variation in engine operation with temperature was observed early in testing. Initially the engine
would operate roughly, infrequently igniting tube 3 via the crossover tube. As the engine grew warmer, tube 3
would begin to ignite intermittently, then steadily. When ion probes measured wavespeed, the engine was run to
temperatures above 500° F (260° C) before recording data. The dynamic pressure transducers, however, were much
less tolerant to high temperature, so the engine temperatures were not allowed to exceed 350° F (177° C) at any time
during these tests. The averaged wavespeeds of Fig. 7a show a clear time dependence of the data at the lower
temperatures of the pressure test. Time dependence is still in evidence during the higher temperature ion probe
testing (Fig. 7b), but appears to be limited to the location nearest the tail of the tube. Note that runs 14-16 in Fig. 7a
never achieved VCJ in tube 3 and were not considered in the plotted averages of Fig. 6. 
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Fig. 7. Wavespeeds for low-temperature pressure runs (a) and higher temperature ion probe runs (b), showing time
dependence of the data. Each run represents averaged values of 3 or 4 detonation events recorded in a single data
sample.
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Fig. 7 shows a reduction in wavespeed variation of the tail-ignited tube as the engine reaches a steady operating
temperature, particularly away from the tail end of the tube. The extent of wavespeed variation at steady operating
temperature is not fully known at this point. Quantification and reduction of transient (warmup) and constant
temperature wavespeed variation are likely to be important in the development of a continuous branching PDE.

IV. Continuous Branching PDE Design

In a continuous branching PDE with the short crossover tubes previously described in the modeling results
section of this paper, adjacent thrust tubes will not be identical because detonation initiation will necessarily
alternate between the head end of the tube and the tail end of the tube. This idea is illustrated in Fig. 8, with tubes
initiated at the head end labeled as “Tube A” and those initiated at the tail end labeled “Tube B.”

Fig. 8. Alternating tube arrangement for a continuous branching PDE with short crossover lengths. Arrows indicate
direction of travel of the detonation wave.

The lengths Lx and L1x are measured from centerline to centerline of the detonation tubes. This is consistent with
the simplified, 1-dimensional analysis presented in Section II. In reality, detonations are complex, 3-dimensional
structures containing forward- and transverse-traveling waves. The detonation wave will begin to enter the
crossover tube as soon as the detonation front reaches the junction. The shortest time of flight (t = distance/velocity)
for a detonation in the thrust tube should be t = (L1x-diameter)/VCJ, and in the crossover tube, t = (Lx-diameter)/VCJ,
assuming the wave travels no faster than VCJ. Diffraction effects in the larger volumes at the tube junctions will
likely delay the detonation wave by the amount of time required for the planar front to redevelop. For now,
centerline to centerline measurement is thought to be a reasonable estimate for determining time of flight, and this
presumption will be investigated by future testing and higher fidelity modeling.

Table 3is a continuous branching PDE design based on the foregoing. It is presented to show how the model
presented herein can be used as a design tool in the development of a continuous branching PDE.

Tube A

Tube B

L

L1x

Tube A

Lx
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Table 3. A Sample Continuous Branching PDE Design

Stoichiometric H2/air with VCJ = 1971 m/s

Design Feature Proposed Value Source

frequency (f) 100 Hz design target

cycle time 16 tCJ fill = 10 tCJ, fire = 6 tCJ, no purge

number of tubes (n) 16 select using Fig. 3

L1x + Lx 1.23 m Eq. 10

L 1.23 m Eq. 9

Lx 0.1 m fit to physical spacing between tubes

L1x 1.13 m (L1x+Lx) - Lx

V. Conclusions

Increasing the number of thrust tubes and decreasing the cycle time of a continuous branching PDE allows the
crossover tube to be shortened. For a given fuel/air mixture, the engine cycle frequency of a continuous branching
PDE is determined by the thrust tube length. Tail-end detonation initiation via detonation branching has been
demonstrated on a continuously operating PDE, paving the way for expanded continuous branching PDE
experimentation. Future work should include examination of the transient and steady-state variation in detonation
wave travel time.
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Single-Ejector Augmentation of a Multi-Tube Pulsed 
Detonation Engine 

John Hoke* and Royce Bradley† 
Innovative Scientific Solutions Inc., Dayton, OH, 45440 

Fred Schauer‡ 
Air Force Research Laboratory, Wright-Patterson AFB, OH, 45433 

In this study, multiple detonation tubes are directed into a single ejector in an effort to 
reduce the added hardware required while maintaining the level of augmentation.  By 
moving a single driver off axis it is found that the augmentation level can be maintained for 
x/d less than 4 and y/d up to at least 1.14, for a round ejector.  The ejector augmentation, 
however, is found to decrease by about 25% during multi-tube operation, being 
approximately 1.3 ejector to baseline augmentation ratio.  A linear arrangement of 
detonation tubes is constructed extrapolating typical unsteady ejector parameters.  Four 
linear detonation tubes are directed at the linear ejector and the highest ejector 
augmentation ratio is 1.25 even with reduced fill fraction.  With single tube operation, the 
performance of the linear ejector is at best 1.15, indicating multi-tube effects are significant.    

 

Nomenclature 
d driver diameter  
Dej ejector diameter 
D*

ej ejector equivalent-area diameter (2-D ejector) 
φ equivalence ratio 
ff fill fraction 
Hej ejector throat height (2-D ejector) 
igd ignition delay- time between valve closing and spark deposit 
Lej ejector length 
pf purge fraction 
Rin ejector inlet radius 
W ejector width (2-D ejector) 
x ejector distance downstream from detonation tube exit 
y distance from detonation tube centerline 
 
 

I. Introduction 
ith the use of an ejector the static thrust of a pulsed detonation engine (PDE) can be doubled 1-3.  The 
optimum, unsteady, ejector diameter was found by other investigators to be between 2 and 3 diameters of the 

primary driver and the length was found to be 5 to 6 times the diameter of the ejector3. Additionally, a diffusion 
section was found to play a significant role.  The augmentation created by the ejector is marred by the additional 
weight, structure and length.  In this study, multiple detonation tubes are directed into a single ejector in an effort to 
reduce the added hardware required while maintaining thrust augmentation.   

                                                           
* Senior Engineer, 2766 Indian Ripple Rd, Dayton, OH 45440, AIAA Senior Member. 
† Senior Engineer, 2766 Indian Ripple Rd, Dayton, OH 45440. 
‡ Research engineer, 1790 Loop Rd, WPAFB, OH 45433, AIAA Senior Member. 
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 Ejector performance is typically characterized by the thrust augmentation ratio (or augmentation ratio in 
subsequent figures) and is determined by dividing total thrust achieved with ejector (ejector thrust plus driver thrust) 
by the baseline thrust at equivalent conditions with no ejector (driver thrust alone).  Ejector performance has been 
shown with a number of single tube unsteady drivers, including those at NASA Glenn Research Center, AFRL, 
Penn State, and UC.  Despite large differences in driving pressure profiles, PDE’s, chopped jets, and pulsejets show 
similar performance characteristics, as shown in numerous references and summarized in following figures2-6. 
 The data from Choutapalli and co-authors (Ref. 4) was of interest because it is relevant to linear ejector 
configurations.  The unsteady driver reported in this reference consisted of a steady jet, with unsteadyness provided 
by a rotating chopper wheel.  The chopped-jet drove a linear ejector.  The Mach 0.8 jet results are shown here as 
they are most likely relevant to the predominately choked velocities expected from PDE drivers.  Ejector 
performance as a function of ejector diameter and length (normalized by driver diameter) are shown in Figs. 1 and 2 
respectively. 
 

 
 Despite disparities in driver ‘unsteadiness’ and experimental configurations, significant ejector 
augmentation occurs for a range of ejector parameters. For Figs. 1 and 3, the 2-D ejector ‘diameter’ for the linear 
ejector4, was calculated in two ways:  by considering throat height, Hej and secondly by calculating an equivalent 
area-based diameter, 

ejej WHD
π
4* ≡ .  From Fig. 1, good ejector augmentation was achieved with ejector diameters 2-4 

times greater than the driver diameter, with an optimum ejector/driver diameter ratio of ~3.  Thrust augmentation 
was only weakly proportional to ejector length, especially for ejector lengths greater than ~5-7 times the driver 
diameter. 
 Figures 3 and 4 show the impact of ejector inlet radius upon thrust augmentation normalized by ejector and 
driver diameter respectively.  Although an inlet radius is critical for efficient ejector thrust augmentation7, there 
appears to be no strong correlation between ejector inlet radius and ejector performance across a wide range of 
ejector inlet radii. 
 Other ejector results reported previously by AFRL, the University of Cincinnati, Penn-State University, and 
NASA Glenn Research Center had comparable performance with similar geometry scaling, despite significant 
differences in unsteady drivers and geometries.1, 6-10  The performance data cited above indicates that it is not 
unreasonable to expect 50% or more thrust augmentation with an unsteady ejector at static conditions.  The impact 
of an off-axis driver was first examined with a round ejector.  The same axisymmetric ejector was then used with 
multiple detonation tubes.  Due to the linear configuration of the research pulsed detonation engine used, a linear 
array of three PDE tubes was aligned with the round ejector.  A two-dimensional linear ejector was designed in 
order to take advantage of the four-tube, linear PDE configuration available. 
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Figure 2.  Ejector thrust augmentation ratio versus 
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II. Experimental Setup 
 
 The thrust stand and research pulsed detonation engine located at the Pulsed Detonation Research Facility 
in the Air Force Research Laboratory was used for this study.  The PDE utilizes automotive valving to feed up to 
four detonation tubes.  The damped thrust stand was setup to measure PDE thrust alone for baseline tests or total 
thrust from ejector and PDE.  This experimental setup has been described in detail previously11.  Unless otherwise 
noted, experiments were performed with stoichiometric hydrogen air, 10 Hz per detonation tube, 3.5" diameter 
detonation tubes, purge fraction of 0.5, 75" detonation tube length, with a 28" Schelkin-like spiral to promote 
deflagration-to-detonation transition.  Detonation was found to occur for all test conditions.  Static test conditions 
were used with the ejectors and ambient conditions were near STP (the lab is at ~800’ altitude).  Three ejector 
configurations were examined. 
 
A.  Off-Axis Ejector 
 
 Conventional single driver ejectors can run driver and ejector co-axially.  In order to run multiple driver 
tubes into a single ejector, it is likely that some tubes will be off axis.  In order to separate the effects of multi-tube 
effects from off-axis effects, a single detonation tube was mounted and a test series conducted while moving the 
ejector axially with co-axial alignment, and then moving the ejector off-axis (horizontally) at the optimum axial 
location.  Axial displacement from the end of the detonation tube is noted in the following results as the x-axis and 
off-axis displacement is denoted as the y-axis, see Fig 5.  The volume of the detonation tube was 744 in3 and the 
length 75" The ejector hardware available was a straight walled ejector with a rounded inlet.  A tapered diffusion 
section was not available but was found previously to nearly double ejector augmentation3.  The ejector to 
detonation tube diameter ratio, Dej/d was 3.66, and x/d varied from 0 to 5.  The ejector Lej/Dej was 5.7 and the inlet 
radius to ejector diameter was 0.66.  The PDE operated at 10 Hz with and ignition delay of 0 ms, stoichiometric 
equivalence ratio, and a purge fraction of 0.5.  The effect of fill fraction was determined at 0.5, 0.75, and 1. 
 

 
Figure 5.  Schematic of PDE and ejector configuration, top view. 
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B.  Round Ejector 
In this experiment, three detonation tubes were directed into the inlet of a single, round, 13" diameter 

ejector, the same as used in the “Off-axis” study.  The detonation tubes were 72" long with a volume of 651 in3, see 
Fig. 6.  The diameter ratio of ejector to these detonation tubes was 3.86.  The centerline spacing between the 3.5" 
diameter detonation tubes was 4", therefore tubes 1 and 3 were 4" or y/d of 1.14 off axis. The conditions were 
identical to those of the off-axis ejector experiment with each tube firing at a frequency of 10 Hz, ignition delay of 0 
ms and an equivalence ratio of one.  The purge fraction was 0.5 and the fill fraction was 0.75 or 1.0.  The valves in 
this engine were operated by a cam shaft and therefore the relative timing between tube firing was fixed by the 
rotational speed of the cam shaft.  This was a four tube engine and the firing order was 1, 3, 4, 2 (effectively: 2, 1, 3, 
with 4 skipped for this configuration).  At 10 Hz, there was 25 ms between each tube firing.  Since tube four was not 
used, there were 50 ms between the initiation of a detonation in tube 3 and that in tube 2. 

 
 

 
 
C.  Linear Ejector 
 Although a round ejector has certain advantages, a linear arrangement of detonation tubes may be more 
desirable in application.  In this experiment, four detonation tubes were directed into the inlet of a linear ejector.  
The ejector mouth was 22" wide and 7" high.  The radius of the inlet lip was 1" giving an inlet radius to ejector 
height ratio of 0.133. The ejector was tapered by a half angle of four degrees from inlet to exit.  The centerline 
spacing between the detonation tubes was 4" and two different sets of detonation tubes were used.  The first set was 
identical to those used in the round ejector experiment, with the exception of the addition of a fourth tube.  The 
second set of four detonation tubes was 2" in diameter and 72" long with a single-tube volume of 250 in3.  The 
dimensionless ratios of ejector height to driver diameter tested were 2.1 and 3.8, and Lej/d was 6.3 and 11 for the 
3.5" and 2" tubes respectively.  A schematic of the ejector with the 3.5" detonation tubes is shown in Fig 7. 
  

 
Figure 7.   Schematic of PDE-linear ejector configuration with 3.5" detonation tubes. 

 
 

III. Results and Discussion 
 

Three different ejector-driver configurations were tested.  The thrust measured with each ejector/driver 
combination was normalized by the thrust of the driver alone.  An augmentation of one is no augmentation.  Only at 
augmentations above one is the ejector providing a benefit. 
 

 
Figure 6.  Schematic of multi-detonation tube single round ejector configuration 
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A.  Off-Axis Ejector Results 
 A picture of the single detonation tube and ejector used during the off-axis experiments is shown in Fig 8.  
With the ejector co-axial to the detonation tube, the augmentation was found to increase with decreasing fill fraction.  
A maximum augmentation appears to exist at positive x/d of about 4 or 5 depending on the fill fraction, see Fig 9a.  
At a fill fraction of 1.0 the augmentation was fairly constant at 50%.  For a similar straight ejector with a smaller 
inlet radius, the augmentation was found to be approximately 30% by other authors3.  The effect of horizontal-axial 
misalignment was tested by moving the ejector 0.5 and 1 diameter from centered on the detonation tube while 
maintaining the parallelism of the axis of the detonation tube and ejector at x/d of 2.  Little if any difference in the 
augmentation was measured as the tube was moved relative to the ejector, see Fig 9b. The implication of this 
insensitivity to location is that multiple detonation tubes and a single ejector system may be effective. 

 

 
 

 
B.  Round Ejector Results 
 The results of three detonation tubes directed into a single ejector are shown in Fig 10 and 11 for a fill 
fraction of 1.0 and 0.75 respectively.  For a fill fraction of 1.0, single and double detonation tube firings resulted in 
an augmentation ratio of approximately 1.4 over most of the axial range tested.  A negative interaction between the 
detonation tubes and the ejector was measured with all three tubes firing, as the augmentation decreased to 
approximately 1.3 for a fill fraction of 1.   
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Figure 9.  (a) Ejector augmentation versus axial location (normalized by driver diameter) and (b) horizontal 
misalignment (normalized by driver diameter) at an axial location of x/d = 2.

 
Figure 8  Ejector and 3.5" detonation tube, as installed 

1476



 
American Institute of Aeronautics and Astronautics 

 

6

 
 
 At a fill fraction of 0.75 this negative interaction was also observed as the augmentation ratio was again 
approximately 1.3.  A single detonation tube, even at y/d of 1.14 produced an augmentation of over 1.5 for x/d less 
than 4.  At x/d greater than 3, the co-axial detonation tube’s (tube 2’s) performance is greater than those located off 
axis, presumably because the vortex exhausted from the detonation tube expanded to a diameter greater than the 
ejector inlet at large x/d.  With two detonation tubes firing, the augmentation ratio was adversely impacted as the 
augmentation ratio drops from over 1.5 for a single tube to around 1.4.  Comparing the three combinations of two-
tubes firing, it is again obvious that the expanding vortex makes the 1- 3 tube combination the worst at large x/d.  
The tube-firing combination of 1-2 and 2-3 are spatially identical, however, because of the firing order of the PDE, 
(2,1,3,4), there is 50 ms between the ignition of tube 2 and tube 3 and only 25 ms between tube 2 and tube 1.  Since 
there appears to be a negative interaction as more detonation tubes are added, the augmentation of the combination 
2-3 should be greater than that of 1-2 because the temporal separation is greater.  Experimentally, the performance 
between the 2-3 and 1-2 firing combinations is similar below x/d of 4 but for x/d of 4 and 5 there is a significant 
departure in augmentation. 
 
 
C.  Linear Ejector Results 
 Three detonation tubes firing into a single round ejector produced reduced augmentation over a single tube-
ejector combination.  With the linear ejector, four detonation tubes were directed at a single ejector as shown in Fig. 
12.  With the exception of low fill fraction (where x/d ~ 3 was optimum), as noted earlier, an optimum axial location 
of ~2 x/d was evident in the linear ejector performance. The augmentation of the linear ejector with four driver 
detonation tubes was lower than expected, being 1.14 at a fill fraction of 1 and x/d of 2, see Fig. 13.  In comparison, 
at an x/d of 2 the round ejector with three detonation tubes achieved an augmentation of 1.3. 
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Figure 11.   Ejector augmentation ratio versus axial 
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Figure 12.  Picture of linear, 2-D ejector installed with 
four 3.5" diameter tubes. 
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 Several parameters were varied in an attempt to resolve the lack of performance, including: edge effects, 
driving frequency, and increasing Dej/d.  Also, it was anticipated that the structural ribs might impact entrainment, so 
large holes were cut in them, as evident in Fig 14. 

 
 

 Tubes 1 and 4 are on the ends of the linear ejector, and tubes 2 and 3 are in the middle.  In Fig. 15, the 
effect of the edge of the ejector can be discerned based on the difference between the augmentation produced by the 
inboard tubes, 2 and 3 verses the tubes on the edges, 1 and 4.  In the round tube investigation, it was determined that 
tube-to-tube interactions mitigated the performance of the ejector during multi-tube operation.  With a single tube, 
the augmentation could be 1.4 or better.  Of particular concern is the performance of the linear ejector with a single 
detonation tube, topping out at 1.15 for an inboard tube and unity for an outboard tube at a fill fraction of 1.  There 
appears to be a positive interaction between the four detonation tubes and the ejector as the four tube augmentation 
is greater than the single or double tube augmentations.  The linear ejector does follow the trend shown in Fig 1, that 
the ejector to driver diameter, Dej/d, of 3.5 outperforms Dej/d of 2. 
 The chopped jet which showed promising linear ejector performance previously was cycling at 
significantly higher frequencies4, so the frequency was increased to see if driver frequency had an impact upon 
ejector performance.  In Fig 16, the driver frequency was doubled to 20 Hz. The augmentation generally decreased 
from that achieved at 10 Hz.  Removing much of the material in the ribs of the ejector had no significant effect on 
the ejector augmentation. 

 
Figure 14.  Detail of modified ejector ribs, note large 
areas removed with plasma cutter . 

Figure 13.  Linear ejector performance with varying 
axial location at 10Hz, Dej/d = 2.1. 
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IV. Summary and Conclusions 
The insensitivity to co-axial alignment of an ejector-driver system found in this work, implies that there is 

the potential to direct multiple drivers into a single ejector and maintain single-driver-ejector augmentation levels.  
The multi-tube single ejectors tested, however displayed a negative interaction during multi-tube operation, reducing 
the ejector thrust augmentation levels versus previously obtained conventional unsteady ejector results.  For engine 
designers there is now a trade-off between multiple ejectors and the associated weight and bulk verses a single 
ejector with reduced performance.  Further work is required to determine the interaction mechanism that mitigates 
the augmentation of a single ejector, multi-tube system. 
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Investigation of Fundamental Processes Leading to Pulse 
Detonation Engine / Ejector Thrust Augmentation 

Nicholas Caldwell1 and Dr. Ephraim Gutmark2 
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John Hoke3 and Royce Bradley4 
Innovative Scientific Solutions Inc., Dayton, Ohio, 45440 

and 
Fred Schauer5 

Air Force Research Laboratory, WPAFB, Dayton, Ohio, 45433 

This paper presents a series of shadowgraph flow visualizations in an effort to increase 
the understanding of the fundamental flow characteristics occurring inside an ejector driven 
by a pulse detonation engine (PDE). In an effort to supplement theories that have been 
developed through indirect thrust and static pressure measurements, these internal flow 
visualizations provide a uniquely direct insight into the fluid dynamics caused by the passage 
of the detached leading shock separated from the detonation wave and the subsequent 
blowdown cycle. Using a two-dimensional ejector model, flow visualizations are made of 
various ejector-PDE separation distances and ejector divergence angles. Additionally, the 
flow exhausting from the rear of an axisymmetric ejector is captured. To conclude, a new 2D 
ejector model design is presented which is being developed in order to visualize this type of 
flow while accessing more geometric parameters of interest. Furthermore, this new design 
allows for the measurement of dynamic and static pressure along the length of the internal 
surface of the ejector, and can simulate forward flight effects up to Mach 0.3. 

Nomenclature 
α = thrust augmentation, % 
β = ejector divergence angle, deg 
DEJECT = ejector diameter, in 
DPDE = PDE tube diameter, in 
PDE = pulse detonation engine 
t = elapsed time since detonation wave passes PDE exit plane, msec 
ff = fill fraction 
x = distance between ejector inlet and PDE exit plane, in 

I. Introduction 
 
OR practical pulse detonation engine (PDE) applications, one of the key challenges for researchers is to make 
use of the increased efficiency of energy conversion due to detonative-mode combustion by converting it most 

effectively into a propulsive thrust force. A common measure of propulsion system performance is specific impulse 
(ISP), which is defined as the ratio of thrust generated to the weight flow rate of fuel. Higher values of ISP are 
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desirable because of the attendant decrease in specific fuel consumption. It has been suggested that the use of ejector 
augmenters on PDEs may be an effective way to increase the system thrust and thus ISP.         

An ejector is a simple device used to augment the thrust of an engine. Essentially, an ejector is a coaxial duct 
placed around the exhaust of an engine that performs as a fluidic pump. The surrounding ambient air is entrained by 
the primary exhaust flow and directed into the ejector. The entrained air causes an increase in the momentum of the 
engine exhaust flow, which leads to the generation of a larger system thrust force. The theory and application of 
ejectors to a steady primary flow are well established. For steady-flow ejectors, the secondary flow is entrained 
primarily through viscous shear mixing1. Previous research has shown that unsteady ejectors are capable of 
producing more thrust augmentation than steady-flow ejectors2,3,4. The increased performance of unsteady ejectors 
has been attributed to a more efficient energy-transfer process between the primary and secondary flows that results 
from the dominant effects of the starting vortex. Since PDEs are highly unsteady devices that generate a shock wave 
and vortex ring, it has been suggested that PDE-driven ejectors may have the potential to be highly effective at 
providing thrust augmentation. 

Experimental work confirmed that PDE-driven ejectors are extremely effective in producing thrust 
augmentation. Studies have quantified the effects of PDE operating parameters as well as ejector geometric 
parameters. The internal surface geometry of the ejector is an important geometric parameter. A study by Glaser et 
al5. was carried out using several ejector configurations. The results showed maximum thrust augmentation levels of 
~ α=30% for straight ejectors and α=66.5% for an optimized diverging ejector geometry at ff=1.0. Although it is 
apparent that the diverging ejectors were much more effective at producing thrust augmentation than the straight 
ones, the mechanism responsible for this performance increase is not clear. The increased augmentation from 
diverging ejectors has commonly been attributed to the additional thrust surface area of the diverging section. 
Inherent in that explanation is the assumption of a positive net pressure on the diverging section, which causes a 
thrust force. It has been observed that ejector performance is sensitive to the axial position of the ejector inlet 
relative to the PDE tube exit. In most cases, downstream ejector placement provides optimum levels of thrust 
augmentation5,6,7,8. For the straight and diverging ejector configurations previously tested by Glaser et al5, the 
optimum axial position was found to be downstream at x/DPDE=+2. 

The current effort seeks to increase the overall understanding of PDE-driven ejector systems. High-speed 
shadowgraph flow visualizations were obtained for the internal portion of a diverging ejector to provide a better 
explanation of previously determined performance trends. Results from this study will provide insight into the 
governing flow dynamics and mechanisms responsible for thrust augmentation in PDE-driven ejector systems. 

II. Experimental Setup 

This parametric visualization study of the flow field 
inside an ejector resulting from a propagating detonation 
wave was performed using the PDE test facility at the 
University of Cincinnati. The PDE tube had a total 
nominal length of 40”. It consisted of two sections: the 
first section was a 25” long, 1” diameter pipe that 
contained a 0.625” diameter orifice plates to enhance the 
deflagration-to-detonation transition (DDT) process. This 
section was followed by a 15” long, 2×2 square-cross-
section tube (3-mm wall thickness). The square section 
was mounted at the end of the round tube to convert the 
flow into a two-dimensional rectangular section. The 
ejector walls were constructed of 1” thick optical-grade 
cast acrylic sheets, allowing optical access to the internal 
flow as shown in Figure 1. The top and bottom walls of 
the ejector were interchanged to study various 
geometries. The ejector was 7.85” long for all tests, and 
the walls were spaced 1.75” apart to give an ejector-to-
PDE area ratio of 3.0. Oxygen diluted with nitrogen was 

used as the oxidizer, and these gases were mixed upstream prior to injection into the detonation tube. Ethylene fuel 
was pulsed via an electromagnetic valve to obtain nominally stoichiometric conditions. Fuel and oxidizer were 
mixed directly in the tube by impinging jets, and were ignited by a spark plug mounted 2.5 diameters downstream of 

Figure 1. Ejector Shadowgraph Experimental 
Setup 

Ejector Top 

Ejector Bottom 

Flow Direction 

PDE Exit 
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the detonation tube headwall. In order to preserve the acrylic sidewalls, the tube was fired at 20 Hz for only three 
detonations for each case. For all cases presented here, the equivalence ratio was maintained as stoichiometric, 
though the fill fraction was varied.  

III. Shadowgraph Flow Visualizations 

Using the 2D ejector model described above, a series of shadowgraph flow visualizations were made varying the 
geometric parameters allowed by the facility and the PDE operating parameters. While the images were captured 
with a high-speed camera at an extremely high frame rate, it is only possible to relay those that are most interesting 
and those which give a feel for the trends that have been observed through more indirect experimental 
measurements. It must be noted that while the obstruction presented by the ejector body takes on a solid black color 
in the shadowgraph images, the seemingly non-uniform shape of the ejector surfaces is caused by the head of the 
bolts that hold the ejector in place on the outside of the Plexiglas. Hence, the actual surfaces of the ejector are 
relatively smooth, as is the end of the detonation tube. Furthermore, due to imperfections in the Plexiglas, some 
regions of darkness will appear in the images and will remain stationary for the duration of the fluid flow 
phenomena. It must be kept in mind that these are not a result of these flow phenomena. 

A. Fill Fraction 

The first parameter that was investigated for flow through the interior of a diverging ejector was the fill fraction 
of the detonation tube. Fill fraction is defined as the ratio of the volume of the tube filled with a combustible mixture 
to the overall volume of the tube. For a constant area detonation tube, this simply translates into the length of tube 
that is filled with reactants divided by the length of the tube. Due to the extreme brightness that is generated by 
strong detonation waves, the images presented in this section are limited to fill fractions below 0.8.  
 Referring to Figure 2, the variation in the shock pattern inside the ejector varied significantly with fill fraction. 
Since lower fill fraction cases result in weaker detonation waves exiting the PDE, the speed of the propagating 
leading shock will likewise be lower. However, for each case it can be seen that the portion of the leading shock 
which does not reflect from the interior walls of the ejector develops into a normal shock before it reaches the exit of 

the ejector. Another common trait between the three cases is that two rounded shock reflections extend nearly the 
entire length of the ejector and are symmetric about the ejector centerline. This flow characteristic results from the 
transverse portions of the leading shock wave that impinge on the walls of the ejector. Because of the time lag 
associated with the most axial portion of the leading shock hitting the ejector surface, the reflection of this shock 
near the inlet begins much sooner, and the resulting rounded shape occurs. It is also interesting to note the diamond 
shock patterns that form between the leading shock and the transverse reflections. For the low fill fraction case, the 
interior angle made by the shocks comprising these diamonds is much more obtuse than those corresponding to 
higher fill fraction cases. Additionally, the strength of these diamond patterns shows itself to be proportional to the 
fill fraction, presenting much steeper density gradients. It is interesting to note the resemblance between the 
diamond shock patterns formed in the ejector interior and the cellular pattern that characterizes detonation 
combustion. Although no combustion is occurring inside the ejector, the formation of these shock cells follows the 
same basic trend as detonation cells, created by the coalescence of transverse and axially propagating shock waves. 

ff = 0.4 ff = 0.6 ff = 0.8 

Figure 2. Comparison of Shock Pattern Formed in Ejector Interior for 
Various PDE Fill Fractions, β = 4º, x/DPDE = -1 

Secondary shock 
Leading normal 

shock 
Transverse Reflection 
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The final phenomenon of note from this basic study is the secondary shock that propagates through the ejector, 
much more notable in the cases corresponding to fill fractions of 0.6 and 0.8. Because of the higher fill fraction 
associated with the last case, it can be seen that this secondary shock has traversed a greater portion of the ejector 
length at the time step shown in the image. This secondary shock appears to serve an interesting purpose in the 
exhaust of the ejector, as will be shown later. 

B. Ejector Diverging Angle 

While no significant difference were noted in the leading shock pattern formed for various diverging angles, the 
blowdown cycles confirmed some interesting trends. It is expected that increasing the divergence angle would result 
in larger separation potential, but previous results have suggested that even for small divergences there is a degree of 
separation that forms off of the inlet. This is due to the large turning angle that the entrainment air encounters upon 
entering the system. Shadowgraph images confirm that even for shallow divergence angles separation does occur off 
of the inlet regardless of the contouring. In order to alleviate this separation, it may be that a more complex inlet 
design that extends deeper into the ejector is required. As can be seen in Figure 3, the larger divergence angle results 
in a significantly more pronounced separation region compared to the 4º ejector. 

Because of the increased separation occurring in the larger divergence angle ejector, the ejector develops a back 
pressure that then hinders the entrainment of secondary air. This is shown by the visibly more significant flow 
entrainment occurring in the 4º divergence angle ejector as compared to its 8º counterpart. Again, while this is not 
surprising, this study highlights the fact that the divergence angle appears to be much steeper to the entrainment air 
that is entering the system than it does to the primary jet exhausting from the detonation tube. As a result the 
subsonic entrainment air will separate at nozzle half-angles which do not typically result in separation. 

C. Ejector Axial Position 

While there has been some dispute in the past over optimal ejector axial placement relative to the PDE exit 
plane, shadowgraph images further suggest support for the ejector producing the largest thrust augmentation at 
downstream placements in which the ejector does not overlap the detonation tube. Figure 4 shows one of the main 
differences resulting between the developments of the leading shock propagations. Since the downstream case 
allows for the escape of much of the transverse portion of the shock, a much less complex shock pattern exists inside 
the ejector. The diamond shock pattern resulting from the coalescence of the transverse and axially propagating 
shocks is not present to the degree that it is when the full extent of the detonation wave is forced into the ejector. 
When the ejector is placed slightly downstream of the PDE exit, a portion of the transverse shock escapes the 
ejector, suggesting that the structural loading on the ejector is much less severe. 

4º Half-Angle 8º Half-Angle

Continued flow entrainment 

Significantly more separation

Figure 3. Comparison between Various Diverging Angles, Left – β = 4º, Right –
β = 8º, x/DPDE = +1), ff = 0.80, t ≈ 12.5 msec
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One of the most important flow feature differences associated with changing the ejector axial position is the 
degree of secondary air entrainment that can occur. However, this does not take precedent until much later in the 
detonation cycle, during the blowdown process. Looking at Figure 5, it can be seen that during the blowdown phase, 
the downstream-placed ejector maintains a significant degree of secondary air entrainment much longer than the 
upstream ejector. At t ≈ 12.5 msec, entrainment can be seen to have stagnated in the upstream case. The advantage 
in the downstream ejector arises in the availability to the primary jet of a secondary air source. When the primary jet 
is overlapped by the ejector, the area through which secondary air may enter is greatly reduced, and the distance 
across which the viscous shearing forces must act is much greater. An additional flow feature that was noted is the 
supplementary flow entrainment that results from the overexpansion of the detonation tube. Not only is secondary 
air entrained as a result of the viscous shearing of the primary jet, but when the overexpansion occurs and the 
primary jet dies down secondary air continues to move into the PDE-ejector system due to the negative pressure 
inside the detonation tube. Once the tube begins to relax back to ambient pressure, this captured air is then pumped 
through the ejector and does not return into the ambient surroundings. 

 

 
 

Figure 5. Comparison between Downstream (Left – x/DPDE = +1) and Upstream 
(Right – x/DPDE = -1) Ejector Placement, β = 4º, ff = 0.80, t ≈ 12.5 msec 

Continued flow entrainment 

Upstream Downstream 

Stagnated flow 

Figure 4. Comparison between Downstream (Left – x/DPDE = +1) and Upstream 
(Right – x/DPDE = -1) Ejector Placement, α = 4º, ff = 0.80, t ≈ 36 µsec 
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D. Ejector Exhaust Flow 

A slightly different experimental setup was required to examine the flow exhausting from the rear of an ejector. 
Due to limitations of the current 2D ejector model, an axisymmetric ejector was used in conjunction with 6” 
parabolic mirrors to monitor the emanating flow. Referring to the time progression shown in Figure 6, it can be seen 
in the first image that the detached leading shock has just begun to emerge from the rear of the ejector. The 
diffraction of this shock into the open atmosphere results in a vortex ring trailing off of the ejector tail which begins 

slowly to propagate downstream. At t = 222 µsec, two smaller vortex rings can be seen trailing off the ejector exit 
while the primary vortex ring has begun to expand in size. These smaller vortex structures then appear to be 
captured by the primary vortex ring while a non-uniform shock begins to exhaust from the ejector. At t = 407 µsec, 
this shock catches up to the primary vortex ring and its transverse segments pass into the vortex ring. These portions 
of this shock are then seen to wrap into the vortex ring, while its axial segments have now taken on a more uniform 
normal shape. It has been found through previous research that noise escaping from an ejector driven by a PDE is 
reduced greatly in the sideline angles6. Though a significant contribution to this effect is undoubtedly the shielding 
presented by the ejector walls themselves, it is also likely that transverse shock noise is also reduced by the 
capturing of this shock by the primary vortex ring. The final image shows that it is much later before the combustion 
gases begin to emerge from the rear of the ejector. 

Figure 6. Time Progression of Ejector Exhaust Flow 

t = 0 µsec t = 74 µsec t = 111 µsec t = 222 µsec 

t = 333 µsec t = 1628 µsec 

t = 370 µsec t = 407 µsec 
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IV. Development of New 2D Ejector Flow Visualization Model 

In order to perform a more comprehensive flow visualization study of ejector fluid dynamics, a new facility has 
been designed with increased geometric variable adjustment and data acquisition capabilities. Furthermore, the 
facility will allow for the examination of more details of ejector performance that have not yet been experimentally 
studied. A diagram of the design is shown in Figure 7. While a similar Plexiglas design is employed, a more 
modular ejector model allow for the simple modification of the geometric and flow parameters. One of the most 
significant 
features of this 
design is the 
inclusion of 
static and 
dynamic 
pressure ports 
along the length 
of the ejector. 
Separated by 1” 
these ports will 
allow for phase-
locked flow 
visualization 
and static and 
dynamic 
pressure 
measurements 
on the internal 
surface of the 
ejector. 
Referring to the 
figure, part (1) 
corresponds to 
an enclosed area 
which directs a 
high flow rate of 
air parallel to both the PDE and the ejector to simulate the effect of forward flight. Previously this has only been 
capable of being studied numerically. While the results are expected to show performance degradation with 
increased flight speed due to drag on the ejector inlet, this model will provide the first experimental data in this 

regard. Using up to 1.6 lbm/sec of 
air, this system will be able to 
simulate forward flight at 
approximately Mach 0.3. This flow 
will enter the system perpendicular 
to the ejector centerline axis and 
enter separate manifolds on the 
upper and lower sides of the 
detonation tube. Afterwards, it will 
pass through a flow straightener 
and honeycomb for increased flow 
uniformity. A converging section 
will then increase the flow speed to 
attain the desired flight conditions. 
A cutaway section view of this part 
is shown in Figure 8 that may shed 
more light on the geometry 

Figure 7. Diagram of New 2D Ejector Flow 
Visualization Model

Figure 8. Section View of New 2D Ejector Flow 
Visualization Model
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described above. Part (2) is the Plexiglas enclosure which supports the ejector model and maintains a two-
dimensional combustion and bypass air flow. Compared to the existing model which is comprised of only an ejector 
inlet and diverging section, the new ejector model contains an inlet, intermediate straight section, and a diverging 
section. While the length of the straight section is not modifiable in this model, its length has been selected to 
correspond to the optimum ejector geometry found through thrust augmentation measurements. A column of closely 
spaced holes running perpendicular to the ejector centerline allows for the diameter of the ejector to be varied in the 
range 2.5 ≤ DEJECT/DPDE ≤ 5.5 without exposing any holes to the internal detonation flow passing through the ejector. 
This range encompasses the optimum ejector-to-PDE diameter ratio for thrust augmentation that has been found by 
many research groups. Replaceable diverging section parts allow for the divergence angle to be varied in the range 
0º ≤ β ≤ 12º in increments of 2º. Parts (3), (4), and (5) describe various aspects of the detonation tube itself, which is 
capable of being translated along the ejector centerline axis. By moving the detonation tube, the axial placement of 
the ejector may be varied in the range -8 ≤ x/DPDE ≤ 4, where a positive placement refers to an overlapped ejector 
and detonation tube.  

 

V. Conclusion 

 High-speed visualization of the internal flow of a PDE-driven ejector under various conditions has been 
performed using a much wider field of view than has been available in the past. Many flow features have been 
captured which support theories inferred from indirect measurements of surface pressure and thrust, including the 
degree of entrainment occurring for downstream ejector placement as compared to an overlapped PDE and ejector 
and the separation that arises off of the ejector inlet regardless of contouring. Complex shock patterns have been 
shown to form inside the ejector from the leading decoupled shock which bear a striking resemblance to the cellular 
structure characteristic of detonation waves. While secondary air entrainment through viscous shearing of the 
primary jet and ambient air has in the past been attributed to thrust augmentation, it was also found that the 
overexpansion of the detonation tube generates a significant source of flow entrainment as well by capturing 
secondary air from the same source. Once the overexpansion is complete, this captured air is then pumped into the 
ejector instead of back into the ambient surroundings. Images of the exhaust from the ejector show that the leading 
shock expands in the same manner as the detonation wave from the PDE. In the axial direction the expanding shock 
is much stronger and transverse portions are notably weaker. Furthermore, the primary vortex ring that emanates 
from the ejector may play a role in sideline shock noise reduction by capturing transverse portions of secondary 
shock waves. Finally, a design was presented for a new 2D ejector model which provides the capability of 
simulating an ejector in forward flight conditions as well as the ability to perform phase-locked flow visualizations 
and dynamic and static pressure measurements along the internal ejector surface. In addition, this model lends itself 
to the precise variation of an extensive range of ejector geometric parameters, including variables that are unable to 
be modified in the current facility. 
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An experimental study on the performance of pulse detonation engine ejectors was performed. Time-averaged

thrust augmentation produced by straight and diverging pulse detonation engine ejectors was measured using a

damped thrust stand. The ejector length-to-diameter ratio was varied from 1.25 to 5.62 by changing the length of the

ejector and maintaining a nominal ejector diameter ratio of 2.75. In general, the level of thrust augmentation was

found to increase with ejector length. Also, the ejector performance was observed to be strongly dependent on the

operating fill fraction. A new nondimensional parameter incorporating the fill fraction was proposed. When the

pulse detonation engine ejector data were represented as a function of this new parameter, the ejector data were

reduced to one representative thrust augmentation curve for ejectors of similar internal geometry. Straight pulse

detonation engine ejectors compared well with the available data on straight steady-flow ejectors. Diverging pulse

detonation engine ejectors produced nearly twice the thrust augmentation as their straight-ejector counterparts due

to the additional thrust surface area the divergence provided. All pulse detonation engine ejectors tested were seen to

be sensitive to the axial position of the ejector aswell. The optimum ejector axial placementwas found to be a function

of fill fraction due to a tradeoff between the detonation wave induced drag and increased mass entrainment.

Downstream ejector placements performed the best at the low fill-fraction operating conditions.

Nomenclature

DEJECT = ejector diameter
DPDE = pulse detonation engine detonation tube diameter
DR = ejector-to-pulse detonation engine diameter ratio

(DR�DEJECT=DPDE)
LEJECT = ejector length
FPDE = pulse detonation engine thrust force without an

ejector
FPDEEJECTOR

= pulse detonation engine thrust force with an ejector
Fref = reference thrust force
u = uncertainty
� = pulse detonation engine ejector parameter

(�� LEJECT=DEJECT=ff)
� = ejector thrust augmentation ratio

(�� FPDEEJECTOR
=FPDE)

I. Introduction

P ULSE detonation engines (PDEs) use controlled periodic
detonations of a combustible mixture to generate thrust [1]. One

of the primary motivations for PDE development has been based on
the potential gain in thermal efficiency that can be achieved with
detonation combustion [2]. Experimental and computational
researchers have demonstrated some success in obtaining
competitive specific impulse values with both simplistic [3] and
practical [4,5] PDE cycles. These promising results have led to many
PDE applications being proposed. For example, it has been
suggested that PDEs can be used as cost-effective replacements for
small gas turbine engines, as potential replacements for combustors
on existing large-scale gas turbines, or as thrust augmenters.
However, even if PDE performance benefits ultimately reveal
themselves to be insignificant in practical applications, the PDE
cycle will still be an attractive propulsion system because of the
reliability benefits of having very fewmoving parts, the scalability of
the engine, and the flexibility in geometry it will provide.

A common approach to increasing the thrust of an engine at
subsonic flight conditions is with an ejector. An ejector is a coaxial
duct that is placed around the exhaust of an engine to direct the
entrainment of the surrounding flow into the engine exhaust stream.
The use of steady-flow ejectors and their associated design
procedures is well established. The application of ejectors, however,
to unsteady primary flows is less common. Several studies [6–11]
have examined unsteady ejectors driven by pulsejets or other
nondetonation devices where the primary airflow was either
unsteady or exhibited strong acoustic coupling with the ejector.
Lockwood [6] showed that an unsteady primary flow is more
efficient in producing mass entrainment than a comparable steady
flow. His pulsejet studies showed ejector thrust augmentation ratios
as high as 1.9, much greater than the theoretical isentropic steady-
flow ejector. He attributed the unsteady ejector performance to a
more efficient energy transfer process between the primary flow and
the secondary (entrained) flow through inviscid processes, whereas
the steady ejector relies primarily on viscous shear mixing. Because
of the unsteady nature of a PDE, these results suggest that an ejector
could be highly effective in increasing the PDE performance,
specifically for subsonic applications.

Computational studies of single-shot PDE-driven straight
ejectors using an Euler code demonstrated the importance of the
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ejector-to-PDE tube diameter ratio in achieving thrust augmentation
and its sensitivity to fill fraction [12]. An Euler code with finite-rate
chemistry was used to simulate multiple cycles of a specific
converging–diverging ejector driven by a PDE at approximately
120 Hz [13]. These simulations demonstrated the potential of thrust
augmentation of almost 80%. Further nondetonation computational
studies highlighted the importance of the starting vortices, precursor
shocks, and direct pressure loads created by the gas dynamic (shock-
tube) processes within the ejector to the overall thrust augmentation
performance of the system [14]. These computations suggested that
high thrust augmentation for PDE-ejector applications is achievable
and highlighted the need to understand the gas dynamics, resonance
phenomena, and flow interactions of the PDE-ejector system for
optimum performance.

A few experimental studies of PDE ejectors have recently been
reported. One experimental study by Rasheed et al. [15], using a 5-
cm-diam H2–air PDE tube at 10 Hz with 7.62, 10.16, and 15.24-cm-
diam ejectors, showed thrust augmentation levels varying from�16
to �5%, depending on the configuration. In all cases, the maximum
thrust augmentation was found to occur with the ejector located fully
downstream of the PDE tube. Similar experiments using C2H4–air
showed maximum thrust augmentation levels of 24%, depending on
the configuration [16]. This study presented supporting flow
visualizations in the form of shadowgraph images of the ejector inlet
throughout one PDE cycle. In both of the preceding studies, the
experimentally measured thrust augmentation ratio was significantly
lower than the augmentation ratio of 1.9 achieved by Lockwood’s
pulsejet experiments [6].

One possible reason for the discrepancy in the referencedworks on
ejector thrust augmentation could be the lack of an appropriately
designed ejector inlet. The shape of the ejector inlet is very important
in determining the ejector performance because the inlet is an
aerodynamic surface that guides the entrainment of the surrounding
mass flow. Allgood et al. [17] performed high-speed shadowgraph
visualizations of optically accessible PDE ejectors. Their results
showed significant losses in mass entrainment and strong flow
separation when PDE-ejector inlets were not properly rounded or
contoured. The importance of an aerodynamic ejector inlet has also
been proposed by Lockwood [6], Paxson et al. [7], and Wilson et al.
[18].

In addition to ejector inlet geometry, the interior surfaces of the
ejector can serve as thrust surfaces on which the pressure forces can
act, thereby generating additional thrust. Lockwood [6] showed
substantial thrust improvement when using a divergent-type ejector
versus a straight cylindrical ejector for pulsejet systems. The
experimental work by Paxson et al. [7] also used ejectors with a small
diverging section at the end of the ejector for unsteady nondetonating
primary flow systems. Wilson et al. [18] have demonstrated
experimentally the augmentation benefits of using diverging ejectors
for PDEs. However, the mechanisms by which a diverging ejector
improves the thrust augmentation of a PDE still needs further
investigation.

The relative size of the ejector to the primary flow driver is also
known to have a significant influence on ejector performance. An
ejector diameter should be sized large enough to allow sufficient area
for the primary flow to entrain the secondary flow. However, too
large of an ejector diameter could reduce the effect of the
accompanying pressure drop on the ejector inlet as well as the
pressure rise on a diverging ejector interior surface. An optimum
ejector-to-driver diameter ratio corresponding to a peak thrust
augmentation level has been observed for a variety of ejector systems
[6,7,18]. Typical reported values of optimum diameter ratios range
between 2.4 and 3.5.

In a similar manner, the axial placement of the ejector can also
affect the ejector flow dynamics. Experimental results by Allgood
et al. [17] have shown that the level and efficiency of the PDE-ejector
entrainment can be restricted with an upstream axial placement of the
ejector. On the other hand, a downstream ejector placement between
one to two PDE diameters resulted in a cleaner flowpath for the
secondary flow to be entrained into the ejector. This observation is in
agreement with the PDE-ejector thrust measurements reported by

Rasheed et al. [15], and similar trendswere found by Paxson et al. [7]
for pulsejet-ejector systems. Recently, Glaser et al. [19] did an in-
depth study on the effects of ejector axial placement and ejector
geometry for PDE-ejector systems.

In addition to ejector geometry and placement, there are many
operating parameters that have been shown to drastically affect the
performance of a PDE, and thus will most likely affect the PDE-
ejector performance as well. For example, PDE thrust has been
observed to scale linearly with frequency of detonations because it is
desirable tominimize the time of each filling event andmaximize the
frequency of the overall PDE cycle [3]. Thus, adjusting the PDE
cycle frequency is one proposed method of throttling the engine.
Another way of throttling the engine is to alter the amount of fuel-
oxidizer mixture that fills the PDE tube before ignition. The fraction
of the PDE tube filled with a detonable mixture relative to the total
tube volume is defined as the fill fraction. Although the PDE thrust
has been shown to decrease with a reduction in fill fraction, the fuel-
based specific impulse values increased at a faster rate [4]. This
performance gain observed at lowerfill fractionswas attributed to the
detonation shock wave compressing the nonreactants occupying the
remainder of the PDE tube. Allgood et al. [4] demonstrated
experimentally the performance benefits of partially filling the
detonation tube for amulticycle PDEoperation. Their results showed
the partial-fill effect being independent of PDE cycle frequency for a
constant area detonation tube.

The current work presents an experimental study on the
performance benefits of axisymmetric ejectors for multicycle pulse
detonation engines. The effect of fill fraction on PDE-ejector
performance has been quantified. The performance sensitivity of
PDE ejectors to ejector length, internal diverging geometry, and
relative axial placement has also been measured. A comparison
between PDE ejectors and other ejector systems was given, and a
new normalization of PDE-ejector data has been proposed for
comparing PDE-ejector data to other ejector systems. In addition to
performance measurements, flow visualizations were performed on
similar ejector geometries to further explain the trends observed in
the performance data.

II. Experimental Facility

A. Pulse Detonation Engine System Description

Thrust augmentation measurements of PDE-driven ejectors were
performed. The pulse detonation engine test facility at the U.S. Air
Force Research Laboratory at Wright–Patterson Air Force Base was
used to obtain the thrust measurements. Premixed hydrogen and air
were delivered to a single round detonation tube by way of a
mechanical valve system constructed from a modified four-cylinder
automotive head. The automotive valve system could be operated at
frequencies up to 40 Hz. Because of the nature of automotive
valving, the PDE cycle was divided equally between three main
processes: 1) filling the PDE with fresh reactants, 2) ignition,
detonation, and blowdown of the high-pressure products, and
3) purging the PDE with a buffer of cold air. The hydrogen and air
were metered through choked flow orifices. The fill fraction (ff) was
varied by controlling the upstream propellant delivery pressures via
control valves. By measuring the fuel–air flow rates and controlling
the valve timing and frequency, the fill fraction and purge fraction
were known. The maximum error in volume flow rate measurements
was found to be�3%. This translated directly into a relative error in
fill-fraction measurements of also �3%. High-speed shadowgraph
and chemiluminescence imaging of the exhaust flow, combined with
exit pressure transducers, provided a secondary means of verifying
the baseline reference condition of ff � 1.

The deflagration-to-detonation transition of the hydrogen–air
mixture was enhanced by the use of Shchelkin-type spirals of 0.3 m
length. The Shchelkin spiral occupied only 16%of the total PDE tube
length. Two pressure transducers (PCB M102A) were mounted
0.1524 m apart to monitor detonation shock speeds and validate that
Chapman–Jouguet detonations were produced. The transducer
closest to the exit of the PDEwas placed a distance of 0.36m from the
PDE exit. The pressure data were collected via a remote 5 MHz
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16-channel A/D converter system. The measured wave speed at a fill
fraction of 1.0 was on average 1988 m=s (�13 m=s), which is less
than 2% deviation from the theoretical Chapman–Jouguet wave
speed of 1966 m=s for a stoichiometric–air mixture.

The PDE was mounted on a damped thrust stand rated for a
maximum thrust load of 4500 N. The thrust stand was designed to
measure the time-averaged thrust of the dynamic PDE. The thrust
stand consisted of linear bearings riding along a pair of low-friction
rails. The PDEwas allowed to move freely on the rails but its motion
was weakly damped by springs to prevent any resonance effects. To
remove the effects of static friction, the PDE was continuously
actuated forward and backward by a linear actuator. Because thiswas
a known force, it could be subtracted from the measurements to get
the true average thrust of the engine. The thrust measurements were
calibrated by placing static weights and measuring the displacement
with a positional sensor. No hysteresis in the system was observed
throughout the testing. Calibration curves were obtained before and
after each set of tests to monitor changes in the system. A linear
relationship between the applied load and measured thrust was
observed for the entire range of PDE thrust loading, with amaximum
recorded standard deviation of approximately �1 N. The repeat-
ability of the data was observed to be within this error band and thus
indistinguishable from the measurement error. For a more detailed
description of the PDE test facility and thrust measurement system,
the reader is referred to the recent paper by Allgood et al. [4].

B. Pulse Detonation Engine Ejector Test Conditions

The PDE detonation tube was constructed of a steel pipe of
5.08 cm diameter DPDE and 1.83 m length. The main operating
parameters that could be varied were the following: 1) the fuel/air
mixture, 2) the fill fraction, 3) the purge fraction (pf), 4) the ignition
delay, and 5) the PDE cycle frequency. The fill fraction and purge
fraction are defined as the ratio of the detonation tube filled with a
fuel/air or air mixtures, respectively. The ignition delay was defined
as the delay in time in which the spark was actuated after the valves
closed. For all test conditions, the PDEwas operated at a 30 Hz cycle
frequency with a stoichiometric mixture of hydrogen and air, a purge
fraction of 0.5, and an ignition delay of 0.5ms. Only the operating fill
fraction was varied in the current tests.

Thrust augmentation levels of axisymmetric ejectors for pulse
detonation engine applications were quantified. All ejectors were
mounted coaxially to the PDE exhaust and had a rounded or
contoured bell-mouth inlet. As depicted in Fig. 1, two sets of ejectors
were tested: straight cylindrical ejectors and straight cylindrical
ejectors with a diverging exhaust end piece. The length LEJECT of the
straight and diverging ejectorswere varied by extending the length of
the straight or straight-intermediate sections, respectively. The
diverging ejector end piece had a 4 deg half-angle of divergence at a
fixed length of 19.3 cm. A similar 4 deg half-angle of divergence was
used by Lockwood [6] in his pulsejet-ejector experiments. The
diameterDEJECT of the straight/straight-intermediate sections was set
at a fixed value of 13.97 cm. Thus, the ejector-to-PDE diameter ratio
was kept constant throughout the tests at a value of 2.75. This value
was selected because it closely matched the optimum diameter ratios
reported in other ejector experiments [6,7,17,18].

A range of ejector length-to-diameter ratios (LEJECT=DEJECT) were
also tested and are listed in Table 1. The relative position between the
PDE exhaust and the ejector inlet was varied as depicted in Fig. 1.
Both upstream (x=DPDE < 0) and downstream (x=DPDE > 0) ejector
axial placementswere tested. The range in axial placements tested for
both straight and diverging ejectors are given in Table 1. To
determine the PDE-ejector thrust augmentation dependence on fill
fraction, thrust measurements of both the baseline configurationwith

no ejector and the integrated PDE-ejector systemwere obtained at the
same fill fractions ranging from 0.4 to 1.1. A PDE fill fraction greater
than 1.0 means that the PDE combustion chamber was overfilled
with a detonable mixture of fuel and oxidizer before ignition.

III. Results and Discussion

A. Baseline Testing of Pulse Detonation Engine

The selected baseline configuration for the ejector tests was the
1.83-m-length PDE detonation tube (5.08-cm-diam) without an
exhaust nozzle. The fill fraction for the baseline was varied from 0.4
to 1.1 while maintaining a near stoichiometric fuel–air ratio, an
ignition delay of 0.5ms, a purge fraction of 0.5, and a cycle frequency
of 30 Hz. The thrust values for the baseline PDE configuration are
given in Fig. 2 as function of experiment run time. The run time is
represented in number of PDE cycles, and the thrust is normalized
according to a reference thrust value. The reference thrust used in
normalizing this datawas selected to be the thrust value (77N) for the
baseline configuration at a fill fraction of 1.0. Because the PDE thrust
was measured using a damped thrust stand, there was an associated
time constant that delayed the average thrust from being recorded, as
shown by the slowly rising thrust curves in Fig. 2. This transient
delay between the first PDE cycle during each test and the time when
a near steady-state thrust level was reached was approximately 33 s,
or 1000 PDE cycles, for all fill fractions tested. The observed 33 s
time constant was a result of the characteristics of the highly damped
thrust stand designed to measure an average thrust of a pulse
detonation engine, and was also due to the transient time required for
the PDE to reach thermal equilibrium.All thrust data presented in this
paper corresponded to the average plateau in thrust recorded after the
PDE had been operating continuously for approximately 1000 PDE
cycles.

The variation in thrust and fuel-based specific impulse with fill
fraction is plotted in Fig. 3. The trends observed were consistent with
those found by other researchers. The maximum thrust occurs at
maximum fill fraction and decreases nonlinearly with fill fraction.
This nonlinear drop in thrust with reduced fill fraction is attributed to
the unfilled portion of the detonation tube acting as a straight nozzle.
Two sets of expansionwaves formduring the detonation propagation
for a straight nozzle configuration. The first set forms as the
detonation shock wave crosses the interface between the filled and
unfilled portion of the tube. The second set of expansion waves,
which are much stronger than the first, forms as the detonation wave
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Fig. 1 Schematics of the straight and diverging PDE ejectors.

Table 1 Pulse detonation engine ejector test matrix (DEJECT=DPDE � 2:75)

Fill fraction Ejector length-to-diameter ratio (LEJECT=DEJECT) Ejector axial position (x=DPDE)

Straight ejector 0.4–1.1 1.25–4.25 �1:5–2.0
Diverging ejector 0.4–0.8 2.62–5.62 �2:0–4.0
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and exhaust gases exit the PDE tube. Essentially, the detonation
shock wave serves to compress the gases occupying the unfilled
portion of the detonation tube, thereby maintaining the pressure
inside the detonation tube at a higher pressure. This increased
blowdown time with a straight nozzle results in higher thrust. For
example, if this straight nozzle or “partial-fill” effect were not
present, the thrust at a fill fraction of 0.5 would be approximately
50%of the thrust obtainedwith afill fraction of 1.0. The data in Fig. 3
show that the thrust at a fill fraction of 0.5 was instead approximately
65%. Thus, a 15% thrust increase was generated by the partial-fill
effect at a fill fraction of 0.5. This effect continued to increase as the
fill fraction was reduced. Also, because the PDE thrust levels
decreased at a slower rate than the reduction in fuel mass flow rate,
the fuel-based specific impulse values increased as shown in Fig. 3.
Specific impulse values as high as 3700 s were obtained for the
baseline configuration without an ejector.

B. Effects of Fill-Fraction

In current work, the thrust augmentation of the integrated PDE-
ejector system has been represented by an augmentation ratio �,
where � is the total thrust of the PDE-ejector system FPDEEJECTOR

normalized by the thrust of the PDE without an ejector FPDE but
operating at the same engine conditions. By normalizing the thrust
data in this manner, the data will reflect solely the performance of the
ejector at those engine conditions. This definition is consistent with
the historical approach for representing ejector thrust augmentation.
The authors would also like to point out that, although the
contributions to thrust by the momentum of the “engine-cold” fuel/
air and purge gases were known, as shown in Fig. 2, no correction to
the thrust data by subtraction of these thrust values was performed.

The reasoning for this was that the true contribution to the total thrust
by the fuel/air and purge gases during engine operation (i.e., ignition
on) was unknown during the cycle, due to Rayleigh flow effects of
heat addition to these gases by the PDE confining walls and its
subsequent effects on the momentum of these gases. However, the
selected normalization of the PDE-ejector thrust data attempts to
correct for these effects by normalizing the PDE thrust data at the
same engine operating condition.

As mentioned earlier, the total uncertainty in the thrust
measurements was estimated to be �1 N. Using the standard
propagation of uncertainty equation established by Kline and
McClintock [20], the uncertainty in the thrust augmentation ratio �
can be computed using the following relation:

u� �
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Substituting the equation for� given in the Nomenclature section of
this paper gives the following reduced formula for the uncertainty in
the thrust augmentation ratio as a function of the thrust of the PDE
and the uncertainty in the thrust measurements:
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Equation (2) shows that the uncertainty in thrust augmentation
measurements will be maximized when the thrust levels of the PDE
are at a minimum and augmentation ratios are large. For the current
tests, these occurred at the lowest PDE fill fraction tested (ff � 0:4).
The maximum uncertainty of the current test data was found to be
0.048, whereas the average uncertainty was 0.033.

The thrust of the PDE ejectors was measured at fill fractions
ranging from 0.4 to 1.1. However, due to flow rate restrictions and
backfire problems into the delivery manifold, most tests were limited
to a maximum fill fraction of 0.8. Figure 4 is a plot of the percent
thrust augmentation for a selected set of the straight and diverging
ejectors tested as a function of fill fraction. All ejectors showed that
the best relative augmentation performance was obtained at the
lowest operating fill fraction, and the level of thrust augmentation
was seen to have an inverse relation to fill fraction. The maximum
recorded thrust augmentation was with the longest diverging ejector
(LEJECT=DEJECT � 5:62) and was on the order of 65% of the baseline
thrust (or �� 1:65) at the fill fraction of 0.4. Doubling the fill
fraction for this PDE-ejector system resulted in a decrease of the
relative thrust augmentation to roughly 51%of the baseline thrust (or
�� 1:51). The straight ejectors did not perform as well as the
diverging ejectors but had roughly the same dependency on fill
fraction. For the shortest straight ejector (LEJECT=DEJECT � 1:25),
negative thrust augmentation (or drag) was measured at the high fill-
fraction conditions (ff > 0:8).
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To obtain a better understanding of why the increased fill fraction
resulted in reduced ejector performance, flow visualizations were
performed on an optically accessible two-dimensional ejector of a
similar geometry as those used in the current performance tests.
Figures 5 and 6 are instantaneous snapshots of high-speed flame
luminosity imaging and particle flow visualizations of the PDE
ejector operating at a fill fraction of 1.0. The time corresponding to
each image has been specified relative to the exiting of the detonation
wave. Although these flow visualizations are qualitative, both
visualization techniques clearly show a strong blast wave exiting the
PDE and eventually impinging on the inlet surface of the ejector. The
impingement of these high-pressure, high-temperature gases on the
ejector inlet were believed to be a primary source of ejector drag (or
negative thrust augmentation). As the fill fraction of the PDE was
decreased, the strength of the blast wave and thus its induced drag
contribution should also have decreased. In addition to the induced
drag by the PDE blast wave, exhaust gases were observed to have
been expelled out of the ejector inlet, with the level and duration of
expelled flow decreasing as the fill fraction was reduced. This
translated into negative entrainment during the early portion of the
PDE cycle. Later in the PDE-ejector cycle, the flame and particle
flow visualizations showed a positive direction of entrainment as
depicted in Figs. 5 and 6. These observations were similar to those
reported by Allgood et al. in a separate study [17].

C. Effects of Ejector Length-to-Diameter Ratio

In addition to the operating condition of the PDE, the geometry of
the ejector was seen to play an important role in the ejector
performance. The lengths of the ejector were varied by changing the

length of the straight or straight-intermediate sections, as depicted in
Fig. 1, while maintaining a constant diameter of 13.97 cm.
Conventionally, ejector augmentation data have been plotted as a
function of the ejector length-to-diameter ratio (LEJECT=DEJECT). In
Fig. 7, the PDE-ejector thrust augmentation of the current work has
been plotted as a function of LEJECT=DEJECT along with other
available data from PDE ejectors, pulsejet ejectors, and steady
ejectors. Figure 7 shows that, for the straight PDE ejectors, an
increase in LEJECT=DEJECT ratio corresponded to an increase in the
relative thrust augmentation. There existed a maximum at an
LEJECT=DEJECT ratio between 3 and 4. The PDE straight-ejector
(DR� 2:75) thrust augmentation measured in the current study is in
good agreement with those reported by Rasheed et al. [15]
(DR� 2:0) for a fill fraction of 1.0. The largest straight ejector
(DR� 2:9) tested byRasheed et al. had a better performance than the
current work’s straight ejector (DR� 2:75), whereas their smallest
straight ejector (DR� 1:5) showed very poor performance. No data
were reported by Rasheed et al. for other fill fractions or ejector
geometries.

The data plotted in Fig. 7 also include thrust augmentation values
performed by Morrison [21] for straight-walled steady ejectors and
diverging pulsejet ejectors. The straight steady-ejector augmentation
levels agree very well with the current straight PDE-ejector data
when the fill fraction was close to 1.0. A straight PDE ejector
operating at a lower fill fraction was observed to outperform the
steady ejector at a similar LEJECT=DEJECT ratio.

The diverging PDE ejectors showed nearly twice as much thrust
augmentation as the comparable straight PDE ejectors. This
improvement with a diverging ejector was also reported by
Lockwood [6]. The pulsejet ejectors tested by Lockwood were of a
diverging type with the same 8 deg total angle used in the current
work. However, the pulsejet ejectors appeared to outperform the
PDE diverging ejectors and have a much smaller optimum
LEJECT=DEJECT ratio of about 1.5. The PDE diverging ejectors
showed an increase in performance with increased length. The
diverging PDE-ejector performance leveled off at an LEJECT=DEJECT

ratio around a value of 6.0, a value much greater than the optimum
LEJECT=DEJECT ratio of the straight PDE ejectors.

It has been demonstrated both numerically [3] and experimentally
[4,22,23] that the fuel-based specific impulse of an air-breathing
PDE varies inversely with the PDE fill fraction due to advantageous
shock compression of the unfilled volume of the combustor by the
detonation waves. This was also shown in Fig. 3 of the current paper.
In theory, the partial-fill effect on PDE engine performance should be
similar for a PDE-ejector system as well, because similar gas
dynamics are occurring. To better understand and isolate the
performance gains provided by the ejector, the authors have
proposed a new nondimensional parameter (�� LEJECT=DEJECT=ff)
to be used in plotting PDE-ejector thrust augmentation. Figure 8
shows that, when the current thrust augmentation data are plotted as a
function of the PDE-ejector parameter �, the thrust augmentation
collapses onto one performance curve for similar ejector types.

Fig. 5 High-speed flame luminosity imaging of a two-dimensional

diverging PDE ejector; vectors indicate direction of visible flame
propagation (LEJECT=DEJECT � 2:9, DR� 2:2, x=DPDE ��1:0,
ff� 1:0).

Fig. 6 Particle flow visualizations of a two-dimensional diverging PDE

ejector (LEJECT=DEJECT � 2:9, DR� 2:2, x=DPDE ��1:0, ff� 1:0).
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However, different thrust augmentation performance curves exist for
different ejector geometry types, such as straight or diverging
ejectors. For example, Fig. 8 indicates that a better thrust
augmentation curve was obtained for a 4 deg diverging PDE ejector
than that of a straight PDE ejector. This was attributed to the
additional thrust surface area that the divergence of the internal
surface of the ejector provided (see Fig. 1). Each ejector performance
curve also indicated there was a single optimum � value. This means
that PDE-ejector performance is not only highly dependent on its
length-to-diameter ratio as typical ejector systems, but also on the
operating conditions of the PDE. Other engine operating conditions,
such as equivalence ratio and frequency, will obviously affect PDE-
ejector performance as well and should be investigated further.
However, the preliminary data shown in Fig. 8 indicate that the
correlation between straight steady ejectors (ff � 1:0) and straight
PDE ejectors was quite reasonable. In addition, the PDE-ejector data
provided by Rasheed et al. [15] also agreed reasonably well when
plotted in this fashion.

D. Effects of Ejector Axial Position

Another geometrical parameter varied in these tests was the
relative position of the ejector inlet to the exhaust of the PDE. All
previous results reported in this paper were for an axial position of
x=DPDE � 2:0,meaning the ejectorwas placed a distance of twoPDE
diameters downstream of the PDE exit. However, many previous
studies on ejectors showed that the augmentation is very sensitive to
its axial location [6–8,16–19]. For this reason, the straight ejector
(LEJECT=DEJECT � 1:25) and the diverging ejector (LEJECT=DEJECT�
5:62) were moved upstream and downstream of the PDE exhaust. In
addition, because the results shown previously also indicated a
strong dependence on fill fraction, the fill fraction was varied at each
ejector axial position.

Figure 9 shows results for the diverging ejector at three
operating fill fractions and for x=DPDE locations extending from
upstream of �2 to 4 diameters downstream. The sensitivity to axial
location was most pronounced with the lower fill fraction of 0.4.
For this operating condition, the optimum x=DPDE was a
downstream placement of �2 diameters. As the fill fraction was
increased, the performance of the downstream ejector placements
decreased relative to the upstream placements. At a fill fraction of
0.8, the optimum location was measured to be either inline or
slightly upstream of the PDE exhaust. This effect can be attributed
to the induced drag generated by the PDE wave, which was
discussed earlier in the paper and is shown in Figs. 5 and 6. A
downstream placement of the ejector at the lower fill fractions was
more optimal because it did not experience as high of an induced
wave drag, and it allowed the secondary flow to be more readily
entrained without restrictions. This effect was also observed by
Allgood et al. [17] in their PDE-ejector visualizations.

Figure 10 shows the relationship between the ejector thrust
augmentation and the axial placement of the ejector and the PDE

fill fraction. The thrust augmentation ratios are plotted as a
function of fill fraction for three representative ejector axial
placements: upstream, inline, and downstream. Both the straight
and diverging ejector configurations showed that, as the fill
fraction was increased, the downstream placement performance
dropped and the upstream placement performance increased. This
indicates again that the optimum axial placement of a PDE ejector
is dependent on fill fraction. Furthermore, because both the
diverging and straight ejector geometries showed very similar
trends, the effect of fill fraction was most likely having a primary
impact on the ejector bell mouth and not on the internal thrust
surfaces. This conclusion is supported by the visualizations
presented in Figs. 5 and 6.

IV. Conclusions

An experimental study of the performance of pulse detonation
engine ejectors was performed. Time-averaged thrust augmenta-
tion produced by straight and diverging PDE ejectors was
measured using a damped thrust stand. The ejector length-to-
diameter ratio was varied from 1.25 to 5.62 by changing the length
of the ejector while maintaining a nominal ejector-to-PDE diameter
ratio of 2.75. The operating fill fraction was varied from 0.4 to 1.1.
The PDE-ejector thrust augmentation was found to be strongly
dependent on the operating fill fraction. A reduction in fill fraction
corresponded to higher levels of ejector thrust augmentation for all
LEJECT=DEJECT ratios tested and for both the straight and diverging
ejectors. This improvement in ejector performance by operating at
low fill-fraction conditions was attributed to a reduction in induced
wave drag on the ejector inlet produced by the detonation blast
waves. The diverging ejector geometry showed the best
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performance due to increased thrust surface area. The diverging
ejector produced a maximum of 65% thrust augmentation
(�� 1:65) compared to a 28% (�� 1:28) thrust augmentation
with the straight ejector at a fill fraction of 0.4.

In general, longer ejectors outperformed short ejectors. Ejectors
with LEJECT=DEJECT ratios greater than 3.0 showed the best
performance. For the case of the straight ejectors, maximum
augmentation was observed for LEJECT=DEJECT ratios between 3 and
4. The diverging ejectors, however, did not show a maximum for the
range of LEJECT=DEJECT ratios tested but began to level off at
LEJECT=DEJECT ratios greater than 5.

The current results compared well with a limited set of PDE-
ejector data [15,19]. However, the behavior and thrust augmentation
of all PDE ejectors were inconsistent with reported deflagration
pulsejet-ejector systems. This leads to the conclusion that, although
there are some similarities between PDE and pulsejet driven ejectors,
there can be a significant difference in the flow dynamics to warrant
caution in grouping these two systems into the same classification.
However, a new normalization parameter (�� LEJECT=DEJECT=ff)
based on ejector length-to-diameter ratio and PDE fill fraction was
proposed. Using this normalization parameter, the PDE-ejector
performances for all fill fractions compared well with available
steady ejector performances for the specific ejector geometries
evaluated.

The axial placement of the ejector also greatly affected the
performance of the PDE-ejector system. Unlike other ejector
systems, a single optimum ejector placement for PDE applications
was not found but rather a function of the operating fill fraction. The
sensitivity of ejector augmentation to the axial placement was
believed to be a result of a tradeoff between reduced detonationwave
induced drag with upstream placement and increased mass
entrainment with downstream placement. For most test conditions, a
downstream ejector placement provided the best performance.
However, as the operating fill fraction was increased (i.e., stronger
blast waves), the relative performance of an upstream placement
increased, whereas the performance of a downstream placement
decreased. In contrast, the inline ejector placement performance was
nearly independent of fill fraction.

Although these observations on the sensitivity of the ejector
performance to axial placement are in qualitative agreement with the
behavior reported by Glaser et al. [19], the optimum PDE-ejector
placement has not been consistent in the reported literature, as was
commented on in the recent work by Wilson et al. [18]. Despite this
fact, what is consistent in all the reported studies performed on this
subject, including the current paper, is that the optimum ejector axial
placement is a strong function of the engine configuration and
operating conditions (fill fraction [19], detonation frequency [18],
etc.) and the ejector inlet and diffuser geometry [15,16,19]. This is a
result of the augmentation being a strong function of the dynamics of
the engine exhaust flow and its complex interactions with the ejector
geometry.
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Experimental studies were performed to improve the understanding of the operation of ejector augmenters driven

by a pulse-detonation engine. The research employs anH2-air pulse-detonation engine at an operating frequency of

30Hz. Static pressurewasmeasured along the interior surface of the ejector, including the inlet and exhaust sections.

Thrust augmentation provided by the ejector was calculated by integration of the static pressuremeasured along the

ejector geometry. The computed thrust augmentation was in good agreement with that obtained from direct thrust

measurements. Both straight and diverging ejectors were investigated. The diverging ejector pressure distribution

shows that the diverging section acts as a subsonic diffuser and has a tremendous impact on the behavior of the inlet

entrainment flow. Static pressure data were also collected for various ejector axial positions. These data supported

the thrust augmentation trends found through direct thrust measurements. Specifically, the optimum axial

placement was found to be downstream of the pulse-detonation engine near x=DPDE ��2, whereas upstream

placements tend to result in decreasing thrust augmentation. To provide a better explanation of the observed

performance trends, shadowgraph images of the detonation wave and trailing vortex interacting with the ejector

inlet were obtained.

Nomenclature

DEJECT = ejector diameter, cm
DPDE = detonation tube diameter, cm
DR = ejector-to-PDE diameter ratio
ff = fill fraction
LEJECT = ejector length, cm
LEXHST = exhaust-section length, cm
LSTRT = intermediate straight-section length, cm
TPDE = PDE-system thrust with no ejector installed, N
TPDE EJECT = PDE-system thrust with ejector installed, N
x = ejector axial position, cm
� = thrust augmentation, %

I. Introduction

A LTHOUGH pulse detonation engine (PDE) technology
continues to make progress in gaining acceptance in the

aerospace community, many hurdles remain in achieving a practical
engine system. One of the key challenges for researchers is to make

use of the increased efficiency of energy conversion due to
detonative-mode combustion by converting it most effectively into a
propulsive thrust force. Many approaches have been undertaken in
this effort to harness the transient power created by a train of
propagating detonation waves [1]. Much initial work was expended
on baseline performance characterization, and as a result awide array
of data has been presented in the literature [2–4]. These data have
shown the performance trends in terms of thrust and impulse for both
single-cycle and multicycle detonation tube operation. As a result of
this work, many analytical models have been produced in an attempt
to better predict PDE performance [5–7]. It can generally be shown
that the specific impulse generated by a detonation wave depends
heavily on the Chapman–Jouguet properties of the reactive mixture.
This work has been supported by a large number of computational
investigations, ranging from single-cycle predictions to limit-cycle
studies [8–11]. Because of the inherent experimental difficulty in
capturing unsteady flow phenomena in such a high-pressure, high-
temperature environment, these studies have been vital to the
understanding of the transient detonation process. This foundation of
previous experimental and computational work has suggested that
the use of ejector augmenters using a PDE as the primary driver may
be an effective way to increase system thrust and specific impulse.

In the simplest terms, an ejector is a coaxial duct placed around the
exhaust of an engine that performs as a fluidic pump. By entraining
the surrounding ambient air with the primary exhaust flow and
directing it into the ejector, themomentumof the engine exhaustflow
is increased, leading to the generation of a larger system thrust force
[12]. The theory and application of ejectors with regard to a steady
primaryflowarewell established [13,14]. In this type of situation, the
secondary flow is entrained primarily through viscous shear mixing
[15,16]. Previous research has shown that unsteady ejectors tend to
produce more thrust augmentation than steady-flow ejectors [17–
19]. According to Wilson et al., the increased performance of
unsteady ejectors can be attributed to amore efficient energy-transfer
process between the primary and secondary flows that results from
the dominant effects of the starting vortex [20]. Because PDEs are
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highly unsteady devices that generate shockwaves and strong vortex
rings, PDE-driven ejectors have the potential to be highly effective at
providing thrust augmentation.

Experimental work has confirmed that PDE-driven ejectors are
extremely effective in thrust augmentation. These studies have
quantified both the effects of PDE operating parameters and
important ejector geometric parameters such as the internal surface
geometry. A study by Glaser et al. [21] carried out using several
ejector configurations showed maximum thrust augmentation levels
of �� 30% for straight ejectors and �� 66:5% for an optimized
diverging ejector geometry driven by a completely filled detonation
tube. Here the thrust augmentation � is defined as the percent
increase in thrust compared to the baseline detonation tube without
an ejector. Based on a large body of experimental work, it is apparent
that diverging ejectors are much more effective at producing thrust
augmentation than straight ones. The increased augmentation by
diverging ejectors has commonly been attributed to the additional
thrust surface area of the diverging section; however, inherent in that
explanation is the possibly false assumption that a positive net
pressure acts on the diverging section to create a thrust force. It has
also been observed that ejector performance is extremely sensitive to
the axial position of the ejector inlet relative to the PDE tube exit. In
most cases downstream ejector placement provides optimum levels
of thrust augmentation [21–24]; however, some researchers have
found evidence to the contrary [25,26]. For the straight and diverging
ejector configurations previously tested by Glaser et al. [21], the
optimum axial position was found to be downstream at
x=DPDE ��2.

By measuring the static pressure along the interior surface of
various ejector geometries, the current effort seeks to increase the
overall understanding of PDE-driven ejector systems. To supple-
ment these data, high-speed shadowgraph flow visualizations were
also obtained to provide a better explanation of the observed
performance trends. Comparisons were also made between these
data and ejector performance data obtained through direct thrust
measurements. Results from this study provide insight into the
governing flow dynamics and mechanisms responsible for thrust
augmentation in PDE-driven ejector systems and better explain the
role of the diverging exhaust section in augmenting thrust.

II. Experimental Setup

A. Description of PDE System

Experimental testing for the current study was carried out at the
U.S. Air Force Research Laboratory PDE Test Facility at Wright–
Patterson Air Force Base [3]. The detonation tube was constructed of
type-316 stainless steel, and the geometry tested had an inner
diameter of 5.08 cm and a length of 154.94 cm. The system was
operated in a premixedmanner, using nonpreheated hydrogen and air
as the reactants injected at approximately 21�C. Injection of fuel and
air into the detonation tube was accomplished using a mechanical
valve system that was constructed from a modified four-cylinder
automotive valve head with four valves per cylinder driven with a
variable-speed electric motor. While the two intake ports were used
to deliver premixed hydrogen and air, the two exhaust ports delivered
purge air. The purge air cycle was used to cool the detonation tube
and provide a buffer between the hot combustion products and the
fresh reactants being injected into the tube for the next cycle. Because
of the nature of automotive valving, the division of the cycle timing
for various events such as fill time, purge time, and detonation time
was fixed at one-third of the total cycle. Spark ignition was
accomplished using a capacitive-discharge, stock automotive spark
system that delivered 105 mJ of energy per pulse. To accelerate the
deflagration-to-detonation transition process, a Shchelkin-type spiral
with an overall length of 40.64 cm was mounted near the headwall,
extending nearly 26% of the detonation tube length.

The PDE system was mounted on a damped thrust stand that was
designed to measure the time-averaged thrust generated by the PDE.
The thrust stand consisted of linear pillow-block bearings riding
along a pair of linear bearing rails. The PDE was allowed to move
freely on the rails, but its motion was resisted by springs to prevent

resonance effects. To remove the effects of static friction, a novel
approach was used by which the PDE was continuously moved
forward and backward by a linear pneumatic actuator. Because the
actuator produces a net-zero average force, the average position of
the thrust stand is a function of the PDE average thrust. The thrust
stand was calibrated by placing static weights on a pulley/cable
system to simulate a thrust force and measuring the average position
of the thrust stand with a displacement sensor. The maximum
uncertainty of the thrust stand, which was determined through
repeated calibration tests, was found to be �1:1 N for the range of
PDE thrust loading observed during these tests.

Operation of the PDE system was computer controlled by means
of a LabView interface program. This LabView interface provided
the flexibility to specify engine operating parameters such as PDE
operating frequency, fill fraction, and equivalence ratio. Unless
otherwise stated, all of the current tests were performed at an
operating frequency of 30 Hz and an equivalence ratio of 1.0.
Ionization probes were mounted along the detonation tube length to
verify that Chapman–Jouguet (CJ) detonations were obtained.
Detonation wave speeds measured throughout experimentation all
fell within�100 m=s of the theoretical CJ wave speed of 1957 m=s.
Data from these sensors were collected at 5 MHz using a 16-channel
data acquisition system. This fast sampling rate was adequate for
accurate resolution of the detonation wave speed.

B. Ejector Hardware and Instrumentation

To determine the effect of the ejector hardware on the thrust
generated by the PDE, the ejectors tested were mounted coaxially to
the detonation tube at various positions relative to the PDEexit plane.
Two parallel rails were mounted above the PDE which extended
beyond the length of the detonation tube. By suspending the ejectors
from these rails at different locations, the axial position x of the
ejector inlet was able to be varied from �12 to �6 tube diameters
from the PDE tube exit plane. A negative axial position value
corresponds to the ejector inlet placed upstream of the PDE exit, with
the ejector overlapping the detonation tube. Similarly, a positive
value of axial position corresponds to a situation in which the ejector
is mounted downstream of the detonation tube exit.

Two ejector geometries were used during these tests, each
consisting of an inlet section, an intermediate straight section, and an
exhaust section as shown in Fig. 1b. With the exception of the
exhaust section, the two ejectors were identical: one exhaust section
was straight whereas the other was diverging. The geometric
parameters of the current ejectors were chosen based on results from
previous optimization studies [21]. The diameter of the ejector
DEJECT was defined as the diameter of the intermediate straight
section because this was theminimum diameter for any given ejector
geometry. For the current work, DEJECT was held at a fixed value of
13.97 cm. The ejector-to-PDE diameter ratio DR of 2.75 was
therefore constant throughout the testing. Based on previous ejector
experiments, this value is near the optimum diameter ratio for thrust
augmentation [20,22,24]. The inlet used for this testing had a
rounded inlet lip with a radius of 3.81 cm. This has been found
through previous research to be an important geometric parameter
affecting both the internalflowfield and the performance of an ejector
[27,28]. The overall nondimensional length of the ejectors was
LEJECT=DEJECT � 5:6, the length of the intermediate straight section
was LSTRAIGHT=DEJECT � 3, and the exhaust section had a length of
LEXHST=DEJECT � 2:36. The two exhaust sections tested had half-
angle divergences of 0 and 4 deg.

To facilitate the static pressure measurements, each ejector was
instrumented with 20 pressure ports along the ejector surface. Each
pressure port consisted of a 0.0157-cm-diam thru hole on the ejector
surface, which transitioned to a 0.0246-cm-diam tube. Seven of the
pressure taps were located on the ejector inlet at the angular locations
given in Table 1. As shown in Fig. 2, the remaining 13 pressure taps
were distributed along the ejector body: seven were placed on the
intermediate straight section and six on the exhaust section.
Although thisfigure depicts an ejectorwith a straight exhaust section,
the diverging exhaust section also had surface pressure taps at the
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same locations. Pressure was measured using a NetScanner
Model 9116 Pressure Scanner incorporating 16 silicon piezoresistive
pressure sensors, each sampling at a frequency of 1 Hz. Because the
pressure measurement system had the ability to sample 16 pressure
signals, only 16 of the 20 available ejector pressure taps could be
used at a given time. The pressure ports used for the current study are
shown schematically in Fig. 2. Each pressure port on the ejector was
connected to its corresponding pressure sensor by a 0.0246-cm-diam
flexible tube of �2:5 m length. Because of the setup of the current
system, the dynamic nature of the pressure field was not captured.
The length of tubing used between the sensors and the surface
pressure taps had the effect of damping out the high-frequency
pressure oscillations that are normally associated with PDE
operation and had an averaging effect on the pressure history. As a
result, the 1-Hz pressure measurement system provided ameasure of
the time-averaged static pressure at the specified locations. However,
high-frequency changes in the pressure field were incapable of being
measured and individual detonation events were unable to be
discerned in the measurements.

For each data point collected, the PDEwas operated for a duration
of �45 s. To assess the variability of the experimental results, three
test runs were performed for each configuration studied. A typical
static pressure time history measured on the ejector surface is shown
in Fig. 3. Before detonation, cold air is pulsed through the PDE
injection valves to allow sufficient time for the desired flow rate to
stabilize. This initial unsteady coldflow causes flow entrainment into
the ejector and hence a decreased pressure on the ejector inlet, shown
by the initial gauge pressure of �1:03 kPa in Fig. 3. After the PDE
begins to detonate, the pressure drops to a lower plateau, indicating
an increase in flow entrainment. It can be observed that although the
measured pressure signal is reasonably steady due to the damping
nature of the measurement setup as discussed above, the signal does
have a fluctuating component. For all results reported in the
current study, the sample mean of the fluctuating pressure was
calculated to yield a single value for the static pressure at that sample
location. For the case shown, the mean PDE-fired static pressure
measured on the ejector inlet at pressure tap 7 was �2:62 kPa. The
uncertainty of the static pressure was evaluated statistically by
determining the standard deviation of the mean pressure averaged
over a representative sample of data sets. By this method, the mean
pressure data reported in the current study have an average associated
uncertainty of �0:3 kPa as shown by the error bars in Fig. 3.

III. Results and Discussion

A. Straight Ejector Surface Pressure Distribution

The surface pressure distribution measured on a straight ejector is
shown in Fig. 4. Results are compared for two primary unsteady
driver sources. The first source is a PDE, and the second is an
unsteady cold jet, both operating at a frequency of 30Hz. Both driver
sources exhibit similar trends in ejector pressure distribution. For
example, it can be observed that the entrained flow being directed
into the ejector causes a significant pressure drop on the inlet, thus
producing positive thrust on the ejector. The minimum inlet pressure
occurred at pressure tap 7, which is at an angle of 165 deg as
previously defined. It can also be observed that the outer area of the
inlet, pressure taps 1 and 2, did not experience a pressure decrease
and thus did not contribute to providing thrust augmentation. This
finding implies that the entire rounded portion of the inlet may not be
necessary, as comparable performance might be achieved with a
simplified inlet design. With a straight ejector, the only surface
capable of causing a thrust force is the ejector inlet, and hence a larger
negative inlet pressure would always lead to an increase in thrust
augmentation. Just downstream of the inlet section, the pressure is
observed to rise quickly and a region consistent with separated flow
is observed at pressure tap 8. Because the pressure rise is observed to
occur in both the PDE and the subsonic cold flow case, it is unlikely
that it is due to the presence of a stationary shock wave located in the
ejector, but rather flow separation following the flow turning around
the ejector inlet. The flow separation is probably due to the strong
adverse pressure gradient and large inlet turning angle experienced
by the entrainment air. Through the remainder of the straight ejector,
static pressure is found to rise gradually until ambient pressure at the
ejector exit is reached. The flow area is constant throughout the
straight ejector. The rising static pressure is attributed to the primary
jetmixingwith the slower entrainedflow throughout the extent of the
ejector. By integrating the measured static pressure over the ejector
surface geometry, the amount of thrust augmentation provided by the
straight ejector configurationwithff� 1:0was calculated.Defining
thrust augmentation as the percent increase in thrust compared to the
baseline detonation tube without an ejector,

�� TPDE EJECT � TPDE
TPDE

(1)

the computed augmentationwas found to be 26.1%,which is slightly
lower than the augmentation of 30.0% obtained by direct thrust
measurements [21]. This previous study reported the absolute
uncertainty of the thrust stand measured augmentation to be�2:5%.
An uncertainty analysis was performed to determine the uncertainty
associated with the pressure derived thrust augmentation of the
current study.As previously shown, the pressuremeasurements have
an average uncertainty of�0:3 kPa. Through a standard propagation
of error analysis, it was determined that the reported pressure
uncertainty translates into an absolute thrust augmentation
uncertainty of�7:7%.

Figure 5 presents shadowgraph flow visualizations showing the
differences between a detonation and cold flow primary driver. The

Fig. 1 a) Photograph of the installed ejector and b) diagram of ejector geometry used for current work.

Table 1 Locations of pressure taps on ejector
inlet section

Tap no. Tap position, deg

1 0
2 30
3 60
4 90
5 120
6 150
7 165
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visualizations were performed using a 2.54-cm-diam PDE operating
at 20 Hz with a straight ejector. In the top row of images, the
diffracting detonation wave with trailing vortex structure can be
seen. In the bottom row, the vortex structure of the cold flow
pulsation can be seen propagating toward the ejector. The time scales
are clearly different for the two cases because the velocity of the cold

flow starting vortex is much lower than the detonation wave speed.
The cold flow vortex is observed to increase in diameter at locations
near the tube exit, but then attains a nearly constant diameter as it
continues to travel forward. In contrast, the detonation-driven vortex
structure exhibits rapid growth until it reaches the ejector inlet. It can
also be observed that when the detonation-driven vortex reaches the
ejector inlet, its diameter is noticeably larger than that of the coldflow
vortex. These results are consistent with experimental unsteady
ejector performance measurements which have shown that the
optimum ejector-to-driver diameter ratio is larger for PDE-driven
ejectors than for cold flow driven systems.

Portions of a complete PDE-driven ejector cycle are shown in
Fig. 6. At a time of 111 �s, the shock wave is observed to reflect and
travel backward from the ejector inlet. The Mach disk structure
present during the blowdown portion of the PDE cycle is visible near
the ejector entrance at 148 �s. In the image corresponding to222 �s,
an interaction can be observed between the exhaust plume and the
ejector inlet in the form of a vortical structure attached to the inlet lip.
The image at 9065 �s was taken much later in the PDE cycle, when
the shock and vortex structure are no longer present and the ejector is
entraining flow into the inlet. The pattern of the entrained flow at this
time during the cycle appears to show a clustering of the flow
streamlines near the inner radius of the inlet, indicative of a higher
velocity at this location. Furthermore, it appears that no significant
amount of entrained flow is passing over the outer radius of the inlet.
These observed trends are consistent with the straight ejector
pressure distribution discussed above.

B. Diverging Ejector Surface Pressure Distribution

Previous PDE-driven ejector studies have found significant
performance enhancement with the use of a diverging exhaust
section. In some cases, thrust measurements indicated that the thrust
augmentation of the diverging ejectorwas approximately 2 times that
of the straight ejector.

Figure 7 compares the pressure distribution of a straight and a
diverging ejector. Again, it must be emphasized that the
measurement system employed does not capture the dynamic nature
of the pressure field, but simply describes the time-averaged static
pressure at each sensor location. It can be seen that the addition of the
diverging exhaust section has a significant impact on the ejector inlet
flowfield. The diverging ejector shows a vacuum pressure at tap 7
that is doubled in magnitude over that of the straight ejector. This
increase in inlet suction represents additional flow entrainment
which leads to an increase in thrust augmentation. Also of
importance is the fact that the static pressure along the length of the
diverging section is negative, rising to ambient conditions at the
ejector exit. This suggests that the performance enhancement
afforded by diverging ejectors is not due to a positive thrust force
acting on the diverging section area. In fact, the diverging section
actually creates a slight drag force due to the negative pressure acting
on it. The role of the diverging section appears to be that of a subsonic
diffuser, decreasing the flow velocity and increasing the static

Fig. 2 Placement of pressure sampling ports on ejector interior surface. Solid circles denote ports used during the current study.
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pressure in the exhaust section. Because the ejector exit-plane
boundary condition is that ambient static pressure is achieved in the
exhaust jet, the added pressure recovery through the diverging
section makes it possible for a decreased inlet pressure to exist while
the ejector exit boundary condition is still maintained. In prior
experimental testing, the current intermediate straight-section length
of LSTRAIGHT=DEJECT � 3 was found to be near the optimum length.
Either decreasing or increasing the straight-section length caused a

decrease in thrust augmentation. It is speculated that the flowmixing
that takes place within the intermediate straight section is beneficial
for conditioning the flow before it enters the diffuser. Without a
sufficient amount of mixing, the velocity profile entering the
diverging section may be prone to separation, causing increased
diffuser pressure recovery losses.After theflow is sufficientlymixed,
further increase of the straight-section length leads to increased
frictional drag forces, and, in turn, decreased thrust augmentation.

Fig. 5 Shadowgraph images comparing PDE-driven vortex ring (upper images) and cold flow starting vortex (lower images). ff � 0:6, DR� 3, and

x=DPDE ��2.

Fig. 6 Sequence of shadowgraph images taken during PDE-driven ejector operating cycle. ff � 0:6, DR� 3, and x=DPDE ��2.
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Integrating the pressure distribution over the diverging ejector
surface geometry yields a calculated thrust augmentation of
�� 50%, which is comparable to the thrust augmentation of ��
66% obtained from direct thrust measurements.

C. Effect of Fill Fraction on Surface Pressure Distribution

Previous studies have shown an inverse relationship between
thrust augmentation and the PDE fill fraction at downstream ejector
placements [21,23]. For the diverging ejector geometry being
considered, thrust augmentation was increased from �� 66% to
�� 74% by decreasing the fill fraction from ff� 1:0 to ff� 0:6.
Figure 8 shows that decreasing the fill fraction does not significantly
alter the pressure distribution over the ejector surface. However,
when the fill fraction is decreased, the baseline PDE thrust with no
ejector installed decreases at a faster rate than the thrust produced by
the ejector. Because thrust augmentation is defined as the change in
thrust due to the ejector divided by the baseline PDE thrust, reducing
the fill fraction leads to an increased thrust augmentation.

D. Effect of Ejector Axial Position on Surface Pressure Distribution

Ejector performance and internal flowfields have been observed to
be sensitive to the axial position of the ejector inlet relative to the
PDE tube exit [27]. In most cases, downstream ejector placement
provides optimum levels of thrust augmentation [21–24]. For the
straight and diverging ejector configurations previously tested by

Glaser et al. [21], the optimum axial position was found to be
x=DPDE ��2. Figure 9 shows the effect of the axial position on the
diverging ejector pressure distribution. It can be seen that as
the ejector is moved upstream from x=DPDE ��2, the magnitude of
the inlet suction is increased. At the axial location of x=DPDE ��12,
it is observed from the pressure distribution that almost no flow is
being entrained through the ejector, implying an augmentation near
0%. At this overlap position, a region of slightly positive pressure
was also observed in the straight section at pressure tap 10. This
overpressure is due to the presence of the detonation tube exit that is
located within the ejector.

The axial position trend is more clearly evident in Fig. 10. In this
figure static pressure data at tap 7 are plotted for all axial positions
tested. The pressure at this location represented the minimum
pressure on the inlet for nearly all cases studied and therefore was a
good indicator of the amount offlowentrainment into the ejector for a
given configuration. The tap 7 pressure data show a minimum
pressure near x=DPDE ��2, which is the optimum location for
thrust augmentation determined through direct thrust measurements.
Placements of the ejector at positions away from the optimum
decrease the magnitude of the inlet vacuum pressure, which implies
decreasing flow entrainment. Figure 11 shows the thrust
augmentation calculated by integration of the ejector pressure
distribution compared to that measured through direct thrust
measurements. Using both techniques it can be seen that a maximum
augmentation is found to occur atx=DPDE ��2, the same position at
which the minimum inlet pressure was measured. Although a
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discrepancy is apparent in the relative magnitudes of thrust
augmentation, the overall trend is unmistakable. It is believed that the
inability of the integrated pressure distribution to capture the effect
that the presence of the ejector has on the detonation tube flowfield is
the source of this disparity. The increased blowdown cycle due to the
downstream obstruction maintains a higher pressure on the thrust
surface of the detonation tube compared to a system with no ejector
present. As a result the calculated thrust augmentation based on
ejector pressure measurements falls short of the measured thrust
augmentation. However, the trend is apparent that placing the ejector
upstream of the PDE exit decreases thrust augmentation, while the
optimum ejector placement is downstream of the PDE tube exit.
Beyond this optimum downstream placement thrust augmentation
drops off at a rate similar to the rate of decrease with upstream
placement.

IV. Conclusions

An experimental study was performed to investigate the operation
of PDE-driven ejectors. To complete this work, both a straight and a
diverging ejector were instrumented for static pressure measure-
ments. Analysis of the straight ejector pressure distribution and
shadowgraph images showed that a majority of the entrainment flow
acceleration near the rounded inlet occurs at the inner inlet radius.
This implies that the outer surface of the inlet is not significant inflow
entrainment and thus does not need to be as carefully contoured as the
inner section of the inlet. In addition it was found that the role of the
diverging exhaust section is to act as a subsonic diffuser. The
pressure recovery that takes place in this diffuser has a significant
impact on the inlet pressure distribution, increasing themagnitude of
the inlet vacuumpressure by a factor of 2. Furthermore, the reason for
the inverse relationship between fill fraction and thrust augmentation
was studied. It was found that the ejector pressure distribution is not
very sensitive to the fill fraction. Finally, the axial placement of the
ejector inlet relative to the PDE tube exit plane was studied in detail.
By varying the axial position from x=DPDE ��12 to �6, the axial
location of the maximum inlet suction was found to be near
x=DPDE ��2. Moving the ejector farther upstream or downstream
resulted in the inlet suction decreasing toward zero. Calculating the
thrust augmentation based on integration of the pressure distribution
showed a maximum at a position of x=DPDE ��2, matching the
optimum axial location for thrust augmentation as determined
through direct thrust measurements. The observed trends are
consistent with the optimum ejector placement being at a
downstream location.
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First flight for PDE = pretty darned extraordinary 

Graham Warwick (Flight International, February 29, 2008) 

 

It's not every day a new form of propulsion makes its first flight: the 
turbojet in August 1939 (Heinkel He178), the ramjet in April 1949 
(Leduc 010), the scramjet in July 2002 (University of Queensland 
HyShot). Now it's the turn of the pulsed detonation engine (PDE) - a 
simple, lightweight powerplant that promises efficient operation over a 
wide range of speeds from 0 to Mach 4. 

In a PDE, combustion is supersonic (detonation) rather than subsonic 
(deflagration), resulting in the more efficient conversion of fuel into 
thrust. PDEs have few moving parts. A fuel/air mixture is injected into 
a tube and ignited, creating a supersonic detonation wave that travels 
down the tube and is expelled, producing a pulse of thrust. Grouping 
several tubes together and firing each many times a second produces 
constant thrust. 

 

It's taken a few years longer than planned, but the US Air Force 
Research Laboratory and partners ISSI and Scaled Composites finally 
accomplished the first PDE-powered flight in late January. The 
modified Long-EZ was powered by a four-tube PDE, each tube firing 20 
times a second, producing 200lb peak thrust. The flight was short, just 
a few tens of seconds, taking place within the length of the Mojave 
runway, but it was a first. 
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Aircraft 

 
DATE:

US AFRL proves pulse-detonation engine can power aircraft  
05/03/08 

By Graham Warwick 
Click here   
Researchers hope the first flight of an aircraft powered by a pulse detonation engine (PDE) will accelerate 
development of a propulsion concept that promises greater simplicity, lighter weight and a wider operating range 
than turbomachinery. 
In late January, an experimental engine developed at the US Air Force Research Laboratory (AFRL) powered a 
modified Scaled Composites Long-EZ on a brief flight along the runway at Mojave, California, marking the first 
flight of a PDE-powered aircraft. 
AFRL principal investigator Fred Schauer says the single flight, lasting "tens of seconds", proved the aircraft and 
its pilot could survive the noise and vibration of the PDE - concerns raised by an engine that delivers its thrust in 
pulses produced by the supersonic detonation of fuel and air in a tube. 

 

The experimental PDE, built by AFRL contractor 
Small JATO gas turbine helped Long-EZ get moving                      © Alan Radecki 

ISSI, had four tubes, each firing at 20Hz. Producing a peak thrust 
of about 200lb (0.9kN), the engine powered the Long-EZ to just over 100kt (190km/h) at 60-100ft (20-30m) 
above the Mojave runway. 
Schauer says the flight proved the structure could survive the Mach 5 pulses and that noise was "reasonable" in 
the cockpit. With the PDE running at 80Hz, noise was low frequency, sounding like an "engine brake on steroids", 
he says.  
Scaled test pilot Pete Siebold wore specially developed earplugs. Vibration was mitigated by tuning the engine 
mounts to the operating frequency, Schauer says. 

 
PDE-powered cruise lasted about 10 seconds            © AFRL 
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January's flight followed aircraft and engine modifications after an unsuccessful attempt to fly in 2004. In 
particular, Scaled designed a fairing for the engine to reduce drag, while the fuel was switched from gasoline to 
propane to broaden the PDE's operating limits and increase its thrust. 
Built using off-the-shelf parts, the experimental PDE "was just a proof of concept", says Schauer. The cylinder 
head from an automotive engine provided valves to admit first purge air then the fuel/air mixture into each tube, 
dual superchargers overcoming the pressure drop across the valves. A spark plug ignited subsonic combustion in 
the tube, which accelerated into the supersonic detonation wave. 

 

"The engine is old technology. Now we have better initiation techniques, better valving, better injection 
schemes," says Schauer. Research continues within AFRL, but he expects the engine manufacturers to be next to 
fly a PDE. "We have shown the technical hurdles can be overcome," he says. 

                                                                                                         © AFRL 
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