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1 Introduction

The goal of this publication is to extend the numerical method of [4, 5, 6, 7, 8, 27] to the case of backscattering data resulting from a single measurement. “Single measurement” means that the time dependent backscattering data for a Coefficient Inverse Problem (CIP) for a hyperbolic PDE are generated by a single location of the point source. We develop a new theory and present numerical results confirming this theory. Our target application is in imaging of plastic antipersonnel land mines, and we model this application in our numerical testing. In military applications, due to various dangers on the battlefield, it is desirable to minimize both the number of measurements and the observation angle. In the current paper
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we model the most suitable arrangement for this case, which is to use a single position of the point source and to measure only the backscattering signal.

It will be shown in the forthcoming publication [31] that a close analog of the numerical method of this paper provides accurate results for the most challenging case of blind backscattering experimental data collected from targets mimicking antipersonnel land mines. These data were collected in the field by a new forward looking radar, see [36] for a description of this radar.

This is a significantly revised version of the paper [30]. Main analytical results of the current paper: Theorems 3.1, 6.1, 7.1, Lemma 7.1 and topics of subsections 6.2 and 6.3 are not parts of [30]. Lemmata 5.1, 5.2 were formulated but not proven in [30]. Lemma 5.3 was proven in [30]. Theorem 5.1 was proven in [30] for the 2-D case. Since the proof in 3-D is similar, we omit it here. Numerical examples of this paper as well as Figures 8.1, 8.2 are different from ones of [30].

1.1 Preliminaries

It is well known that the goal of the construction of reliable numerical methods for CIPs faces quite substantial challenges. They are mainly caused by two factors combined: non-linearity and ill-posedness of CIPs. Least squares regularizing Tikhonov functionals suffer from the commonly known phenomenon of multiple local minima and ravines. Therefore, a gradient-like method of the minimization of this functional can stop at any point of either a local minimum or a ravine. However, this point can be located quite far from the true solution. This results in the local convergence of conventional numerical methods for CIPs, such as, e.g. various versions of the Newton and gradient methods. Convergence of these algorithms is guaranteed only if the starting point of iterations is located in a sufficiently small neighborhood of the exact solution. At the same time, in many applications a good approximation for the exact solution is rarely known in advance.

Therefore the central question in a computational treatment of a CIP is to develop such a numerical method, which would provide at least one point in a sufficiently small neighborhood of the exact solution without any a priori knowledge of that neighborhood. Furthermore, the latter property should be rigorously guaranteed, at least within the framework of a certain reasonable approximate mathematical model. In addition, numerical studies should confirm this property.

This question was addressed in a series of recent publications [4, 5, 6, 7, 8, 27] for CIPs for a hyperbolic PDE in the case when the data resulting from a single measurement are given at the entire boundary, i.e. the case of complete data collection. The technique of neither these publications nor the current one does not use least squares functionals. Only the structure of the underlying PDE operator is used. Also, it does not use a knowledge of the background values of the unknown coefficient.

Because of a quite significant difficulty of addressing the above question, it is unlikely that this can be done without some approximations. Hence, a reasonable approximate mathematical model was proposed on pages 102-104 of [5] and on page 11 of [27]. Developing this
concept further, we introduce in subsection 6.2 a new concept of the so-called *approximate global convergence* property. Based on this concept, we specify in subsection 6.3 our new approximate mathematical model.

As soon as the desired first good approximation is obtained, a locally convergent numerical method can be applied to refine it, see, e.g. books [2, 24] for Newton-like methods for ill-posed problems. Thus, a two-stage numerical procedure was developed in [5, 6, 7, 8, 30], and it also takes place here. On the first stage a good first approximation is provided by the above technique. On the second stage this approximation is refined via a locally convergent method. This method takes the first stage solution as the starting point for iterations.

In addition to the synthetic data of numerical studies of [4, 5, 6, 7], an experimental verification of the first stage was carried out in [27] for the case of blind experimental data collected in the transmitted scattering mode. A very accurate reconstruction of both refractive indices and locations of dielectric inclusions was demonstrated in [27]. Next, the two-stage procedure was verified on the same experimental data in [8]. A very good reconstruction accuracy of locations, shapes and refractive indices of dielectric inclusions was observed in [8].

### 1.2 What is new in this paper

Since we have over-determined boundary conditions on the backscattering part of the boundary of the domain of interest, we use the Quasi-Reversibility Method (QRM) [28, 33]. The QRM is well suited for this kind of problems, since it finds the “least squares” solution. The QRM was not in [4, 5, 6, 7, 8, 27] since the complete data collection was used in these references. We refer to, e.g. [14, 15, 16, 18, 25] for some publications on the QRM for linear ill-posed problems. The convergence analysis of the QRM is based on Carleman estimates.

The goal of the analytical part of this paper is to establish the above mentioned approximate global convergence property for our algorithm. While the QRM is well known for linear ill-posed problems, its application to a nonlinear problem, such as our CIP, is new. The only exception in this regard is the recently published work [29] of the first and third authors, where the technique of [4, 5] was extended to the 1-D case with the backscattering data and the QRM was applied. However, the Carleman estimate in 1-D is simpler than the one in \( n-D \) (\( n = 2, 3 \)) since in 1-D it enables to estimate the \( H^2 \)-norm of the solution in the whole interval of interest. Unlike this, the Carleman estimate in the \( n-D \) (\( n = 2, 3 \)) case enables one to obtain the Hölder stability estimate of the \( H^2 \)-norm of the QRM solution only in a subdomain of the domain of interest. This causes the *first main difficulty* in the convergence analysis compared with the linear case.

Let \( \alpha \in (0, 1) \) be a small regularization parameter of the QRM. The desired estimate of the \( H^2 \)-norm of the solution in a subdomain inevitably contains the large multiplier \( \alpha^{-r}, r = const. > 0 \). This multiplier was not a problem in the linear case since the QRM is applied only once in this case. Now, however, because of the nonlinearity of our CIP, we need to arrange an iterative process. Thus, we need to “suppress” this multiplier on each iteration to ensure stability. This causes the *second main difficulty*, compared with the
linear case. The third main difficulty here, compared with the linear case, is that along with the $H^2$-norm of the QRM solution in the subdomain, we need to iteratively estimate its $H^5$-norm in the entire domain (because of the regularization term), and the latter estimate contains a large multiplier $\alpha^{-1/2}$ which again needs to be "suppressed" on each iteration to stabilize the process. Four more new analytical elements are:

1. To perform our convergence analysis, we establish in Theorem 3.1 (section 3) some new properties of the solution of an elliptic PDE in $\mathbb{R}^3$, including estimates of this solution both from the above and from the below. This PDE is obtained via the Laplace transform of the originating hyperbolic PDE. The difficulty here is that while the classical theory of elliptic PDEs is developed only for bounded domains [21], we need to work in $\mathbb{R}^3$.

2. We obtain accuracy estimates for the so-called “tail” functions on each iteration. Such estimates were not obtained in above cited previous publications about this method. These estimates lead to a more convenient (than previously) formulation of the approximate global convergence Theorem 7.1.

3. We use a new Carleman Weight Function (CWF) in our Carleman estimate for the Laplace operator. This CWF is well suitable for a boundary condition, which is used here for a better stability of the QRM.

4. In the above cited previous publications about this method functions $q_{n,k}$ (section 4) were strong solutions of the Dirichlet boundary value problems for corresponding elliptic PDEs, and Schauder theorem was applied to estimate them. Now, however, each function $q_{n,k}$, is a weak solution of a certain integral identity since it is the minimizer of the Tikhonov functional corresponding to the QRM. This causes additional difficulties in the proof of Theorem 7.1.

While we work with the data resulting from a single measurement, we refer to works [1, 9, 10, 11, 23, 37] and references cited there for some non-locally convergent algorithms for CIPs with the data resulting from multiple measurements. In particular, publications [9, 10, 23] consider CIPs for hyperbolic PDEs. In section 2 we pose the inverse problem. In section 3 we establish some properties of the Laplace transform of the solution of the forward problem. The algorithm is described in section 4. Sections 5-7 are about the convergence analysis. Numerical results are presented in section 8.

2 Posing the Inverse Problem

Below $x = (x, y, z) \in \mathbb{R}^3$ denotes an arbitrary vector as well as the first component of this vector. The context does not allows an ambiguity. As the forward problem, we consider the Cauchy problem for the following hyperbolic PDE

$$c(x) u_{tt} = \Delta u \text{ in } \mathbb{R}^3 \times (0, \infty),$$  \hspace{1cm} (1)

$$u(x, 0) = 0, u_t(x, 0) = \delta(x - x_0).$$ \hspace{1cm} (2)

Equation (1) governs, e.g. propagation of acoustic and electromagnetic waves. In the acoustical case $1/\sqrt{c(x)}$ is the sound speed. In the 2-D case of EM waves propagation in a
non-magnetic medium \(c(x) := \varepsilon_r(x)\), where \(\varepsilon_r(x)\) is the spatially distributed dielectric constant, see, e.g. [17] for the derivation of (1) from the Maxwell equations in the 2-D case. Even though equation (1) cannot be derived from the Maxwell equations in 3-D for the case \(\varepsilon_r(x) \neq \text{const.}\), still it was successfully used in [8, 27, 31] to model the propagation of EM waves for experimental data, which are in 3-D.

Let \(\Omega \subset \mathbb{R}^3\) be a convex bounded domain with the piecewise smooth boundary \(\partial \Omega\). As it is always the case in CIPs, we need to assume a certain over-smoothness of the unknown coefficient. Let \(d > 1\) be a certain given number, which is the upper bound for our unknown coefficient \(c\). Note that some a priori information about the unknown coefficient should be given in accordance with the Tikhonov concept for Ill-Posed Problems [40]. However, since we do not assume a smallness of the number \(\tilde{d} = d − 1\), then a smallness assumption is not imposed on the function \(c\). So, we assume that

\[
\begin{align*}
c(x) &\in [1,d], \ c(x) = 1 \text{ for } x \in \mathbb{R}^3 \setminus \Omega, \\
c(x) &\in C^4(\mathbb{R}^3).
\end{align*}
\]

The assumption that \(c(x)\) is, in general, less outside of the domain of interest \(\Omega\) than inside it is because in our target application to imaging of antipersonnel plastic land mines the dielectric constant of mine-like targets is greater than the one in the background, see subsection 8.2. To simplify the presentation and also because of our target application, we now specify the domain \(\Omega \subset \mathbb{R}^3\) as follows. Let \(P > 0\) be a constant. Below

\[
\begin{align*}
\Omega &= \{(x,y,z): -P < x, y < P, z \in (0, 2P)\}, \partial \Omega = \bigcup_{i=1}^{3} \Gamma_i, \\
\Gamma_1 &= \{(x,y,z): -P < x, y < P, z = 0\}, \\
\Gamma_2 &= \{(x,y,z): x, y = \pm P, z \in (0, 2P)\}, \Gamma_3 = \overline{\Omega} \cap \{z = 2P\}.
\end{align*}
\]

**Inverse Problem.** Suppose that the coefficient \(c(x)\) in equation (1) satisfies conditions (3), (4) and is unknown in the domain \(\Omega\). Determine \(c(x)\) for \(x \in \Omega\), assuming that the following functions \(\varphi_0(x,t)\) and \(\varphi_1(x,t)\) are known for a single source position \(x_0 \notin \overline{\Omega}\)

\[
u(x,t)|_{\Gamma_1} = \varphi_0(x,t), \ u_z(x,t)|_{\Gamma_1} = \varphi_1(x,t), \ t \in (0, \infty).
\]

In experiments usually only the function \(\varphi_0(x,t)\) is measured. One can approximately assume that this function is known at the entire plane \(\{z = 0\}\). Next, since by (3) and (5) the coefficient \(c(x) = 1\) for \(z < 0\), then solving the forward problem (1), (2) in the half space \(\{z < 0\}\) with the boundary condition \(u(x,t)|_{z=0}=\varphi_0(x,t)\), one can uniquely determine the function \(u(x,y,z,t)\) for \(z < 0, t > 0\), which gives \(\varphi_1(x,t)\).

The next reasonable question to address is about the infinite rather than a finite time interval at which functions \(\varphi_0(x,t), \varphi_1(x,t)\) are given in (8). In our numerical procedure we use the Laplace transform with respect to \(t\). Since the kernel \(e^{-st}\), \(s > 0\) of this transform decays rapidly when \(t \to \infty\), then the integral over a finite time interval is approximately the same as the one over the infinite interval. This justifies our assumption \(t \in (0, \infty)\) in (8). In addition, when working with experimental data, which were measured on a finite
time interval [8, 27, 31], we have observed that the assumption \( t \in (0, \infty) \) does not affect the quality of solutions.

**Remark 2.1.** The question of the uniqueness of this CIP is a well known long standing problem. Currently it is addressed positively via the method of Carleman estimates only in the case when \( \delta (x - x_0) \) in (2) is replaced with a function \( f (x) \neq 0 \) in \( \overline{\Omega} \) [26, 28]. Still, because of applications, it makes sense to develop numerical methods for this CIP. Thus, we assume everywhere below that uniqueness of our Inverse Problem holds, also see Lemma 6.1.

3 Laplace Transform

Below \( C^{k+\gamma} \) are Hölder spaces, where \( k \geq 0 \) is an integer and \( \gamma \in (0, 1) \). Let the function \( c (x) \) be such that

\[
c \in C^{\gamma} (\mathbb{R}^3) \text{ and conditions (3) hold.}
\]

Consider the Laplace transform \( w \) of the function \( u \). We are not concerned with inverting this transform, since we use it only to approximate the unknown coefficient \( c (x) \). Thus,

\[
w(x, s) = \mathcal{L}_1 u = \int_0^\infty u(x, t) e^{-st} dt, \text{ for } s \geq \underline{s} = \text{const.} > 0,
\]

where \( \underline{s} > 0 \) is a certain number. In our numerical studies we choose \( \underline{s} \) experimentally. We call the parameter \( s \) pseudo frequency. The function \( w \) satisfies the following conditions

\[
\Delta w - s^2 c(x) w = -\delta (x - x_0), x \in \mathbb{R}^3, \forall s \geq \underline{s},
\]

\[
\lim_{|x| \to \infty} w(x, s) = 0, \forall s > \underline{s}.
\]

The condition (12) was established in subsection 2.2 of [6] for \( \underline{s} \geq \underline{s}^0 \), where the number \( \underline{s}^0 = \underline{s}^0 (\|c\|_{C^\gamma (\mathbb{R}^3)}) > 0 \) is sufficiently large. It was also proven in [6] that for \( s \geq \underline{s}^0 \) the function \( w(x, s) \) has the form

\[
w = w_0 + \overline{w}, \text{ where } \overline{w} \in C^{2+\gamma} (\mathbb{R}^3),
\]

\[
w_0 (x, s) = \frac{\exp (-s |x - x_0|)}{4\pi |x - x_0|}.
\]

The function \( w_0 \) solves the problem (11), (12) for the case \( c (x) \equiv 1 \). Theorem 6.17 of [21] about the smoothness of solutions of elliptic PDEs gives \( \overline{w} \in C^{k+2+\gamma} (\mathbb{R}^3) \), if \( c \in C^{k+\gamma} (\mathbb{R}^3) \).

In our algorithm as well as in the course of the proof of Theorem 7.1 we will construct solutions \( w(x, \overline{s}) := w(x, \overline{s}; c) \) of the problem (11), (12) with a certain \( \overline{s} > 1 \) for different functions \( c (x) \) satisfying (9). These functions \( c (x) \) will be calculated iteratively. We will not estimate \( C^{\gamma} (\mathbb{R}^3) \) — norms of those functions \( c (x) \). Hence, if constructing the sequence of functions \( w(x, \overline{s}; c) \) via solving the forward problem (1), (2) and then calculating the
integral (10) for \( s := \varpi \), then each of those functions \( c(x) \) might require its own value \( \varpi^0 := \varpi^0 \left( \| c \|_{C^\gamma(\mathbb{R}^3)} \right) \), and there is no guarantee that \( \varpi^0 \left( \| c \|_{C^\gamma(\mathbb{R}^3)} \right) < \varpi \). However, since we will work only with the interval \( s \in [s, \varpi] \) for fixed values of parameters \( s, \varpi \), then we need to ensure that for each such function \( c \) and for each value \( s > 0 \) there exists unique solution of the form (13), (14) of the problem (11), (12). Thus, we now prove

**Theorem 3.1.** Let \( x_0 \not\in \Omega \), the function \( c(x) \) satisfies condition (9) and also \( c \in C^{k+\gamma}(\mathbb{R}^3) \). Then for any \( s > 0 \) there exists unique solution of the problem (11), (12) of the form (13), (14) with \( \varpi \in C^{k+2+\gamma}(\mathbb{R}^3) \). Denote

\[
w^{(d)}(x,s) = \frac{\exp\left(-s\sqrt{d}|x-x_0|\right)}{4\pi|x-x_0|}. \tag{15}\]

the solution of the problem (11), (12) for \( c(x) \equiv d \). Then

\[
w^{(d)}(x,s) < w(x,s) \leq w_0(x,s), \forall x \neq x_0. \tag{16}\]

**Proof.** Consider the following parabolic Cauchy problem for \((x,t) \in \mathbb{R}^3 \times (0, \infty)\)

\[
c(x) v_t = \Delta v, v(x,0) = \delta(x-x_0). \tag{17}\]

Let \( v_0(x,t) \) be the solution of the problem (17) with \( c \equiv 1 \). Also, consider the function \( \varpi(x,t) \),

\[
v_0(x,t) = \frac{1}{(2\sqrt{\pi} t)^3} \exp\left(-\frac{|x-x_0|^2}{4t}\right), \tag{18}\]

\[
\varpi(x,t) = \int_0^t (v - v_0)(x, \tau) \, d\tau. \tag{19}\]

Denote \( b(x) = c(x) - 1 \). We obtain from (17) and (19)

\[
\Delta \varpi - c(x) \varpi_t = b(x) v_0, \varpi(x,0) = 0, (x,t) \in \mathbb{R}^3 \times (0, \infty). \tag{20}\]

Since \( x_0 \not\in \Omega \) and by (3) and (9) \( b(x) = 0 \) outside of \( \Omega \), then it follows from (18) that the right hand of (20) does not have a singularity in \( \mathbb{R}^3 \times [0, \infty) \). Let \( T, R > 0 \) be two arbitrary numbers and \( B_R(T) = \{|x| < R\} \times (0,T) \). By (3), (9) and (18) \( b(x) v_0(x,t) \geq 0 \) for \((x,t) \in \mathbb{R}^3 \times (0, \infty) \). Hence, applying to (20) the maximum principle of Theorem 1 of Chapter 2 of [20], we obtain \( \max_{B_R(T)} \varpi(x,t) \leq 0 \). Since numbers \( R, T > 0 \) are arbitrary, then

\[
\varpi(x,t) \leq 0 \text{ in } \mathbb{R}^3 \times [0, \infty). \tag{21}\]

On the other hand, Theorem 11 of Chapter 2 of [20] ensures that the fundamental solution of the parabolic equation is positive for \( t > 0 \). Hence, (19) and (21) imply that

\[
\int_0^t v(x,\tau) \, d\tau \leq \int_0^t v_0(x,\tau) \, d\tau \text{ and } v(x,t) \geq 0. \tag{22}\]
Next, consider the following version of the Laplace transform

$$\mathcal{L}_2v = \int_0^\infty v(x,t)e^{-s^2t}dt. \quad (23)$$

By one of well known properties of the Laplace transform

$$\mathcal{L}_2\left(\int_0^t f(\tau)\,d\tau\right) = \frac{1}{s^2}\mathcal{L}_2f \quad (24)$$

for any appropriate function $f$. Formula (28) of section 4.5 of Tables [3] gives $\mathcal{L}_2v_0 = w_0$. Fix a number $s > 0$. Hence, (22)-(24) and Fubini theorem lead to

$$\mathcal{L}_2\left(\int_0^t v(x,\tau)\,d\tau\right) = \frac{1}{s^2}\mathcal{L}_2v \leq \frac{1}{s^2}\mathcal{L}_2(v_0) = \frac{1}{s^2}w_0(x,s). \quad (25)$$

Hence, the integral (23) converges absolutely. Next, by (20) for any $A > 0$

$$\Delta \int_0^A \overline{v}(x,t)\,e^{-s^2t}dt = \int_0^A \Delta\overline{v}(x,t)\,e^{-s^2t}dt = \int_0^A [c\overline{v}_t + (c - 1)v_0]\,e^{-s^2t}dt. \quad (26)$$

Setting here $A \to \infty$ and using that by (19) $c\overline{v}_t + (c - 1)v_0 = cv - v_0$, we obtain

$$\lim_{A \to \infty} \Delta \int_0^A \overline{v}(x,t)\,e^{-s^2t}dt = \lim_{A \to \infty} \int_0^A \Delta\overline{v}(x,t)\,e^{-s^2t}dt = c\mathcal{L}_2v - \mathcal{L}_2v_0. \quad (26)$$

Hence, it follows from (26) that $\Delta\mathcal{L}_2(\overline{v})$ and $\mathcal{L}_2(\Delta\overline{v})$ exist and $\Delta\mathcal{L}_2(\overline{v}) = \mathcal{L}_2(\Delta\overline{v})$. Furthermore, by (19) and (24)-(26) $\Delta\mathcal{L}_2(\overline{v}) = s^{-2}\Delta(\mathcal{L}_2v - \mathcal{L}_2v_0) = c\mathcal{L}_2v - \mathcal{L}_2v_0$. Hence, denoting $w := \mathcal{L}_2(v)$ and using $\mathcal{L}_2v_0 = w_0$ as well as $\Delta w_0 - s^2w_0 = -\delta(x - x_0)$, we obtain that the function $w$ satisfies equation (11).

We now prove (12) and also that

$$w = w_0 + \overline{w}, \text{ where } \overline{w} \in C^{k+2+\gamma}(\mathbb{R}^3). \quad (27)$$

Since $c\overline{v}_t = \overline{v}_t + b\overline{v}_t$, then using (19) and (20), we obtain

$$\overline{v}_t = \Delta\overline{v} - b(x)v, \overline{v}(x,0) = 0. \quad (28)$$

Since $b \in C^{k+\gamma}(\mathbb{R}^3)$ and $b(x) = 0$ near $x_0$, then at least $v \in C^{2+\gamma,1+\gamma/2}(\mathbb{R}^3 \times [0,T)), \forall T > 0$ (formula (13.2) of Chapter 4 of [32]). Hence, by (27)

$$\overline{v}(x,t) = -\int_0^t \int_\Omega v_0(x - \xi, t - \tau) b(\xi) v(\xi, \tau)\,d\xi d\tau. \quad (29)$$
By (19), (23) and (25) \( L_2 \overline{v} = s^{-2} (L_2 v - w_0) = s^{-2} (w - w_0) \). Hence, applying the Laplace transform \( L_2 \) to both sides of (29) and using the convolution theorem, we obtain

\[
w(x,s) = w_0(x,s) - s^2 \int_{\Omega} w_0(x - \xi) b(\xi) w(\xi,s) d\xi.
\]

(30)

Iterating this integral equation once, we obtain

\[
w(x,s) = w_0(x,s) - s^2 \int_{\Omega} w_0(x - \xi) b(\xi) w_0(\xi,s) d\xi + s^4 \int_{\Omega} w_0(x - \xi) b(\xi) \int_{\Omega} w_0(\xi - \eta) b(\eta) w(\eta,s) d\eta.
\]

(31)

Since \( b \in C^\gamma(\overline{\Omega}) \), then the well known results for integral equations with kernels like \( w_0(x - \xi) \) imply that

\[
\left( \int_{\Omega} w_0(x - \xi) b(\xi) d\xi \right) \in C^{2+\gamma}(\mathbb{R}^3),
\]

(32)

\[
\left( \int_{\Omega} w_0(\xi - \eta) b(\eta) w(\eta,s) d\eta \right) \in C^1(\mathbb{R}^3).
\]

(33)

By (14) and (30) functions \( w(x,s), w_0(x,s), \overline{w}(x,s) = (w - w_0)(x,s) \) satisfy condition (12). Furthermore, it follows from (31)-(33) that (27) holds with \( k = 0 \). Next, the above mentioned Theorem 6.17 of [21] ensures that (27) is true with \( k \geq 0 \). Thus, we have proven existence. Uniqueness is proven in subsection 2.2 of [6].

Finally we prove (16). Since \( w = L_2(v) \) and \( v \geq 0, b \geq 0 \), then the right inequality (16) follows from (30). Consider the function \( \tilde{w}^{(d)}(x,s) = w(x,s) - w^{(d)}(x,s) \). Then (11), (12) and (15) imply that

\[
\Delta \tilde{w}^{(d)} - s^2 c \tilde{w}^{(d)} = s^2 (c(x) - d) w^{(d)}, \quad \lim_{|x| \to \infty} \tilde{w}^{(d)}(x,s) = 0.
\]

(34)

By (13)-(15)

\[
\frac{\tilde{w}^{(d)}(x,s)}{w^{(d)}(x,s)} = \exp \left[ s \left( \sqrt{d - 1} \right) |x - x_0| \right] (1 - O(|x - x_0|)) > 0, x \to x_0, x \neq x_0.
\]

Hence, there exists a sufficiently small number \( \varepsilon > 0 \) such that

\[
\tilde{w}^{(d)}(x,s) > 0 \text{ for } x \in \{|x - x_0| \leq \varepsilon\}.
\]

(35)
For $R > 0$ consider the domain $B_{R,\varepsilon} = \{ |x| < R, |x - x_0| > \varepsilon \}$. Assuming that $B_{R,\varepsilon} \neq \emptyset$, which is true for sufficiently large $R$, we obtain $\bar{w}^{(d)} \in C^{2+\gamma}(B_{R,\varepsilon})$ and $s^2 (c(x) - d) \bar{w}^{(d)} \leq 0$ in $B_{R,\varepsilon}$. Hence, applying the maximum principle to equation (34), we obtain $\min_{\partial B_{R,\varepsilon}} \bar{w}_d \geq \min_{\partial B_{R,\varepsilon}} \bar{w}_d$. Setting $R \to \infty$ and using the second condition (34) as well as (35), we obtain $\min_{|x-x_0|\geq\varepsilon} \bar{w}^{(d)} \geq \min_{|x-x_0|\geq\varepsilon} \bar{w}_d > 0$. Thus, $w(x,s) > w^{(d)}(x,s)$ for $x \neq x_0$. □

To justify our new approximate mathematical model of subsection 6.3, we need the verification of conditions of Lemma 3.1.

**Lemma 3.1** [4]. Assume that conditions (3) and (4) hold. Let $u(x,t)$ be the solution of the problem (1), (2) and for sufficiently large values of $s > 0$ let $w(x,s) = \mathcal{L}_1 u$. Assume that geodesic lines, generated by the eikonal equation corresponding to the function $c(x)$ are regular, i.e. any two points in $\mathbb{R}^3$ can be connected by a single geodesic line. Let $l(x,x_0)$ be the length of the geodesic line connecting points $x$ and $x_0$. Then the following asymptotic behavior of the function $w$ and its derivatives takes place for $|\alpha| \leq 2, k = 0, 1, x \neq x_0$

$$D_x^\alpha D_s^k w(x,s) = D_x^\alpha D_s^k \left\{ \frac{\exp[-sl(x,x_0)]}{f(x,x_0)} \right\} \frac{1 + O \left( \frac{1}{s} \right)}{s \to \infty}, \quad (36)$$

where $f(x,x_0)$ is a certain function and $f(x,x_0) \neq 0$ for $x \neq x_0$.

Having the data at only one side $\Gamma_1$, as in (8), of the cube $\Omega$ is not sufficient for a good stability of the numerical solution. To provide a better stability, we now derive an approximate boundary condition for the function $\ln w$ at the rest $\Gamma_2 \cup \Gamma_3$ of the boundary $\partial \tilde{\Omega}$. It follows from (14) and (30) that the function $w$ satisfies the radiation condition at infinity, $\lim_{|x| \to \infty} (\partial_x |w| + sw) (x) = 0$, where $\partial_x w := \partial_x w$ is understood in terms of spherical coordinates with the radius $r := |x|$. Hence, assuming that the number $P$ in (5)-(7) is sufficiently large and keeping in mind that we work with an approximate mathematical model (subsections 6.2, 6.3), we impose the following approximate boundary condition at $\Gamma_2 \cup \Gamma_3$

$$\left( \partial_n w + sw \right) |_{\Gamma_2 \cup \Gamma_3} = 0. \quad (37)$$

It follows from (37) that

$$\partial_n (\ln w(x,s)) |_{\Gamma_2 \cup \Gamma_3} = -s. \quad (38)$$

Actually condition (38) is not an informative one. This is because it is independent on the target coefficient $c(x)$. Hence, it is logical to use two boundary conditions (8) as well as (38), since this should likely provide both a better reconstruction accuracy and a better stability.

Keeping in mind our target application of imaging of antipersonnel plastic land mines (section 1), we have verified the approximate boundary condition (37) computationally, both in 3-D and 2-D cases, as follows. For a variety of cases modeling our target application (subsection 8.2) we have computationally solved the forward problem for equation (11) in a domain $\tilde{\Omega}$, which was much larger than the domain $\Omega$ in (5), $\Omega \subset \tilde{\Omega}, \partial \tilde{\Omega} \cap \partial \Omega = \emptyset$. Because of (12), we have imposed the zero Dirichlet boundary condition at $\partial \tilde{\Omega}$. Next, we have solved equation (11) in the domain $\Omega$ with the boundary condition (37) at $\Gamma_2 \cup \Gamma_3$. As to $\Gamma_1$, we have used the Dirichlet boundary condition, which was calculated from the above
solution of the forward problem in $\hat{\Omega}$. When doing so, we have used the same values of the parameter $s$ for which we have numerically solved our inverse problem. Comparison of these two solutions has consistently revealed that in a subdomain $\tilde{\Omega} \subset \Omega$, whose boundary had a small distance from $\Gamma_2 \cup \Gamma_3$, these two solutions have almost coincided. Thus, the above provides a numerical justification for the approximation (37), since mine-like inclusions of our interest are located in $\tilde{\Omega}$, also see sub-subsection 8.1.1 for a relevant discussion.

4 The Algorithm

The algorithm of this section was described in detail in previous publications [4, 5] for the case of the complete data collection and in [30] for the case of backscattering data. However, since we need to refer to some parts of this algorithm in our convergence analysis in sections 5-7, we need to outline it briefly here. We focus only on those items which we need in sections 5-7.

4.1 The sequence of elliptic equations

We work only with the function $w(x,s), s > 0$ assuming that conditions of Theorem 3.1 hold. Since by (15) $w > 0$, then we can consider the function $v(x,s) = \ln w/s^2$. Let $q(x,s) = \partial_s v(x,s)$. An important point here is that

$$v(x,s) = - \int_s^{\bar{s}} q(x,\tau) d\tau + V(x), \quad V(x) := v(x,\bar{s}).$$

(39)

We call $V(x)$ the tail function. Here $\bar{s} > 1$ is the truncation pseudo frequency which should be chosen in numerical experiments. Actually, $\bar{s}$ is one of regularization parameters of our method. Hence,

$$V(x) := V(x,\bar{s}) = \bar{s}^{-2} \ln w(x,\bar{s}).$$

(40)

Assuming that conditions of Lemma 3.1, we obtain

$$\|V(x,\bar{s})\|_{C^{2+\gamma}(\overline{\Omega})} = O((\bar{s}^{-1})^\gamma), \quad \|q\|_{C^{2+\gamma}(\overline{\Omega})} = O(\bar{s}^{-2}), \quad \bar{s} \to \infty.$$  

(41)

The function $q(x,s)$ satisfies a certain nonlinear integral differential PDE in which Volterra-like integrals generated by (39) are involved. We have one equation with two unknown functions $q$ and $V$. The reason why we can approximate both of them is that we treat them differently: while we approximate the function $q$ via inner iterations “within” that equation, we approximate the function $V$ via outer iterations solving the problem (11), (12) and using (40) then. Boundary conditions (8), (38) are transformed in the following boundary conditions for $q(x,s)$

$$q|_{\Gamma_1} = \psi_0(x,s), \quad \partial_s q|_{\Gamma_1} = \psi_1(x,s), \quad \partial_n q|_{\Gamma_2 \cup \Gamma_3} = s^{-2}.$$  

(42)
The problem of approximating functions $q$ and $V$ from that equation is the major difficulty of our method. We treat it via a layer stripping procedure with respect to $s$. Let $[s, s] < (0, \infty)$ be the $s-$interval where we approximate the function $q(x,s)$. In practical computations this interval should be chosen via numerical experiments conducted for a range of parameters, which is suitable for a specific application of ones interest. We approximate the function $q(x,s)$ as a piecewise constant function with respect to the pseudo frequency $s \in [s, s]$. That is, we assume that there exists a partition $s = s_N < s_{N-1} < \ldots < s_1 < s_0 = s$ of the interval $[s, s]$ with the sufficiently small grid step size $h = s_{i-1} - s_i$ such that $q(x,s) = q_n(x)$ for $s \in (s_n, s_{n-1}], n = 1, \ldots, N$. Next, we multiply the above mentioned equation for $q$ by the $s$-dependent CWF $C_{n,\mu}(s) = \exp[-\mu |s - s_{n-1}|], s \in (s_n, s_{n-1}], \mu >> 1$ and integrate with respect to $s \in (s_n, s_{n-1}]$. The parameter $\mu$ should be chosen in numerical experiments. As a result, we obtain a coupled system of elliptic PDEs for functions $q_n$. Because of Volterra-like $s-$integrals in the original equation for $q$, this system can be solved sequentially starting from $q_1$. When solving these equations, we have $m \geq 1$ inner iterations for each $n$ with respect to the tail functions. Thus, for each $n \in [1, N]$ we obtain a finite sequence of functions $q_{n,k}, V_{n,k}, k \in [1, m]$. Those equations and boundary conditions for functions $q_{n,k}$ are

$$
\Delta q_{n,k} - A_{1,n} \left( h \sum_{j=0}^{n-1} \nabla q_j - \nabla V_{n,k} \right) \nabla q_{n,k} = -A_{2,n} h^2 \left( \sum_{j=0}^{n-1} \nabla q_j \right)^2 \\
+ 2A_{2,n} \nabla V_{n,k} \left( h \sum_{j=0}^{n-1} \nabla q_j \right) - A_{2,n} (\nabla V_{n,k})^2, x \in \Omega, (n,k) \in [1, N] \times [1, m],
$$

$$
q_{n,k} |_{\Gamma_1} = \psi_{0,n}(x), \quad \partial_q q_{n,k} |_{\Gamma_1} = \psi_{1,n}(x), \quad \partial_q q_{n,k} |_{\Gamma_2 \cup \Gamma_3} = (s_n s_{n-1})^{-1}.
$$

Functions $\psi_{0,n}(x)$ and $\psi_{1,n}(x)$ are averages over the interval $(s_n, s_{n-1})$ of respectively functions $\psi_0(x,s)$ and $\psi_1(x,s)$ in (42) and are therefore approximate boundary conditions. The third boundary condition in (44) is the average of the function $s^{-2}$ in (42) over the interval $(s_n, s_{n-1})$. In (43) $A_{i,n} = A_{i,\mu}(h, \mu) > 0, i = 1, 2$ are known parameters, see specific formulas in [4]. It is convenient to set in (43)

$$
q_0 \equiv 0.
$$

Remarks 4.1:

1. In fact, one should also have the nonlinear term $B_n (\mu, h) (\nabla q_{n,k})^2$ in the right hand side of equation (43) with a certain parameter $B_n (\mu, h)$ [4]. However, because of the presence of the CWF we have $|B_n (\mu, h)| \leq \frac{s s^2}{\mu}$ for $\mu h \geq 1$ [4]. We have used $\mu = 50$ in our computations. Hence, assuming that $\mu >> 1$, we ignore this term. This allows us to solve a linear problem for each $q_{n,k}$. We have also conducted numerical experiments for the case when this term is not ignored. In this case we have also performed iterations with respect to this term. However, results of those numerical studies have shown that the influence of this term is negligible for $\mu \geq 50$. 

2. In principle one can avoid using the CWF via choosing the size $h$ of each sub-interval $(s_n, s_{n-1})$ to be very small. This would again result in a small multiplier at $(\nabla q_n)^2$. However the number $N$ of subintervals would increase in this case, which would make it necessary to solve more problems for functions $q_n$. Hence, both the computational time and the computational error would increase.

3. Setting $B_n(\nabla q_{n,k})^2 := 0$ for large values of $\mu$ is not a linearization. The nonlinearity actually surfaces in the iterative process in those terms of (43) which contain $q_j$ and $V_{n,k}$. Indeed, these terms contain products $\nabla q_j \nabla q_{n,k}$. Also, tails $V_{n,k}$ depend nonlinearly on functions $q_j, q_{n,k}$, see (50) and (51).

4. In our analytical derivation we use the third condition (42) at $\Gamma_3$ only at $s = \overline{s}$, where $\overline{s}$ is the highest value of $s$ we use in our algorithm, see (104), (105) and Lemma 7.1. However, we use the third condition (42) at $\Gamma_2$ for all values of $s$ in our convergence analysis. As to the numerical studies, our computational experience has shown that it is better for the stability to use the third condition (42) at $\Gamma_2 \cup \Gamma_3$ for all values of $s$, and this is what we do in our numerical testing, see subsection 8.1 for a relevant discussion.

5. In addition, if using the Laplace transform of only one of conditions (8) combined with the third condition (42), then there is an analytical difficulty here, compared with [4, 5]. Indeed, in the convergence analysis of [4, 5] the boundary $\partial \Omega \in C^3$, which enabled one to use Schauder theorem. However, the boundary of our cube $\Omega$ in (5)-(7) is not smooth. Hence, the existence of a smooth solution for the corresponding elliptic boundary value problem for the function $q_{n,k}$ in section 4 cannot be guaranteed in this case.

6. In summary, it follows from the above two remarks that it is optimal in computations to use the Laplace transforms of both boundary conditions (8) as well as the third condition (42). The over-determination in boundary conditions (8) logically leads to the QRM.

The iterative process of the next subsection reconstructs iterative approximations $c_{n,k}(x) \in C^\gamma(\overline{\Omega})$ of the function $c(x)$ and $c_{n,k}(x) \in [1, d]$ in $\overline{\Omega}$. On the other hand, to iterate with respect to the tails, we need to solve the forward problem (11), (12) on each iterative step. To do this, we extend each function $c_{n,k}(x)$ outside of the domain $\Omega$. So that the resulting function $\widehat{c}_{n,k}(x) = 1$ outside of $\Omega$, $\widehat{c}_{n,k}(x) = c_{n,k}(x)$ in a subdomain $\Omega' \subset \Omega$, $\widehat{c}_{n,k}(x) \in [1, d]$, $\forall x \in \mathbb{R}^3$ and $\widehat{c}_{n,k} \in C^\gamma(\mathbb{R}^3)$. When estimating solutions resulting from the QRM, we need to use a Carleman estimate, which, however, estimates the solution only in a subdomain of the original domain. The way out of this is that in applications one can always choose such a domain of interest which is a little bit bigger than the one where the coefficient is unknown, and we need this in our convergence analysis in section 7. These considerations prompt us to apply the construction described below in this subsection.

Let $P$ be the number in (5)-(7) and $P_0 = const. \in (0, P)$. Denote $\Omega_{P_0} = \Omega \cap \{z \in (0, P_0)\}$. We will assume below that $c(x) = 1$, $\forall x \in \mathbb{R}^3 \setminus \Omega_{P_0}$. Consider a subdomain $\Omega' \subset \Omega_{P_0}$. Choose a function $\chi_1(x) \in C^\infty(\mathbb{R}^3)$ such that

$$
\chi_1(x) = \begin{cases} 
1 & \text{in } \Omega', \\
\text{between } 0 \text{ and } 1 & \text{in } \Omega_{P_0} \setminus \Omega', \\
0 & \text{outside of } \Omega_{P_0}.
\end{cases}
$$
The existence of such functions $\chi_1(x)$ is well known from the Real Analysis course. Define the target extension of the function $c_{n,k}$ as
\[ \tilde{c}_{n,k}(x) := (1 - \chi_1(x)) + \chi_1(x)c_{n,k}(x), \forall x \in \mathbb{R}^3. \]
Hence, $\tilde{c}_{n,k}(x) = 1$ outside of $\Omega_{P_0}$ and $\tilde{c}_{n,k} \in C^\gamma(\mathbb{R}^3)$. Using $c_{n,k}(x) \in [1,d], \forall x \in \overline{\Omega}$, it is easy to verify that $\tilde{c}_{n,k}(x) \in [1,d], \forall x \in \mathbb{R}^3$.

### 4.2 The iterative process

First, we choose an initial tail function $V_{1,1}(x) \in C^{2+\gamma} (\overline{\Omega})$. Our choice of this function is described in subsection 6.3 and it is different from ones used in previous publications on this method. Let $m \geq 1$ be an integer which we choose in numerical experiments. For each $n \in [1,N]$ we have $m$ inner iterations with respect to the tails via computing functions $q_{n,k}, V_{n,k}, k \in [1,m]$.

**Step $n^k$,** where $n \in [1,N], k \in [1,m]$. Recall that by (45) $q_0 \equiv 0$. Suppose that functions $q_j \in H^5(\Omega), j = 1, ..., n-1$ and tails $V_1, ..., V_{n-1}, V_n \in C^{2+\gamma} (\overline{\Omega})$ are constructed. First, we change the operator and the right hand side of (43) as described in subsection 4.3. To construct the function $q_{n,k}$, we use the QRM (subsection 4.3) to find the “least squares” solution of the perturbed boundary value problem (43), (44). Hence, we obtain the function $q_{n,k} \in H^5(\Omega)$. To reconstruct an approximation $c_{n,k}(x)$ for the function $c(x)$, we first use our discrete analog of (39) to calculate an approximation for the function $v(x,s_n)$ and then calculate an approximation $\overline{c}_{n,k}$ for the function $c$. Specifically,

\[
v_{n,k}(x,s_n) = -h q_{n,k}(x) - h \sum_{j=0}^{n-1} q_j(x) + V_{n,k}(x), x \in \Omega_{P_0}, \quad (46)
\]

\[
\overline{c}_{n,k}(x) = \Delta v_{n,k}(x,s_n) + s_n^2 |\nabla v_{n,k}(x,s_n)|^2, x \in \Omega_{P_0}. \quad (47)
\]

Since we assume in (3) that the exact solution of our Inverse Problem $c^* \in [1,d]$ and since the computed function $\overline{c}_{n,k}$ in (47) does not necessarily satisfy this requirement, we set

\[
c_{n,k}(x) = \begin{cases} 
\overline{c}_{n,k}(x), & \text{if } \overline{c}_{n,k}(x) \in [1,d], x \in \Omega_{P_0}, \\
1, & \text{if } \overline{c}_{n,k}(x) < 1, x \in \Omega_{P_0}, \\
d, & \text{if } \overline{c}_{n,k}(x) > d, x \in \Omega_{P_0},
\end{cases} \quad (48)
\]

Since functions $q_j, q_{n,k} \in H^5(\Omega)$, then the embedding theorem implies that $q_j, q_{n,k} \in C^3(\Omega)$. In addition, the tail function $V_{n,k} \in C^{2+\gamma} (\overline{\Omega})$. Hence, (46)-(48) imply that

\[
c_{n,k} \in C^\gamma (\overline{\Omega}). \quad (49)
\]

Next, we construct the function $\tilde{c}_{n,k}(x)$ as explained in subsection 4.1. By (49) the function $\tilde{c}_{n,k} \in C^\gamma (\mathbb{R}^3)$. Next, we solve the forward problem (11), (12) with $c(x) := \tilde{c}_{n,k}(x)$ for $s := \overline{s}$ and obtain the function $w_{n,k}(x,\overline{s})$. Existence and uniqueness of the function $w_{n,k}(x,\overline{s})$ in the form (13), (14) are guaranteed by Theorem 3.1. We set for the new tail

\[
V_{n,k+1}(x) = \overline{s}^{-2} \ln w_{n,k}(x,\overline{s}) \in C^{2+\gamma} (\overline{\Omega}) \quad \text{if } k < m. \quad (50)
\]
And if \( k = m \), then we set \( c_n(x) := c_{n,m}(x) \), \( q_n(x) := q_{n,m}(x) \). And for the tail
\[
V_n(x) := V_{n,m+1}(x) := \sigma^{-2} \ln w_{n,m}(x,\sigma) := V_{n+1,1}(x) \quad \text{for} \ x \in \Omega.
\]

### 4.3 The quasi-reversibility method

Since the Carleman estimate of section 5 estimates the target function only in a subdomain of the domain \( \Omega \), we introduce the function \( \chi_2(x) \) which is the characteristic function of the subdomain \( \Omega_{P_0} \), \( \chi_2(x) = 1 \) in \( \Omega_{P_0} \) and \( \chi_2(x) = 0 \) in \( \mathbb{R}^3 \setminus \Omega_{P_0} \). Denote
\[
a_{n,k}(x) = A_{1,n} \left( \chi_2(x) h \sum_{j=0}^{n-1} \nabla q_j - \nabla V_{n,k} \right),
\]
\[
H_{n,k}(x) = -A_{2,n} h^2 \left( \sum_{j=0}^{n-1} \nabla q_j \right)^2 \chi_2(x) + 2 A_{2,n} \nabla V_{n,k} \left( h \sum_{j=0}^{n-1} \nabla q_j \right) \chi_2(x)
\]
\[
- A_{2,n} \left( \nabla V_{n,k} \right)^2.
\]

Hence, the function \( H_{n,k}(x) \) is the perturbed right hand side of equation (43). Note that \( H_{n,k} \in L^2(\Omega) \). The perturbed boundary value problem (43), (44) is
\[
\Delta q_{n,k} - a_{n,k} \nabla q_{n,k} = H_{n,k},
\]
\[
q_{n,k}|_{\Gamma_1} = \psi_{0,n}(x), \quad \partial_\tau q_{n,k}|_{\Gamma_1} = \psi_{1,n}(x), \quad \partial_n q_{n,k}|_{\Gamma_2 \cup \Gamma_3} = (s_n s_{n-1})^{-1}.
\]

Since we have two boundary conditions rather than one at \( \Gamma_1 \), we find the “least squares” solution of the problem (54), (55) via the QRM. Specifically, we minimize the following Tikhonov functional
\[
J_{\alpha,n,k}(u) = \|\Delta u - a_{n,k} \nabla u - H_{n,k}\|_{L^2(\Omega)}^2 + \alpha \|u\|_{H_0^5(\Omega)}^2,
\]
subject to the boundary conditions (55). Here \( \alpha \in (0,1) \) is the small regularization parameter. Let \( \overline{u}(x) \) be the unique minimizer of this functional, which is guaranteed by Lemma 5.2. Then we set \( q_{n,k}(x) := \overline{u}(x) \). Local minima do not occur here since (56) is the sum of square norms of two expressions, both of which are linear with respect to \( u \). The second term in the right hand side of (56) is the Tikhonov regularization term. We use the \( H^5(\Omega) \) -norm here in order to ensure that the minimizer \( u := q_{n,k} \in C^3(\overline{\Omega}) \). It was shown above that the latter implies (49). We call the minimizer \( \overline{u}(x) \) of the functional \( J_{\alpha,n,k}(u) \) the QRM solution of the problem (54), (55).

### 5 Estimates for the QRM

For brevity we scale variables in such a way that in (5)-(7) \( P = 1/2 \) in sections 5-7
\[
\Omega = \{x = (x,y,z) : (x,y) \in (-1/4,1/4) \times (-1/4,1/4), z \in (0,1/2)\},
\]
Let $\lambda, \nu > 2$ be two parameters. Introduce the $z$–dependent CWF $K(z)$,

$$K(z) := K_{\lambda, \nu}(z) = \exp(\lambda \rho^{-\nu}), \text{ where } \rho(z) = z + 1/4, z > 0.$$ 

This CWF is different from the ones previously used for Carleman estimates for elliptic PDEs [16, 28, 34]. Note that $\rho(z) \in (0, 3/4)$ in $\Omega$ and $\rho(z)|_{\Gamma_1} = 3/4$. Let the number $\kappa \in (1/3, 1)$. Denote $\Omega_{\kappa} = \{ x \in \Omega : \rho(z) < 3\kappa/4 \}$. Hence, if $\kappa_1 < \kappa_2$, then $\Omega_{\kappa_1} \subset \Omega_{\kappa_2}$. Also, $\Omega_1 = \Omega$ and $\Omega_{1/3} = \emptyset$. In addition, $K^2(z) \geq \exp [2\lambda ((4/3)^{\kappa_0})$ in $\Omega_{\kappa}$. Everywhere below $C > 0$ denotes different generic constants which are independent on the domain $\Omega$ in (57), $(\cdot, \cdot)$ denotes the scalar product in $L_2(\Omega)$ and $[\cdot, \cdot]$ denotes the scalar product in $H^5(\Omega)$.

**Lemma 5.1.** Fix a number $\nu := \nu_0 > 2$. Consider functions $u \in H^3(\Omega)$ such that (see (5)-(7))

$$u |_{\Gamma_1} = u_\epsilon |_{\Gamma_1} = \partial_n u |_{\Gamma_2} = 0.$$ 

(58)

Then there exists a constant $C > 0$ such that for all $\lambda > 2$ the following Carleman estimate is valid for all these functions

$$\int_\Omega (\Delta u)^2 K^2 \, dx \geq \frac{\nu}{\lambda} \sum |\alpha| = 2 \int_\Omega (D^\alpha u)^2 K^2 \, dx + C \int_\Omega [\lambda (\nabla u)^2 + \lambda^2 u^2] K^2 \, dx$$

$$- C\lambda^3 \| u \|^2_{H^3(\Omega)} \exp [2\lambda (4/3)^{\nu_0}] .$$

**Proof.** It is convenient to initially assume that $\nu > 2$ is an arbitrary number. We have

$$(\Delta u)^2 K^2 = (u^2_{xx} + u^2_{yy} + u^2_{zz} + 2u_{xx}u_{zz} + 2u_{xx}u_{yy} + 2u_{yy}u_{zz}) K^2$$

$$= (u^2_{xx} + u^2_{yy} + u^2_{zz}) K^2$$

$$+ \partial_x (2u_{xx}u_{zz}K^2 + 2u_{xx}u_{yy}K^2) + \partial_y (2u_{yy}u_{zz}K^2)$$

$$- 2u_{xx}u_{zz}^2 K^2 - 2u_{xx}u_{yy}K^2 - 2u_{yy}u_{zz}K^2$$

$$= (u^2_{xx} + u^2_{yy} + u^2_{zz}) K^2 + \partial_x (2u_{xx}u_{zz}K^2 + 2u_{xx}u_{yy}K^2) + \partial_y (2u_{yy}u_{zz}K^2)$$

$$+ \partial_y (-2u_{xx}u_{zy}K^2) + 2u_{zy}^2 K^2$$

$$+ \partial_x (-2u_{xx}u_{zx}K^2) + 2u_{zx}^2 K^2 - 4\lambda n p^{-\nu-1} u_{xx}u_{zz} K^2$$

$$+ \partial_z (-2u_{yy}u_{yz}K^2) + 2u_{yz}^2 K^2 - 4\lambda n p^{-\nu-1} u_{yy}u_{yz} K^2 .$$

Thus, we have obtained that

$$(\Delta u)^2 K^2 = (u^2_{xx} + u^2_{yy} + u^2_{zz} + 2u^2_{xx} + 2u^2_{yy} + 2u^2_{yz}) K^2$$

$$- 4\lambda n p^{-\nu-1} (u_{xx}u_{xx} + u_{yy}u_{yy}) K^2 + \partial_x [2 (u_{xx}u_{xx} + u_{xx}u_{yy}) K^2]$$

$$+ \partial_y [2 (u_{yy}u_{xx} + u_{xx}u_{yx}) K^2] + \partial_z [-2 (u_{xx}u_{xx} + u_{yy}u_{yx}) K^2].$$

(59)

Using the Cauchy-Schwarz inequality “$\forall \varepsilon > 0$, $2ab \geq -\varepsilon a^2 - b^2/\varepsilon$ and taking $\varepsilon = 1/4$, we obtain

$$- 4\lambda n p^{-\nu-1} (u_{xx}u_{xx} + u_{yy}u_{yz}) K^2 \geq -(u^2_{xx} + u^2_{yz}) K^2 - 4\lambda^2 n^2 p^{-2\nu-2} (\nabla u)^2 K^2 .$$
Hence, (59) implies that
\[
(\Delta u)^2 K^2 \geq \sum_{|\alpha|=2} (D^\alpha u)^2 K^2 - 4\lambda^3 \nu^2 \rho^{-2\nu-2} (\nabla u)^2 K^2 + \partial_x [2u_x (u_{zz} + u_{yy}) K^2]
\]
\[+ \partial_y [2 (u_y u_{zz} - u_x u_{zy}) K^2] + \partial_z [-2 (u_x u_{xz} + u_y u_{yz}) K^2].
\]  

(60)

Consider a new function \(v = uK\). Substituting \(u = vK^{-1}\), we obtain
\[
(\Delta u)^2 \rho^{\nu+1} K^2 = (y_1 + y_2 + y_3)^2 \rho^{\nu+1} \geq 2y_2 (y_1 + y_3) \rho^{\nu+1},
\]
\[y_1 = \Delta v, \quad y_2 = 2\lambda \nu \rho^{-\nu-1} v_z, \quad y_3 = (\lambda \nu)^2 \rho^{-2\nu-2} (1 - (\nu + 1) (\lambda \nu)^{-1} \rho^\nu) v.
\]  

(61)

(62)

We have
\[
2y_1 y_2 \rho^{\nu+1} = \partial_x (4\lambda \nu v_z v_x) + \partial_y (4\lambda \nu v_z v_y) + \partial_z [2\lambda \nu (v_z^2 - v_x^2 - v_y^2)].
\]  

(63)

Next, by (61) and (62)
\[
2y_2 y_3 \rho^{\nu+1} = 4(\lambda \nu)^3 \left( \rho^{-2\nu-2} - (\nu + 1) (\lambda \nu)^{-1} \rho^{-\nu-2} \right) v_z v
\]
\[= \partial_z [2(\lambda \nu)^3 \left( \rho^{-2\nu-2} - (\nu + 1) (\lambda \nu)^{-1} \rho^{-\nu-2} \right) v^2]
\]
\[+ 4(\lambda \nu)^3 (\nu + 1) \rho^{-2\nu-3} (1 - (\nu + 2) (2\lambda \nu)^{-1} \rho^\nu) v^2
\]
\[\geq 2\lambda^3 \nu^4 \rho^{-2\nu-3} v^2 + \partial_z [2(\lambda \nu)^3 \left( \rho^{-2\nu-2} - (\nu + 1) (\lambda \nu)^{-1} \rho^{-\nu-2} \right) v^2].
\]  

(64)

Summing up (63) with (64), using (61) and the backwards substitution \(u = vK\), we obtain
\[
(\Delta u)^2 \rho^{\nu+1} K^2 \geq 2\lambda^3 \nu^4 \rho^{-2\nu-3} u^2 K^2 + \partial_x U_1 + \partial_y U_2 + \partial_z U_3,
\]  

(65)

where the following estimates are valid for functions \(U_1, U_2, U_3\)
\[|U_1| \leq C \lambda \nu |u_x| \left( |u_z| + \lambda \nu \rho^{-\nu-1} |u| \right) K^2,
\]
\[|U_2| \leq C \lambda \nu |u_y| \left( |u_z| + \lambda \nu \rho^{-\nu-1} |u| \right) K^2,
\]
\[|U_3| \leq C \lambda \nu \left( |\nabla u|^2 + \lambda^2 \nu^2 \rho^{-2\nu-2} u^2 \right) K^2.
\]  

(66)

We now need to incorporate the term \(\lambda (\nabla u)^2 K^2\) in the right hand side of the Carleman estimate. Hence, we continue as follows:
\[
-\lambda \nu \Delta u K^2 = \partial_x (-\lambda \nu u u_x K^2) + \partial_y (-\lambda \nu u u_y K^2) + \partial_z (-\lambda \nu u u_z K^2)
\]
\[+ \lambda \nu (\nabla u)^2 K^2 - 2\lambda^3 \nu^2 \rho^{-\nu-1} u_x u K^2 = \lambda \nu (\nabla u)^2 K^2
\]
\[+ 2\lambda^3 \nu^3 \rho^{-2\nu-2} (1 + (\nu + 1) (2\lambda \nu)^{-1} \rho^\nu) u^2 K^2 + \partial_x U_4 + \partial_y U_5 + \partial_z U_6,
\]

Hence,
\[
-\lambda \nu \Delta u K^2 \geq \lambda \nu (\nabla u)^2 K^2 - 4\lambda^3 \nu^3 \rho^{-2\nu-2} u^2 K^2 + \partial_x U_4 + \partial_y U_5 + \partial_z U_6,
\]  

(67)
\[ U_4 = -\lambda \nu \nu u_z K^2, \quad U_5 = -\lambda \nu \nu u_y K^2, \quad |U_6| \leq C \left( \lambda \nu u_z + \lambda^2 \nu^2 \rho^{-\nu - 1} |u|^2 \right) K^2. \quad (68) \]

Sum up (65) and (67), take into account (66) and (68) as well as the fact that
\[ 2\lambda^3 \nu^4 \rho^{-2\nu - 3} - 4 \lambda^3 \nu^3 \rho^{-2\nu - 2} = 2 \lambda^3 \nu^4 \rho^{-2\nu - 3} \left( 1 - \rho \left( 2\nu \right)^{-1} \right) > \lambda^3 \nu^4 \rho^{-2\nu - 3}. \]

We obtain
\[ (\Delta u)^2 K^2 - \nu \nu u \Delta u K^2 \geq \lambda \nu (\nabla u)^2 K^2 + \lambda^3 \nu^4 \rho^{-2\nu - 3} |u|^2 K^2 + \partial_x U_7 + \partial_y U_8 + \partial_z U_9, \]
\[ |U_7| \leq C \lambda \nu \left( |u_z| + \lambda \nu \rho^{-\nu - 1} |u| \right) K^2, \quad (70) \]
\[ |U_8| \leq C \lambda \nu \left( |u_y| \left( |u_z| + \lambda \nu \rho^{-\nu - 1} |u| \right) K^2, \quad (71) \]
\[ |U_9| \leq C \lambda \nu \left( |\nabla u|^2 + \lambda^2 \nu^2 \rho^{-2\nu - 2} |u|^2 \right) K^2. \quad (72) \]

Fix the number \( \nu := \nu_0 > 2 \). Then we can incorporate \( \nu_0 \) in \( C \) and can regard that \( \rho^{\nu_0 + 1} < C \), since \( \rho^{\nu_0 + 1} < 1 \). By the Cauchy-Schwarz inequality \( -\lambda \nu u \Delta u K^2 \leq (\Delta u)^2 \rho^{\nu + 1} K^2/2 + \lambda^2 \nu^2 \rho^{-\nu - 1} |u|^2 K^2/2 \). Hence, we obtain from (69)-(72)
\[ (\Delta u)^2 K^2 \geq C \left[ \lambda (\nabla u)^2 + \lambda^3 u^2 \right] K^2 + \partial_x U_7 + \partial_y U_8 + \partial_z U_9. \quad (73) \]

We now set in (60) \( \nu := \nu_0 \), divide it by \( \lambda \rho \) with a positive constant \( p = p(\nu_0) \) such that \( 4\nu_0^2 \rho^{-2\nu - 2}/m \leq C/2 \), add the resulting inequality to (73) and take into account (70)-(72). Then with a new constant \( C \) we obtain the following pointwise Carleman estimate for the Laplace operator in the domain \( \Omega \)
\[ (\Delta u)^2 K^2 \geq C \left( \sum_{|\alpha|\leq 2} (D^\alpha u)^2 K^2 + C \left[ \lambda (\nabla u)^2 + \lambda^3 u^2 \right] K^2 \right. \]
\[ + \partial_x U_{10} + \partial_y U_{11} + \partial_z U_{12}, \]
\[ |U_{10}| \leq C \lambda \left( |u_z| + |u_{yy}| + |u_z| + \lambda |u| \right) K^2, \quad (75) \]
\[ |U_{11}| \leq C \left[ \lambda \left( |u_z| + |u_z| + \lambda |u| \right) + |u_{yy}| |u_z| \right] K^2, \quad (76) \]
\[ |U_{12}| \leq C \lambda \left( |u_{zz}|^2 + |u_{yy}|^2 + |\nabla u|^2 + \lambda^2 u^2 \right) K^2. \quad (77) \]

We now integrate the formula (74) over the rectangle \( \Omega \) using the Gauss formula. It is important that because of (58) and estimates (75)-(77), resulting boundary integrals over \( \Gamma_1 \) and \( \Gamma_2 \) will be zero. We obtain
\[ \int_\Omega (\Delta u)^2 K^2 dx \geq C \sum_{|\alpha|\leq 2} \int_\Omega (D^\alpha u)^2 K^2 dx + C \int_\Omega \left[ \lambda (\nabla u)^2 + \lambda^3 u^2 \right] K^2 dx \]
\[ - C \lambda \int_{\Gamma_3} \left[ |u_{zz}|^2 + |u_{yy}|^2 + |\nabla u|^2 + \lambda^2 u^2 \right] K^2 dS. \quad (78) \]

Note that \( K^2 (1/2) = K^2 (z) |_{\Gamma_3} = \min_{\Gamma_3} K^2 (z) = \exp \left[ 2\lambda (4/3)^\nu \right] \). Thus,
\[ \int_{\Gamma_3} \lambda \left[ |u_{zz}|^2 + |u_{yy}|^2 + |\nabla u|^2 + \lambda^2 u^2 \right] K^2 dx \leq C \lambda^3 \| |u|^2 \|_{L^2(\Omega)} \exp \left[ 2\lambda (4/3)^\nu \right]. \]
Substituting this in (78), we obtain the estimate of this lemma. □

A peculiarity of the proof of Lemma 5.1 is that when integrating the pointwise Carleman estimate (74) over the domain \( \Omega \), we should take into account only one (rather than conventional two) zero boundary condition (58) at \( \Gamma_2 \). This requires a careful evaluation of terms under signs of derivatives \( \partial_x, \partial_y \) which was not done before.

We now establish both existence and uniqueness of the minimizer of the functional (56). Denote \( a_{n,k}^{(i)}(x) \), \( i = 1, 2, 3 \) components of the vector function \( a_{n,k}(x) \) in (52), (54). Let

\[
\left\| a_{n,k}^{(i)} \right\|_{L_\infty(\Omega)} \leq M, M = \text{const.} > 0, i = 1, 2, 3. \tag{79}
\]

**Lemma 5.2.** Assume that there exists a function \( \Phi \in H^5(\Omega) \) satisfying boundary conditions (55), except of maybe at \( \Gamma_3 \), and condition (79) holds. Then there exists unique minimizer \( u \in H^5(\Omega) \) of the functional (56). Furthermore, with a constant \( C_1 = C_1(M) > 0 \)

\[
\| u \|_{H^5(\Omega)} \leq C_1 \alpha^{-1/2} \left( \| H_{n,k} \|_{L_2(\Omega)} + \| \Phi \|_{H^5(\Omega)} \right).
\]

**Proof.** Let \( u \) be a minimizer of \( J_{n,k}^\alpha(u) \) satisfying boundary conditions (55). Let \( U = u - \Phi \). Then the function \( U \) satisfies boundary conditions (58). By the variational principle

\[
(G_{n,k}U, G_{n,k}v) + \alpha [U, v] = (H_{n,k} - G_{n,k}\Phi, G_{n,k}v) - \alpha [\Phi, v],
\]

for all functions \( v \in H^5(\Omega) \) satisfying boundary conditions (58). Here

\[
G_{n,k}U := \Delta U - a_{n,k} \nabla U. \tag{80}
\]

The rest of the proof follows from the Riesz theorem. □

**Lemma 5.3 ([30], see the second paragraph of Introduction).** Let the function \( u \in H^5(\Omega) \) satisfies boundary conditions (58) as well as the variational equality

\[
(G_{n,k}u, G_{n,k}v) + \alpha [u, v] = (H_{n,k}, G_{n,k}v) + \alpha [g, v] \tag{81}
\]

for all functions \( v \in H^5(\Omega) \) satisfying (58), where the operator \( G_{n,k} \) is defined in (80). Then

\[
\| u \|_{H^5(\Omega)} \leq \alpha^{-1/2} \| H_{n,k} \|_{L_2(\Omega)} + \| g \|_{H^5(\Omega)}.
\]

**Theorem 5.1 ([30], see the second paragraph of Introduction).** Assume that condition (79) holds. Let \( g \in H^5(\Omega) \) be an arbitrary function. Let \( u \in H^5(\Omega) \) be the function satisfying boundary conditions (58) as well as the variational equality (81) for all functions \( v \in H^5(\Omega) \) satisfying (58). Let the number \( \kappa \in (1/3, 1) \) and the number \( \rho \in (\kappa, 1) \). Consider the numbers \( b_1, b_2 \),

\[
b_1 := b_1(M, \kappa, \rho) = \frac{1}{2 \left( 1 + (1 - \rho^{\nu_0})(3\rho)^{-\nu_0} \right)} \in \left( 0, \frac{1}{2} \right),
\]

\[
b_2 := b_2(M, \kappa, \rho) = \frac{1}{2} - b_1 > 0, \tag{82}
\]
where \( \nu_0 \) is the parameter of Lemma 5.1. Then there exists a sufficiently small number 
\( \alpha_1 = \alpha_1(M, \varkappa, \rho) \in (0, 1) \) such that for all \( \alpha \in (0, \alpha_1) \) the following estimate holds with a 
constant \( C_2 = C_2(M, \varkappa, \rho) > 0 \)

\[
\|u\|_{H^2(\Omega_\varkappa)} \leq C_2 \alpha^{-b_1} \|H_{n,k}\|_{L^2(\Omega)} + \alpha^{b_2} \|g\|_{H^7(\Omega)}.
\] (83)

The proof of Theorem 5.1 is based on Lemma 5.1. An important difference between 
Theorem 2.1 of [16] and Theorem 5.1 is that we now use a new CWF in order to take 
into account the Neumann boundary condition at \( \Gamma_2 \). Indeed, an analog of our Neumann 
boundary condition at \( \Gamma_2 \) was not used in [16]. Recall that we need the Neumann boundary 
condition at \( \Gamma_2 \) only to ensure a better stability of the numerical solution of our target CIP 
(the fourth Remark 4.1).

6 Preliminaries for the Convergence Analysis

We follow the concept of Tikhonov for ill-posed problems [19, 34, 40]. By this concept, one 
should assume that there exists an “ideal” exact solution of an ill-posed problem with the 
“ideal” exact data. Next, one should prove that the regularized solution is close to the exact 
one. In the course of this proof one can use an a priori upper estimate of a certain norm of 
the exact solution.

6.1 Exact solution

First, we need to introduce the definition of the exact solution. Several aspects of this 
definition are different from ones in previous publications [4, 5, 27]. We assume that there 
exists a coefficient \( c^*(x) \) which is the unique exact solution of our Inverse Problem with the 
exact (i.e. noiseless) data \( \varphi_0^*(x,t) \), \( \varphi_1^*(x,t) \) in (8) (Remark 2.1). We assume without loss of 
generality that

\[
\|c^*\|_{C^\gamma(\mathbb{R}^3)} \leq d \quad \text{and conditions (3), (4) hold for } c^*(x). \quad (84)
\]

Let \( u^*(x,t) \) be the solution of the forward problem (1), (2) with \( c := c^* \) and \( w^*(x,s) \) be its 
Laplace transform (10) for \( s > s_0(d) > 0 \). Since the source \( x_0 \notin \overline{\Omega} \), then it follows from 
(84) and Theorem 3.1 that \( w^*(x,s) \in C^{5+\gamma}(\overline{\Omega}). \) Similarly with section 4 let \( v^*(x,s) = 
\) \( s^{-2}\ln w^*(x,s) \) and \( q^*(x,s) = \partial_s v^*(x,s), s > s_0(d) \). Let \([\underline{s}, \overline{s}]\) be the \( s \)-interval of section 4 
and \( \underline{s} > s(d) \). We assume that

\[
q^* \in C^{5+\gamma}(\overline{\Omega}) \times C^1[\underline{s}, \overline{s}], \|q^*(x,s)\|_{C^{5+\gamma}(\overline{\Omega}) \times C^1[\underline{s}, \overline{s}]} \leq C^*; \quad C^* = \text{const.} > 0, \quad (85)
\]

where \( C^* \) is the given upper bound of the norm in (85). Consider the same partition of 
the interval \([\underline{s}, \overline{s}]\) into \( N \) small subintervals as in section 4. Let \( q^*_n(x) \) be the average of the function \( q^*(x,s) \) over the interval \((s_n, s_{n-1})\). Then (85) implies that

\[
\max_{s \in [s_n, s_{n-1}]} \|q^*_n(x) - q^*(x,s)\|_{C^{5+\gamma}(\overline{\Omega})} \leq C^* h. \quad (86)
\]
Hence, increasing, if necessary the number $C^*$, we can assume that
\[
\max_{1 \leq n \leq N} \| q_n^* \|_{H^5(\Omega)} \leq C^*. \tag{87}
\]

Let
\[
\psi_0^*(x, s) = q^*(x, s) |_{\Gamma_1}, \ \psi_1^*(x, s) = \partial_x q^*(x, s) |_{\Gamma_1}, \ s \in [\mathcal{S}, \overline{\mathcal{S}}]. \tag{88}
\]

For $x \in \Gamma_1$ let functions $\psi_{0,n}^*(x)$ and $\psi_{1,n}^*(x)$ be averages of functions $\psi_0^*(x, s)$ and $\psi_1^*(x, s)$ over the interval $(s_n, s_{n-1})$. Then boundary conditions for functions $q_n^*(x)$ at $\Gamma_1$ are
\[
q_n^*|_{\Gamma_1} = \psi_{0,n}^*(x), \partial_x q_n^*|_{\Gamma_1} = \psi_{1,n}^*(x). \tag{89}
\]

The exact tail function $V^*(x)$ is
\[
V^*(x) = \overline{s}^{-2} \ln w^*(x, \overline{s}). \tag{90}
\]

The function $q_n^*$ satisfies the following analogue of equation (42)
\[
\Delta q_n^* - A_{1,n} \left( h \sum_{j=0}^{n-1} \nabla q_j^* (x) - \nabla V^* \right) \nabla q_n^* = -A_{2,n} h^2 \left( \sum_{j=0}^{n-1} \nabla q_j^* (x) \right)^2 \tag{91}
\]
\[
+ 2A_{2,n} \nabla V^* \left( h \sum_{j=0}^{n-1} \nabla q_j^* (x) \right) - A_{2,n} (\nabla V^*)^2 + F_{1,n} (x, h, \mu), \ q_0^* \equiv 0.
\]

Similarly with (46) and (47)
\[
v_n^*(x) : = -h q_n^* (x) - h \sum_{j=0}^{n-1} q_j^* (x) + V^* (x), \ x \in \Omega, \tag{92}
\]
\[
c_n^*(x) = \Delta v_n^* (x) + s_n^2 |\nabla v_n^* (x)|^2 + F_{2,n} (x, h), \ x \in \Omega. \tag{93}
\]

In (91) and (93) functions $F_{1,n} (x, h, \mu), F_{2,n} (x, h)$ represent approximation errors due to averaging and the $s-$dependent Carleman Weight Function. In particular, the term $B_n (\mu, h) (\nabla q_n^*)^2$, which we have ignored in (43) (Remarks 4.1), is a part of $F_{1,n}$. Although we can prove an analog of Theorem 7.1 for the case $F_{1,n} \neq 0, F_{2,n} \neq 0, \psi_{0,n}^* \neq \psi_{0,n}, \psi_{1,n}^* \neq \psi_{1,n}$, this would require more space. At the same time, the method of the proof would be almost the same. Thus, we will "allow" the error in the boundary data at $\Gamma_1$ to be present only at $s := \overline{s}$, see Lemma 7.1. Therefore, for brevity only we assume below that
\[
F_{1,n} = 0, \ F_{2,n} = 0, \ \psi_{0,n}^* = \psi_{0,n}, \ \psi_{1,n}^* = \psi_{1,n}, \ n \in [1, N]. \tag{94}
\]

Using, ideas of the proof of Theorem 3.1, it is possible to prove that for $s > \frac{\overline{s}}{(d)}$ not only the function $w^*(x, s) \in C^{5+\gamma}(\overline{\Omega})$ but also functions $D_s^{k} w^*(x, s) \in C^{5+\gamma}(\overline{\Omega}), k = 1, 2$. Since this implies that $q^*(x, s) \in C^{5+\gamma}(\overline{\Omega}) \times C^{1}[\mathcal{S}, \overline{\mathcal{S}}]$, then it is not necessary to impose this assumption in (85). However, we still prefer to use this assumption in order to save space and also because this is not our main focus. The reason why we require the $C^{4}-$ smoothness of $c^*$ in (4) is to ensure that $V^* \in C^{5+\gamma}(\overline{\Omega})$. We need the latter to justify the assumption in (97) that $p^* \in H^5(\Omega)$.
6.2 Approximate global convergence

**Definition 6.1** (approximate global convergence). Consider a nonlinear ill-posed problem. Suppose that a certain approximate mathematical model \( M \) is proposed to solve this problem numerically. Assume that, within the framework of the model \( M \), this problem has unique exact solution \( x^* \in B \) for the noiseless data \( y^* \). Here \( B \) is an appropriate Banach space with the norm \( \| \cdot \|_B \). Consider an iterative numerical method for solving that problem. Suppose that this method produces a sequence of points \( \{ x_n \}_{n=1}^K \subset B, K \in [1, \infty) \). Let the number \( \theta \in (0, 1) \). We call this numerical method approximately globally convergent of the level \( \theta \) in the norm of the space \( B \), or shortly globally convergent, if, within the framework of the model \( M \), a theorem is proven, which claims that, without any knowledge of a sufficiently small neighborhood of \( x^* \), there exists a number \( K \in [1, K) \) such that the following inequality is valid

\[
\frac{\| x_n - x^* \|_B}{\| x_n \|_B} \leq \theta, \forall n \geq K.
\]

(95)

Suppose that iterations are stopped at a certain number \( k \geq K \). Then the point \( x_k \) is denoted as \( x_{glob} := x_{glob} \) and is called the approximate solution resulting from this method.

This is our formal mathematical definition of the approximate global convergence property. However, since the approximate mathematical model \( M \) is involved in it, then it is reasonable to raise the question about a verification of \( M \). It is natural to address this question via computational testing. Hence, the following two informal conditions should be added to Definition 6.1:

**A.** Numerical studies should confirm that \( x_{glob} \) is indeed a sufficiently good approximation for the exact solution \( x^* \).

**B** (optional). Testing of this numerical method on appropriate experimental data also demonstrates that iterative solutions provide a good approximation for the exact one.

We consider condition **B** as an optional one because, in our experience, it is often both hard and expensive to obtain proper experimental data. Furthermore, these data might be suitable only for one version of that numerical method and not suitable for other versions.

Definition 6.1 is worthy of some discussion, which is done below in this subsection.

The single reason why we have introduced Definition 6.1 is a substantial challenge in the goal of constructing such a numerical method for a CIP which would provide a good approximation for the exact solution without an advanced knowledge of a small neighborhood of this solution (section 1). Because of this challenge, it is unlikely that the desired good approximation for the exact solution would be obtained without some approximations. Thus, we use the approximate mathematical model \( M \).

The main requirement of Definition 6.1 is that this numerical method should provide a sufficiently good approximation for the exact solution \( x^* \), regardless on any a priori knowledge of a sufficiently small neighborhood of \( x^* \). Furthermore, it is important that one should have a rigorous guarantee of the latter, again within the framework of the model \( M \). Unlike the classical convergence, this definition does not require that \( \lim_{n \to \infty} x_n = x^* \). Furthermore, the total number of iterations can be finite and should be chosen as a result of numerical
studies. We remind that it is quite often in the field of Ill-Posed Problems that the number of iterations is a regularization parameter, see, e.g. pages 156 and 157 of [19].

Therefore, Definition 6.1 leaves the room for a refinement of the approximate solution \( x_{\text{glob}} \) via a subsequent application of a locally convergent numerical method. In other words, the room is left for a two-stage numerical procedure [5, 6, 7, 8]. In accordance with the theory of Ill-Posed Problems [19, 34, 40], some a priori knowledge about the exact solution \( x^* \) should still be in place of course, see, e.g. (3) and (84)-(87).

**Remark 6.1.** As to the approximate mathematical model \( M \), here is a good analogy. It is well known that the Huygens-Fresnel optics is not yet rigorously derived from the Maxwell equations. We now cite some relevant statements from section 8.1 of the classical book of Born and Wolf [12]. First, “Diffraction problems are amongst the most difficult ones encountered in optics. Solutions which, in some sense, can be regarded as rigorous are very rare in diffraction theory.” Next, “because of mathematical difficulties, approximate models must be used in most cases of practical interest. Of these the theory of Huygens and Fresnel is by far the most powerful and is adequate for the treatment of the majority of problems encountered in instrumental optics.” It is well known that the entire optical industry nowadays is based on the Huygens-Fresnel theory. Analogously, although our method of both the current and the above cited previous publications works only with approximate models, its accurate numerical performance has been consistently demonstrated in the above cited publications.

### 6.3 Our approximate mathematical model

Assuming that conditions of Lemma 3.1 hold, Assumptions 1-3 below mean that we take into account only the first term of the asymptotic behavior of the function \( s^{-2} \ln w^* (x, s) \) at \( s \to \infty \) and ignore the rest. Assumption 4 means that we assume that the function \( q^* (x, s) \) satisfies the third boundary condition (42). Recall that the latter condition is an approximate one.

The equation for the function \( q^* \) is (see formula (85) in [4])

\[
\Delta q^* - 2s^2 \nabla q^* \int_s^\pi \nabla q^* (x, \tau) d\tau + 2s \left[ \int_s^\pi \nabla q^* (x, \tau) d\tau \right]^2 + 2s^2 \nabla q^* \nabla V^* \\
- 2s \nabla V^* \int_s^\pi \nabla q^* (x, \tau) d\tau + 2s (\nabla V^*)^2 = 0, (x, s) \in \Omega \times (\underline{s}, \overline{s}).
\]

(96)

Our approximate mathematical model \( M \) consists of the following four assumptions:

**Assumptions.** We assume below that:

1. The exact solution of our Inverse Problem \( c^* (x) \) exists and satisfies condition (84).
2. There exists a function \( p^* (x) \in H^5(\Omega) \) such that the exact tail function \( V^*(x) \) has the form (see (90))
\[
V^*(x, \overline{s}) := V^*(x) = \frac{p^*(x)}{\overline{s}} = \frac{\ln w^*(x, \overline{s})}{\overline{s}^2}.
\tag{97}
\]

3. For \( \overline{s} > \underline{s} > \underline{s}^0(d) > 0 \) and for the tail function \( V^*(x) \) in the form (97) the function \( q^*(x,s), (x,s) \in \Omega \times [\underline{s}, \overline{s}] \) satisfies condition (85), equation (96). In addition for \( s := \overline{s} \) the function \( q^*(x,\overline{s}) \) has the form
\[
q^*(x,\overline{s}) = -\frac{p^*(x)}{\overline{s}^2}.
\tag{98}
\]

4. For \( s \in [\underline{s}, \overline{s}] \) the function \( q^*(x,s) \) satisfies boundary conditions (88) at \( \Gamma_1 \) as well as the third boundary condition (42) at \( \Gamma_2 \)
\[
\partial_n q^*(x,s) \mid_{\Gamma_2} = s^{-2}, \forall s \in [\underline{s}, \overline{s}].
\tag{99}
\]
In addition for \( s := \overline{s} \) the function \( q^*(x,\overline{s}) \) satisfies the third boundary condition (42) at \( \Gamma_3 \)
\[
\partial_s q^*(x,\overline{s}) \mid_{\Gamma_3} = \overline{s}^{-2}.
\tag{100}
\]

It follows from (99) that
\[
\partial_n q^* \mid_{\Gamma_2} = (s_n s_{n-1})^{-1}.
\tag{101}
\]
Set in (96) \( s = \overline{s} \). Then, using (88) and (97)-(100), we obtain the following approximate PDE and boundary conditions for the function \( p^*(x) \)
\[
\Delta p^* = 0 \text{ in } \Omega, \quad p^* \in H^5(\Omega), \tag{102}
\]
\[
p^* \mid_{\Gamma_1} = -\overline{s}^2 \psi_0^*(x,\overline{s}), \quad \partial_n p^* \mid_{\Gamma_1} = -\overline{s}^2 \psi_1^*(x,\overline{s}), \quad \partial_n p^* \mid_{\Gamma_2 \cup \Gamma_3} = -1. \tag{103}
\]

Boundary conditions (103) are over-determined ones. The existence of the solution of the problem (102), (103) is actually assumed because conditions (102), (103) are derived from Assumptions 1-4. Let functions \( \psi_0, \psi_1 \) be the boundary conditions in (42). Suppose that for each \( \alpha \in (0, 1) \) there exists the QRM solution \( p = p(x; \alpha) \) of the following boundary value problem
\[
\Delta p = 0 \text{ in } \Omega, \quad p \in H^5(\Omega), \tag{104}
\]
\[
p \mid_{\Gamma_1} = -\overline{s}^2 \psi_0(x,\overline{s}), \quad \partial_n p \mid_{\Gamma_1} = -\overline{s}^2 \psi_1(x,\overline{s}), \quad \partial_n p \mid_{\Gamma_2 \cup \Gamma_3} = -1, \tag{105}
\]
see Lemma 7.1 for the existence and uniqueness of the function \( p \). Then we choose an appropriate \( \alpha \in (0, 1) \) and in the iterative process of subsection 4.3 we set the first approximation for the tail function as
\[
V_{1,1}(x) := V_{1,1}(x; \alpha) := \frac{p(x; \alpha)}{\overline{s}}. \tag{106}
\]

To show that equation (102) is a reasonable approximation, consider, for example, the simplest case \( c(x) \equiv 1 \). Then by (14) and (90) \( p^*(x) = -|x - x_0| \). Hence,
\[
\Delta p^* = -|x - x_0|^{-1} \approx 0 \text{ in } \Omega,
\tag{107}
\]
as long as the source \( x_0 \) is located far from the domain \( \Omega \), as it is the case in many applications. In the more general case of the asymptotics (36) \( p^* (x) = l (x, x_0) \geq |x - x_0| \). Hence, by an analogy with (107), assume that \( |\Delta l (x, x_0)| \leq \frac{C}{|x - x_0|} \delta \), where \( \delta > 0 \) is a certain constant independent on \( x, x_0 \). Since \( l (x, x_0) \geq |x - x_0| \), then \( |\Delta l (x, x_0)| \leq \frac{C}{|x - x_0|} \delta \leq \frac{1}{C} \), where \( C \equiv \frac{1}{\delta} \) is the same as (102). However, one cannot consider this equation in our case, since its right hand side is unknown. There is of course a well known the so-called “inverse kinematic problem” which aims to recover the function \( c(x) \) from the eikonal equation assuming that the function \( l(x, x_0) \) is known for all \( x, x_0 \in \partial \Omega \) [38]. However, we have only one source position here. Consider now the case when the incident plane wave is originated at the plane \( \{ x_3 = x_{30} \} \).

The function \( w \) corresponding to the case \( c(x) \equiv 1 \) is \( w = \exp (-s |x_3 - x_{3,0}|) / (2s) \). Hence, if \( \overline{\Omega} \subset \{ x_3 > x_{3,0} \} \) and \( c(x) \equiv 1 \), then \( \Delta p^* (x) = -\Delta (x_3 - x_{3,0}) = 0 \) in \( \Omega \), which is the same as (102).

We now establish uniqueness within the framework of our approximate mathematical model. Although it can be proven under less restrictive assumptions imposed on functions \( q^*, p^* \) than ones above, we are not doing this here for brevity.

**Lemma 6.1.** Suppose that above assumptions 1-4 hold. Then there exists at most one function \( q^* (x, s) \) for \( (x, s) \in \Omega \times [\underline{s}, \overline{s}] \). In addition, if assuming the continuous analog of (93) (as in [4, 5]) \( c^* (x) = \Delta v^* (x) + s^2 |\nabla v^* (x)|^2 \), then there exists at most one function \( c^* (x) \).

**Proof.** We outline the proof only briefly because it is simple. Uniqueness of the problem (102), (103) is obvious. Next, substituting in (96) the function \( V^* (x) \) from (97) and applying the Carleman estimate of Lemma 5.1 to (96) we quickly obtain uniqueness of the function \( q^* (x, s) \). The \( s \)-integrals are not a problem in this case since the Carleman estimate is independent on lower order derivatives and it can be integrated with respect to \( s \in (\underline{s}, \overline{s}) \). \( \square \)

### 6.4 Estimates for the tail function

Below in sections 6,7 \( B = B (\overline{s}, d, x_0) \) denotes different constants depending on listed parameters. We do not indicate its dependence on the domain \( \Omega \), because \( \Omega \) is as in (57) in these sections.

**Theorem 6.1.** Let the domain \( \Omega \) be as in (57) and the source \( x_0 \notin \overline{\Omega} \). Let the function \( c^* (x) \) satisfying (84) be the exact solution of our inverse problem as defined in subsection 6.1. Let \( 0 < \underline{s} (d) \leq \underline{s} \leq \overline{s} \) and \( V^* (x) \) be the exact tail function as in (90). For each function \( c(x) \) satisfying condition (9) and for \( s \in [\underline{s}, \overline{s}] \) let \( w (x, s; c) := w (x, s) \) be the solution of the problem (11), (12) (Theorem 3.1). Denote \( V (x; c) := V (x) := \overline{s}^{-2} \ln w (x, \overline{s}; c) \). Then with a constant \( B = B (\overline{s}, d, x_0) \)

\[
\left\| \nabla V \right\|_{C(\overline{\Omega})}, \left\| \nabla V^* \right\|_{C(\overline{\Omega})} \leq B, \tag{108}
\]

\[
\left\| \nabla V - \nabla V^* \right\|_{L_2 (\Omega)} + \left\| \Delta V - \Delta V^* \right\|_{L_2 (\Omega)} \leq B \left\| c - c^* \right\|_{L_2 (\Omega)}, \tag{109}
\]

\( B \)
Proof. Recall that \( x = (x, y, z) \). For brevity we estimate only \( \|V_x\|_{C(\overline{\Omega})} \). Estimates of two other first derivatives are similar. By (16) and (90)
\[
|V_x| = \left| \frac{w_x}{w} (x, \overline{s}) \right| \leq B |w_x (x, \overline{s})|, \quad |V^*_x| = \left| \frac{w^*_x}{w^*} (x, \overline{s}) \right| \leq B |w^*_x (x, \overline{s})|.
\] (110)

Theorem 3.1, (14) and (30) imply that for \( \xi = (\xi_1, \xi_2, \xi_3), x \in \Omega, b(x) = c(x) - 1 \)
\[
w_x (x, \overline{s}) = w_{0x} (x, \overline{s}) + \frac{s^2}{4\pi} \int_{\Omega} \left[ \left( \frac{1}{|x - \xi_1|} + \frac{1}{|x - \xi_2|} \right) \exp \left( -|\overline{s}| |x - \xi| \right) b(\xi) w(\xi, \overline{s}) \right] d\xi.
\] (111)

Since \( x_0 \notin \overline{\Omega} \), then functions \( w_0, w_{0x} \) do not have a singularity for \( x \in \overline{\Omega} \). Hence, (16) and (111) imply that
\[
|w_x (x, \overline{s})| \leq B + B \int_{\Omega} \left( \frac{1}{|x - \xi_1|} + \frac{1}{|x - \xi_2|} \right) \exp \left( -|\overline{s}| |x - \xi| \right) d\xi \leq B, x \in \Omega.
\] (112)

Hence, (108) follows from (110) and (112). Next, for \( \bar{w} := w - w^* \)
\[
V_x - V^*_x = \left( \frac{\bar{w}_x}{\bar{w}} - \frac{w^*_x}{w^*} \bar{w} \right) (x, \overline{s}), \quad x \in \Omega.
\]

Hence, by (16) and (112)
\[
\|\nabla V - \nabla V^*\|_{L^2(\Omega)} \leq B \left( \|\nabla \bar{w}\|_{L^2(\Omega)} + \|\bar{w}\|_{L^2(\Omega)} \right) \leq B \left( \|\nabla \bar{w}\|_{L^2(\mathbb{R}^3)} + \|\bar{w}\|_{L^2(\mathbb{R}^3)} \right).
\] (113)

Let \( \bar{c} = c - c^* \). Since \( cw - c^*w^* = \bar{c}\bar{w} + \bar{c}w^* \), we obtain from (11)
\[
\Delta \bar{w} - \overline{s}^2 c(x) \bar{w} = \overline{s}^2 \bar{c}w^*, \quad x \in \mathbb{R}^3.
\] (114)

Let the number \( R > 0 \) be so large that \( \Omega \subset B_R = \{|x| < R\} \). Multiply both sides of (114) by \((-\bar{w})\) and integrate over \( B_R \). Since \( \bar{c}(x) = 0 \) outside of \( \Omega \), we obtain
\[
\int_{B_R} \left( |\nabla \bar{w}|^2 + \overline{s}^2 \bar{c}w^2 \right) (x, \overline{s}) \, dx - \int_{\partial B_R} \left( \bar{w} \frac{\partial \bar{w}}{\partial n} \right) (x, \overline{s}) \, dS = -\overline{s}^2 \int_{\Omega} (\bar{c}w^* \bar{w}) (x, \overline{s}) \, dx.
\] (115)

It follows from (30) and (111) that \( \nabla \bar{w} (x, \overline{s}), \bar{w} (x, \overline{s}) \in L^2(\mathbb{R}^3) \) and the second term in the left hand side of (115) tends to zero as \( R \to \infty \). Hence, setting in (115) \( R \to \infty \), we obtain
\[
\int_{\mathbb{R}^3} \left( |\nabla \bar{w}|^2 + \overline{s}^2 \bar{c}w^2 \right) (x, \overline{s}) \, dx = -\overline{s}^2 \int_{\Omega} (\bar{c}w^* \bar{w}) (x, \overline{s}) \, dx.
\]
Since \( c \geq 1 \), then \( \mathfrak{s}^2 \mathfrak{w}^2 (x, \mathfrak{s}) \geq \mathfrak{s}^2 \mathfrak{w}^2 (x, \mathfrak{s}) \). Hence, using (16) and the Cauchy-Schwarz inequality, we obtain
\[
\| \mathfrak{w} (x, \mathfrak{s}) \|_{H^1 (\mathbb{R}^3)} \leq B \| \mathfrak{c} \|_{L^2 (\Omega)} .
\]

Next,
\[
\Delta V - \Delta V^* = \left[ \frac{\Delta \mathfrak{w}}{w} - \nabla (w + w^*) \nabla \mathfrak{w} - \left( \frac{\Delta w^*}{w} - \frac{(\nabla w^*)^2 (w + w^*)}{(w w^*)^2} \right) \mathfrak{w} \right] (x, \mathfrak{s}) \tag{117}
\]

Since \( \Delta w^* (x, \mathfrak{s}) = \mathfrak{s}^2 (c^* w^*) (x, \mathfrak{s}) \) for \( x \in \overline{\Omega} \), then (16), (112) and (117) imply that
\[
|\Delta V - \Delta V^*| \leq B \left( |\Delta \mathfrak{w}| + |\nabla \mathfrak{w}| + |\mathfrak{w}| \right) , x \in \overline{\Omega} . \tag{118}
\]

By (16) and (114) \( \| \Delta \mathfrak{w} \|_{L^2 (\mathbb{R}^3)} \leq B \left( \| \mathfrak{w} \|_{L^2 (\mathbb{R}^3)} + \| \mathfrak{c} \|_{L^2 (\Omega)} \right) . \) Hence, (113), (116) and (118) imply (109). \( \square \)

## 7 Approximate Global Convergence Theorem

Assume that
\[
\mathfrak{s} > 1 , \ \mu h \geq 1 . \tag{119}
\]

Then [4]
\[
\max_{1 \leq n \leq N} \{ |A_{1,n}| + |A_{2,n}| \} \leq 8 \mathfrak{s}^2 . \tag{120}
\]

In general, embedding theorems are valid for domains with sufficiently smooth boundaries. It follows from Lemma 1 of §4 of Chapter 3 of the book [35] that if \( Q \) is a rectangular prism, then any function \( f \in H^k (Q) \) can be extended in a bigger rectangular prism \( Q_1 \supset Q, \partial Q \cap \partial Q_1 = \emptyset \) as the function \( f_1 \in H^k (Q_1) , f_1 (x) = f (x) \) in \( Q \) and \( \| f_1 \|_{H^k (Q_1)} \leq Z \| f \|_{H^k (Q)} \), where the constant \( Z = Z (Q, Q_1) > 0 \). Hence, embedding theorems are valid for rectangular prisms. Hence,
\[
\| f \|_{C^3 (\overline{\Omega})} \leq C \| f \|_{H^5 (\Omega)} , \forall f \in H^5 (\Omega) . \tag{121}
\]

Let the domain \( \Omega \) be the same as in section 5. Recall that \( \Omega_\kappa \subset \Omega \) for \( \kappa \in (1/3, 1) \) and \( \Omega_1 = \Omega \). Following the construction in the end of subsection 4.1, we assume that
\[
P_0 := \kappa_0 \in (1/3, 1) , \ c (x) = 1 \ for \ x \in \mathbb{R}^3 \backslash \Omega_\kappa . \tag{122}
\]

Since \( \mathfrak{c}_{n,k} (x) \neq c_{n,k} (x) \) for \( x \in \Omega_\kappa \backslash \Omega' \), then the number \( \text{meas} (\Omega_\kappa \backslash \Omega') \) can be considered as a part of the error in the data. Hence, we assume that \( \Omega' \) is such that
\[
\text{meas} (\Omega_\kappa \backslash \Omega') < \varepsilon / 2 , \tag{123}
\]
where \( \varepsilon \in (0, 1) \) is sufficiently small. Since by construction \( \tilde{c}_{n,k} (x), c^* (x) \in [1, d], \forall x \in \mathbb{R}^3 \) and \( \tilde{c}_{n,k} (x) = c_{n,k} (x), \forall x \in \Omega \), then by (48), (122) and (123)

\[
\| \tilde{c}_{n,k} - c^* \|_{L^2(\Omega)} \leq \| c_{n,k} - c^* \|_{L^2(\Omega)} + d\varepsilon \leq \| \tilde{c}_{n,k} - c^* \|_{L^2(\Omega')} + d\varepsilon. \tag{124}
\]

As it is always the case in the convergence analysis of ill-posed problems, we need to connect the regularization parameter \( \alpha \) of the QRM in (56) with various approximation errors: the level of the error \( \sigma \) in the data (Lemma 7.1), the grid step size \( h \) in the \( s \)-direction and the number \( \varepsilon \) in (123). In addition, to iteratively “suppress” the large parameter \( \alpha^{-b_1} \) in (83) (to ensure the stability of our process), we need to impose a smallness assumption on the length \( \beta = \tilde{\beta} - \tilde{\beta} = Nh, \) where \( N \geq 1 \) is an integer. For a number \( x > 0 \) let \( \{x\}^0 \) denotes such an integer that \( x - \{x\}^0 \in [0, 1) \). Thus, we impose the following conditions

\[
\sigma, \varepsilon \in (0, \sqrt{\alpha}], \quad h = \sqrt{\alpha}, \quad \beta := \beta (\alpha) = \sqrt{\alpha} f (\alpha)^0 := \sqrt{\alpha}N, \tag{125, 126}
\]

where the function \( f (\alpha) \) is monotonically decreasing for \( \alpha \in (0, 1), \)

\[
f (\alpha) > 0 \quad \text{for} \quad \alpha \in (0, 1), \quad \lim_{\alpha \to 0^+} f (\alpha) = \infty \quad \text{and} \quad \lim_{\alpha \to 0^+} \frac{f (\alpha)}{\ln (\alpha^{-1})} = 0. \tag{127}
\]

Two examples of the function \( f (\alpha) \) are \( f_1 (\alpha) = [\ln (\alpha^{-1})]^r, r = \text{const.} \in (0, 1) \) and \( f_2 (\alpha) = \ln (\ln (\alpha^{-1})) \).

Let \( (q_{n,k}, \tilde{c}_{n,k}, V_{n,k}) \) be the triple computed on a certain step of our iterative process of subsection 4.2. Denote

\[
\tilde{q}_{n,k} = q_{n,k} - q_n^*, \quad \tilde{c}_{n,k} = c_{n,k} - c^*, \quad \tilde{V}_{n,k} = V_{n,k} - V^*.
\]

Similarly for \( \tilde{q}_n, \tilde{c}_n, \tilde{V}_n \). Even though we have assumed (for brevity only) that there is no error in functions of (94), Lemma 7.1 and Theorem 7.1 “allow” error to be present in functions \( \psi_0^* (x, \tilde{\beta}), \psi_1^* (x, \tilde{\beta}) \) in (103), see the first two sentences of the proof of Lemma 7.1.

**Lemma 7.1** (Estimate of \( \tilde{V}_{1,1} \)). Let the domain \( \Omega \) be as in (57) and the source \( x_0 \notin \tilde{\Omega} \). Let Assumptions 1-4 of subsection 6.3 hold as well as (125). Let \( \Psi^* \in H^5 (\Omega) \) be a function satisfying boundary conditions (103). Suppose that there exists a function \( \Psi \in H^5 (\Omega) \) satisfying boundary conditions (105). Let the number \( \sigma \in (0, 1) \) be the level of the error in the function \( \Psi^* \) when it is replaced with the function \( \Psi \) and

\[
\| \Psi - \Psi^* \|_{H^5 (\Omega)} \leq \sigma \leq \sqrt{\alpha}, \tag{128}
\]

\[
\| p^* \|_{H^5 (\Omega)} \leq B. \tag{129}
\]

Let the function \( p = p (x; \alpha) \in H^5 (\Omega) \) be the unique QRM solution of the problem (104), (105) which is guaranteed by Lemma 5.2, and the tail function \( V_{1,1} (x) := V_{1,1} (x; \alpha) \) has the form (106). Then for every \( \alpha \in (0, 1) \)

\[
\| \nabla \tilde{V}_{1,1} \|_{L^2 (\Omega)} + \| \Delta \tilde{V}_{1,1} \|_{L^2 (\Omega)} \leq B \sqrt{\alpha}, \tag{130}
\]

\[
\| \nabla V_{1,1} \|_{C (\overline{\Omega})} \leq B. \tag{131}
\]
Proof. Note that the trace theorem, (128), (103) and (105) imply that
\[
\|\psi_0^* (x, \overline{x}) - \psi_0 (x, \overline{x})\|_{H^1(\Gamma_1)} + \|\psi_1^* (x, \overline{x}) - \psi_0 (x, \overline{x})\|_{L^2(\Gamma_1)} \leq C\sigma / \overline{x}^2.
\]
This means that the error is introduced in the boundary data \(\psi_0^* (x, \overline{x}), \psi_1^* (x, \overline{x})\) and its level is proportional to \(\sigma \in (0, \sqrt{\alpha}]\). For brevity we do not put in this proof the dependence of the function \(p\) on \(\alpha\). The existence of the function \(\Psi^*\) follows from Assumptions 1-4. Denote \(\tilde{p} (x) = (p - \Psi) (x) - (p^* - \Psi^*) (x)\). Then
\[
\left(\Delta \tilde{p}, \Delta v\right) + \alpha \left[\tilde{p}, v\right] = \left(\Delta \Psi^* - \Delta \Psi, \Delta v\right) + \alpha \left[\Psi^* - \Psi, v\right] + \alpha \left[p^*, v\right],
\]
for all functions \(v \in H^5 (\Omega)\) satisfying zero boundary conditions (105). Setting here \(v := \tilde{p}\), and using (125), (128), (129), we obtain
\[
\|\Delta \tilde{p}\|_{L^2(\Omega)}^2 + \alpha \|\tilde{p}\|_{H^5(\Omega)}^2 \leq \alpha B^2.
\]  
Estimate \(\|\Delta \tilde{p}\|_{L^2(\Omega)}^2\) in (132) from the below. We have
\[
\left(\Delta \tilde{p}\right)^2 = \left(\tilde{p}_{xx}^2 + \tilde{p}_{yy}^2 + \tilde{p}_{zz}^2\right) + 2\tilde{p}_{xx}\tilde{p}_{yy} + 2\tilde{p}_{xx}\tilde{p}_{zz} + 2\tilde{p}_{yy}\tilde{p}_{zz},
\]
\[
2\tilde{p}_{xx}\tilde{p}_{yy} = \partial_x (2\tilde{p}_{x}^{2}\tilde{p}_{yy}) - 2\tilde{p}_{x} \tilde{p}_{yy} = \partial_x (2\tilde{p}_{x}^{2}\tilde{p}_{yy}) + \partial_y (-2\tilde{p}_{x}^{2}\tilde{p}_{xy}) + 2\tilde{p}_{xy}^2,
\]
\[
2\tilde{p}_{xx}\tilde{p}_{zz} = \partial_x (2\tilde{p}_{x}^{2}\tilde{p}_{zz}) - 2\tilde{p}_{x} \tilde{p}_{zz} = \partial_x (2\tilde{p}_{x}^{2}\tilde{p}_{zz}) + \partial_z (-2\tilde{p}_{x}^{2}\tilde{p}_{xz}) + 2\tilde{p}_{xz}^2
\]
and similarly for \(2\tilde{p}_{yy}\tilde{p}_{zz}\). Integrate (133) over \(\Omega\) using these formulas for products. Since by (103) and (105) \(\partial_m \tilde{p} |_{\partial \Omega} = 0\), then boundary integrals will be equal to zero. Next, use
\[
\tilde{p}_x (x, y, z) = \int_{-1/4}^{x} \tilde{p}_{xx} (\xi, y, z) d\xi
\]
and similar formulas for \(\tilde{p}_y, \tilde{p}_z\). Using (132), we obtain
\[
\alpha B^2 \geq \|\Delta \tilde{p}\|_{L^2(\Omega)}^2 \geq \sum_{|\alpha| = 2} \|D^\alpha \tilde{p}\|_{L^2(\Omega)}^2 \geq C \|\nabla \tilde{p}\|_{L^2(\Omega)}^2.
\]
This, (97), (106), (128) and (129) imply (130). Next, by (121), (125), (128), (129) and (132) \(\|\nabla p\|_{C(\overline{\Omega})} \leq C \|p\|_{H^5(\Omega)} \leq B\). The latter and (106) imply (131). \(\square\)

**Theorem 7.1** (approximate global convergence property of our algorithm). Let conditions of Lemma 7.1 hold and \(\overline{x} > 1\). Also, assume that the following conditions hold: (87)-(94), (119), (122),(123) and (125)-(129). Let the number \(\rho \in (\overline{x}_0, 1)\), \(m\) be the number of inner iterations for functions \(q_{n,k}, k \in [1, m]\) (section 4) and \(f\) be the function in (126), (127). Then there exists a constant \(D = D (\overline{x}, d, x_0, C^*, \overline{x}_0, \rho) > 1\), numbers
\(b_1 = b_1(\gamma, d, x_0, C^*, \rho) \in (0, 1/2), b_2 = 1/2 - b_1\) defined in Theorem 5.1 and a sufficiently small \(\alpha_0 = \alpha_0(\gamma, d, x_0, C^*, \rho, f, m) \in (0, 1)\) such that the following estimates are valid

\[
\frac{\|c_n - c^*\|_{L_2(\Omega')}}{\|c_n\|_{L_2(\Omega')}} \leq \alpha^{b_2/2}, \forall (n, \alpha) \in [1, N] \times (0, \alpha_0).
\]

Thus, the iterative process of section 4 is approximately globally convergent of the level \(\alpha^{b_2/2}\) in the norm of the space \(L_2(\Omega')\) (Definition 6.1).

**Proof.** Theorem 3.1 and (48)-(51) guarantee the existence and uniqueness of tails \(V_{n,k}\). Note that because of (85) and (86), the estimate (87) is not changing when the number \(N\) of subintervals of the interval \([\gamma, \overline{\gamma}]\) increases with the decrease of the parameter \(\alpha\). Let \((n, k) \in [1, N] \times [1, m]\). Assuming that the desired constant \(D\) is found, we first estimate \(D^{2nm+4} \alpha^{b_2}\). Using (126) and (127), we obtain for a sufficiently small number \(\alpha_0 = \alpha_0(\gamma, d, x_0, C^*, \rho, f, m) \in (0, 1)\) and for all \(\alpha \in (0, \alpha_0)\)

\[
D^{2nm+4} \alpha^{b_2} \leq D^{2nm+4} \alpha^{b_2} \leq D^4 \exp \left\{-\ln \left(\alpha^{-1}\right) \left[b_2 - (2m \ln D) \left(\frac{f(\alpha)}{\ln (\alpha^{-1})}\right)\right]\right\} < \alpha^{b_2/2}.
\]

Below in this proof \(\alpha \in (0, \alpha_0)\). Since by (48) \(c_{n,k}(x) \geq 1 \in \Omega_{\text{meas}}\), then \(\|c_{n,k}\|_{L_2(\Omega')} \geq \text{meas}(\Omega')\). Hence, (135) implies that it is sufficient to prove that

\[
\|c_n - c^*\|_{L_2(\Omega')} \leq D^{2nm} \alpha^{b_2}, \forall (n, \alpha) \in [1, N] \times (0, \alpha_0).
\]

By (43), (91), (94) and (101) the function \(\tilde{q}_{n,k}\) is the QRM solution of the following problem

\[
\Delta \tilde{q}_{n,k} - A_{1,n} \left(\chi_2(x) \ h \ \sum_{j=0}^{n-1} \nabla q_j - \nabla V_{n,k}\right) \nabla \tilde{q}_{n,k} = \tilde{H}_{n,k},
\]

\[
\tilde{q}_{n,k} |_{\Gamma_1} = \partial_x \tilde{q}_{n,k} |_{\Gamma_1} = \partial_{x_n} \tilde{q}_{n,k} |_{\Gamma_2} = 0,
\]

\[
\tilde{H}_{n,k}(x) = -A_{1,n} \left(\chi_2(x) \ h \ \sum_{j=0}^{n-1} \nabla \tilde{q}_j - \nabla \tilde{V}_{n,k}\right) \nabla q_n^*

- A_{2,n} \left(\chi_2(x) \ h \ \sum_{j=0}^{n-1} \nabla \tilde{q}_j\right) \left(h \ \sum_{j=0}^{n-1} \left(\nabla q_j + \nabla q_j^*\right) - 2\nabla V_{n,k}\right)

+ A_{2,n} \nabla \tilde{V}_{n,k} \left(2\chi_2(x) \ h \ \sum_{j=0}^{n-1} \nabla q_j^* - \left(\nabla V_{n,k} + \nabla V^*\right)\right)

- (1 - \chi_2(x)) \ h \ \sum_{j=0}^{n-1} \nabla q_j^* \left(-A_{1,n} \nabla q_n^* + A_{2,n} \ h \ \sum_{j=0}^{n-1} \nabla q_j^* - 2A_{2,n} \nabla V_{n,k}^*\right).
\]
Let $Q_n(x)$ be the last line of (139). We now estimate this function using (87), (119), (120), (126), (127) and (131)
\[ \|Q_n\|_{L^2(\Omega)} \leq 8\delta^2 C^* \sqrt{\alpha} f(\alpha) \left( C^* + \sqrt{\alpha} f(\alpha) + B \right) \leq \alpha^{b_2}, \quad n \in [1, N]. \] (140)

First, we estimate $\tilde{q}_{1,1}$. Denote $G_{1,1}\tilde{q}_{1,1} := \Delta \tilde{q}_{1,1} + A_{1,1} \nabla V_{1,1} \nabla q_{n,k}$. We obtain from (137)-(139) that the function $\tilde{q}_{1,1}$ satisfies boundary conditions (138) as well as the following integral identity for all functions $v \in H^5(\Omega)$ satisfying (138)
\[ \langle G_{1,1} \tilde{q}_{1,1}, G_{1,1} v \rangle + \alpha \langle \tilde{q}_{1,1}, v \rangle = \langle \tilde{H}_{1,1}, G_{1,1} v \rangle - \alpha \langle q_1^*, v \rangle, \]
\[ \tilde{H}_{1,1} := A_{1,1} \nabla \tilde{V}_{1,1} \nabla q_1^* - A_{2,1} \nabla \tilde{V}_{1,1} (\nabla V_{1,1} + \nabla V^*) + Q_1. \] (141)

By (108), (119) and (120) $\|A_{1,1} \nabla V_{1,1}\|_{C(\overline{\Omega})} \leq 8B\delta^2$. Hence, using Lemma 5.3, Theorem 5.1 and (87), we obtain
\[ \|\tilde{q}_{1,1}\|_{H^\alpha(\Omega)} \leq D \left( \alpha^{1/2} \right) \left( \|\tilde{H}_{1,1}\|_{L^2(\Omega)} + 1 \right), \] (142)
\[ \|\tilde{q}_{1,1}\|_{H^2(\Omega_{x_0})} \leq D \left( \alpha^{-b_1} \right) \left( \|\tilde{H}_{1,1}\|_{L^2(\Omega)} + \alpha^{b_2} \right). \] (143)

Estimate now $\|\tilde{H}_{1,1}\|_{L^2(\Omega)}$. By (87), (108), (120), (130), (131), (140) and (141)
\[ \|\tilde{H}_{1,1}\|_{L^2(\Omega)} \leq 8\delta^2 C^* B \alpha^{b_2} + 16\delta^2 B \alpha^{b_2} + \alpha^{b_2} \leq 8\delta^2 B (C^* + 3) \alpha^{b_2}. \]

Assuming that
\[ D \geq 8\delta^2 B (C^* + 6), \] (144)
we obtain $\|\tilde{H}_{1,1}\|_{L^2(\Omega)} \leq D \alpha^{b_2}$. Hence, using (142)-(144) and $b_2 = 1/2 - b_1$, we obtain
\[ \|\tilde{q}_{1,1}\|_{H^\alpha(\Omega)} \leq D^2 \left( \alpha^{-b_1} + 1 \right), \] (145)
\[ \|\tilde{q}_{1,1}\|_{H^2(\Omega_{x_0})} \leq D^2 \left( \alpha^{1/2 - 2b_1} + \alpha^{b_2} \right). \] (146)

Since $q_{1,1} = \tilde{q}_{1,1} + q_1^*$, then by (87), (121) and (145) lead to
\[ \|q_{1,1}\|_{C^1(\overline{\Omega})} \leq D^3 \left( \alpha^{-b_1} + 2 \right). \] (147)

We now estimate $\|\tilde{c}_{1,1}\|_{L^2(\Omega^\prime)}$. It follows from (46), (47) and (92)-(94) that
\[ \tilde{c}_{1,1} = \left( -h \Delta \tilde{q}_{1,1} + \Delta \tilde{V}_{1,1} \right) + s_1^2 \left( -h \nabla \tilde{q}_{1,1} + \nabla \tilde{V}_{1,1} \right) \left[ -h \nabla (q_{1,1} + q_1^*) + \nabla (V_{1,1} + V^*) \right]. \] (148)

By (127) and (135)
\[ D^{2Nm+4} \alpha^{b_2} < N^{-1}. \] (149)
Hence, (87), (121), (126), (144)-(147) and (149) imply that
\[
\begin{align*}
  h \| \Delta \tilde{q}_{1,1} \|_{L_2(\Omega_{\varepsilon_0})}, h \| \nabla \tilde{q}_{1,1} \|_{L_2(\Omega_{\varepsilon_0})} & \leq 2D^2 \alpha^{2b_2} \leq D^3 \alpha^{2b_2} \leq \alpha^{b_2} N^{-1}, \\
  h \left( \| \nabla q_{1,1} \|_{C(\overline{\Omega})} + 2 \| \nabla q^*_1 \|_{C(\overline{\Omega})} \right) & \leq D^3 \left( \alpha^{b_2} + 4\alpha^{1/2} \right) \leq N^{-1}.
\end{align*}
\]
(150)
(151)

Next, by (131) \( \| \nabla (V_{11} + V^*) \|_{C(\overline{\Omega})} \leq B \). Hence, using (144) and (151), we obtain
\[
\begin{align*}
  s_1^2 \| -h \nabla (q_{1,1} + q^*_1) + \nabla (V_{1,1} + V^*) \|_{C(\overline{\Omega})} & \leq D. \text{ Hence, (130), (144), (148) and (150) imply that}

  \| \tilde{c}_{1,1} \|_{L_2(\Omega')} & \leq \| \tilde{c}_{1,1} \|_{L_2(\Omega_{\varepsilon_0})} \leq (B + N^{-1}) (D + 1) \alpha^{b_2} \leq D^2 \alpha^{b_2}.
\end{align*}
\]
(152)

Hence, (109), (124), (125), (144) and (152) lead to
\[
\begin{align*}
  \left\| \nabla \tilde{V}_{1,2} \right\|_{L_2(\Omega)} + \left\| \Delta \tilde{V}_{1,2} \right\|_{L_2(\Omega)} & \leq D^3 \alpha^{b_2}.
\end{align*}
\]
(153)

We have obtained estimates (145)-(147), (150)-(153) starting from the estimates (130), (131) for functions \( \tilde{V}_{1,1}, V_{1,1}, V^* \). Hence, continuing this process \( m \) times, using \( q_1 = q_{1,m}, c_1 = c_{1,m} \) and keeping in mind that by (51) \( V_{2,1} = V_{1,m+1} \), we obtain similarly with (150)-(153)
\[
\begin{align*}
  h \| \nabla \tilde{q}_1 \|_{L_2(\Omega_{\varepsilon_0})}, h \| \Delta \tilde{q}_1 \|_{L_2(\Omega_{\varepsilon_0})} & \leq \alpha^{b_2} N^{-1}, \\
  h \left( \| \nabla q_1 \|_{C(\overline{\Omega})} + 2 \| \nabla q^*_1 \|_{C(\overline{\Omega})} \right) & \leq N^{-1}, \\
  \| c_1 - c^* \|_{L_2(\Omega')} & \leq \| \tilde{c}_{1,m} \|_{L_2(\Omega')} \leq D^{2m} \alpha^{b_2}, \\
  \left\| \nabla \tilde{V}_{2,1} \right\|_{L_2(\Omega)} + \left\| \Delta \tilde{V}_{2,1} \right\|_{L_2(\Omega)} & \leq D^{2m+1} \alpha^{b_2}.
\end{align*}
\]
(154)
(155)
(156)
(157)

Note that (156) is (136) for \( n = 1 \). Let \( \in [2, N) \). Because of (154)-(157), assume that
\[
\begin{align*}
  h \sum_{j=0}^{n-1} \| \nabla \tilde{q}_j \|_{L_2(\Omega_{\varepsilon_0})}, h \sum_{j=0}^{n-1} \| \Delta \tilde{q}_j \|_{L_2(\Omega_{\varepsilon_0})} & \leq \frac{n-1}{N} \alpha^{b_2}, \\
  h \sum_{j=0}^{n-1} \left( \| \nabla q_j \|_{C(\overline{\Omega})} + 2 \| \nabla q^*_j \|_{C(\overline{\Omega})} \right) & \leq \frac{n-1}{N}, \\
  \left\| \nabla \tilde{V}_{n,1} \right\|_{L_2(\Omega_{\varepsilon_0})} + \left\| \Delta \tilde{V}_{n,1} \right\|_{L_2(\Omega_{\varepsilon_0})} & \leq D^{2(n-1)m+1} \alpha^{b_2} := D_{n-1} \alpha^{b_2}, \\
  \| c_{n-1} - c^* \|_{L_2(\Omega')} & \leq \| \tilde{c}_{n-1,m} \|_{L_2(\Omega_{\varepsilon_0})} \leq D^{2(n-1)m} \alpha^{b_2}.
\end{align*}
\]
(158)
(159)
(160)
(161)

We are going to prove now (158)-(161) and (136) for \( n := n + 1 \). Because of (137), denote
\[
G_{n,1} \tilde{q}_{n,1} = \Delta \tilde{q}_{n,1} - A_{1,n} \left( \chi_2 (x) h \sum_{j=0}^{n-1} \nabla q_j - \nabla V_{n,1} \right) \nabla \tilde{q}_{n,1}.
\]
(162)
By (94) the function $\tilde{q}_{n,1}$ satisfies boundary conditions (138) as well as the following integral identity for all functions $v \in H^5(\Omega)$ satisfying boundary conditions (138)

$$(G_{n,1}\tilde{q}_{n,1}, G_{n,1}v) + \alpha [\tilde{q}_{n,1}, v] = (\tilde{H}_{n,1}, G_{n,1}v) - \alpha [q^*_n, v].$$

(163)

Estimate the coefficient at $\nabla \tilde{q}_{n,1}$ in (162). Using (108), (120) and (159), we obtain

$$\left| A_{1, n} \left( \chi_2(x) h \sum_{j=0}^{n-1} \nabla q_j - \nabla V_{n,1} \right) \right| \leq 16B\tilde{s}^2.$$ 

(164)

In terms of Theorem 5.1 an important feature of (164) is that this estimate is independent on $n$, implying that the same constants $D, b_1, b_2 = 1/2 - b_1$ can be used in (165), (166) for all $n \in [2, N]$, provided that (158)-(161) are valid for $n := n + 1$. Thus, using Lemma 5.3, Theorem 5.1, (144), (163) and (164), we obtain

$$\|\tilde{q}_{n,1}\|_{H^5(\Omega)} \leq D \left( \alpha^{-1/2} \|\tilde{H}_{n,1}\|_{L^2(\Omega)} + 1 \right),$$

(165)

$$\|\tilde{q}_{n,1}\|_{H^2(\Omega, \alpha)} \leq D \left( \alpha^{-b_1} \|\tilde{H}_{n,1}\|_{L^2(\Omega)} + \alpha^{b_2} \right).$$

(166)

Hence, using (85), (120), (121), (139), (140), (144), (158)-(161), Theorem 6.1 and that $B > 2$, we obtain

$$\|\tilde{H}_{n,1}\|_{L^2(\Omega)} \leq 8\tilde{s}^2 \left( \frac{n-1}{N} \alpha^{b_2} + D_{n-1} \alpha^{b_2} \right) C^* + 8\tilde{s}^2 \frac{n-1}{N} \alpha^{b_2} \left( \frac{n-1}{N} + 2B \right)$$

$$+ 8\tilde{s}^2 D_{n-1} \alpha^{b_2} \left( \frac{2(n-1)}{N} + 2B \right) + \alpha^{b_2}$$

$$\leq 8\tilde{s}^2 D_{n-1} \alpha^{b_2} (3 + 4B + 3C^*/2) \leq DD_{n-1} \alpha^{b_2}.$$ 

Hence, (121), (149), (160), (165) and (166) imply that

$$h \left( \|\nabla q_{n,1}\|_{C(\Omega)} + 2 \|\nabla q^*_n\|_{C(\Omega)} \right) \leq D^2 D_{n-1} \alpha^{b_2} \leq D^{2N+4} \alpha^{b_2} \leq N^{-1},$$

(167)

$$h \|\tilde{q}_{n,1}\|_{H^2(\Omega, \alpha)} \leq D \left( DD_{n-1} \alpha^{2b_2} + \alpha^{b_2+1/2} \right) \leq D^{2N+4} \alpha^{2b_2} \leq \alpha^{b_2} N^{-1}.$$ 

(168)

We obtain similarly with (148)

$$\tilde{c}_{n,1} = \left( -h \Delta \tilde{q}_{n,1} - h \sum_{j=0}^{n-1} \Delta \tilde{q}_j + \Delta \tilde{V}_{n,1} \right) + s_n^2 \left( -h \nabla \tilde{q}_{n,1} - h \sum_{j=0}^{n-1} \nabla \tilde{q}_j + \nabla \tilde{V}_{n,1} \right).$$

$$\cdot \left[ -h \nabla (q_{n,1} + q^*_n) - h \sum_{j=0}^{n-1} \nabla (q_j + q^*_j) + \nabla (V_{n,1} + V^*) \right].$$
Hence, using (144), (158)-(160), (167) and (168), we obtain
\[ \| \tilde{c}_{n,1} \|_{L_2(\Omega_{\kappa_0})} \leq \left( \frac{n}{N} \alpha + D_{n-1} \alpha \right) \left[ 1 + \frac{s^2}{N} (n + B) \right] \leq DD_{n-1} \alpha. \]

Hence, (109), (124) and (125) imply that
\[ \| \nabla \tilde{V}_{n,2} \|_{L_2(\Omega)} + \| \Delta \tilde{V}_{n,2} \|_{L_2(\Omega)} \leq D^2 D_{n-1} \alpha. \]

Similarly for \( k = 1, \ldots, m \)
\[ \| \tilde{c}_{n,k} \|_{L_2(\Omega_{\kappa_0})} \leq D^{2k-1} D_{n-1} \alpha, \| \nabla \tilde{V}_{n,k+1} \|_{L_2(\Omega)} + \| \Delta \tilde{V}_{n,k+1} \|_{L_2(\Omega)} \leq D^{2k} D_{n-1} \alpha. \]

Hence, similarly with the above, we obtain that estimates (167), (168) are valid for functions \( q_{n,k}, \tilde{q}_{n,k} \). This implies the validity of (158) and (159) for \( n := n + 1 \). Similarly
\[ \| c_{n,k} - c^* \|_{L_2(\Omega)} \leq \| \tilde{c}_{n,k} \|_{L_2(\Omega_{\kappa_0})} \leq D^{2k} D_{n-1} \alpha, \| \nabla \tilde{V}_{n,m} \|_{L_2(\Omega)} + \| \Delta \tilde{V}_{n,m} \|_{L_2(\Omega)} \leq D^{2m} D_{n-1} \alpha. \]

The last two estimates establish (160) and (161) for \( n := n + 1 \). \( \square \)

8 Numerical Studies

8.1 Main discrepancies between the convergence analysis and the numerical implementation

8.1.1 Discussion of the topic of discrepancies

As to the general philosophy of numerical solutions of challenging nonlinear problems, both well-posed and ill-posed ones, it is well known that some discrepancies between the convergence analysis and numerical implementations are almost inevitable. The main reason is that because of the complicated structure of those problems, the theory usually can grasp only a part of numerical studies rather than all aspects. In general, given a complicated nonlinear ill-posed problem, it is almost impossible to obtain accurate computational results if following the theory exactly. Thus, it is well known that computations are usually carried out under less restrictive conditions than ones imposed by the convergence analysis.

For example, as a rule, constants in convergence theorems are significantly over/underestimated (maybe with the only exception of a few very simple linear problems). In addition, the theory works for a continuous case meaning an infinitely dimensional space. On the other hand, in real computations one always works with a discrete case of the FEM/FDM in a finite dimensional functional space. Furthermore, in the case of an ill-posed problem the minimal spatial grid size \( h_{sp} \) of the FEM/FDM often serves as an implicit regularization parameter.
for the discrete case (naturally \( h_{sp} \) is different from the above step size \( h \) in the \( s \)-direction). Thus, \( h_{sp} \) cannot be taken too small: otherwise that functional space would effectively become an infinitely dimensional one. For example, in our numerical testing below we have used \( h_{sp} = 0.125 \) to minimize the QRM functional (56) via the FDM. However, our attempt to decrease it to \( h_{sp} = 0.0625 \) has significantly worsened results. The bound from below for \( h_{sp} \) imposes an upper bound on the dimension of the corresponding finite dimensional functional space. Thus, already over/under-estimated constants of convergence theorems for the continuous case become even more over/under-estimated for the finite dimensional case with an upper bound on its dimension.

For example, Theorem 7.1 imposes smallness conditions on the parameter \( \alpha \) as well as on other parameters in (125)-(127), which is an “ideal limiting case” for our problem. We note that a similar situation quite often occurs when one proves convergence theorems about nonlinear problems, both well-posed and ill-posed ones, assuming that some parameters are “sufficiently small”. Despite this assumption, it is often the case in real computations that those parameters are not too small. Another example is an accurate imaging from experimental data with a large noisy component in [8, 27] despite the fact that the convergence analysis of [4, 5] requires a sufficiently small error in the input data. Figures 3-5 in [27] as well as Figure 2-a in [8] give an idea about the amount of the noise in those data.

Having stated the above, we nevertheless point out that the convergence analysis is obviously a very important element of numerical studies. This analysis provides an analytical guidance for computations, qualitatively explains numerical results and ensures that at least in an “ideal limiting case” the convergence is guaranteed. In addition, regardless on some deviations, numerical implementations are usually guided by convergence theorems. Thus, a certain reasonable balance between the convergence analysis and the numerical implementation should take place.

In particular, speaking about our problem, we believe that various conditions in our convergence analysis might be relaxed if working with a discrete case with a lower bound imposed on \( h_{sp}, h_{sp} \geq h_0 = \text{const} > 0 \). To analyze the QRM in this case, one needs to apply a discrete version of the Carleman estimate of Lemma 5.1, see, e.g. [13, 25] for discrete Carleman estimates for elliptic operators. The latter, in turn should likely result in relaxed conditions of a discrete analog of Theorem 7.1. This will be one of topics of our future research.

8.1.2 Main discrepancies

The first main discrepancy is with regard to Lemma 3.1 about an easily verifiable sufficient condition of the regularity of geodesic lines. In general, such a condition is unknown, except of the trivial case when the function \( c(x) \) is close to a constant. On the other hand, the authors are unaware about any reasonable results for CIPs for hyperbolic PDEs without either the assumption of the regularity of geodesic lines or a somewhat close assumption. We verify the asymptotic behavior (36) computationally, see subsection 7.2 of [4].

The second main discrepancy is that we replace in our computations \( \alpha \|u\|_{H^s(\Omega)}^2 \) in (56)
with $\alpha \|u\|_{H^2(\Omega)}^2$, because the latter is simpler to implement numerically. One of the reasons why this works computationally might be because of the above arguments about finite dimensional spaces, since all norms are equivalent in such spaces.

The third main discrepancy is that we conduct computations for the case when the point source in (2) is replaced with the plane wave. This is because our current software works with the plane wave only and it would take a time consuming effort to make it work for the point source. In addition, the case of the plane wave is reasonable for our target application to imaging of plastic land mines, since the wave radiated by a point source effectively becomes a plane wave when that source is located far from the domain of interest. We have chosen the point source in (2) with the goal to use Lemma 3.1 which actually can be derived from the construction of the fundamental solution of a general hyperbolic equation in Theorem 4.1 of [38]. Other than this, the above technique can be extended to the case of the plane wave and this might be one of topics of our future research.

When this manuscript was ready for submission, M.V. Klibanov and N. Pantong (a coauthor of [30]) have implemented the case of the point source. Computational results were almost the same as ones below. However, keeping in mind considerations of brevity as well as the necessity to submit a separate paper with Pantong as a coauthor, the authors have decided not to present the point source case here.

The fourth main discrepancy is that we conduct computations for the 2-D case since this case is both easier to implement numerically. Another important factor is that the 2-D case is faster to compute. The 3-D case is quite feasible [30]. Indeed, the 3-D image in [30] was computed from the forward problem data simulated in 3-D. At the same time, twenty four 2-D inverse problems in corresponding 2-D cross-sections were solved simultaneously on twenty four processors and the 3-D image was formed this way.

8.2 A simplified model of imaging of plastic land mines and some details of the numerical implementation

We outline both topics of this subsection only briefly here referring to [30] for details. In the spirit of sub-subsection 8.1.1, we have made some simplifications in our mathematical model. The first main simplification of our model is that we consider the 2-D instead of the 3-D case. Second, we ignore the air/ground interface, assuming that the governing PDE is valid on the entire 2-D plane. Indeed, our experience of working with the experimental data of [31] has indicated that the reflection from the air/ground interface can be removed from the data via a new data pre-processing procedure. The idea of a similar data pre-processing procedure can be found in [8, 27]. Let the ground be $\{ x = (x, z) : z > 0 \} \subset \mathbb{R}^2$. Suppose that a polarized electric field is generated by a plane wave, which is initialized at the line $\{ z = z^0 < 0, x \in \mathbb{R} \}$ at the moment of time $t = 0$. As it was pointed out in section 2, the following hyperbolic equation can be derived from the Maxwell equations

$$
\varepsilon_r(x) u_{tt} = \Delta u, \quad (x, t) \in \mathbb{R}^2 \times (0, \infty) ,
$$

(169)

$$
u(x, 0) = 0, \quad u_t(x, 0) = \delta \left(z - z^0\right),
$$

(170)
where the function \( u(x,t) \) is a component of the electric field and \( \varepsilon_r(x) \) is the spatially distributed dielectric constant. We assume that the function \( \varepsilon_r(x) \) satisfies conditions (3), (4) (in 2-D). Let the function \( w_0(z,s) = \exp(-s|z-z_0|)/(2s) \) be the one which correspond to the Laplace transform (9) of the incident plane wave with \( \varepsilon_r(x) \equiv 1 \). Applying (9) to (169), we obtain the following analog of the problem (11), (12)

\[
\Delta w - s^2 \varepsilon_r(x) w = -\delta (z - z^0), s > s^0 = \text{const.} > 0, x \in \mathbb{R}^2, \quad (171)
\]

\[
\lim_{|x| \to \infty} (w - w_0)(x, s) = 0. \quad (172)
\]

It is well known that the maximal depth of an antipersonnel land mine does not exceed about 10 cm=0.1 m. So, we model these mines as small squares with the 0.1 m length of sides, and their centers are at the depth of 0.1 m. We set

\[
\Omega = \{x = (x,z) \in (-0.30,0.30) m \times (0,0.6)m\}. \quad \text{Introducing dimensionless spatial variables} \ x' = x / (0.1m) \text{ without changing notations, we obtain} \ \Omega = (-3,3) \times (0,6), \text{ sides of small squares modeling mines equal 1 and depths of their centers are at} \ \{z = 1\}. \quad \text{We took} \ \Omega_{\Omega_0} = (-3,3) \times (0,3) \quad \text{(subsection 4.1). Tables of dielectric constants [39] show that} \ \varepsilon_r = 5 \text{ and} \ \varepsilon_r = 22 \text{ in the dry sand in the trinitrotoluene (TNT) respectively, meaning} \ 22/5 = 4.4 \text{ of the mine/background contrast. Hence, considering new parameters} \ \varepsilon_r = \varepsilon_r/5, s' = s \cdot 0.1 \cdot \sqrt{\pi} \text{ and not changing notations, we obtain}
\]

\[
\varepsilon_r (\text{dry sand}) = 1, \varepsilon_r (\text{TNT}) = 4.4. \quad (173)
\]

Because of (173) and (3), we impose \( \varepsilon_r(x) \in [1,8], \varepsilon_r(x) = 1 \text{ outside of the rectangle} \ \Omega_{\Omega_0}. \text{ We have modified our algorithm of section 4 via considering functions} \ \hat{\nu}(x,s) = s^{-2} \ln(w/w_0), \hat{q}(x,s) = \partial_s \hat{v}(x,s) \text{ instead of} \ v(x,s) = s^{-2} \ln(w), q(x,s) = \partial_s v(x,s). \text{ This has resulted in obvious modifications of above equations. A slight modification of Theorem 7.1 can be proven for this case. We have observed in our computations that at the measurement side} \ \Gamma_1 = \{x \in (-3,3), z = 0\} \text{ of the above square} \ \Omega \text{ the ratio} \ (w/w_0)(x,0,s) \approx 1 \text{ for} \ s > 1.2 \text{ which means a poor sensitivity of} \ \Gamma_1 \text{ to the presence of abnormalities for values of the pseudo frequency} \ s > 1.2. \text{ The best sensitivity was for} \ s \in (0.5,1.2). \text{ Hence, one should expect that the modified tail function} \ \hat{V}(x,s) = V(x,s) - s^{-2} \ln w(x,s) \approx 0 \text{ for} \ s > 1.2 \text{ at least for} \ x \text{ close to} \ \Gamma_1. \text{ Hence, we have chosen} \ \bar{\sigma} = 1.2 \text{ and} \ s \in [0.5,1.2] = [\bar{\sigma},2]. \text{ However, if we would work in the original domain} \ \Omega \text{ making spatial variables dimensionless as} \ x'' = x/(1m), \text{ then} \ s'' = \sqrt{\pi}s \text{ implying that} \ s'' = 12, \text{ which can be considered as a large pseudo frequency. The latter shows that in practical computations the above notion of sufficiently large} \ \bar{\sigma} \text{ is actually a conditional one and depends on particular ranges of parameters at hands (in fact, this is in the spirit of subsection 8.1).}

To simulate the data at \{z = 0\} \text{ for the inverse problem, we have solved the problem (171), (172) via the FDM for a number of points} s_n \in [0.5,1.2]. \text{ For comparison, we have also solved once the problem (169), (170) and have applied the Laplace transform (9) then. Imaging results were almost the same. We have added the random noise of the 5% level to the simulated Dirichlet data at} \ \Gamma_1 \text{ via} \ w_\sigma(x_i,0,s_n) = w(x_i,0,s_n)(1 + \sigma \omega_n), \sigma = 0.05, \text{ where} \ \{x_i\} \text{ are grid points of the FDM for the forward problem solution and} \ \omega \in (-1,1)
is a random variable. To calculate the derivative $\partial_s \left[ s^{-2} \ln \left( \frac{w_\sigma}{w_0} \right)(x_i, 0, s_n) \right]$ (to obtain the boundary data for $\bar{q}(x_i, s_n)$), we have smoothed first values of $w_\sigma(x_i, 0, s_n)$ with respect to $s$ via cubic $B-$splines similarly with, e.g. [22]. Next, we have used finite differences to calculate the desired derivative.

The modified functional (56) was written in the FDM form. Its minimization was performed with respect to values of the function $u$ at grid points via the conjugate gradient method. We have chosen $\alpha = 0.04$ and the spatial grid step size $h_{sp} = 0.125$. First, we have solved the problem (104), (105) via the QRM and thus have calculated the first tail $V_{1,1}(x)$ in (107). Next, we have continued as in section 4 with $m := 10$. The above algorithm has provided us with the function $\varepsilon_{r, glob}(x)$ (Definition 6.1).

We have observed in our computations that the above algorithm can accurately image locations of mine-like targets. However, values of the function $\varepsilon_{r, glob}(x)$ near points of local maxima were not imaged accurately. Thus, similarly with [5, 6, 7, 8, 30], we have applied a two-stage numerical procedure, see comments in subsection 1.1. While the first stage was the one described above, on the second stage we have minimized the Tikhonov regularization functional via the gradient method taking the function $\varepsilon_{r, glob}(x)$ as the starting point. Since the second stage is not a focus of the current paper, we refer to [30] for a detailed description. Our attempt to use the gradient method without the first stage did not lead to accurate results. The latter indicates the importance of the first stage.

### 8.3 Numerical results

In this subsection we present two numerical examples of the performance of our numerical method for computationally simulated data using the above mathematical model of imaging of plastic antipersonnel land mines.

**Test 1.** We test our numerical method for the case when plastic land mines are modeled by two small squares with the same size $sz = 1$ of their sides. Also, $\varepsilon_r = 4.4$ in both of them and $\varepsilon_r = 1$ everywhere else, see (173) and Figure 8.1-a. Centers of these squares are at $(x_1^*, z_1^*) = (-1.5, 1.0)$ and $(x_2^*, z_2^*) = (1.5, 1)$. However, we do not assume a priori in our algorithm neither the presence of these squares nor a knowledge of $\varepsilon_r(x)$ at any point of the rectangle $\Omega$. Figure 8.1-b shows the image of $\varepsilon_{r, glob}(x)$. Locations of both local maxima are imaged well. However, values of those maxima are 2.8, which is about 36% off the correct one. Figure 8.1-c displays the final image after applying the second stage of our two-stage numerical procedure. Locations of both targets are imaged well. In addition, maximal values of the computed coefficient $\varepsilon_{r, final}$ in both targets are max $\left( \varepsilon_{r, final} \right) = 4.4$, which is accurate. Likewise, $\varepsilon_{r, final}(x) = 1$ outside of those spots, which is also accurate.

**Test 2.** We test our numerical method for the case of the same two squares as ones above. Now, however we have $\varepsilon_r = 6$ in the left square, $\varepsilon_r = 4$ in the right square and $\varepsilon_r = 1$ everywhere else, see (173). Again, we have obtained accurate images, see Figure 8.2 and the legend for it.

Although mine-like targets are symmetrically located in both tests, values of the function $\varepsilon_r(x)$ are not symmetric in Test 2. A similar image quality for the case of asymmetrical
locations of two targets was obtained in [30].

![Figure 1](image_url)

**Figure 1:** Test 1. The plane wave falls from the top and the data are collected on the top boundary. 
a) Correct image of two mine-like targets, $\varepsilon_r = 4.4$ in both small squares and $\varepsilon_r = 1$ everywhere else, see (173). b) The image of the function $\varepsilon_{r,\text{glob}}(x)$. While locations of targets are imaged accurately, values of local maxima are 2.8, which is 36% off the correct one. c) The final image of the function $\varepsilon_{r,\text{final}}(x)$ after applying the second stage of the two-stage numerical procedure. Locations of both mine-like targets are accurately imaged. Likewise, $\max(\varepsilon_{r,\text{final}}) = 4.4$ in both spots and $\varepsilon_{r,\text{final}} = 1$ outside of these spots, which is also accurate.
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Figure 2: Test 2. The plane wave falls from the top and the data are collected on the top boundary. 

a) Correct image of two mine-like targets, \( \varepsilon_r = 6 \) in the left small square, \( \varepsilon_r = 4 \) in the right small square and \( \varepsilon_r = 1 \) everywhere else, see (173). 

b) The final image of \( \varepsilon_{r,\text{final}}(x) \) obtained after applying the two-stage numerical procedure. Locations of both mine-like targets are imaged accurately. In addition, \( \max(\varepsilon_{r,\text{final}}) = 6 \) and \( \max(\varepsilon_{r,\text{final}}) = 4.5 \) in the left and right spots respectively, and \( \varepsilon_{r,\text{final}}(x) = 1 \) outside of these spots.


