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Abstracl- \Ve present a new feedback mechanism for wireless 
broadcast networks Ihat uUlize lineal' network coding. The setup 
considers -transmission of packets frolll one source to n receivers 
o\,er a single.hop erasure broadcast channel, but Ihe proposed 
scheme is applicable to more general lossy networks. Previous 
feedback protocols can be roughly categorized as systems where 
all packets use ARQ which requires one feedback message from 
each receiver upon download completion. Our scheme utilizes a 
predictive model to ask for feedback only when necessary, i.e. if 
the probability that all recei\'ers ha\'e completed decoding is high . 
In addition, the proposed NACK·based feedback mechanism 
enables n receivers to request the Ilumber of retransmissions 
needed for successful decoding within a single time slot. This is 
in contrast with traditional feedback systems whereby each user 
will be independently polled and Ihus the feedback presents a 
costly challenge to the performance of the network. In particular, 
we compare the performance of our mechanism with the state of 
the art negati\'e feedback protocol NORM, [1]. \Ve present sium· 
lation results that describe tlte implementation issues concel'lling 
the feedback time as well as analytical results that show the 
scalability of our proposal as the file size, number of receivers, 
and packet unsure probability increase . 

I. INTRODUCTION 

Reliability is a challenging issue in wireless commllnica~ 
tions, particularly as the number of nodes becomes large, 
in which case conventional acknowledgment methods can 
result in unmanageable growth of feedback. We propose a 
new feedback mechani sm for wireless broadcast networks that 
is built upon linear network cod ing. The novelties of our 
npproaeh are that it provides a predictive model for the time 
at which tmnsmissions are likely to be able to be terminated 
and it also reduces the feedback from all users to one time 
slot per request. The prin1<l ry relevant piece of infornmtion 
the transmitter would derive from the feedback is the number 
of degrees of freedom missing at the worst receiver, and due 
to the use of network codi ng and the predictive model, this 
information is surficient to substantially reduce the amount 
of feedback as well Ci S unnecessary retransmissions by the 
transmitter. 

Email: medard@mit.edu 

by the transmitter is eliminated by use of the predictive model. 
Secondly, a significant reduction in the number of time slots 
allocated for feedback is achieved; this number currently scales 
with the number n of rcceivers, but under the new method will 
become a scalar of order 1. Thirdly. because of the significant 
reduction in the cost of feedback, the transmitter could poll 
the receiyers morc often, which allows for earlier termination 
of transmissions if all packets have been received . Fourthly, 
the mechanism can be implemented in a universal manner 
whereby its deployment will not require any changes in the 
physical layer. 

One prime example of an appropriate application of this 
method can be seen in large latency and delay challenged 
networks described in [2], where feedback about received 
packets may be considerably delayed, reducing the feedback's 
usefulness and accuracy about the current state of the network. 
Another example is its lI SC in any network with a large number 
of nodes that must receive the broadcast messages. 

We study the performance gains of thi s feedback strategy, 
and compare it to the state of the art negative feedback proto~ 

cols such as NACK-Oriented Reliable Multicast (NORM) in­
troduced by Adamson et al. [IJ . NORM protocol improves its 
predecessors by utilizing negative acknowledgments (NACK) 
instead of positive acknowledgments (ACK) which allows 
for scalability. NORM also uses end to end coding which 
equivalent to network coding in Ollr set up is. We disclIss the 
asymptotic throughput and delay performance of the network 
when transmission instances are modeled as discrete and 
continuous in time. \Ve also show the robustness of this 
scheme to imperfections in the predictive model, including 
uncertainty in the num ber of receiving nodes n , the packet 
emsure probability Pe, as well as to losses of the feedback 
itself. In particular, we show that the number of time slots 
needed to reliably transmit k packets to n receivers with 
network coding scales as log n for large n and thus can be 
easily managed fo r a large network. 

Our proposed feedback mechani sm has four mai n advan ~ 

tages over previous schemes: First, unnecessary initial polling 

The rest of the paper is organi zed as follows: In Section II , 
the network model and parameters arc introduced. In Section 
III-A, we evaluate the delay performance of the broadcast 

"'t.;i0iirfmD~d~c~'''i;ieiC~oiin~trniiic::-t -:t~,c~ti3wo;rk under a discrete slotted model and provide heuristics 
III its behavior. In Section III ~B , we derive the scaling 
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an example and give the general framework under which it 
can be implemented via CDMA codes. Finally, we provide a 
summary and concluding remarks in Section V . 

II. NETWORK MODEL AND PARAMETERS 

Consider a wireless broadcast scenario in which a peer node 
transmits k packets to n independent users. In such systems 
a feedback mechanism is required to notify the transmitting 
node if all packets are received by the 11 users or further 
transmissions are needed. The transmitting node could be 
a base station or a peer node within the network, but for 
simplicity and ease of explanation we will call that node a 
base ' station. Let Ci denote the channel between the base 
station and the ith user. A given channel Ci can be modeled as 
an erasure channel with parameter Pi, w~ere Pi is the packet 
erasure probability on that channel. Assume that channels are 
independcnt across time and across receivers and the base 
station is interested in completing the transmission of its 
packets to all 11. users . We also assume that the base station 
uses network coding in the transmission of its packets, thus in 
the remainder of this paper we will use packets and degrees 
of freedom interchangeably. 

In Sections III-A , and 111-8. we assume that all channels 
are statistically identical and have the same packet erasure 
probability denoted by Pe. In Section IV we allow each 
channel to have an erasure probability Pi independent of other 
channels. 

III. PREDICTIVE MODEL 

The initial NORM protocol described by Adamson et al. 
requires all receivers to send feedback indicating their need 
for retransmissions. The result is a feedback traffic that grows 
linearly with the number of receivers and suffers in scalability. 
Many approaches have been suggested to reduce the amount 
of feedback, most notably the same authors have introduced 
a NACK-sllppressioll scheme in [3] based on random back­
off timers to delay retransmission requests. Despite the sup­
pression scheme, the feedback traffic level rises slowly as 
the number of receivcrs increases, and the scheme does not 
offer a vcnue for prediction of appropriate feedback times. 
In this section, we will demonstrate the prediction capability 
of our feedback mechanism and show that the receivers will 
be polled if and only if there is a reasonable probability 
that they have completed their download. Figure I captures 
the difference in prediction capability of the two schemes by 
showing sample feedback times of both mechanisms. Note that 
with NORM, enhanced by the suppression scheme, NACKs 
occupy a proportion '" 10% of the slots throughout the 
transmi ssion , which is in contrast to our scheme whereby the 
predi ction allows for strategic placement of the NACKs at 
appropriate slots. 

A. Pel!omuU/ce evaluation in a Discrete Model 

In this section, we analyze the number of time slols needed 
to reliably transmit a file of k packets to 11 receivers . The k 
coded packets could represent a file or image to be transmitted, 
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Fig. 1. Feedback limes for NORM (lOp) vs. Fast Finish (bottom) when 
n = 100 and Pc = 0.1, the red bar denotes the end of transmissions. 

for example. We will consider a slotted broadcast channel 
where each transmitted packet is received independently with 
probability 1 - Pe at any of the n receivers. Where 1'e is the 
packet erasure probability. This is equivalent to n independent 
Bernoulli processes, all distributed with parameter 1 - Pe, 
where we are interested in the shortest time until all processes 
have had k successful arrivals . 

The transmission is completed when each of the n receivers 
has successfully received k or more coded packets. Let us 
denote the number of degrees of freedom (dof) missing at node 
i after t time slots by M!, iI-If E [0, k] . We define another 
random variable lvI, = max{Ml.lvIi, ".M,D to denote the 
number of dofs missing at the node that has experienced 
the highest number of erasures during t transmissions. The 
transmitter is expected to stop at {min(t) IM, = a}. The 
probability that receiver i has received k or more coded 
packets in t time slots is: 

k-l 

1 - L (t)P~-j( l - Pc)j 
j~O J 

(I) 

Similarly, let us denote the probability that all n receivers 
have completed the download after t lime slots by 'Y: 

'Y = P/'{M, = O} = (PI'{M! = O})" 

(1 -~ G)p~-j(1 - Pe)j r (2) 

Note that "Y is the probability that transmissions cease after 
t time slots. In the followin g 3 fi gures, we will show how 'Y 
changes as a function of lJe, k, and n. Figure 2 depicts f vs. 
t for a range of erasure probabilities. Notice that the time at 
which transmissions can cease is very sensitive to packet era~ 

sure probability. This will be di scussed in equation (II) where 
it is shown that complet ion time is inversely proportional to 
(1 - Pel. As shown, for a network of 11 = 1000 nodes and 
k = 10 packets, 'Y = 0.7 is achieved after 21 time slots when 
the erasure probability is at Pe = 0.2. This number increases to 
40 time slots when the erasure probability is at Pe = 0.5. ThllS, 
in cases where the es timation of packet erasure probability is 



inaccurate, it is bcttcr to have a feedback requcst earlier and 
avoid significant loss of throughput. Another important feature 
of this graph is the shape of the 'Y function; notice that the 
probabilities rise very sharply for smaller erasure probabilities 
than for larger probabilities. 
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Fig. 2 . Completion probability as a function of t for different erasure 
probabilities . Pe . 

Figure 3, shows the dependence of 'Y on the size of the file , 
k. As shown, doubling the number of packets in the tile will 
roughly double the number of transmissions needed for any 
given reliability. This is not surprising since the channel model 
is memoryless. 
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Fig. 3. C01llpleti on probability as a function of t for din'crcnt valu es of k. 

Figure 4 shows the performance of the system as we scale 
the number of receivers and shows the robustness of this trans ~ 

mission scheme to uncertainty in the number of receivers . We 
have plotted the completion probability 'Y when 10 packets a rc 
to be transmitted with l1e = 0.1 for networks ranging from 100 
to 50000 nodes . As we will show analytica ll y in Section III-B, 
the number o f transmissions required for a given reliabil ity 
increases logarithmically with the number of receivers n. Note 
that a reliability of 'Y = 0.9 is achieved after 16, 17, 18, 19 
transmissions for networks of 100, 1000, 10000,50000 nodes. 
The required number of transmissions for a particular reliabil ~ 

ity increases as log n as n increases. 
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Fig. 4. Completion probability as a function of t for different values of n. 

It is important to note that in all three figures , the COFs 
have very sharp increases when erasure probability is not too 
high. In other words, a sharp increase in reliability is achieved 
by very few extra transmissions. 

\Ve can already foresee that combination of the prediction 
capability and the sillgle slot characteristic of our scheme, 
which will be discllssed in IV, allows us to avoid extra 
transmissions with an insignificant penalty of 1 time slot. This 
can be achieved by requesting a feedback when 'Y is small (on 
the order of 0.1) and the base station will be able to stop its 
extra transmissions "y proportion of the time. 

Now, given that we have scheciuled a feedback at time t we 
are interested in the number of extra transmissions that will 
be requested in the aforementioned feedback. In other words 
we are interested in the expected value of the minimum of n 
random variables . 

Let us denote the number of nodes that have not completed 
the download at time t by a random variable lVt and also use 
Nt as its expected value: 

N = E [ /I of nodes that have received 1 
' less than k dofs by time t 

Distribution of the Ilumber of nodys that have not completed 
the download by time t is as follows: 

P,.{N, =i } (,,) (pr { 1 node completed }) It - i 
i the download by t 

(
1 _ Pl' { I node completed }) i (3) 

the download by t 

since Nl is nOll-negative, we have: 

N , = 10
00 

1 - F(x)dx (4) 

where F is the cumul ative di stribution function of lVI . 

Now given that we can find N L, we can find the e,xpecLed 
number of transmissions needed to complete the download if 
the feedback slot was allocated at time t. It is important to note 
that during the feedback, the base station will know the number 
of packets mi ssing at the worst receiver; in other words, the 
base station knows the maximum of IVI random variables. 



Let us assume that the maximum number of packets missi ng 
is lvlt and the transmitter will transmit All; = ~ packets. 

I -PI! 
We can calculate the average probability,· that everyone has 
completed the download M; time slots after the first feedback: 

"I' pr{ everyone completed } 
the download by t + lvI; 

p,. { N, nodes compteted } 
the download in NIt slots 

;;: pr{ J.Ht packets are downloaded } (5) 
at Nl nodes in kI; slols 

Notice that equation (5) is the same as equation (2) if we 
replace k and t by M, and lvI; respectively. As a resuit, the 
sharp increase that was noticed in , will also be present in 1· 
and the entire file download will be accomplished with only 
a few feedback slots. 

B. Pel!ormaflce evaluation in a Contil/uous Model 

In this section, we will derive the scaling laws for the 
performance of the system when transmissions arc modeled as 
continuous. Recall that the Poisson process is the continuous 
counterpart of a Bernoulli process . We model the arrivals at 
each receiver as a Poisson process and analyze the behavior 
of completion time as the number of receivers n grow. 

Derivation: 
Each of n users needs to receive k or more coded packets 

from a single transmitting node. In time t packet lengths, each 
of the n nodes independently receives a number of packets that 
is Poisson distributed, on the time scale of integral numbers 
of packet lengths , with parameter At , where ,..\ = 1 - Pe, and 
1'. is the packet erasure probability. 

The probability that user i receives k or more coded packets 
within time t is thus: 

k- l . 
1 _ L (At)' ex;( - At) 

j~O J. 
pr{Mf = O} (6) 

Hence the probability that all n. users receive at least k 
coded packets in time t or earlier is (6) mised to the power of 
n . As in Section lll -A we define "I to be the probability that 
al/ of the n users received k or more coded packets within 
time t. This probability "I, which iS31 so the probability that 
the transmitter can stop sending coded packets, is: 

"I Pr{Al, = O} = C -~ (At)i e;:J( - At) r (7) 

Rearranging terllls yields 

,\t 
(

k- I(M)i ) , 
111 L - .!- - In(l - ''I" ) 

i~O J 
(8) 

Expressing "1* = exp (~ x 111 ("/)) allows for a Taylor 
series expansion in powers of lin for large n, since we 
consider a fixed "I, with 0 < "I < 1. Thus for 1111("/) 1« n , 

, 1 
"I" '" 1 + - x In ("/) . (9) 

n 

It then follows that 

- In (1 - "1*) '" In (_'_I ) 
- In("/) 

(10) 

Therefore, using (10) in (8) yields: 

1 [ ((1)) (k-l (Xt)j )] t", >: In n - In In;:; + In .t; T (11) 

At large values of time t, for k < < n, the last term in 
(II) is small compared to the term linear in t on the len hand 
side. It is then seen that the time at which all n nodes have 
received all k packets with a specified high probability scales 
logarithmically with n . In particular, for a large probability 
exp( - n) < < "I that the tmnsmitter can stop sending coded 
packets at time t, we obtain: 

(12) 

We note that this termination time t is independent of the 
file size k , when coding is used.The In (In(-)) dependence of t 
on "I shows that the termination time t defined by "I has a very 
weak dependence on " as seen ·in Figures 2 to 4. Thus once 
there is a significant non-zero probability that all packets are 
received by all receivers, not Illany more transmissions will 
be needed unless Pe is large, which renders the multiplicative 
factor * in (11) large. 

According to [4], we can approximate the expectcd value of 
the minimum of n Li.d. Poisson random variables with mean 
A by: 

E [ mi~l of n 
POIsson rvs A + A!E[Xt,n] + ~ (E[Xf, .. ]-l) 

+ 0 (A -") (13) 

where X1 ,n is the minimum of n standard normal random 
variables. Tables and asymptotic formulas for the expected 
value of Xl ,n can be found in [5J by Harter and in [61 by 
Sarhan and Greenberg. To see a more comprehensive treatment 
of this issue the authors refer you to [7J, and [8J . Briggs el 

al. in [91 give an accurate account of the problems with a 
closed form expression that pertains to maximum/ minimum 
or n Poisson random variables and they accurately estimate 
the maximum or n Poisson random variables. The keynote 
of their method in calculating the asymptotic behavior or 
the maximum of n Poisson random variables is that as 11, 

gets really large the CDF of the maximum will have two 
peaks which are I unit apart and this allows for an accurate 
approximation of the CDF. They usc this fact to find the most 
probable value or the minimulll or n Poisson random variables. 
We can use this value as the point at whieh we allocnte the 
feedback slot. 

Despite the recent work in [91. optimizing the time for feed­
back requires further knowledge and approxil)1ations regarding 
the expected value of the minimum of n Poisson random 
variables which is currently under investigation. 



IV. FEEDBACK MECHANISM 

We will introduce the mechanism in subsection IV~A 

through a specific example of a CDMA code, that of using 
jitter (pulse position indication), as a means by which nodes 
communicate to the base station the number of packets that 
must be retransmitted lIsing only a single shared time slot. In 
subsection IV-B we will generalize variolls aspects of this ex­
ample and discusses the range of design possibilities. Finally, 
in subsection IV-C, we show that jitter can be generalized to 
a range of code selection methods that indicate the amount of 
information the base station has to retransmit by utilizing the 
broad class of CDMA codes. 

A. Example of Feedback Mechall/sm: Jilter 

Given that the base station has k packets to deliver to n 
receivers, a single feedback slot is allocated after t trans­
missions of the base station , where t is chosen according 
to the prediction method described in Ill. During this slot, 
any of the n users that have not correctly decoded all k 
packets will send a short pulse to the base station; the timing 
of which indicates how many new degrees of freedom (dot) 
the base station needs to transmit for this user to recover 
all its missed packets. As before, let ,vIf E [0, k] denote 
the number of degrees of freedom missing at node i after 
t time slots. Within the feedback slot the time at which 
node i transmits its feedback pulse is determined by the 
realization (value) of 1'vII. Thus, we can think of the feedback 
slot as concatenation of subslots whereby the presence of a 
pulse in a specific subslot will indicate that a corresponding 
predetermined number or percentage of dof is needed. The 
exact method of correspondence between transmission in a 
specific subs lot and number of degrees of freedom requested 
will be discussed in subsection IV-B. 

It is assumed that network coding is lIsed on the retransmis­
sions of erased packets, since the total time to complete trans­
missions will be greatly reduced with network coding LIOJ. 
Therefore, only the number of packets a lIser did not receive 
needs to be fed back to the base station rather than the specific 
packets a user is missing. Furthermore, since network coding 
on retransmission renders each coded packet potent ially useful 
to every user still missing degrees of freedom, the base station 
or transmitting node does not need to know how many degrees 
of freedom each user is missi ng. Rather, the base station only 
needs to know how many degrees of freedom it needs to send 
to fill -in all the erasures of the node missing the most degrees 
of freedom with hi gh probability. If the base station transmits 
thi s number of coded packets, then with hi gh probability all 
the remaining nodes will also have all their erasures filled in 
as well . 

Each lIser can form an estimate of the erasure probability 
Pi associated with its channel based on how many of the 
incoming packets were erased in the first k transmissions. 
Knowing that the next batch of coded packets that will arrive 
arc likely to experience a si.milar proportion of erasures, each 
user will scale up the number of degrees of freedom that the 
base station should transmit for it to decode the k packets 

and will send this scaled number, instead of IVlf, to the base 
station. One strategy to scale jvII is to request j111/(1 - Pi) 
packets. The scaled number ,vII/(l - Pi) is the expected 
number of packets that need to be transmitted in order for 
a receiver to successfully decode ,vIf of them, if the channel 
erasure probability were 1h. The base station will retransmit 
as many coded packets lvI, as requested by the user that has 
experienced the highest number of erasures. Thus, 

( 
lllI' ) AI; = max --'­

iEI1,n) 1 - Pi 
(14) 

After the base station completes the desired number of 
retransmissions, another feedback slot is allocated and the 
process is repeated until every user has received and decoded 
all packets. For each such round, note that only a single time 
slot is devoted to the acknowledgment process for n users. 
Therefore, at most several packets of feedback will be needed. 

B. Generalization of Jitter Mechanism 

In order to enhance the robustness of using the location 
of a pulse or series of pulses within a time slot to indicate 
the number of degrees of freedom that need to be transmitted , 
codewords can be employed within these pulses. The choice of 
codeword should depend on how the channel is modeled at the 
bit level (i.e. choose the bits that make up the codeword such 
that the codeword has very lugh fidelity). The use of multi-bit 
eodewords will reduce the probability of error in the feedback, 
which is important when the position of the error can make a 
significant difference in the penalty incurred for that error. For 
example, consider a scenario in which the feedback slot has 
3 subslots and a pulse in the first, second, and third subslot 
will indicate a loss of 100,50, and 10 packets respectively. An 
error in the I1rst subslot could result in 90 extra tmnsmissions 
from the base station which is not the 'same penalty as if the 
error had occurred in the second or third subslots. A solution 
for this high variance in penalty could be to have codewords 
of different lengths for different subslots. 

The above discussion raises the questions of the optimal 
number of subslots and the correspondence between subslot 
location and degrees of freedom needed. Since responses from 
different users will all be transmitted in the single time slot, 
there could potentially be multiple access interference, or 
misinterpretation of degrees of freedom requested, if the users 
are not synchronized with each other and the base station . 
However, the base station only needs to receive IV/to as defined 
in equation (14) , thus we propose the foll owi ng scheme: the 
larger the number of degrees of freedom a receiving node will 
request, the earlier the subslot in which it will transm it within 
the single feedback slot. Thus, the base station will aim to 
find the first subslot in which a lIser transmits a codeword. 
Even with coarse synchronization, the base station can detect 
the first subslot in which it receives considerable energy, even 
if it can not decode the codeword, and at worst, it tmnsmits 
more dof than needed. Better synchronization will enable more 
bandwidth savings so that only l\rft dof will be transmitted: 
for optimal performance the precision (granularity) of the 



sYl)chronization should correspond to the length in time of 
a bit, so as to allow decoding of codewords . The subslot size 
can be chosen to accommodate the synchronization capability, 
and a decreased synchronization ability will result in coarser 
feedback, so that the otherwise extremely large bandwidth 
sav ings in the acknowledgment and re transmission process 
might be slightly reduced. 

The optimal number of subslots in the feedback slot should 
be determined based on Pi, k and n. As an example, consider 
a feedback packet of size 500 bits, and note that we could in 
principle indicate 500 distinct feedback levels, but that would 
make the feedback more susceptible to noi se and synchro­
nization errors . We could select 50 subslots per time slot, a 
choice which would allow a 10 bit codeword for each subslot. 
Also note that when Pi is small , the probability that a user has 
missed a significant portion of the packets is very small and 
it might be wasteful to have many subslots that indicate slich 
large numbers . Finally. a protocol that allocates these subs loiS 
based on a percentage might be more universal and can be 
implemented without changing any of the underlying physical 
layer elements. Under such protocols, a fcedback pulse in the ' 
last subslot could indicate a loss of less than (~)th of the 
packets and in the second to last subslot could indicate twice 
that amount and so all. 

Another enhancement that could reduce the number of 
users that would participate in the fcedback is the use of 
an auction message from the base station . As introduced by 
Peters et. al [II], the principle idea is that of sending an 
"auction message" from the transmitting node to state what 
it thinks the state of the nodes are. Nodes only send back 
NACKs if the auction message differs significantly from their 
actual state. Sending such auction messages out when there 
is only a small probability that all files arc complete can still 
yield great savings with the single slot NACK. 

C. Generalization to CDMA Code Selection 

The pulse position indication described in the previous 
two subsections is one example of a COMA code. Another 
example is direct sequence spread spectrum (OSSS), which 
can also be used to communicate how Illany degrees of 
freedom a node needs. More generally, any type of COMA 
code can be used, and the choice of a pnrticular CDMA 
code tmnsmilted by each node can correspond to the range 
of numbers of or percentage of degrees of freedom, such as 
Mf /( l - Pi), that the node is requesting from the base station . 
For example. if DSSS were used , the ll the base station wo uld 
first apply the matched filter corresponding to the highest 
pe rcentage range of dofs requested. If a detection is fou nd , 
the base station would be done processing the NACK slot, 
and would then transmit the highest num ber of dofs. If a 
detection is not found , the base station would next apply the 
matched filter corresponding to the second highest Humber of 
dofs, and the process is repeated. The COMA codes can be 
selected so that the correlation between codes corresponding 
to adjacent nnmbers of dofs (for example the hi ghest number 

and the second highest) to be retransmitted is higher than the 
correlation between codes representing a large difference in 
the numbers of degrees of freedom to be retransmitted. This 
selection choice would increase robustness of the protocol to 
errors in detection of the single slot NACK. 

V. CONCLUSION 

In a wireless broadcast scenario in which a peer node 
transmits coded packets to independent users, a fcedback 
mechanism is required to notify the transmitting node if all 
packets are received by every lIser or if further transmissions 
arc required. In this paper we presented a predictive model 
to determine the optimal feedback time in a broadcast erasure 
channel that will reduce the feedback traffic. We investigated 
the scalability of our model for increasing file sizes, varying 
channel erasure probabilities, and most notably large number 
of receivers. We analytically showed that the number of time 
slots needed to reliably transmit a file to n uscrs increases as 
log of the number of receivers . We examined the robustness of 
this model to wrong channel estimation and lack of knowledge 
about the number of receivcrs. 

We also introduced a new single slot feedback mechanism , 
that enables multiple receivers to give their feedback simulta­
neollsly. and gave a general framework for its implementation. 
We noted the attempts made by others to reduce feedback 
traffic, specifically we discussed the performance of NACK­
Oriented Reliable Multicast (NORM) protocol enhanced by 
timer based back-off mechanism . However, none of these 
methods would reduce the amount of feedback needed by 
nearly as much as the factor of n x k savings of our method, 
which consolidates and enables feedback for all packets from 
all users into a single time slot. 

REFERENCES 

III B. Adamson, C, BOrlll:lllll , M. Handley, :lnd J. Macker, "NACK-Orientcd 
Reliable Multic:lst (NORM) Transport Protocol ," IlIfemet Engineering 
Task Force (JEFF) RFC, vol. 5740, 2009. 

(21 D. Lucani , "Network coding for delay c1mllenged environments;' 2010. 
(3) R. Adamson and J. Macker, "Quanlitath'e prediction of nack·oriented 

reli able Illulticast (nonn) feedback," in MILCOM 2002. Proceedillgs, 
vol. 2. 2002. pp. 964 - 969 \'01.2. 

14) F. Steutel and J . Thiemann, The gallll1la process alld Ille PoissOiI 
(IiSlriblltiOIl. Dept. of Mathematics and Computing Science, Univ. of 
Technology. 1989. 

15 1 H. Harter, "Expected values of normal order stat istics," Biomelrika , 
vol. 48 , no. 1-2, p. 15 1, 1961. 

(6) A. Sa rhan and B. Gree nberg, COl/lribllfio/lS 10 order s/(/Iislics. A Wiley 
Publication in Applied Statistics, 1962. 

171 D. Sinha, H. Zhou , and N. Shenoy. "Advances in computation of the 
maxi mum of a set of Gaussian mndom variables :' Compll ler ·A ided 
Design of II/Iegmled CirCllils (Iml Systems, I EE£ Tl'{lIIsacfiolls all, 
vol. 26, no. 8, pp. 1522- 1533,2007. 

18 1 P. Strait , "An identity on the maximum of a set of random variables:' 
)o/l",al of Mllifil'(l riale AIIl/lysis, \' 0 1. 4, no. 4, pp . 494-496, 1974. 

19 1 K. Driggs, L. Song, :lnd 1'. Prcllbcrg, "A note on the di stributi on of 
the maximum of a sct of Poisson random \':lriablcs," Arxil' prepri", 
(IrXi l':0903.4373,2oo9. 

11 0 1 A. Eryilmaz. A. Ozdaglar, and fvl. ~'1t~dard , "On delay performance gai ns 
from network coding," in Illforll/(I/ioll Sciellces (II/{I Systems, 2006 40tll 
Amllwl Conferellce Oil, 2006, pp. 864 -870. 

II J J A. Peters, A. Rezaee , L. Zege r. and M. M~dard , "New techniques to 
prevent ack explosion in multicast:' Im'entio/! Disclosllre, 2010. 




