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This Final Technical Report discusses the accomplishments of a research effort to develop a system for real time eye tracking and hand pointing tracking using regular cameras for human computer interaction. Several novel algorithms for eye detection and eyeball estimation were implemented, including a new model for eye gaze estimation and eye detection. The system allows for viewing direction estimation and eye-based control of screen activity. A novel hand pointing estimation and hand feature detection approach has also been developed. A new approach for hand region detection was designed using Haar-like features, and allow the hand tracking in two views from two cameras. The detailed hand features are also detected and tracked automatically. The developed systems can run in real time.
ABSTRACT

Through this project, we have developed a system for real time eye tracking and hand pointing tracking using regular cameras for human computer interaction. We have proposed and implemented several novel algorithms for eye detection and eyeball estimation, including a new model for eye gaze estimation and eye detection. The system allows for viewing direction estimation and eye-based control of screen activity. A novel hand pointing estimation and hand feature detection approach has also been proposed and developed. We have designed a new approach for hand region detection using Haar-like features, and allow the hand tracking in two views from two cameras. The detailed hand features are also detected and tracked automatically. The developed systems are able to run in real time. We have demonstrated the system for proof-of-concept during the project meeting in the Air Force Research Laboratory (AFRL) at Rome on July 6, 2010. Until now, this project has resulted in five papers published in the top-notch technical conferences.

- Michael Reale, Terry Hung, and Lijun Yin, “Pointing with the eyes: gaze estimation using a static/active camera system and 3D iris model”, *IEEE International Conference on Multimedia and Expo (ICME 2010)*, July 2010, Singapore. (15% acceptance rate)
- Shaun Canavan and Lijun Yin, Dynamic face appearance modeling and sight direction estimation based on local region tracking and scale-space topo-representation, *IEEE International Conference on Multimedia and Expo (ICME 2009)*, June 2009. New York, NY (23% acceptance rate)

Thanks to the support of the Air Force Research Laboratory at Rome, NY, two Ph.D. students have been conducting research in areas of eye tracking and hand tracking successfully. Three Master students have graduated and have been continuing their Ph.D. research in the Graphics and Image Computing (GAIC) Laboratory, Department of Computer Science at Binghamton University.
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1 Introduction

The reflexive purpose of seeking knowledge and understanding in the area of human-computer interaction is that computers may know and understand us. More specifically, the computer should be able to infer what we wish to see, do, and interact with through our movements, gestures, and expressions in an intuitive and non-invasive way in contrast to the traditional way of using mouse and keyboard. The human gesture information allows the computer to refine, correct, defer, or initiate responsive action, offering the user an interactive experience more evocative of human-to-human communication [1][5].

The objective of this project is to develop an intuitive real time system for eye tracking and hand-pointing tracking, allowing the computer to track eye gaze directions and hand pointing directions, and to further understand the point of regard from users’ interaction. During the project period (February 7, 2008 – July 7, 2010), we have developed algorithms for eye tracking, 3D eyeball based gaze estimation, hand detection, hand tracking, and hand pointing estimation.

The major contributions of this project are three-fold:

- Unlike the traditional way of eye gaze estimation, we have developed a novel eye tracking and 3D eyeball based gaze estimation approach in a non-intrusive way without using special cameras.
- Unlike the traditional way of hand tracking from either single view or stereo-vision approach, we have developed a novel hand detection approach using new features for hand-pointing estimation in two orthogonal views.
- A proof-of-concept system has been developed and demonstrated in real time. This project has advanced the state-of-the-art for eye/hand gesture based human-machine interaction in an indoor environment with an easy setup.

The potential applications for eye/gaze estimation and hand-tracking systems are manifold. To cite a few examples, the current national and worldwide concern for security (in airports and other areas) would benefit greatly by the ability to locate, identify, and track the movements, gestures, and expressions of potentially dangerous persons. Turning our attention to the medical field, disabled (perhaps even completely paralyzed) patients could control their computers with small head movements, eye gaze inference, blink detection, hand gesture, and even subtle expression recognition hints and thus allow those previously left out to take advantage of this age of information and technology. The military, always desirous of highly-responsive equipment, has an interest in the development of interactive HUDs (Heads Up Displays) that work using hand, head-pose, and eye-gaze inference for data visualization; further work might even use head and eye movements to pilot both ground units and aircraft. Moreover, knowledge of view direction and thus the object or area of interest offers insight into the user’s intention and mental focus. Affective state monitoring during simulations could be useful for stress analysis (e.g., combat simulations that gauge the user’s ability to function under pressure). In both military and commercial applications, fatigue monitoring systems could prevent driving accidents [1][4]. In the education sector, affective recognition (particularly of interest, boredom, and aggravation) as well as attentive state monitoring (using eye fixation) could be a part of computerized tutoring systems [3][5]. Moreover, the regular user could benefit greatly from the ease and comfort of interaction with his or her home PC or TV without even the proverbial touch of the button; specifically, the game industry would benefit from this increased interactivity, replacing current interaction mechanisms and/or enriching the experience through judicious responses to gestures, motion, and expressions. In short, like the introduction of the mouse, increased interactivity through natural movements, gestures, and affective state changes opens up whole new worlds.
Following is a brief description of the current state of the art of eye/gaze tracking and hand tracking techniques, thus justifying the motivation of the new development of this project.

The current eye detection techniques fall into one of five categories [7]: shape-based (which as the name implies search for certain simple or complex shapes to find the eye) [6][8][9], feature-based (which search for certain eye features individually) [10][11][12][23][24][25][26][27], appearance-based (which usually find the entire eye region by comparing with a training set of eye region images)[13][28][29][30], hybrid approaches (which combine the preceding mechanisms in an attempt to offset the weaknesses of each technique) [14][15][16][17][31], and Non-visible light-based approaches (which utilize Infra-red light projection for reflective pupil detection) [32][33][34][35][36]. All existing approaches face the challenges of various lighting conditions, pose changes, and scale changes. We utilized an eye property in a topographic domain and developed a topographic eye detection approach to localize the eye position.

The current eye gaze estimation techniques fall into one of two categories [7]: regression-based approaches, which are also known as interpolation-based approaches. These methods generally use one camera and one infrared light and map the distance vector between the pupil and glint to screen coordinates (either in a parametric or non-parametric fashion) [18][19][20][21][22][37][38] and model-based approaches, which are geometric-based approaches attempting to extract the gaze direction vector [21][22][38][39][40][41][42][43][44][45]. The existing approaches face challenges of head pose variations and various imaging conditions. We have developed a 3D-model based approach to estimate the 3D viewing vector from the 3D eyeball model directly.

The current hand detection and tracking techniques include using multi-colored gloves [55] and depth-aware cameras [51], or background subtraction [53], color-based detection [50][51], stereo vision based [46][48] or binary pattern based [49][52] hand feature detection. However, the big challenge remains for accurate hand detection and tracking due to various hand movements and the undistinguishable hand features of the joint parts. We have developed a two-orthogonal-view based hand detection and feature tracking approach to address the issues of pointing gesture detection and point-of-regard (PoG) estimation.

In the following sections, we will describe our system composition and its components for eye/gaze detection and hand pointing tracking, respectively.
2 Eye Tracking: Method and Result

The eye tracking system consists of components for face detection, eye tracking/iris detection, and gaze estimation. It works with a regular camera in a viewing range or combines an active camera to focus on the eye regions in a certain distance. The system composition is depicted in Figure 1.

The system first locates the face from a wide-angle camera view as well as a rough approximation of the eye positions and uses this information to guide a pan-tilt-zoom camera to focus in on the eye area of the detected face. This allows the user translational freedom relative to the camera, and an adjustment of parameters also permits varied movement in depth freedom. Our system differs from the majority of other systems in that we do not use infrared, stereo-cameras, specially-constructed hardware, or specific room setups (i.e. “smart rooms”). In many conventional cases that the face is within a close viewing range while the active camera moves slowly, we can simply use a single regular camera for eye tracking and gaze estimation.

2.1 Face Detection

We applied an appearance-driven technique based on the binary pattern features [54] for face detection. To improve the robustness of the face detector, we have developed a novel, linear-time mechanism to make the system invariant to variable lighting conditions: all features are scaled by a ratio of the average gray-level intensity of the training samples over the average gray-level intensity of the current search region. We used the integral image to efficiently compute feature block intensity levels. The best Haar-like features are selected with Adaboost [54]; we then used Information Gain in the Gain Ratio as a metric of usefulness.

Like other supervised learning algorithms, the accuracy heavily depends on training samples. For example, the trained model may not work if the lighting changes dramatically and then cause the false detection. Histogram Equalization is a good strategy to maintain the original facial structures. However, it needs extra time $O(n^2)$ to
retrieve the histogram. In real-time scenario adding $O(n^2)$ is hard to accept. We propose to take advantage of the average gray level to achieve this task. Although the histogram may not be available, the middle value is still useful to represent the region of search. Our assumption is that the region’s histogram is a Gaussian distribution. The lighting changes will shift the middle value while the shape of the Gaussian distribution will not be altered. Based on the assumption we can apply an easy as well as effective ratio value for image adjustment:

$$ratio = \frac{Gray_{\text{trainingAverage}}}{Gray_{\text{scanAverage}}}$$

(1)

Where $Gray_{\text{scanAverage}}$ means the gray level of current searching rectangle, $Gray_{\text{trainingAverage}}$ means the average gray level of training images. For every rectangle we multiply the ratio to compensate the lighting changes. By doing this the lighting of local search image is adjusted to the lighting of training sample. This approach has been tested under our lab environment and the results have been improved as compared to the no-ratio adjustment approach.

Our face detection training and test procedure is illustrated in Figure 2 (a)-(b).

![Diagram](image)

Figure 2: Face detection procedure: training (a) and testing (b)

The sample training images are shown in Figure 3. We tested the program in our lab environment. The corrected detection rate is 99% among 200 sample data. Figure 4 shows a sample result with a detected face region.
2.2 Eye Detection

Once the face is detected, we perform an eye detection program using a so-called topographic feature of eyes, which has been proposed in our work [56]. The basic idea is to create a terrain map from the gray-scale image (effectively treating it like a continuous 3D surface) and extracting “pit” locations as pupil candidates. The actual eye pair is chosen using a Gaussian Mixture Model (GMM) and certain heuristics (e.g. the eye candidates cannot be vertical). The approximate center of the two detected eye candidates is used as the focus of the pan-tilt-zoom camera. We do not use the mutual information tracking approach as did [56] and instead detect the eyes once every time the face is detected in the wide-angle view.

The algorithm has been developed for eye pair detection and tracking using geometric surface labeling and posterior probability maximization. Given a topographic surface of a face, each pixel is labeled according to its intensity with respect to its neighboring pixels. Let \( f(x, y) = I(x, y) = z \), we can obtain the Hessian matrix \( H \).

The eigen-values \( \lambda_1 \) and \( \lambda_2 \) of the Hessian matrix \( H \) can be used to detect the terrain types of the pixel. In our implementation, we label each pixel into one of the 12 terrain types: peak, pit, ridge, ravine, ridge saddle, ravine saddle, convex hill, concave hill, convex saddle hill, concave saddle hill, slope hill, and flat. The experiment shows that the eye pupil center exhibits “peak” pattern. As such, any pixel that is labeled as peak point is classified as an eye center candidate.
Since the detected face image could have various sizes, we process the images by normalizing to a certain scale, which keeps the image size constant. In order to ensure the inclusion of true eye centers in the candidate set, we apply a different set of filters to the grey-level image and derive different labeled terrain maps to extract eye candidates.

![Sample test images with detected eye locations](image1)

Figure 5: Sample test images with detected eye locations

![Sample test video: Top-right frame shows a pair of detected eye locations](image2)

Figure 6: Sample test video: Top-right frame shows a pair of detected eye locations

In order to locate the eye-pair from the candidate set, we studied the label type distribution of the patches centered at true eye centers, which are significantly different with that centered at non-eye locations. Thus, in the areas of the left eye patch, right eye patch and non-eye patch, different label distributions are generated. From our collected training data, we generated different patches, including true eye-pair patches, eye and non-eye pair patches, and non-eye pair patches. For each of left eye patch and right eye patch, we built its corresponding Gaussian model. For the non-eye patches, other Gaussian models with respect to other areas (e.g., nose, mouth, etc.) were also created. To this end, the program calculates the posterior probability of each patch pair, and finds the pair that belongs to the eye-pair space. As a result, the pair with the highest probability is found to be the final target pair. Figure 5 and Figure 6 show some sample results from both test images and test videos. Note that this step is to detect the approximate locations of eyes. As seen from the sample data, the ‘pit’ location may not be always found in the center of eye. For detail iris locations for gaze estimation, we need to conduct a further refinement process in the later stage.

### 2.3 Iris Detection and Gaze Estimation

After the face region and eye location are detected, the iris location and a set of iris features are to be determined. Then a calibration procedure is performed for estimating 3D eyeball parameters. The system will search for the best 3D eyeball position, radius, and visual/optical axis offset for each eye relative to the head position. This is computed as the average of the 2D gaze points from each eye.
2.3.1 Iris Detection

We work on the red channel of the image, since the iris (unlike the surrounding skin areas) generally has very low red intensity values. We search for “highlight positions” on the eye (corresponding to specular reflections off the iris); these are regions containing enough dark pixels to be considered part of the iris while still having a high enough standard deviation to contain specular reflection points. To remove distracting points on glasses, we eliminate specular reflections that are long and thin (unlike iris highlights, which are generally equal in width and height). We equalize the histogram within the eye region to increase contrast. To determine the proper thresholds and parameters, we extract information from training video sequences we collected using a pan-tilt-zoom (PTZ) camera. Finally, we refine our initial iris estimate using a circular template in a very small area around the initial estimate.

2.3.2 Gaze Calibration

Our calibration procedure has two stages: the first acquires an estimate for the 3D eyeball center and radius, and the second iteratively refines our initial estimate while also extracting the optical/visual axis offset [58]. Note that each eyeball is handled independently during calibration.

2.3.2.1 Stage 1 Calibration (initial estimate)

At this point, we can get the 2D iris positions, and we assume the camera’s focal length is known; given a 3D eyeball radius \( r \), we want to find an estimate for the 3D eyeball center \( E \). Let us consider the camera center as the origin of a 3D coordinate system and the camera view direction as the \( z \) axis. Given a 2D pixel position and the camera’s focal length, we can get a 3D vector from the camera center through every 3D position that maps to our given 2D pixel point. This can be done simply by constructing a “world image plane,” a 3D plane which is perpendicular to the camera’s view axis and is far away enough such that 3D points in the plane have the same \( x \) and \( y \) coordinates as their projected 2D points. A 2D pixel point can then be converted to a 3D vector by setting its \( z \) coordinate to be the \( z \) depth of the world image plane. We operate under the assumption that, if the user is looking straight into the camera center, the eyeball center must be somewhere along a 3D vector starting at the camera center and going through the 2D iris center; that is, the gaze direction goes from the 3D eyeball center \( E \) to the 3D iris center \( E' \) (this vector is known as the “optical axis”). Granted, this is not strictly true, since the correct gaze direction (called the “visual axis”) is a vector from the fovea (on the back of the eye) through the pupil, and this visual axis is offset from the optical axis by approximately 4-8° (we will refer to this angular difference as the optical/visual axis offset). However, we will correct for this in Stage 2.

The user first looks into the camera center and then at a calibration point \( P \) whose 3D location is known. This gives us 2D iris locations \( m_1 \) and \( m_2 \), respectively. These points are then converted into normalized unit vectors \( A \) and \( B \). We want to find two points, \( E \) (the eyeball center) along vector \( A \) and \( E' \) (the iris center) along vector \( B \), such that the distance between them is \( r \) (the radius of the eyeball) and the vector between them points at \( P \). Figure 7 illustrates this idea.
Let \( t_a \) and \( t_b \) represent the lengths such that \( At_a = E \) and \( Bt_b = E' \); we can then express our first constraint as follows:

\[
\|At_a - Bt_b\| = r
\]

Point \( E' \) (or \( Bt_b \)) is the point of intersection between \( B \) and \( C (= At_a - P) \). This is equivalent to the point of intersection between \( B \) and a plane determined by point \( P \) and normal \( N = (A \times B \times C) \). So, our second constraint is as follows:

\[
t_b = \frac{N \times P}{N \times B}
\]

Given above equations (2) and (3) with two unknowns \( t_a \) and \( t_b \), we can derive the following quartic formula and solve for \( t_a \):

\[
St_a^4 + Tt_a^3 + Ut_a^2 + Vt_a + W = 0
\]

where:

\[
S = Y^2
\]

\[
T = -2YZ - 2(A \cdot B)XY
\]

\[
U = Z^2 + 2(A \cdot B)XZ - r^2 Y^2 + X^2
\]

\[
V = 2r^2 YZ
\]

\[
W = -r^2 Z^2
\]

and:

\[
X = (A \times B \times A) \cdot P
\]

\[
Y = (A \times B \times A) \cdot B
\]

\[
Z = (A \times B \times P) \cdot B
\]

Once we have \( t_a \), we can scale \( A \) by this value and get a 3D eyeball center estimate for a given radius. Although we could use a standard eyeball radius, we instead cycle through a range of 1.2cm to 1.3cm (in 1/10th millimeter increments) and get an eyeball estimate for each radius size. This corresponds to the natural range of eyeball radius sizes found in humans (1.2cm to 1.3cm). During the calibration procedure, we have the user look into the camera center first. Then, the user must track (with both the eyes and head) a calibration point moving from one corner of the screen to the other. A sample is collected for each position of the calibration point, and the second
sample point is used to get our \( B \) vector (this sample point corresponds to a point very near either the upper-left or upper-right corner of screen, depending on which calibration step we are performing).

This is done twice:
1. The point moves from the upper-left corner of the screen to the lower-right corner, and these points are used to calibrate the user’s left eye.
2. The point moves from the upper-right corner of the screen to the lower-left corner, and these points are used to calibrate the user’s right eye.

We collect 40 calibration points per eye. For each eyeball estimate (and corresponding radius) and each of the calibration points, we use our gaze estimation approach to determine the estimated point of regard and get its distance from the true gaze (calibration) point. To increase sensitivity to error, we scale up each distance value to 1/100ths of a millimeter. These error distances are added together, and the eyeball estimate (and radius) with the smallest error is chosen. Note that this approach assumes that eyeball center (\( E \)), 3D iris center (\( E' \)), and 3D gaze point (\( P \)) are all coplanar, which may not be true if the user’s head moves during the calibration procedure; thus, we must adjust our vectors for head rotation and translation before performing our calibration calculations. We now have our initial 3D eyeball and radius estimate.

2.3.2.2 Stage 2 Calibration (refinement and visual axis offset)

Due to the optical/visual axis offset (as well as user error during calibration), our initial estimates can be off slightly from their true position. Therefore, we reset the radius to 0.0125 and find the best position and radius using the Nelder-Mead downhill simplex method. To ensure that the radius values remain reasonable, we add a penalty term if the radius should be outside of the range 1.2-1.3cm. The distance (in 1/1000s of a millimeter) is cubed and added to the total error term for a given position/radius estimate. We also add what we call the “optical error.” As we shall explain later, we use the iris contour points to determine gaze. Intuitively, the optical error corresponds to whether the iris contour points are arranged in a 3D circular pattern around the estimated gaze direction. Our gaze estimation procedure assumes that the vector from the eyeball center to each iris contour point has a set angle from the optical gaze direction (this corresponds to a known dot product value). For each of these iris contour vectors, the difference between the dot product of each vector with the estimated gaze direction and the expected dot product value is summed together. For incorrect eyeball positions, some iris contour points will not intersect with the eyeball sphere; for each missed point, a 1.0 is added to this sum. Finally, this sum is divided by the total number of iris contour points, and the value is multiplied by 10000 (to give it similar weight as the distance error).

For each position and radius estimate, we compute the expected iris radius and the visual axis offset. For each sample frame for the look-into-camera stage, we estimate the optical axis and average dot product by an extension of our gaze estimation approach. Once the optical axis is computed, the eye rotation pitch and yaw values can be ascertained, as well as the 3D iris center position. The visual axis is assumed to be the vector from the iris center to the camera center (the origin), and this vector is stored as a vector offset from the optical axis. The resulting expected dot product values and visual axes for each sample are averaged, and the final values are used for gaze estimation hereafter.

At this stage, we have the 3D eyeball center, which can be rotated and translated with head position and pose information, the 3D eyeball radius, and the visual axis offset.
2.3.3 Gaze Estimation

For a given frame, we adjust the eyeball center position based on the current head pose and position. Using the 2D iris center, we want to find the iris contour points, map them (and the iris center) to the eyeball sphere, determine the optical axis, get the visual axis offset (which is dependent on eye rotation only), and compute the new (3D) iris center from the optical axis (see Figure 8(a) and Figure 8(b) for an illustration). In Figure 8(a), blue vectors are the “iris contour vectors,” while the red vector is the computed (optical axis) gaze direction.

![Figure 8](image)

**Figure 8:** (a) (left) “Iris disk” concept, (b) (right) Optical vs. visual axis

To get the iris contour points, we perform the following procedure, which is also illustrated in Figure 9.

![Figure 9](image)

**Figure 9:** Illustration of iris contour points detection

1. Define a smaller search region around the iris position and blur the grayscale image with a 5x5 Gaussian filter.
2. Extract gradient magnitudes and directions.
3. Given a normalized 2D vector $H$ that goes from our iris center estimate to the 2D eyeball center, shoot rays $R_i$ outwards $\pm125^\circ$ around $H$ (one ray per degree).
4. For all pixels (within search region) along each ray, compute score:

$$score_{i,j} = m_{i,j} \ast (dot(R_i, D_{i,j}) > 0.5)\quad\quad(13)$$

where $i$ is the ray index, $j$ is the pixel index, $m_{i,j}$ is the gradient magnitude, and $D_{i,j}$ is the normalized gradient direction vector (from dark to light pixels).
5. The highest scoring pixel along each ray is chosen as a potential iris contour point.

6. Use an Active Appearance Model (AAM) that tracks the eye corners and eyelids to filter out erroneous points.

7. If we have over 10 points, break up remaining points into groups.

Here is the group processing procedure:

1. The points are ordered by angle around estimated iris center. For each point, check the 5 points ahead in the list for the closest neighbor point. If the closest point is more than $1/8$ of the search region height away, do not give this point a neighbor.

2. Form initial groups based on neighbor chains.

3. Remove all groups with less than 7 points.

4. For each remaining group, recursively fit the points to a line. If any point is more than 30% of the current line’s length away, split this group and repeat the procedure. If any group has 5 points or less, stop processing this group.

The AAM tracks the eye corners, the top and bottom eyelid points, and the iris center. To filter out iris contour points that may be part of the eyelids:

1. Create Catmull-Rom splines for the eyelid perimeter.

2. For each iris contour point, compute the vector from the AAM iris center to the contour point and get its length $L$.

3. Determine the intersection point of this vector with the eyelid splines and get the length of this vector $S$.


5. If $D$ is less than 3.0, this point is an eyelid point and should not be used. Otherwise, keep the point.

To remove eye corner points:

1. Find the corner which the iris is closest to.

2. If any contour point is within 25% of the distance between the eye corners of the chosen eye corner, remove this point.

We map 2D iris contour points to the eyeball sphere by converting them into 3D perspective vectors and intersecting them with the current eyeball sphere. We refer to a normalized vector going from the eyeball center to one of those intersection points as an “iris contour vector” $C_i$. Before we can perform gaze estimation, we need to estimate the 3D iris radius on the eyeball (or rather, the average dot product between the optical axis and each $C_i$). We use the information extracted during the look-into-camera phase of the calibration procedure; note that
an approximation of the optical gaze vector can be extracted by intersecting the 2D iris center with the eyeball sphere, subtracting the eyeball center, and normalizing the result, giving us vector $V$. We get the average of the dot products ($\text{aveDot}$) between $V$ and each $C_i$. In this way, we define an “iris disk.” Figure 8(a) illustrates this concept. This unique approach of mapping 2D contour points directly onto the 3D eyeball sphere allows for efficient detection of the gaze direction.

For gaze estimation, we first detect the iris center and contours and map these points to the eyeball sphere to ultimately get $V$ and all $C_i$ vectors, respectively. We want to find the optical axis $G$ such that 1) it is parallel to $V$ and 2) the dot product of $G$ and each $C_i$ is $\text{aveDot}$. Thus, we solve the following linear equations:

\[
\begin{bmatrix}
C_0^X & C_0^Y & C_0^Z \\
\vdots & \vdots & \vdots \\
C_N^X & C_N^Y & C_N^Z \\
V^X & V^Y & V^Z \\
\vdots & \vdots & \vdots \\
V^X & V^Y & V^Z
\end{bmatrix}
\begin{bmatrix}
G^X \\
\vdots \\
G^Y \\
G^Z
\end{bmatrix}
= \begin{bmatrix}
\text{aveDot} \\
\vdots \\
\text{aveDot} \\
1 \\
\vdots \\
1
\end{bmatrix}
\]

(14)

Note that $\text{aveDot}$, $V$, and the constant 1 are repeated in their respective matrices $N$ times, i.e., once for each contour vector.

We have found that repeating this procedure, using the new iris center estimate from the previous iteration, can give us more accurate results. So, we iterate our approach until either the distance between the endpoints of the normalized $G$ vectors are within $1\times 10^{-8}$ of each other or until we go through 20 iterations. To estimate the average dot product from the look-into-camera samples, we extend our approach like so:

\[
\begin{bmatrix}
C_0^X & C_0^Y & C_0^Z & -1 \\
\vdots & \vdots & \vdots & \vdots \\
C_N^X & C_N^Y & C_N^Z & -1 \\
V^X & V^Y & V^Z & 0 \\
\vdots & \vdots & \vdots & \vdots \\
V^X & V^Y & V^Z & 0
\end{bmatrix}
\begin{bmatrix}
G^X \\
\vdots \\
G^Y \\
G^Z
\end{bmatrix}
= \begin{bmatrix}
0 \\
\vdots \\
0 \\
\text{aveDot} \\
\vdots \\
1
\end{bmatrix}
\]

(15)

We do not iterate this procedure, however. To get the visual axis, we get the pitch and yaw rotation values from the optical axis $G$ and rotate the visual axis offset accordingly. We intersect the optical axis with the eyeball sphere to get a new estimate for the 3D iris center, which we use for our gaze starting point. The visual axis is used as our final gaze direction.

Once we have our current 3D eyeball position and gaze vector, we must map this information to screen coordinates. We assume that the screen’s 3D position, size, and orientation are already known, and so the mapping is a simple ray-plane intersection. We use the average position of the two 2D gaze estimates as our final estimated point-of-regard. Figure 10 illustrates several examples from a real time video tracking sequence.
2.4 Result of Software Usage

2.4.1 Calibration

The eye tracking system is set up in an indoor environment. The user should go through a calibration procedure:

1. The user must look into the camera lens;

2. Then look at the upper-left corner of the screen (ideally rotating the head towards that point). A point will move across the screen from the upper-left to the lower-right hand side of the screen, and the user must track this point with his/her head and eyes.

3. Same procedure as step 2, only the point will go from the upper-right corner to the lower-left corner.

The system will then search for the best 3D eyeball position, radius, and visual/optical axis offset for each eye relative to the head position. Once this is complete, a cursor will move across the screen indicating the estimated gaze point. This is computed as the average of the 2D gaze points from each eye, and each individual gaze point is computed using the procedure as follows:

The eyeball head position is used as the starting point of a vector, while the estimated eyeball rotation vector determines the “gaze” direction. The intersection point of this vector with the screen is used as the cursor position. The center of the screen is subtracted from the intersection point, the resulting vector is projected onto the screen’s x and y axes, and the values are scaled to pixel coordinates.

2.4.2 Gaze Tracking in Action

The program runs in the Visual Studio environment. Once the AAM tracker initializes, the iris centers as well as the eyelid splines will be drawn on the face. Once the calibration procedure is performed, the 3D eyeball centers and the visual gaze direction for each eye will be displayed. Also, a “cursor” will be displayed at the estimated gaze position.

If desired, a “gaze grid” can be displayed; if the cursor is within one of the gray bricks, the brick will be highlighted. The program allows reset of the face tracking and AAM tracking in case of loss of track. The gaze tracking program runs in about 15 frames per second with a video resolution of 640X480 pixels per frame.
3 Hand Tracking: Method and Result

We setup two regular cameras in orthogonal positions, one on the top of the user, and the other to the left side. Figure 11 shows the system composition. We proposed a hand-image warping approach to transform the original hand image to a polar-coordinate plane in order to make the hand detection invariant to orientation. We applied two cascade detectors based on binary pattern features and AdaBoost for two views’ hand region detection. Then we used the Active Appearance Model (AAM) [47] to track the finger point to identify the direction of hand pointing. There is correspondence between the points in the top and side views. Using this correspondence between the points allows us to infer the \((x, y, z)\) coordinates of those points. Once we have the 3D coordinates we use two points along the finger to draw a vector in 3D space, resulting in the orientation of the finger. Following sections will describe each component individually.

![Hand tracking composition and system setup](image)

3.1 Hand Detection

Hand region detection is the first step towards the pointing direction estimation. We have developed two different methods to detect hand regions: hand skin region detection [61] and Haar-like binary pattern feature detection [60]. Among these two approaches, the second approach shows better performances than the first one. We have integrated the second approach into the final hand-pointing system. Here both approaches are reported in the following sub-sections.
3.1.1 Hand Skin Region Detection

The complex nature of the range of colors which constitute skin tones make it difficult to establish a firm set of values for image segmentation, and many types of methods for handling skin detection have been proposed. Variations in lighting further complicate the process of distinguishing skin from background colors. For these reasons, it is desirable to use machine learning approaches to establish a classifier which could accurately classify known examples of each class as well as provide reasonable guesses for colors not found in the training data.

A Bayesian classifier provides a simple, robust classification with a built-in classification confidence and can be used if a probability distribution function (PDF) can be established for each class. Since the actual PDF for the skin and background classes is not known, it is necessary to design an approximation of the PDF based on known data. A Gaussian Mixture Model (GMM) provides such an approximation. Therefore, the basis for hand detection is a Gaussian Mixture Model (GMM) based classifier for distinguishing skin colored pixels from background pixels. This is combined with a connected component analysis system in order to locate blocks of the image which contain significant amounts of skin colored pixels.

Our skin tone pixel segmentation uses a single Bayesian classifier based on the GMMs determined from a static set of training data. The classifier is fully computed ahead of time by a training program which processes a set of example images to extract the user-specified color components and train the GMMs accordingly. Once the training program has completed, the classifier remains fixed, and can be used for a separate hand detection application.

The features that were used by the classifier were taken from the YIQ color space. Like the HSV color space, YIQ consists of one component (Y) which corresponds to overall brightness, while the other two components (IQ) provide the color. By discarding the brightness component from the YIQ data, a certain degree of lighting invariance was gained.

To fit the specifications of a GMM to a set of data, we establish a fixed number of Gaussians for the GMM, and then fit each of the Gaussians using the classic Expectation-Maximization (EM) algorithm [57][58]. In order to locate potential hand regions in images, our system first uses a Bayesian classifier to identify skin tone areas. In initial implementations, every pixel of the image was processed by the classifier, however this proved to be too time consuming for real-time processing. In its current incarnation, the hand detector divides the image into a grid of blocks which are 8x8 pixels in size. The feature values of the pixels within each block are averaged, and these mean values are fed into the classifier. The resulting classification is then applied to all pixels within the block. The size of the block was empirically selected based on the criteria that it would sufficiently reduce processing time and that it would evenly divide common image sizes.

Once the Bayesian classifier has identified each block as either skin or background (essentially producing a down-scaled classification image), the results are scanned for connected regions consisting of blocks with a skin confidence of at least 50%. We applied a skin-pixel based region-growing approach to detect the connected components of skin-regions. Connected regions whose width or height is below an empirically derived threshold are assumed to be false positives and are discarded. Any remaining connected regions are presumed to be hands. Some examples are shown in Figure 12. The top row shows video frames with the hand detected. The middle row shows the skin portion of the top row. The bottom row shows video frames with hands detected in a variable lighting background.
We tested this approach with the collected static hand images and hand videos. Although 90% of images show the correct hand segmentation, this approach is very sensitive to color tone of hand and background color, it is not selected to be used for the hand pointing system.

### 3.1.2 Hand Detection Based on Binary Pattern Features

Motivated by the success of face detection developed by Viola-Jones using Haar-like features and an AdaBoost cascade detector, we extended the features to hand regions detection for the pointing gesture [60]. Figure 13 shows the diagram of the hand region detection procedure.

Some existing work has applied pre-designed binary patterns for hand detection successfully. However, the detection is still sensitive to the variation of hand orientations. To improve the orientation invariance to hand region detection, we warp the hand image from Cartesian coordinates to polar-radial coordinates. To do so, we
use the center of the window as a pole ("o"), and the polar angle (θ) at 0 degree is determined by the position of the wrist (Figure 14). The radius (r) of the polar axis is determined by the window size.

Since a hand is always connected with its corresponding wrist, in order to estimate the wrist position, we divide the 27x27 hand image into 3x3 blocks as shown in Figure 15.

The fist is contained in the central block, and the wrist is located at one of the surrounding 8 blocks. Due to the strong correlation of skin colors between hand and wrist, the average color of the block containing the wrist is the most similar to the average color of the central block among the 8 surrounding blocks. Then we are able to identify the position of the wrist by comparing the average color of the 8 blocks and the central block.

After the position of the wrist is determined, we use this position as the 0 degree polar coordinate, and convert the image from Cartesian (x, y) to Polar coordinates (θ, r). Figure 14 shows examples of the image warping. As we can see, the converted images have similar appearances regardless of hand orientations rotated in the image plane.

After the image conversion, we apply four black-white patterns to the warped image in (θ, r) coordinates. Our hand detector performs following three operations: (1) integral image generation, (2) Haar-like features generation using the above binary patterns, and (3) building cascade detector using AdaBoost. Figure 16 shows an example of hand detection.
3.2 Hand Pointing Tracking

Given the detected hand regions, we then track hand features in the limited search regions. We apply an Active Appearance Model (AAM) [47] to track 14 pre-defined feature hand-points on both top view and side view. A set of landmarks selected for the training set represent the shape of the object to be modeled. These landmarks are represented as a vector and principal component analysis is applied to them. This can be approximated with the following formulas for both shape and texture:

\[
x = \bar{x} + P_s b_s \tag{16}
\]

\[
g = \bar{g} + P_g b_g \tag{17}
\]

In the shape formula (16), \(\bar{x}\) is the mean shape, \(P_s\) represents the modes of variation, and \(b_s\) defines the shape parameters. In the texture formula (17), \(\bar{g}\) is the mean gray level, \(P_g\) represents the modes of variation, and \(b_g\) defines the grey-level parameters.

We use AAMs to create a statistical model of the hand from two orthogonal views via a simultaneous capture. We create a separate appearance model for each view, and track the hand in two views separately. To create the hand shape and gray-level models we chose 14 landmarks for the training set images. These landmarks for the top and side views can be seen in Figure 17. Note that the hand detection of the previous stage allows us to narrow down the search region for fitting our model to the hand, thus reducing the time for finding a correct fit.
In Figure 18 sampled frames of a testing video show detected hand regions (green blocks), tracked points (blue dots), and the estimated pointing vectors (red lines) from a top view (upper row) and a side view (lower row).

![Figure 18: Detected hand regions, tracked points, and the estimated pointing vectors](image)

### 3.3 Mapping to Mouse Cursor Movement

Since the two views of hands are tracked separately with different models, we are able to create the best fit for the corresponding hand in each frame. There is correspondence between multiple landmarks in the separate views. Those landmarks, most notably on the finger, allow us to infer the 3D coordinates from 2D coordinates, and infer the 3D orientation of the finger. For one point that has correspondence between the two models, we can use the top view as the \((x, z)\) coordinate and the side view as the \((z, y)\) coordinate. We can then combine both of the views to infer the \((x, y, z)\) coordinate for that tracked landmark. We use the \(z\) coordinate from the top view.

Once we have the 3D coordinates of the tracked points we take two points on the finger that are “connected by a line” to create a vector that points in the direction of the finger. The two points selected are near the top and bottom of the pointing finger. These were selected as they appear to give us the most reliable vector in determining the orientation of the finger. Figure 18 shows some samples of line pointing from the finger.

Since cursor movement even with a mouse is all relative (rather than absolute) motion, we normalize the pointing vector and map the \(x\) and \(y\) components directly onto the screen. When the AAM first initializes, we record the starting \(z\) position of the hand from the top view; if the user moves his/her hand forward by a certain distance from that starting \(z\) position, we interpret this as a mouse click. Figure 19 shows an example for hand pointing at work.

![Figure 19: Hand pointing at work](image)
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3.4 Result of Software Usage

The system is set up with a display screen or projector, and two cameras installed in two orthogonal views: one is mounted on the ceiling and one is placed on the left-side of the user. The program is run from command line (for example: track user [name] mode [calibration/running]).

3.4.1 Model Creation

For the system to work properly, separate models are needed for each view. The top-hand and side-hand AAM models need to be separated. A program will collect users’ hand data for creating AAM models for training. The training process could use a single person’s data or a group of people’s data. Currently, the person-dependent training/test is better than the person-independent training/test.

3.4.2 Calibration

To calibrate the system the user must point to the middle of the screen, top middle, left, bottom middle, and right sides of the screen. These can be done in any order. Once the user is pointing to that portion of the screen the following key presses are used to calibrate that point.

1. C – center
2. Up key – top middle
3. Down key – bottom middle
4. Left key – left
5. Right key – right

The program will save a calibration file to the machine so that the system will read in upon starting up.

3.4.3 Hand-Pointing in Action

For the system to work properly, the system assumes the subject is performing hand-pointing gesture, and the hand is within the two cameras’ viewing ranges. The user will perform pointing actions after the hand features are detected at the beginning. The pointing cursor will show on the screen along the finger’s movement. The “push” action will highlight the region of selection. The pointing tracking program runs in about 15 frames per second with a video resolution of 640X480 pixels per frame.
4 Conclusion and Future Development

By the end of this project, we have developed a proof-of-concept system for eye/gaze tracking and hand-pointing tracking. Such a system will facilitate the development of an advanced user interface for applications of data visualization, human machine/robot interaction, computer file system browsing, and so on. We will integrate the two components into a uniform framework through the combination of two gestures for human computer interaction in order to improve their reliability, usability, and flexibility. For the future development of the existing system, we will consider extending this project in the following aspects:

- We will use non-orthogonal cameras with a more flexible setup to address the pointing estimation issue.
- We will also refine the new algorithms for testing in the various imaging conditions in a certain distance.
- We will further design a smart-room system with multiple cameras setup (e.g., 8 cameras) in order to address the issues of arbitrary view and occlusion issues.
- We will develop a more intelligent interaction system by exploring body gestures and facial expression gestures with the 8-camera system.
- We will design and develop a state-of-the-art visualization system with a human-centered interface (e.g., 3D file system structure and 3D file/scene visualization tool) by utilizing multi-modal modalities, including head, pose, eye, expressions, hand gesture, body gesture, voice, etc.
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## 6 List of Symbols/Abbreviations/Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAM</td>
<td>Active Appearance Model</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>Adaptive Boosting Algorithm</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation-Maximization</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>IR</td>
<td>Infra-Red</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Distribution Function</td>
</tr>
<tr>
<td>PoG</td>
<td>Point of Regard</td>
</tr>
<tr>
<td>PTZ</td>
<td>Pan-Tilt-Zoom</td>
</tr>
<tr>
<td>Weka</td>
<td>Waikato Environment for Knowledge Analysis</td>
</tr>
</tbody>
</table>