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(3) TECHNOLOGY TRANSFER

The results of this project are applicable to problems of current interest to the DoD, including how to reliably share components across platforms and how to make systems more agile. Our research has established the scientific basis for dealing with these problems, and our collaborators have been using our ideas to address specific issues related to these problems.

For example, the design of the Army FCS system did achieve a high degree of component reuse across the various vehicles in their product line using concepts developed in our research, and similar efforts are continuing in current ground vehicle architectures. Ongoing work is exploring the use of principles developed in our research to support the systematic choice of data bus protocols for ground vehicles, and we are exploring applications of our ideas to quality assurance for SOSCOE in the context of multi-platform configurations. This research is complementary to our effort in the ARO research work described in this report.

Our work has also led to a recent collaboration with the Navy and joint organizations such as DTRA for achieving dependability in systems with open architectures. These collaborations focus on applying the results of the fundamental research to develop practical DoD test and evaluation procedures. The main objectives are (i) to identify current weaknesses in the development of DoD/DoN systems according to open systems principles, (ii) to develop and adapt new methods for overcoming current weaknesses in quality assurance for flexible architectures and (iii) to improve quality assurance for probabilistic systems dealing with noisy and incomplete data. Some of the expected contributions of this work encompass the development of methods for reducing and limiting the scope of testing, and methods for assuring open systems’ dependability.
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In the context of transformation of information between different levels, (“transition drivers”), we explored methods for automatically mapping changes to real-time requirements into architectures and real-time schedules. This study included the case where new services with real-time constraints were added to the requirements.

In order to guarantee high reliability of a complex system and reduce the risk early in a life cycle we applied risk analysis methods on the level of software architecture. This enables identifying unreliable features of architecture early in the software lifecycle, thus reducing the cost of development.
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Chapter I

INTRODUCTION

Software systems in the civilian and military domains are increasing in complexity and have an ever increasing impact on human safety, financial resources, and national security. Complexity of these systems requires incremental development by design and gradual enhancement of subsystems which are composed together to yield the complete complex system of systems.

Complex software systems share any subset of the following properties: long development time, global deployment strategies, mission critical requirements, significant resource demands, timing constraints, high quality and reliability standards, ease of reconfigurability, and interoperability with other systems.

The key challenges encountered during design of complex systems include: how to generate high quality and high confidence software, how to support system evolution and accommodate changing requirements without compromising quality, how to enable support for a variety of stakeholders, and how to improve the efficiency and productivity of the development process. The feature that ensures successful development, implementation, deployment, and sustainability is precise documentation. To remain current, this documentation has to actively contribute value to system developers and provide tangible support for the processes they carry out.

Documentation Driven Development

The proposed DDD framework is a software engineering methodology that provides assistance for all software life cycle processes, most notably, requirements gathering, quality assurance, design, system evolution and re-engineering, and project management [28, 163, 165, 166]. Each of the software life cycle stages involves communication between stakeholders and the development teams. These two groups share the same objective, but their expertise is in different and sometimes mutually unfamiliar domains. DDD provides mechanisms that allow project information to be effectively communicated between all involved parties, hence providing a bridge between domain of the stakeholders and the domain of developers (which is software design and implementation). Finally, the developers and stakeholders will utilize software and hardware tools during each of the software life cycles. The challenge here is to ensure proper transformation of project requirements, which may be specified informally, into the formal and mathematical format that is required by the utilized tools. Again, the DDD framework provides mechanisms that help to do just that.

Documentation is the backbone of the DDD framework. The novel approach is that all aspects of the project information are considered as documentation, and documentation is considered in terms of its functions, such as answering questions about the system to be developed, rather than as a passive printed text. This means that documentation is not limited to system design specifications, manuals, and similar traditional documents. In our context it also includes code, simulation results, query and
transformation capabilities, etc. With this definition, the documentation in our approach can provide more effective support for the entire development process.

Our research addresses the issues of meaning extraction from informally specified system requirements, documentation verification as the requirements change, abstraction and translation of documentation for use by various entities (e.g., stakeholders, developers, tools), and project analysis where the likelihood of failure is assessed based on current development and rate of requirements change. More specifically, the following are the goals of the DDD framework that our research addresses directly:

1) Provide architecture and methods for computer aided software documentation management to serve as a basis for all software life cycles processes, most notably, requirements gathering, quality assurance, design system evolution and re-engineering, and project management.

2) Support for communication among stakeholders.

3) Support for communication with software tools.

This report covers contributions to each of the three goals stated above.

Scientific Progress and Accomplishments During the Reporting Period:

Following is a list of direct contributions to the DDD project accomplished by our team to date:

1) We developed an admission control method for dynamic software reconfiguration in high confidence software architectures [17]. Our method for dynamic software reconfiguration in Dependable System of Systems performs a dynamic scheduling analysis based on an integrated dynamic scheduling algorithm for heterogeneous embedded systems. The quantifiable compositional model supports the new admission control method. This provides one step toward the systematic construction of reliable software architectures for mission critical systems that are changing, particularly with respect to timing constraints extracted from updated requirements.

2) We developed a software risk management methodology based on quantitative metrics and expert systems, to alleviate the harm or loss in a software project. The study developed a revolutionary software risk management method that integrates quantitative metrics with domain risk knowledge to support risk assessment and facilitate management decision making processes throughout a software development lifecycle. Our formal approach permits repeatability, predictability and usability in a software risk management program. This covers software acquisition, development and deployment phases. It also aims at integrating already collected metrics or automating the collection of metrics, so that risk management activity is transparent to the software project management. This kind of live and constantly updating information about project risk levels is an example of the type of active documentation our research is seeking to enable [2].

3) We developed a formal model for reasoning and verification of translations used in the compositions of software objects [149]. Our framework is abstracted to accommodate other translations. For instance, the DDD documentation repository relies on templates to extract information from the repository and transform it into the forms accepted by software tools. Our framework supports construction and verification of such templates, but it is not limited to this task only [23].
4) We developed a model and architecture for reliable wireless networking. Novelty of this architecture is the use of information about physical locations of mobile nodes, properties of the physical environment (geography and weather), and plans for operations to predict, anticipate, and prevent communication interruptions due to relative motion of obstacles and node motion that will exceed radio range restrictions for individual links. This is an example of a case where DDD concepts enable systems to adapt to changing requirements without the need for reprogramming. Applications include air and surface communications over land and sea. Civilian applications include wireless Internet service for the Washington State Ferry System [11, 21, 36].

5) We carried out an in-depth assessment of natural language processing technologies with respect to requirements engineering. Our study outlines the basic issues in requirements engineering and how they relate to interactions between a natural language processing front-end and system-development processes. We suggest some improvements to natural language processing that may be possible in the context of requirements engineering and present an assessment of what should be done to improve likelihood of practical impact in this direction to better support reactions to requirement changes. The motivation is to provide automated support for the transformation from the natural language used for communication with stakeholders and the more formal notations used by software development environments. Since requirements for long-lived systems are constantly changing, this gap must be bridged repeatedly, making unaided manual processes unattractive unless they can be made incremental. The main current difficulty is the error rates characteristic of current natural language capabilities, which are low enough to be useful in some contexts but not low enough to rely on without integration with other processes for detecting and removing residual errors [150].

6) We studied ways to reduce testing effort and costs associated with technology-advancement upgrades to systems with open architectures. This situation is common in Army, Navy, and DoD contexts such as ground vehicle, submarine, aircraft carrier, and airframe systems, and accounts for a substantial fraction of the testing effort. We developed methods for determining when testing of unmodified components can be reduced or avoided, and outlined some methods for choosing test cases efficiently to focus retesting where it is needed, given information about past testing of the same component. This provides another example of active documentation: information about past testing of a system is modeled as a probability distribution (operational profile) that characterizes the frequency of system inputs to be expected from the environment, together with the number of samples from this distribution that have been used as test data and the number of test cases that have produced acceptable results for each software version. This representation is active because it can be used to determine and automatically execute the test cases needed to establish system reliability in a new deployment environment, characterized by a new probability distribution and a new reliability level goal. Changes to the environment of a system can affect its reliability, even if the behavior of the system remains unchanged. The new capabilities added by a technology upgrade can interact with previously existing capabilities, changing
the frequency of their usage as well as the range of input values and, hence, changing their effect on overall system reliability [151].

7) We analyzed the data requirements for architecture-based safety assessment of weapons systems. Currently, the System Software Safety Technical Review Panel (SSSTRP) is tasked with reviewing the software safety processes and practices of software-intensive Gun System acquisition programs from the early stages of the acquisition process. As these systems grow in complexity and as Open Architecture (OA) is implemented, the acquisition and demonstration of safe software is becoming a more challenging task—often resulting in unexpected safety risks, schedule delays, and cost overruns. This research is developing an approach to mitigate common risks in this domain from the Program Management level. This approach focuses on analyzing historical weapon system SSSTRP data to identify trends that could lead to a strategy to increase software safety as well as reduce unexpected findings at the SSSTRP. This research effort is still in the early stages, but data are being collected, and progress is being made [152, 161].

8) The central theme of DDD is improving methods for using knowledge about the past to support evolution of designs and systems. We examined how knowledge schemas are modified as a result of unexpected or surprising events. Conceptual changes and historical information have not been emphasized in traditional approaches to conceptual modeling such as the entity-relationship approach. Effective representations for such changes are needed to support robust machine learning and computer-aided organizational learning. However, these aspects have been modeled and studied in other contexts, such as software maintenance, version control, software transformations, etc. We reviewed some relevant previous results, showed how they have been used to simplify conceptual models to help people make sense out of complex changing situations, and suggested some connections to conceptual models of machine learning. Areas where further research is required to support conceptual models for adaptive systems were also identified [20, 153].

9) The theme for the 2007 Monterey Workshop, an annual event organized by our group, was devoted to requirements engineering. The purpose of this workshop was to bring together the community of experts to share and discuss new innovations in the area of requirements and natural language processing. By encouraging interactions among these talented researchers, new results were proposed which contribute to the goals of DDD [167].

10) The theme for the 2008 Monterey Workshop, an annual event organized by our group, was devoted to Foundations of Computer Software and Techniques for Development. The purpose of this workshop was to bring together the community of experts to share and discuss new innovations in the areas of specification, certification, software product lines and architectures.

11) The theme of the 2010 Monterey Workshop is Modeling, Development, and Verification of Adaptive Systems. The workshop addressed a variety of topics related to DDD, focusing on novel approaches to engineer robust software.
Unfinished Research

Despite significant advancement made thus far, there is more work that needs to be done. Here are the areas related to DDD that still require further research.

1) Requirements engineering from natural language representation still needs improvement.

2) Information flow within the DDD framework needs development of tools that manage information and enhance communication between stakeholders, developers, and software tools. More research is needed on tools that:
   a. Transform data among different representations as needed to support integration of development processes and tools.
   b. Materialize external representations of documents suitable for particular stakeholders or tools.
   c. Find appropriate subsets or projections of the documents suitable for particular purposes.
   d. Extract computed attributes of project documents, such as expected completion date of the project.

3) Current project health modeling provides a good measurement of progress and provides valuable feedback to the stakeholders; however our modeling techniques require further improvements to support better predictions.

Document Outline

The following chapters provide a description of the theoretical and practical advances resulting from work related to this project and for the specified period. Chapter II describes our work on admission control, which utilizes an active form of documentation related to real-time requirements to map this information into lower levels of design concerned with system architecture and real-time scheduling. Chapter III presents our results in the area of selective testing that leads to reduced project costs and to improved software quality. In Chapter IV we discuss the dependable software architecture that is based on quantifiable compositional model. Chapter V covers the problem of object composition where the interfaces do not necessarily match, but there is enough information to enable the desired functionality. Chapter VI covers the topic of natural language processing technology and its application to processing requirements documents and its use in requirements engineering. In Chapter VII we present our approach to translating high-level abstraction of a lossy-asynchronous communication channel to a low-level Java implementation. Chapter VIII covers our synergy activities where we propagate, share, and discuss ideas to further improve progress related to this project -- specifically the Monterey Workshop series. In Chapter IX we present a summary of all technical reports that are not covered specifically in this report, but have been covered at length in other technical reports. These reports cover development related to the Documentation Driven Software Development framework. Finally, we conclude with Chapter X, where we present relevant work performed by the supervised doctoral students.
Chapter II

ADMISSION CONTROL

Details of the following research results appear in the following documents:


We developed an admission control method for dynamic software reconfiguration in high confidence software architectures. Much of the previous work on software reconfiguration in complex embedded systems concentrates on providing methods or frameworks to support the adjustment of system configurations and depends on the assumption that the requested reconfiguration is safe. However, this assumption is not always true in practice. Dynamic software reconfiguration may induce the failure of whole Systems of Embedded Systems (SoES) since configuration changes may have negative impacts on satisfaction of some key properties such as timing constraints. Previous methods ignore this potential risk and the arbitrary acceptance of reconfiguration may damage high confidence in the whole system.

Our contribution was to develop an admission control method for dynamic software reconfiguration in SoES that performs a dynamic scheduling analysis based on an integrated dynamic scheduling algorithm for heterogeneous embedded systems. Only new component systems whose addition will not result in unschedulability of SoES are allowed to enter the system. If the scheduling analysis shows the addition of new component systems violates schedulability of the whole system, those new component systems are put into a training process, which finds more suitable parameters for the new component systems according to the suggestions given by the scheduling analysis. This admission control method improves the confidence of SoES by preventing a class of failures that could be caused by dynamic software reconfiguration.

This is an example of the proposed technique for transition drivers that automatically convert system knowledge from one level to another, in this case from requirements to architecture. We also worked out an example of decision fusion rules for design constraints. This is part of the decision support to be provided by the DMS, and further validates our hypothesis that the attributed object graph model provides a good foundation for the automated influence support needed for DDD.
Chapter III

EFFECTIVE TESTING FOR FLEXIBLE SYSTEMS

Details of the following research results appear in the following documents:


One of the goals of the DDD framework is reducing the cost and duration of software testing following regular software maintenance, any technology upgrades, or changes in system requirements. The DoD’s open architecture framework is intended to promote reuse and reduce costs. This paper focuses on exploiting and extending open architecture principles to reduce testing effort and costs in cases in which the requirements and code for a subsystem have not been changed, but the code is running on new hardware and/or new operating systems due to a technology-advancement upgrade. This situation is common in DoD contexts such as FCS, submarine, aircraft carrier, and airframe systems, and accounts for a substantial fraction of the testing effort. Unmodified software components need to be retested after a technology upgrade in some, but not necessarily in all cases. We studied conditions under which testing of unmodified components can be avoided after a technology upgrade, outlined an approach for identifying situations in which retesting can be safely reduced, and indicated how to focus retesting in cases in which it cannot be avoided.

The DoD is implementing the open architecture framework for developing joint interoperable systems that adapt and exploit open system design principles and architectures. Research being performed at the Naval Postgraduate School is pursuing a complementary effort to identify weaknesses and gaps in the current state of knowledge with respect to the development and testing of DoD systems according to such open systems principles, and to develop or adapt new methods for overcoming those weaknesses. The purpose of this effort is to provide sound engineering approaches to better realize the potential benefits of modular architectures and to provide concrete...
means that support economical acquisition and effective sustainment of such systems. This research focuses primarily on improving test and evaluation of systems with open architectures, since this aspect can greatly benefit from improvements. Specific goals of this research are to enable the following: (i) reduction of unnecessary testing on every system change, (ii) identification of what specific testing and checking procedures need to be repeated after changes, (iii) limiting the scope of retesting when the latter is necessary, and (iv) enabling a single analysis to provide assurance that all possible configurations that can be generated in a model-driven architecture will satisfy given dependability requirements. A roadmap and technical approach for reaching the fourth goal are outlined in Berzins, Rodríguez and Wessman (2007). The roadmap provides a long-term plan for eventually eliminating the need for regression testing after each reconfiguration and eventually enabling a “plug-and-fight” capability. This plan depends on the design and certification of a common architecture for a family of systems that span a parameterized range of expected requirements, based on detailed standards for the components and connections. In this approach, the architecture is certified to meet its requirements, components are tested against standards and requirement parameters, and reconfiguration is achieved by swapping plug-compatible components with different requirement parameters.

Our current work focuses on the shorter-term problem of safely reducing testing for software components whose code has not been changed, without waiting for the results of long-term research and without relying on architecture-level certification [147, 148, 151, 157, 158, 159, 160, 162].

The motivating context for the work reported here was to increase the effectiveness of quality assurance for technology upgrades. The first step was to investigate conditions under which it is safe to reduce testing for software components whose code has not been changed so that a larger fraction of the available time and effort could be focused on testing the new functionality introduced by the upgrade. This focus was adopted after the author interviewed representatives from four of the organizations actually involved in developing such technology upgrades. These interviews indicated (with unanimous support) that those organizations’ highest current priorities are reducing testing for unmodified software components after a technology upgrade and adapting automated testing methods into production use. The initial research, therefore, explored practical methods for checking conditions under which it is safe to reduce or eliminate retesting for unchanged components, and sought solutions that leverage automated testing in the contexts in which it is easiest and most effective to do so.

Technology upgrades typically often involve migration to the best hardware and operating system version available at the time, where “best” implies a balanced tradeoff between high performance and reliable operation. Typically, only a small fraction of the application code has been changed. However, current certification practices require all of the code to be retested prior to deployment, whether it has been modified or not. Retesting of an unchanged module can be avoided only if we can establish that it has not been adversely impacted by the change. The rest of this paper explores ways to determine that, and the conditions under which such a determination is possible. The proposed approach is to use program slicing, augmented with statistically significant maintenance testing to deal with situations where code or hardware has changed but the required subsystem behavior remains the same.
Further research is recommended to substantiate the practical applicability of the ideas outlined above. Experimental evaluation of the slicing method for identifying modules that do not have to be retested should be performed, together with the focused automated testing methods needed to fully realize the potential savings of the approach.

Measurement and analysis of the operational profiles of reusable components can be used to support analysis of changes in the operating environment that may require focused retesting of components whose behavior has not changed. Operational profiles are probability distributions that serve as mathematical representations of the operating environment and are needed to support statistically significant testing that can reduce the testing effort, as described above. These distributions can be measured by instrumenting components and collecting statistics as they run, either in exercises or during actual missions, and can be used to drive statistically based automated testing that can quantitatively assess the reliability of systems to confidence levels derived from the degree of risk tolerance of military commanders.

These distributions can also be used to drive automated testing, and to determine the amount and the type of testing needed to reuse a subsystem in a different deployment environment (see Berzins and Dailey, 2009). Studies on practical methods for estimating these distributions from measurements and historical data are ongoing (Dailey PhD).

**Impact**

The DoD and Army in particular are moving towards flexible systems that can be reconfigured by replacing subsystems with plug-compatible components that have different characteristics. Current test and evaluation procedures, particularly with respect to software, require each new configuration to be retested before it is released for use in the field. If we wish to enable reconfiguration in the field (“plug-and-fight”), this approach requires pre-testing all possible configurations, which has cost exponential in the number of independently replaceable subsystems. Our research seeks to reduce this non-affordable cost to linear (or at worst a low-order polynomial) by enabling reliability to be achieved via standards-based testing augmented with symbolic certification of standards with respect to architectures and family-wide requirements that are to be met by all possible system configurations. Although it is not easy to convince contractors to automate their testing if they are not familiar with this approach, the economic incentives to do so are getting more compelling. This practical problem is particularly evident in the current situation—in which domain experts are often doing the project management and coding with little knowledge of or experience with recent advances in the techniques and tools used in software engineering. The increasing popularity of agile methods, which depend heavily on semi-automated testing, should help change this perception. Pilot projects demonstrating the effectiveness of the suggested approach are recommended to provide concrete data about costs and benefits, thereby alleviating concerns about project risks due to technology innovations.
Chapter IV

DEPENDABLE SOFTWARE ARCHITECTURE BASED ON QUANTIFIABLE COMPOSITIONAL MODEL

Details of this research appear in:


The following research fits in the DDD framework and is geared toward translating system requirements into a quantifiable architecture that ensures dependable implementations. Specifically, we propose a set of techniques to create new architecting methods that enable quantifiable architectural synthesis for Dependable System of Systems (DSoS). With the aim of improving software flexibility and ensuring dependability of the resultant systems, quantifiable architecture is the abstraction stratum that bridges the great gap between software requirements and system implementation. An effective and practical Quantifiable Compositional Model (QCM) is studied [27, 164]. The QCM defines compositional patterns with which we associate quantifiable constraints. This forms a formal foundation for establishing and binding precise metrics to computational activities and compositional interconnections so that quantitative assessment can be automatically done at the architectural level. Based on this foundation, a quantitative assessment can be performed at the architectural level. The proposed research enables the development of quantifiable metrics related to the software architecture. This research significantly contributes to the improvement of the dependability of systems of systems.

We seek to support flexible configuration of organizational structure, quantifiable assessment, rapid development of DSOS, and involvement of various stakeholders throughout the software lifecycle processes. Based on our previous research, the proposed new methods and formulated models enable incorporation of three perspective-based models (representing development stages) and two automatic transitions of explicit architecting and componential derivation, together with quantifiable assessment (design inspection) into an automated and user-friendly developmental environment.

The proposed research enables effective, practical architecting methods from a requirement-acquiring level to an implementation-fulfilling level to support the development and evolution of DSOS. The basic idea of this approach is to strengthen
system composition in combination with explicit architecting and quantifiable constraints attached to the architectural artifacts. This kind of composition improves dependability of the intended systems by strengthening the link between software architecture descriptions and the quality assurance processes they should support, and increases software productivity. This research is rooted in multiple perspectives reflecting various stakeholders concerns, incorporating requirements prototyping, quantifiable architecting and assessing, and implementing derivation techniques into an architectural synthesis approach. Specifically, the proposed models and methods promise automatic transitions with inherent semantic consistencies at various points of the software development process and strengthen the connection between requirements and quality assurance processes.

Impact

The result of this research improves system dependability and promotes affordable flexibility for system evolution and maintenance in the future. Successful systems are in a constant state of change. The proposed approach improves on the current DSOS weakness of assuring dependability during system evolution. It reduces the level of re-certification efforts required after each requirement change that remains within the envelope of the invariants that should be defined by the quantifiable constraints bound to the architecture. These invariants are intended to apply to all instances of the family of systems that is spanned by a given dependable architecture. This research has a potential of broader applicability, for example to the area of Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR architecture) to support acquisition of systems that meet the needs of the military. Today, military organizations must respond to a variety of situations by quickly assembling and organizing coalitions from various components. The use of DSOS architectures can address issues involving requirements uncertainty and rapid changes in technology, as well as a widening of spectrum of supportable missions and operations.
Chapter V

FORMAL REASONING ABOUT SOFTWARE OBJECT TRANSLATIONS

Details of this result appear in:


This work provides a formalization of the translation between outputs of one software component to the inputs of another along with a verification mechanism based on constraint logic programming (CLP). This problem is important in the software reuse domain, and has applicability in other areas of software engineering such as transformation of information from one phase of the development process to another. The key challenges are to ensure that a viable translation exists and that it enables functionality of the software component designated as an input entity as well as supports the range of values produced by the output software component. Our model allows formalization of the translation problem in the form of constraints and relations between the outputs and the inputs of two subsystems to be composed to meet a larger purpose. CLP tools are used to verify existence and validate a proposed translation. Since CLP tools can be computationally expensive we identify characteristics of translation problems where our technique is rendered practical.

Complex systems of systems are a composition of individual systems that may or may not have been designed independently. There are very strong economic incentives to reuse (parts of) legacy systems where possible. This means that simple interface matching may not be sufficient to make desired composition possible. A sophisticated translation of outputs of the source system to the inputs of the target system may be necessary. Furthermore, the translation may involve application of logical and relational operators to the outputs. In order to ensure that the composition of two systems and the translator results in a functional system of systems, the translation must be verified. Specifically, it is important to verify that the translation enables functionality of the target software component while supporting the outputs of output software component.

Impact

DDD provides methods for engineering systems that are a composition of individual subsystems, i.e. system of systems. It is of vital importance to ensure that systems are compatible and that the necessary translations are verified against the desired functionality. Modeling system composition via translation and verifying integrity of that composition through use of a CLP model enables us to reduce potential cost associated with experimentation and on-line testing of the system. Also, reasoning at the formal level about correctness of the system design prior to the implementation increases our confidence in the final product.
Chapter VI

INNOVATIONS IN NATURAL LANGUAGE DOCUMENT PROCESSING FOR REQUIREMENTS ENGINEERING

This research result appears in:


Development of any system starts with the specification of system requirements. The scope and difficulty of this task are uniquely challenging for software projects because software is a much more abstract and multi-purpose entity than other projects, such as suspension bridges. This work evaluates the potential contributions of natural language processing to requirements engineering. We present a selective history of the relationship between requirements engineering (RE) and natural-language processing (NLP), and provide a brief summary of relevant recent trends in NLP. We outline the basic issues in RE and how they relate to interactions between a NLP front end and system-development processes. We suggest some improvements to NLP that may be possible in the context of RE and conclude with an assessment of what should be done to improve the likelihood of practical impact in this direction.

A major challenge in requirements engineering is dealing with changes, especially in the context of systems of systems with correspondingly complex stakeholder communities and critical systems with stringent dependability requirements. Documentation driven development (DDD) is a recently developed approach for addressing these issues that seeks to simultaneously improve agility and dependability via computer assistance centered on a variety of documents [28-30]. The approach is based on a new view of documents as computationally active knowledge bases that support computer aid for many software engineering tasks from requirements engineering to system evolution, which is quite different from the traditional view of documents as passive pieces of paper. Value added comes from automatically materializing views of the documents suitable for supporting different stakeholders and different automated processes, as well as transformations that connect different levels of abstraction and representation. The sheer size and complexity of enterprise-wide systems makes such automation support a necessary condition for reliability rather than a convenience. The bodies of documents that encompass the requirements of such systems are encyclopedic in size and scope, and consequently impossible for a single person to understand in detail. Assuring absence of contradictions or other non-local quality properties on such scales is practically impossible for unaided humans.

At the level of requirements engineering, the central problems are related to bridging the gap between stakeholders, who communicate in natural language, and software tools, which depend on a variety of formal representations. A prominent problem is resolving ambiguity, which is typical of natural language and to a somewhat lesser degree the popular informal design notations such as UML. Other significant
requirements engineering problems include finding implied but unstated requirements, detecting conflicts between needs of different stakeholders, and resolving such conflicts. Communication gets increasingly difficult as systems scale up. Stakeholders are typically comprised of diverse groups, each of which has its own specialized domain knowledge, jargon, and unique tacit understanding of the problem. Bridging the gaps becomes key to success as complexity increases because each group typically has only a partial understanding of the issues, constraints, possible solutions, and cost implications [28, 29].

Progress on increasing flexibility without damaging reliability depends on computer aid, in an end-to-end process that includes requirements engineering. This leads to a need for natural language processing that can help bridge the gap between natural stakeholder communication and unambiguous requirements models such as those embodied in the DDD view of documents. Ever present changes in requirements imply that this gap must be bridged repeatedly.

In the 1970s the automatic programming group at MIT headed by Prof. Bill Martin sought to create an end-to-end system that went from user requirement documents to running code for business information systems. The project made progress at the top and bottom levels of this process, but the two ends were never integrated together.

The capabilities of natural language processing (NLP) software and our understanding of requirements engineering (RE) have improved substantially over the past 30 years. This paper re-examines how the current state of NLP can contribute to requirements engineering, how close is it to making a practical impact in this context, and what needs to be improved to enable widespread adoption. We examine the connection between a hypothetical NLP front end and requirements engineering processes that would follow, and identify some of the differences between generic NLP and domain-specific NLP embedded in a requirements engineering process.

Challenges of NLP for Requirements Engineering
Requirements engineering is a critical part of the system development process because requirement errors cost roughly 100 times less to correct during requirement engineering than after system delivery [86]. This imposes extreme constraints on the accuracy of NLP that we might use to derive system requirements. However, NLP accuracies are currently in 90%-92% range, at best. Therefore NLP must be augmented with other methods for removing residual errors, and accuracy must be greatly improved if it is to be seriously used for RE.

Why All is Not Yet Lost
NLP in the context of RE should be more tractable than generic NLP, because it has the usual advantages of a domain-specific approach: the scope is narrower, more is known about the context, and specialized methods may apply. In particular, much more is known about the intentions of the speaker and the context, such as typical goals and surrounding tasks.

Impact
It appears that NLP is getting close to the point where it can contribute to requirements engineering, but it cannot do so in a vacuum. The results must be checked and reviewed,
and existing methods must be improved by using more aspects of the context of the process to improve accuracy.

Even approximate NLP could facilitate text analysis and reduce workload by prioritizing documents, using context for effective search, making summaries, and classifying texts or their fragments even if accuracy of the process is insufficient to support requirements engineering based solely on the raw output of the NLP. The difference from fully automated processing is that NLP methods will typically give users several options and it will be their responsibility to select the right one. Thus currently the most safe and effective use of NLP is to integrate its methods with human processing as it is conceptualized in Human System Integration (HSI) framework. The value added would be that, the automated processing could identify some weaknesses that unaided humans might miss [31,32].

The issues that will determine whether or not NLP enters widespread use in requirements engineering are economic: it must cost less and produce more accurate results than corresponding manual processes that rely on human experts to interpret and model the raw statements from the stakeholders. This is a challenging goal that reaches beyond the traditional bounds of NLP to include social, organizational and psychological issues. Although current accuracy of NLP does not appear to support completely automated processing, the repetitive nature of the bridging from NL to more formal requirement models holds out the hope that an appreciable fraction of the currently necessary human guidance might be captured on the first iteration and not need to be repeated completely on subsequent iterations.
Chapter VII

AN ABSTRACT CHANNEL SPECIFICATION AND AN ALGORITHM IMPLEMENTING IT USING JAVA SOCKETS

Details of this research result appear in:

Developing systems from high level specifications presents numerous challenges during the implementation process as some of the subtle low-level physical issues may be overlooked and swept under assumptions that may seem to be obvious but are never the less invalid. In this work we examine the assumption that abstract lossy-assynchronous channels can be implemented and correctly composed within the rest of the software system. More specifically, abstract models and specifications can be used in the design of distributed applications to formally reason about their safety properties. However, the benefits of using formal methods are often negated by an imperfect ad hoc process of mapping the functionality of an abstract specification to detailed algorithms designed to be executed on target distributed platforms. The challenge of formally specifying communication channels and correctly implementing them as algorithms that use realistic distributed system services is the focus of this paper. This work provides an original formal specification of an abstract asynchronous communication channel with support for dynamic creation and tear down of communication links between participating network nodes, and its implementation as an algorithm using Java sockets. The specification and the algorithm are expressed using the Input/Output Automata formalism, and it is proved that the algorithm correctly implements the specification, viz. that any externally observable behavior (trace) of the algorithm has a corresponding behavior of the specification. The approach presented here can be used to implement algorithms for dynamic systems, where communicating nodes may join, leave, and experience arbitrary delays. The result is also of direct benefit to automated code generation, such as that implemented within the Input/Output Automata Toolkit at MIT.

Impact
The work presented in this result is the first formal presentation of an abstract asynchronous communication channel with graceful comings and goings. Many algorithm implementations rely on such abstract channels without providing a proof of correctness for the composition of the source algorithm and the communication channel.
Therefore, our solution can be used to claim that such implementations are, in fact, correct.

The importance of proving the correctness of the composite automaton cannot be overemphasized. It was only by going through the proof process that several subtle errors in the design of the component automata were discovered and corrected.

We intend to use this work in formally reasoning about the correctness of dynamic distributed data-sharing applications. In addition, our proposed solution can be used in automated code generation for dynamic networked applications. Future extensions to the model will include support for bidirectional communication over socket pairs, multiple connections between pairs of nodes, and timing considerations.

This work contributes to the DDD goal of automation support for transitions between ideas at an abstract level and realizations of similar ideas at a more concrete level. The DDD vision seeks a complete path from the informally stated needs of the stakeholders that are the starting point of all real projects and the formal and precise quality assurance processes that are possible at the lowest levels. All aspects of this path need to achieve high confidence, because a chain is only as strong as its weakest link, and it can function as a whole chain only if all the links are properly connected.
Chapter VIII

INNOVATIONS FOR REQUIREMENTS ENGINEERING

Please note that Monterey Workshops held in 2007, 2008 and 2010 are funded in part by the same sponsor and address topics related to DDD [149, 156, 157].

The Monterey Workshop series seeks to improve software practice via the application of engineering theory and to encourage development of engineering theory that is well suited for this purpose. The 2007 workshop focused on requirements, particularly the process of transforming vague and uncoordinated needs of individual stakeholders into consistent and well-defined requirements that are suitable for supporting automated and computer-aided methods for engineering subtasks in the subsequent development process, which is consistent with the theme of DDD framework. Innovations are effective technology transfers of sound inventions. The workshop case study was targeted at identification and assessment of sound inventions of technology that can be used to support innovations in requirement engineering. For example, we wanted to gain a better understanding about how to deal with natural language as the vehicle from which we derive system/software requirements, how to use intelligent agents as entities to facilitate semi-automatic requirements-documentation analysis, and how to build automatic systems to aid in requirements/specifications elicitation. The overall aim was to exchange ideas for continued research in the intersection of these two areas and to reduce the gap between theory and practice.

Goal of Monterey Workshop 2007

Errors or failures of software-based systems are due to a variety of causes, e.g. misunderstanding of the real world, erroneous conceptualization, or problems in representing concepts via the specification or modeling notations. Precise specification is a key success factor as are communication and the deliberation about whether the specification is right and whether it has been properly implemented. Not all stakeholders are familiar with the formal models and notations employed. Some important requirements might be difficult to quantify and/or express using formal languages, such as the desire that a system should be user-friendly or easily maintainable. Rather than ignoring requirements issues that do not fit current requirements engineering tools, extended technologies for requirements analysis that can address remaining gaps should therefore be considered.

The majority of requirements are given by stakeholders in natural language, either written or orally expressed. Other requirements might also be visually expressed in terms of figures, diagrams, images or even gestures. Artificial-intelligence approaches might be used to develop prototypes which can then be re-engineered using more conventional requirements technologies and safety assurance techniques. For example, we might employ large amounts of semantic and statistical data, knowledge bases and reasoning
systems to infer as much contextual information as possible from the (vague) textual or visual requirements. Then, some extra questions could be raised to system/software stakeholders to point out some fuzzy (or missing) requirements to be refined or some conflicting requirements to be reconciled.

Accurate automatic analysis of natural language expressions has not yet been fully achieved and interdisciplinary methodologies and tools are needed to successfully go from natural language to accurate formal specifications. Conformance of a system implementation to its requirements necessitates dynamic and efficient communication and iteration among system stakeholders. It is in supporting this process, and not in supplanting it, that innovative approaches to requirements analysis need to find their proper role. We want to gain a better understanding about how to deal with natural language as the vehicle from which we derive system/software requirements, how to use intelligent agents as entities to facilitate semiautomatic requirements-documentation analysis, and how to build automatic systems to aid in requirements/specifications elicitation. The overall aim is to exchange ideas for continued research in the intersection of these two areas and to reduce the gap between theory and practice.

Impact

The overarching goals of the annual Monterey Workshops (since 1992) are to create a shared community-wide articulation of the system/software engineering enablement challenge, reach consensus on the set of intellectual problems to be solved, and create a common vision of how the solutions to these problems will fit together in a comprehensive engineering environment.

The Monterey Workshop has been able to bring the brightest minds in Software Engineering together with the purpose of increasing the practical impact of formal methods for software development so that these potential benefits can be realized in actual practice. In the workshop, attendees and organizers work to clarify what are good formal methods, what are their feasible capabilities, and what are their limits. Overall, the workshop strives to reduce the gap between theory and practice. This has been a slow and difficult process because theoreticians and practitioners do not normally talk to each other, and did not at the beginning of the workshops. This gap has been gradually reduced. In particular, researchers have focused on problems that are relevant to the practitioners, and have helped demonstrate how recent theory can be applied to solve current problems in software development practice.

These workshops have helped focus the attention of the community on many productive directions – DDD being one of these directions. For example, since the 1995 workshop identified specification-based architectures as a key means to achieve system flexibility and reuse, there has been a large increase in activity in these areas. A great deal of research has produced architecture description languages and associated analysis methods, there have been commercial advances on ”plug and play” hardware and software, adoption of service-based architectures in electronic commerce, and a move toward open architectures in government and defense systems. Currently the practical impact of software architecture is no longer in doubt.
Chapter IX

REMAINING CITATIONS

The remaining citations have been discussed at length in the following documents:


In order to improve readability of this report and to make an efficient use of time, we will cover all of the remaining citations that are listed in Chapter I under a single section, since these were discussed at length in the above noted report.

These reports cover the proposed set of techniques to create new architecting methods that enable quantifiable architectural synthesis for Dependable System of Systems (DSoS). With the aim of improving software flexibility and ensuring dependability of the resultant systems, quantifiable architecture is the abstraction stratum that bridges the great gap between software requirements and system implementation. An effective and practical Quantifiable Compositional Model (QCM) was studied. The QCM defines compositional patterns with which we associate quantifiable constraints. This forms a formal foundation for establishing and binding precise metrics to computational activities and compositional interconnections so that quantitative assessment can be automatically done at the architectural level. Together with associated formal foundations, the proposed research enables the development of quantifiable metrics related to the software architecture. An effective and practical QCM was studied (Figure 1).
Figure 1 – Perspective-Based Architectural Approach for Dependable Systems of Systems

This research significantly contributes to the improvement of the dependability of systems of systems.

We seek to support flexible configuration of organizational structure, quantifiable assessment, rapid development of DSOS, and the involvement of various stakeholders throughout the software lifecycle processes. Based on our previous research the proposed new methods and formulated models enable incorporation of three perspective-based models (representing development stages) and two automatic transitions of explicit architecting and componential derivation, together with quantifiable assessment (design inspection) into an automated and user-friendly developmental environment.

Figure 2 – QCM for compositional interactions, quantitative assessment

The proposed research enables effective, practical architecting methods from the requirement-acquiring level to the implementation-fulfilling level to support the development and evolution of DSOS. The basic idea of this approach is to strengthen system composition in combination with explicit architecting and quantifiable constraints attached to the architectural artifacts (Figure 2). This composition improves dependability of the intended systems and increases software productivity. This research is rooted in multiple perspectives reflecting various stakeholders’ concerns, incorporating requirements prototyping, quantifiable architecting and assessing, and implementation derivation techniques into an architectural synthesis approach. Specifically, the proposed models and methods promise automatic transitions with inherent semantic consistencies at various points of the software development process.

The result of this research should improve system dependability and promote affordable flexibility for system evolution and maintenance in the future. Successful systems are in a constant state of change. The proposed approach improves on the current DSOS weakness of assuring dependability during system evolution. It reduces the level of re-certification efforts required after each requirement change that remains within the envelope of these invariants.

Activity summary
The QCM model described in our proposal was extended and applied to support the new admission control method. This provides one step towards the systematic construction of reliable software architectures for mission critical systems, particularly with respect to timing constraints. Such methods are useful for both DoD and civilian systems that must provide reliable service while adapting to requirements change.

We also developed a model and architecture for reliable wireless networking. The novel aspects of this architecture are the use of information about physical locations of nodes, properties of the physical environment (geography and weather), and plans for operations to predict, anticipate, and prevent communication interruptions due to obstacles and exceeding radio range restrictions for individual links. The architecture orchestrates predictive re-routing to prevent loss of communication sessions and suggests navigational corrections that enable more effective communications. The mathematics includes a three dimensional motion and obstacle model, and can accommodate nodes entering and leaving the system. Applications include air and surface communications over land and sea. Civilian applications include wireless internet service for the Washington State Ferry System.

Another example of our work on architectural features to support reliability is a mechanism for intrusion detection based on an analysis of power consumption. This approach also depends on interfaces to subsystems that are physical rather than computational.

We developed a model of Intranet portals and a set of metrics for measuring their effectiveness [16]. Our work is relevant to large scale architectures. DoD is transforming its systems into Net-Centric orientation systems that emphasize data over services and flexible data sharing (publish/pull information) over periodic fixed broadcasting patterns (push information). Quantifiable architectures need ways to measure the effectiveness of information provided in this manner which has the same structure as an intranet portal. The same techniques are applicable to commercial intranet portals.

We developed a software risk management methodology based on quantitative metrics and expert systems to alleviate the harm or loss in a software project. The study developed a revolutionary software risk management method that integrates quantitative metrics with domain risk knowledge to derive risk assessment and facilitate management decision making processes throughout software development lifecycle. Formal models are developed which are driven by quantitative metrics. The formal models permit repeatability, predictability and usability in a software risk management program. This covers software acquisition, development and deployment phases. It also aims at integrating already collected metrics or automating the collection of metrics so that risk management activity is transparent to the software project management.

A method has been developed to address the ultimate goals of interoperability and automatic agent generation. The method implements a class of protocol agents based on decisions made via interactions with network systems. The method includes a decision support protocol language, an infrastructure for the automatic generation and execution of protocol agents, and a template-based procedure for protocol agent generation. Our work led to interoperable compositional models architectural roles, styles and protocols,
interoperation techniques via wrappers, and formalization of patterns (agent types, agent interfaces, semantics, and hierarchical composition).

Impact
This research has a potential of broader applicability, for example to the area of Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR architecture) to support acquisition of systems that meet the needs of the military. Today, military organizations must respond to a variety of situations by quickly assembling and organizing coalitions from various components. The use of DSOS architectures can address issues involving requirements uncertainty and rapid changes in technology, as well as a widening of spectrum of mission and operations.
Chapter X

STUDENT DISSERTATIONS

A number of PhD students are actively contributing to this research project under the supervision of Prof. Luqi. Their efforts are covered under the general DDD framework as part of their dissertation work. In this chapter, we discuss the main ideas behind each of the dissertations and provide an update on the current state of the progress.

A. Chen

Intellectual Risk Management Methodology for Quantitative Risk Assessment

The goal of this research is to develop a software risk management method that integrates quantitative metrics with domain risk knowledge to derive risk assessment and facilitate management decision making processes throughout software development life cycle. The decision aid from the method helps to produce a high level software risk management plan that encompasses risk assessment and risk control. Risk assessment includes risk identification and risk prioritization. Risk control includes risk resolution and risk monitoring. Risk resolution can possibly include termination of the project due to irresolvable risks. The method also supports simulation using strategic plan for risk control to predict and estimate risk outcomes as a predictor or trend analysis.

A complex real-time system is generally composed of individual real-time systems that were developed by different organizations with different tools and run on different platforms. The development of complex real-time systems is more challenging than to the development of individual real-time systems. In general, complex real-time systems are usually deployed for long periods of time, are used globally, and have mission critical requirements. Complex systems must rapidly accommodate frequent changes in requirements, mission, environment, and technology. Risk assessment is essential to the successful development of a software system, especially for evolutionary development of complex systems.

The flexibility to adapt complex systems to changing requirements (agility) in the DDD approach comes from an efficient documentation management system (DMS) and a process measurement system (PMS) that can bridge gaps between different disciplines and reduce the requirements for participants’ specific knowledge in system evolution. Risk assessment is the main purpose of PMS, which monitors the frequent changes in system requirements and assesses the effort and success probability of the project with a measurement model based on a set of quantitative metrics. The metrics can be automatically collected in the requirements phase and stored and organized in DMS.

Based on the PMS framework, this dissertation presents an evolutionary software risk management methodology that integrates quantitative metrics with domain risk knowledge to derive risk assessments and support risk control. This method aims to
facilitate management decision making processes throughout a software development life cycle. Risk assessment includes activities of risk identification, risk estimation and risk prioritization. Risk control includes risk resolution and risk monitoring. Risk resolution can possibly include termination of the project due to irresolvable risks. The decision aid from this method is intended to produce a high level software risk management plan that encompasses risk assessment and risk control. The method also supports simulation using strategic plans for risk control to predict and estimate risk outcomes as a predictor or for trend analysis.

We identify four major indicators for accurately measuring investment risk during the software cycle that are essential to the evolutionary development of complex real-time systems: requirements volatility, organizational efficiency, product complexity, and technological maturity. We provide a set of quantitative metrics to measure the indicators. The metrics can be collected and derived early in the software lifecycle. Rapid prototyping techniques, information theory and other innovative theories and technologies are used in development of these metrics to accommodate characteristics of complex real-time software systems. Based on these metrics, a formal model can be developed to help the project manager control risk in a complex software project. By integrating the risk assessment method into the DDD framework, complex software systems that can quickly respond to changes in requirements and guarantee real-time performance with high confident constraints can be developed.

R. Sandoval

Security Software Development and Integration Testing for Advanced Concept Technology Demonstrations (ACTD) Programs Based on a Flexible Testbed

This dissertation explores the advantages of having a dedicated computer network testbed for vulnerability assessments of ACTD’s that is flexible enough for varying system architectures and can be quickly reconfigured for repeated testing and analysis. This dedicated testbed capability enables the IWRT to stress the system without being restricted by security policies of operational installations and also to find and evaluate fixes and countermeasures for any discovered vulnerabilities. Requirements, scheduling, assessment execution, and reporting was all accomplished in under two weeks and with minimal expenditures and added resources. Similar efforts prior to the establishment of the NPS testbed would take from 90 to 120 days, and not allow for retesting and rapid reporting of significant results that would aid in system development, improving the ACTD’s security posture.

D.H. Anunciado

A Systematic Method For Interfacing Real-Time Systems And Non-Real-Time Systems In An Enterprise Environment

The subject of this dissertation is rapid system composition for the military systems that need to collaborate in order to solve a common goal. Specifically, integration of software and hardware systems into a complex system of systems is a common problem
encountered in both military and civilian domains. Since the individual systems comprising the final system of systems may have incompatible interfaces and implement incompatible communication protocols, the composition process is expensive and at the end results in a system that is brittle, inflexible, and difficult to test, verify, and correct. In this dissertation we investigate the problem of system integration in the context of complex endeavors commonly encountered in the military domain. By a complex endeavor we mean an activity that is characterized by participation of a large number of disparate entities that includes various military units, civilian authorities, multinational and international organizations, non-governmental organizations, and private companies and volunteer organizations. There is usually very little overlap between each of the aforementioned organizations which implies that the software and hardware systems, communication protocols, and architectural organization used by each may be dissimilar. Therefore successful completion of the shared goals requires that possibly numerous software and hardware system must collaborate together mimicking a complex system of systems. The main challenge is to ensure that integration is performed quickly, efficiently, and results in a reliable configuration.

In this work we provide a detailed classification of systems that are commonly used by the military in its operations. Systems are classified according to their potential of interfacing with a given enterprise, where we list the relevant technical challenges that must be solved in anticipation of integration with other systems. By focusing on just those systems that can interface with the given enterprise, time and resources are efficiently used on interfacing additional systems to solve a problem that the current configuration of systems in the enterprise cannot solve. We provide an algorithm for interfacing one or more computer systems in a verifiable configuration and provide a model to evaluate if a new configuration of an enterprise indeed contributes to successfully solving a problem that the previous configuration could not solve.

J. Evans

Semi-Automatic Methods To Aid Requirements Development

The goal of this research is to develop semi-automatic methods for a diverse set of stakeholders to collaborate on requirements development using recent advances in semantic web technology, natural language processing, and information retrieval. Another goal is to further develop the document driven development framework. The contribution this work will provide is a novel integration of software and language engineering techniques to exploit a body of documents, or corpus, as an aid in requirements engineering.

The information needed to build large complicated systems, and system of systems is typically not in one place, not in one format, not from one knowledge domain, not linked, not easily searchable, not always documented, and not easily traceable. If the information was in one place, was in one format, was understandable by non-domain experts, was fully linked and searchable, was documented, and traceable then the chances of synthesizing correct, complete requirements would be greatly increased.

Building requirements is just not a technical problem but a social one, especially in the context of systems of systems with diverse stakeholder communities. Getting
diverse groups to cooperate and share information is a challenge on several levels. On the basic level of communicating, each group typically has its own vocabulary or jargon, its own domain of knowledge, and its own tacit understanding of the problem. On the level of technical knowledge needed to solve the problem, each group by itself typically does not have a full understanding of the issues, costs, constraints, and means to solve the problem.

The Government Accountability Office examined 62 DoD programs investing over $950 billion dollars and found that less than 16 percent had the necessary knowledge at program start, referred to as knowledge point 1 in the report. Knowledge point 1 is when a match is made between the customer’s requirements and the product developer’s available resources in terms of knowledge, time, money, and capacity. Not having enough knowledge of the customer’s requirements before proceeding to development inevitably led to cost overruns, schedule delays, and reduced capabilities. Another significant problem is systems interoperability. In a report the Government Accountability Office outlined why it is so difficult for the DoD to build interoperable systems. To overcome this problem, the DoD has instituted and has continually updated a document driven process called the Joint Capability Integrated Development System (JCIDS).

The JCIDS process starts with the creation of documents describing capability gaps, called Initial Capability Documents, or Joint Capability Documents. These are high level requirements documents that are then refined into system specific solutions called Capability Development Documents, which are written by the organization needing the system. These documents refer to other documents such as the Joint Task Lists, Service Task Lists, Joint Doctrine, and other documents that spell out tactics, techniques, and procedures. This body of documents is a huge corpus of institutional knowledge that is encyclopedic in size and scope, and virtually impossible for any one person to comprehend.

Viewing this corpus as a computationally active knowledge base that can be exploited using the novel methods, to be outlined here, as well as methods developed in the related disciplines of computational linguistics and natural language processing and applied in new ways to requirements engineering, this problem of too much information can be turned into a solution.

R. Halle

Risk Assessment Methodology Of Projects Based On Orientation, Alignment, And Synchronization Of Software Components During System Development, Delivery, And Integration

Risk analysis of the project as it evolves though the software life-cycle phases is a key objective of the DDD framework. Risk is a measure of potential future problems that could impact the meeting of system development and deployment objectives in terms of overall impact on program/system cost, delay delivery of products, or prevent the meeting of system performance parameters. In short, risk is a problem or issue that may or may not occur in the future. The greater the risk describes the greater potential of that
risk becoming a problem and/or the greater impact of the problem will have on the program should it occur.

To mitigate effects of risk, risk management is applied during all life-cycle phases of the project, which is a continuous process put in place to predict and measure the potential of these risks occurring and the corresponding means to resolve these risks should they transition into actual problems. It is an organized and continuous process to measure and track these unknowns. Key in risk management is the ability to identify these risks early and conduct the analyses of those risks and to put into place corrective actions that will be used to mitigate these risks. These risks are continuously monitored and reassessed to minimize their occurrence and/or minimize their impact should they occur.

As defined the Risk Management Guide for DoD Acquisition the components of risk management is: risk identification, risk analysis, risk mitigation planning, risk mitigation plan implementation, and risk tracking.

First step in risk management is risk identification. This is where all potential problems (or issues) are identified by examining historical data, past performance, current ongoing program data resulting from program performance, test data, and negative trends that indicate the likelihood of that problem occurring in the future. This step in risk management requires the program manager to examine all this data and assess whether the identified risks indeed pose a significant risk to the project. There is some level of subjectivity used in this prediction that cannot be avoided since this risk identification is focusing on predicting a problem that hasn’t and potentially won’t occur. In fact if a risk can be predicted to occur in the future with 100% accuracy, then it is not a risk it’s actually a problem that will need to be dealt with. As a result subjective analyses must be included as part of overall risk identification process. The program manager can minimize the level of subjectivity by assembling as much data as possible to support the risk identification.
The next step in risk management is determining the likelihood and impact of this risk. This step is called risk analysis and is the primary feedback to the program manager on assessing the risk. In the Department of Defense this risk assessment is generally portrayed on a risk report matrix shown in Figure 3.

The Risk Reporting Matrix shows the likelihood and consequence of a risk and the corresponding green, yellow, and red risk rating. Green is considered low risk, yellow is considered moderate risk, and red is considered high risk. The program manager takes these risk assessments and initiates risk mitigation of those risks.

Risk mitigation is the next step in the risk management process. The intent of risk mitigation is effort to address these risks with different mitigation means. First is avoiding the risk altogether by eliminating causes and/or consequences of the risk. By eliminating the causes of the risk, the risk cannot occur. By eliminating the consequence of the risk, the program manager eliminates the ability of the risk to impact the program if it does occur. If the program manager cannot eliminate the consequence, he/she could put in the means to control the problem when it does occur. This may be a more economic alternative than trying to eliminate the cause altogether. The next method to mitigate the risk is to try to transfer the risk to another program where it will have lesser impact. The final means to mitigate the risk is to accept the risk and continue on with the program with the hope it won’t occur. Risk mitigation can be accomplished by pursuing any of these mitigation methods or combination of these methods. Once the program manager determines the mitigation method(s) it is documented on the risk mitigation plan.

Figure 3 -- Risk Reporting Matrix
This Risk Mitigation Plan is the execution plan and the program manager’s tool to program the resources necessary to enact the mitigation, should they be required. It defines the program tasks, team establishment, budget, contract changes, schedule changes, etc. that have to occur to support the monitoring of these risks and the mitigation method(s) should the risk occur. This plan is the means by which the program manager communicates these risks with upper management.

The final step in the risk management process is risk tracking where the risks are monitored to see if their likelihood of occurring and consequence if they do occur has changed. This feedback drives the risk management process that is triggered when changes happen in the likelihood of the risk occurring or in the consequences of the risk. Should this happen, then modified risks must be identified, reassessed, mitigation methods revised, and plans modified to account for these changes. Risk tracking is incorporated in the program manager’s management of the program. The program manager uses numerous indicators to track risk including specific program metrics, program/technical reports, earned value reports, watch lists, schedule performance reports, and critical risk process reports.

The objective of a well-managed risk management program is to ensure the program stays on budget, schedule, and delivers the desired performance. The failure to manage risk can bring about the opposite result. With the lack of a risk management program the program manager will find himself/herself constantly having to react to problems as they occur and constantly reprogramming cost, schedule, and performance to solve these problems. What’s worse is that depending on the consequence of the problems, they could generate additional problems resulting in the program spiraling out of control yielding significant cost, schedule, and performance impacts that could result in program cancellation.

Current software based risk management practices put additional burden on a program manager when managing risk and conducting risk assessment of system of systems. To account for this the program manager must employ subjective analyses to assess the risks of software-based system of systems. Below are just two examples of ways the program manager could conduct a risk assessment of a software-based system of systems.

The first approach would be to establish a panel of experts who would track individual software system risks and then turn those risks over to the program manager who would still be required to develop some level of subjective assessment based upon the advice of this panel of experts. This approach would force the program manager to bear a higher administrative burden by maintaining this panel of experts and still have to rely on subjective assessment of risk. It is this subjectivity that this research effort is seeking to minimize.

Another approach for the program manager would be to manage the program with a lesser knowledge of health of total software risks and potentially be unprepared for future problems should and when they occur. Basically this means ignoring these risks and waiting for the problems and reacting to them as they occur. The problem with this approach is that in software-based system of systems a problem arising in any individual software systems can and probably will cause perturbations in the other related software
system development efforts. This approach results in costly fixes and total system of systems program adjustments that would impact overall program cost, schedule, and performance. Only using a true software-based system of systems risk assessment method can the program manager know the health of the program and plan for those risks at the program level, thus minimizing cost, schedule, and performance impacts across the program and in each of the software-base systems making up the total system of systems.

It is expected at the completion of this research a method, or methods, to execute risk assessments of a software-based system of systems will be available for use in ongoing software-based system of systems programs. This research will show how the proposed methods better support execution of program management risk assessment throughout the software lifecycle model/processes. It will also demonstrate how these risk assessment methods can be used to synchronize the software system of systems. These methods will be demonstrated using mathematical models to support quantitative risk assessment evaluation. Finally, to assist the program manager in portraying this software-based system of systems risk assessment, improved and intuitive graphical representations of software-base system of system risk assessments will be developed.

P. Dailey

**Acquiring Operational Profile Models to Drive Automated Testing of Open Architecture Weapon and Combat System Software**

The main objective of this research effort is to derive a process for developing operational profile models to be used by weapon and combat system software developers. The largest challenge within that objective is figuring out how to use historical and/or real-time data sources to derive the PDFs that represent the inputs, which make up the model. One of the main technical issues that come with using such data for profile model development is choosing a realistic granularity that will result in adequate levels of coverage and confidence in the model’s accuracy. Either discrete or continuous PDFs, from some family of distributions, combined with a small number of parameters that can be estimated from the data, will be used to make up the modeled inputs for the system under test. The available source data is finite and usually does not provide unlimited resolution, requiring some degree of approximation for the construction of the PDFs. Along with the approximations, some degree of statistical uncertainty in the accuracy of the model exists and should be understood. The broader challenge is determining what methodology for such calculation should be used as well as linking the results to confidence levels in the accuracy of the model. Understanding the tradeoffs associated with model fidelity, available data and development time are important and they will vary for each application of this approach.

An operational profile model is an *a priori* model that provides inputs to an Open Architecture (OA) software system module under test which are generated by sampling from probability density functions (PDFs) which characterize and represent the inputs and interfaces from the actual environment to the software module. For this research, the operational profile model’s purpose is to drive automated testing of OA software, aimed
at probabilistic reliability assessments, supported by statistical confidence levels. Ideally, the automated software testing process utilizes the operational profile model for the generation of inputs to the software under test, but the model can also aid in the automated analysis of the software’s outputs. This study further focuses on determining how to most effectively develop and implement such models within the weapon and combat system software domain.

There are four main goals of this research:

- Create an overall methodology for developing an operational profile model to drive automatic OA software testing.
- Determine how to efficiently use an operational profile model in the weapon and combat system software automated testing domain.
- Determine how to best calculate the reliability of the software component being tested using the operational profile model.
- Determine how to practically derive and calculate statistical levels of confidence in the accuracy of operational profile model.

J. Rivera


Research on the US Navy’s Software Systems Safety Review Panel (SSSTRP) Requirements Framework resulted in discovery of the primary causes for the high level of vendor failure rates during the SSSTRP process. Research showed that the lack of structure associated with the vendor-provided Technical Review Package (TRP) led to inconsistent documentation and standards when trying to evaluate the vendor's software safety risk. The application of the NASA Software Safety Standard to Naval Weapons Systems development processes resulted in a new Software Evaluation Framework for the SSSTRP, specifically for evaluating safety of Commercial-Off-The-Shelf Software (COTS).

The application of COTS solutions in safety critical application environments poses a problem as commercial programs are not commonly designed to a high standard for safety-critical applications. The NASA Software Safety Standard is one of the most robust software safety assessment standards that currently exists, and thus provides a promising path to assessment of COTS software components for DoD requirements. This report identifies the portions of the NASA Software Safety Standard that are relevant to the assessment of COTS software and addresses a guideline of how these standards can be applied to weapons systems development. This discussion includes an analysis of the standard itself, justification of the need for safety-critical applications within weapons systems development as well as a brief discussion of the program, and identification and application of the appropriate portions of the standard to Naval weapons systems.
development (including identification of checklists and other features that must be integrated into the system).

This research is seeking practical answers to the questions of what kind of documentation will most effectively support safety assessment of weapons software, what decision processes it must support, and how that can most effectively be done.
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