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Executive Summary

The research study, Virtualizotion Shares: Feasibility and Implementation in the
LSNA Computer Science department was concducted at the United States Naval Academy
in an effort to help define a how sharing virtual machines which had been transferred via
external hard drive from host o host, and run on Vi{ware workstarion, could be run on a
single powerful server and require users o interact with them using a thin client. 5pecific
topics cover basic virtwalization concepts, differences in architeciure berween Xen and
WM ware, and the performance seen on a test network utilizing one server running E5X.

As corporations and other large enterprises, including the Department of Defense,
move from the maditional physical server infrastruciure towards virtual consolidation,
stucdy in this area becomes more and more pertinent. In the USNA Computer Science
Department, this server resides on 4 sandboxed network, used only for testing purposes,
but this technique has been implemented across many major organizabons running
servers as a result of low utilization of tradifional physical infrastrocture. Using a
virmalized architecture allows mare dynamic Ioad sharing based on the current demands
placed on a particular host, and overall results in less idle time on the infrastructure.

The goal of this research paper was o define potential architectures that sarisfy
our existing needs, including labs for Informarion Assarance classes, exercizes such as
Cvber Defense Exercise, and development work. By analyzing their relative
performance, a compromise berween performance, ease-of-use, and the resources of the
Department provided recommendations that will become an integral part of Computer
science and Information Technology education.

Al the conclusion, numerous sidies on both VMware and Xen architecture were
analyzed, which gave insight into architectures o be modeled by the Depariment. For the
purposes of research, Xen was focused on more heavily by nature of being open source.
However, our current Vihware license weds us to their infrastrucare, the main reason for
solely analyzing ESX. This study may also lead to further research into ropic areas such
a5 dynamic image swapping acroes multiple servers, vulnerabilities of wvirtwalization
shares, and even more utile architectures for the Department’s needs.



1. Introduction

As the cost of producing advanced server hardware with greater-than-necessary
capability continues o decrease, virtualization has become even more crucial and widely
utilized in server operations. Rather than ler this power go unused, wvirtoal server
environments seek o provide many environments on a single or small number of servers,
with each virtual secver serving a distinct purpose. In the case of the Naval Academy's
computer science depariment, these hosis funcrtion as experimental machines for
Information Assurance classes, which act on both the offensive and defensive sides of dll
injections, port scanning, and other basic hacking techniques. My goal in this paper is to
examine the feasibility of establishing a shared server for these images, so that rather than
copying a prepared image to each individual host either through FTP or varions hard
drives, they could be modified on a single host, uploaded (o the server, and have groups
of Midshipmen modify them simultaneously. In the worst case, the share would be
configured as usual, but copies of images would be “pushed™ o or “pulled™ from hosts
running a compatible client.

2. Literature Review

There are two types of virtualization: process and system. “Process
virtualization™ is barely regarded as such in the sense the term is used today, as it has
become a requirement in kernel operations, and goes unnoticed in everyday compuring
applications. In process virtualization, each process is allocated its own address space,
registers, and file structare. Albeit small, this constitutes a virtual environment,
especiallv when a critical system process is permanently assigned these atributes, much
like a chroor jail assigns 4 process a smaller filesystem. “System virtualization,” the
primary fiocus of this paper, is when a relatively powerful host allows guest operating,
systems 1o run within the existing operating system (Smith and Mair, 2005). On any
given machine, a cerain instruction ser archirecrure (1SA) is utilized by a user through
the operating system to achieve desired effects from the machine's hardware. Because
Microsoft Windows' [SA does not mesh nicely with thar of a Debian Lioux variant's,
virmalization software such as VMware serves as an intermediate 1o allow a virroal
image of one operating system to run inside the other. This software allocates memary,
processor time, and bandwidth among other limited performance factors from the host
irself to the virwal machine(s) minning within, Examples of this software for a single
host include Vhware™ Workstation, and Sun® VirtualBoo.

One of the prime experimental mediums for this stdy will be Vhware ESXi
server. ESXi and ESX are known as Tvpe-1 Avpervisors, which means they run directly
on a powerful hosr's hardware and act as a monitor and a share for the virmoal hoses that
run on them. Both sets of software contain what will be referred to throughout the course
of this study as virtnal machine monitors (VMAM®s), to control various parameters crucial
to virtnalizarion. On any virtualization server, the hard disks of the host are partiricned
into separate shares for each hosted WM (Virtual Machine).,! For the purposes of this
study, this powerful host will be a Dell PowerEdge 2950 Server” running ¥ Mware ESXi.

1 “¥Mware ESX and Vidware ESXi" Brochuie, Available ati g mware.com
2 Specifications listed in Appendix B



Another Type-1 hypervisor is Cirrix® XenServer, which has a much lower
fingerprint on the server it runs on than ¥ Mware's ESX. Inan ESX environment, the
guest host is “unaware™ that it is being run virtually, which requires proprietary V Mware
drivers for each server component that the VM's require access o (i.e. Network
interfaces, storage configurations). XenServer, on the orher hand, makes it obvious 1o
the guest OS5 that it is being run virtually and intecfaces with the Xen® management
console, known as “Domain 0," which then interacts with the hypervisor through open
source drivers. “Diomain 07 is actally a separate Vil running a hardened and optimized
Linux kernel. This process is known as paravirtualization, which works almosr
seamlessly for Linux O5's on both the Y Mware and Xen hypervisors, Windows
Operating systems, by contrast, cannot be fully paravirtualized, and for certain
instructions rely on the host hardware's virtualization assist technologies.”

The primary areas this study will focus on that we expect to limit our setup’s
capabilities are disk input/outpar (1407 rates, virtual memory allocation, virual necwork
interface card (NIC) availability, and central processing unit (CPLY) shacing, in increasing,
order of effect. Many methods of improving virtnalization sharing have been put forth in
various studies.

One such method is VMM IO bvpass, in which inreractions with devices
themselves go through a separare, specially designed VI, vice the VMM, By
eliminating the VMM in this operation, an area of bottlenecking is eliminated, and may
help the spread the load across different platforms. Unfortunately, while this is possible
using the Xen archireciure, which is based heavily on paravirualization, ESX requires
that all 'O operations go through the Y MM (Lio 2006). Asseen in Froning's study, this
SEMVes a5 d limiting factor in performance. as VINI's require extensive 1'0 operations
(Frining 20069).

A proposed way o drastically reduce this overhead is through concurrent, direct
network access (CDNA). As compared to the tradifonal infrastucture, in which the each
WM interacts with a separate back-end driver in the hypervisor, CONA utilizes a single
COMNA NIC, which all the VM 's interact with and the hvpervisor still monitors. Versus
traditional Xen and VA lware implementations, this yields performance improvements of
370F4 wansmit throughpur and 126% receive throughput in a 24 VM setup. As of 2008,
this has ver to be implemented in either of the two vendors® prodocts (Rixner 2008).

This network and 1/0 overhead is a key concern when considering whether
purchasing an ESX infrastructure will be worth its cost to the Department. A June 2009
stucdy on parallel compuring using VM's on an ESX infrastructuee found thar the 1O
limitations of the setup yielded significantly slower muntimes when more than 32 WM's
were utilized simultaneously (Martinez 2009). This was mainly due to incer-
communication overhead both on the VINI's and in the hvpervisor. This setup, however,
used processes that were continually communicating and executing. For the purposes of
the department, our traffic and infrastructuce utilization will come in spurts as computers
are scanned, artacks are executed, and defenses are put in place, so our performance
should be significantly better.

3. Test and Analysis

3 “Techrical and commerdal comparisan of Citrix XenServer and YMware " Available at:
hitp:Soitrixcom



This studv seeks to find an efficient way of crearing a virtal setup, usually of cne
to three virtual machines on a bridged adapter, modified to fit the purposes of an

Informarion Assurance training lab, and propagating that setup to a cluster of hosts.

Mone of the hoss will be paravirtualized 1o ensure reliable test results across virtial
plarforms.  1F necessary, the setp could be “poll™ based, meaning the host(s) would
connect o the server and request the set of images through YMWare software, 1f this is
infeasible due to licensing costs for additional sofrware, or due o bandwidth restrictions,
the server could simply be utilized as an FTP share. Where ESX truly has great potential,
however, is the simultaneous modification of images running on the server. However,
this would require more coordination between lab partners, and rewriting, most of the labs
for Informarion Assurance and Advanced Information Assurance, as they are based on
single host setups.

In order to test these requirements, this study tests four major aspects. First it
tesrs the use of linked clones running off a 5amba file share, followed by nsing the secver
asa file share for images, then moves into more advanced architecture provided by
waphere. This entails simultaneously modifving the images, and testing their
performance using key metrics such as memary consumption, virrual CPLU strain, and
nerwork bandwidrh.

To minimize our test environment, configurations will first be tested with a single
heet, then with four hosts (ref. Figure 1), 1f a vest run shows a great deal of promise, it
can be run again with the full sixeeen hosts. The overall assumption for our original
configuration, with an instructor preparing images on another workstation and
transferring them using a USB hard drive, is that movement to each host takes roughly 13
Minures,

{ 13 min ) / (2 hord-drives) = 7.5 minutes/ image + overhead of moving around
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‘Desktop.’ as the time o configure the virtual network of the images would have faken
addirional rime.

Conclusion: Without an incredibly expensive infrastructure which allows for extremely
fast disk reads and writes, or a more efficient file sharing promocol, this senip is not

feasilale.

Test Procedure 2: Vitual machine created on ESX host through a wsphere client,
transferved over FTP by cluster of hosts nsing the same client.

Details: Clients simply browse rthe datastore (this would require another user, for example
‘iastudent,’ bur for purposes of testing, 'chris,’ a member of the local administrarors group
was used), and this user saved the entire 'Backtack 4' directory to 'Desktop.” The vdmk
hard drive (the main source of any delay, as configuration and log file sizes are
essentially negligible) is a flar 5 gigabyte virtoal disk.

Findings: Data transfer rate ceilings at roughly 45,000 Kbps (ref. Figure 2}, causing the
transfer ro take roughly 15 minotes. On the single host est, results were comparable, as
the rest mok moughly 4 minures.

{ 15min ) / ( 4hosts ) x (16hosts ) = 60 minutes/image

-

- Il )

1 |
Single Host Pull | |||' H I |

f !
b | )

| I: 3 |
| | | | fllr'
| L 131
-

[1TITE]
—

e —

4 Hest Pull

o i i i
sThH AN 3 mns

Tirte

Figure 2: Data Transfer Rates on ESX host
Conclusion: While this doubles the speed of the existing proceduce, it still does not meet
our requirements. The process is still quite slow, even when using a switch instead of a
hub.  Addirionally, if administrator access is required to access these images, the



instructor would have to log them off upon completion, so they couldn't just hit download
and leave the lab. This assessment also doesn't consider the case where the size of the
hard drives is greater than 5 GB; using simple math it would increase the time to get the
images out by ( ( [size in GB]/ [ 5 GB ] - 1) * 100 ) percent, without factoring in
owverheacd.

Test Procedure 3: Virtual Machine created on ESX Host through vaphere client, pushed
or pulled bv clients at one time. This will be considered to be negligible in the funre,
because the transfer analyzed in this test will be that of linked clones. Linked clones are
essentially a track record of changes made to a virtual machine, so over time, the one
time cost of transferring the image to the host becomes negligible.*

Details: Same setup as above. The current hang-up with this setup is that the department
lacks a full license for vsphere, which limits a user from crearing a clone. The ESX Ul
on the host itself does not include a fearmre 1o push the images.

Findings: Since VMware worksiation and ESX are nor “our-of-the-box™ compartible, the
current method of placing an existing image on the ESX server has been to create a fresh
image of the same OS5 on the server, and instead of creating a new virtual disk, adding the
existing virmal disk as the hard drive. This often requires a simple hack to fool the newly
created maching into believing the hard drive is narive (o it: naming everything exactly as
it was in the original image. This has been of particular concern for Windows images
whose hard drives have been split inio 208 chunks. This manner of partitioning requires
numerous extra configurarion files, which must be copied into the correct directory under
the proper name in order to funcrion properly. Linux hosts, especially those with “flat”™
wirual storage allocations, are not problematic at all. Cuorrently, this setup could be used
a5 a backup m other methods, but would not be fully utilizing the expensive vSphere
license.

Test Procedure 4: Virtual Machines will be modified simultaneously, and the labs for
each class or semwp the virwalization share would be used in would be rewritten o fit this
model.

Details: There are roughly 10-12 [abs for each IT430 and 1T432 class. Teams would
consist of 4 people, or however many sar at one rable. Srress resting for the server
consisted of running 6 hosts on the server (Backirack, 2-Windows XP, Ubuntu 9,10 beta,
and 2-Ubuntu 9.04 servers), ping floods from all Linux guests, intense port scans from
Windows guests, and infinite “while' loops on all hosts.

Findings: In the ideal case, while users end up “fighting™ for the keyboard, it encourages
collaboration. If one group member is more knowledgeable than the orher, he can do
what he needs to to the image, and sav out loud to the group what he is doing, thereby
instracting evervone at the table without students having o look over one another's
shoulder. Running rhem on the server itself eliminates the *push™ or “pull” from rhe

4 Poocedue detailed in Appendix &



clients all together, so time to execute the lab is negligible. Stress resting the server
vielded no noticeable changes o the end user, but CPLU usage on the ESX server spiked.
The only time considerations in this setup are the preparation time, and changing the labs
to meet this new method of practicing 1A. The former has never been considered in this
analysis, and therefore will not count toward the time. Re-writing the 1abs, however, is a
serious time consideration with great potential.

From our testing of an Advanced Information Assurance lab involving three
images, users were not as keen on the collaboration as originally expected. Likely, this
was a result of precedent, since for one and a half semesters of Informarion Assurance
classes, individual images had been provided to users on each host. The day of the test,
and only minutes before they started the lab, this new approach of simultanecous
modificarion was introduced ta the studenrs, which may have been the reason for their
confusion.

Where this setup holds the greatest potential is a hacking competition agains a
particular rarger image. Access permissions on rhe target could be limited w the
administraror or instructor, so users could not open a console and maodify e image.
Better yet, they could be set as view-only, so that the wser could see what effects their
artacks had on the box, without any ability to execute programs on the image. 1f a simple
script which ran ‘netstar’ in a time loop was nsed on the m@rger image along with a
process listing, the end user could also view how stealthy any connections thev made (o
the box would be, and this host could even be projected up onto the screen so all teams
could monitor rheir progress.  In this case, however, virtual hardware availability
becomes a concern. Consider RAM:

( 4teams ) * [ { 2 Bocktrack images )Y 256 MB +( 1 XP Imoge ) * 512 MB
+( 1 Ubuntu Image ) * 384 MB + |
+ 1 Target Image * 512 MB
= ~ G144 MB of RAM
Values based vpon VMware recommendations and (T430/2 precedent

A192 MB is the available RAM for the current setup, and since ESX idles around
00 MB of nsage, only 73592 MB is available.

Wirtnal CPU's are another consideration:

4 teams * 4 images + 1 torget image = 17 images — 17 Virtwal CPU's
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Figure 3: CPU Performance During Stress Testing

With the current setup, there are only & CPU's available. Further dividing them to
fir this lab setup will decrease performance and greatlv increase steess on the server (ref.
Figure 3). Even though ESX allows this, the swapping to allocate CPL time to a given
host does not allow a full processor (o be allocated to each %M in the case where all 4
teams are using half of their images, or vice versa. This will be examined more
methodically later in the analvsis.

Test Procedure 5: Open Virtualization Format (OVF) implementation. The template
would be deploved o the whole server, and should allow for compatibility berween the
Linux-based ESX server and the Windows sandbox machines running Vhlware
workstation.

Dietails: OVF provides more data abour a machine than a vdmk virtual disk can, o
include memory allocations, CPU allocations, display name, referenced configurations
files, device nodes, and network configurations. 1t is a complete specification of the
virtial machine or set of virtual machines. From vsphere, this is as simple as a point and
click. Potential exists in packaging our current images or lab sertup into this format, so
that it could simply but uploaded to the server and run thece, or run from an active
administrative client with the OVF file on the local disk.”

5 htpottwwwoyoutube comiwatch =030V PH?mES feature=plaver_embedded



Findings: While supposedly cross-platform and cross-virtualization-sofrware compatible,
this is not the case. The best example was attempting to port fresh VirualBox images (o
YVMWare, or vice versa. Even without their respective toolkits installed, these OVE
templares have a host of problems: not being able (o set configuration parameters, not
being able ro recognize the hard diive, even with the proper file vdmk file exrension, and
not being able to recognize the OVFE configuration file because of different namespaces
and the number of device nodes supported. What was helpful about Vi ware o Vilware
OVF tansfers was thar it generally compressed the hard drive, reducing file nansfer time.
If an FTP-based solution was requirved, this would serve as an excellent way of packaging
the images.

Test Procedure 6 Limited resources are an ever-present problemn with virtualization
software. Considering that our ultimate goal for this server is to run a large number of
images o support a class or competition, two key areas of consideration come (o mind:
EAM and CPLU limitations. This test procedure focuses on CPLU overloading, which may
become problematic when each machine is allocated a set number of vicwal CPU's, and
the sum of allocated virtual CPL's becomes greater than the number of physical CPL's
available.

In cwder to test the effects this would have on our current setup, we booted all the
virtual machines from our *Cyber Weekend' resource pool, totaling 12 virtual machines,
each with a single virtual CPU allocated. Ouwr current ESX setup contains 4 CPU's with 2
cores each, for a total of & possible dedicated CPU's, assuming simple load sharing
practices. With ESX acting properly, we would anticipate that load sharing and CPLU
swapping would ocour. Upon boot, we had some spikes, up m 75% on a single CPU, buat
afrer setrling into boot mode, they idled under 5%

To introduce extreme [oads on the CPU, we put every virtual machine in an
infinite loop:

Windlos: Tarmx:

I il ini 2 Lemagn bzl NS banh

Bl ECHD OFF whiie Troe: 80
2 echo "test';

ecnoy “oeastg™ dons
epaaler 7
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Figure 4: CPU Performance during Infinite Loop Stress Testing

Although it functioned properly in our stress testing, this is obviously not a
sustainable mode of operation without a much maore reliable cooling mechanism for the
server (ref. Figure 4). Our earlier test setup, where CPU usage gradually ramps up, isa
much maore realistic scenario.

The fact rhat rwo VM's were booted while all systern CPLU's were running at close
to capacity leads me o conclude that that the load sharing in ESX server may allow the
server [o temporarily overcome limited resources, but it is not desirable when any sort of
performance is required.

Test Procedure 7: In order to see the effects of over-committing our server's memory
resOlUrCes, we ran a similar semp o the CPU test, we ran 4 guests ar 208 of dedicated
memory each, which should take our memaory over the edge and generate memory
sharing or extensive paging. Each VM was allotted a single virtual CPU, as in our last
seIUp, 5045 not 0 make viriwal processors a limiting factor.

4 Virtual Machines x [ ( 2048MB ollocated memory ) + ~ 100 MB Overhead )
= ~ B592 MB Allocated

8592 MB > 8192 MB physical server memory

When we added a rest machine, a Windows XP wirh 2560MB of RAM, with 4
others allocated above the memory threshold, there was no effect on the machines



execution, which appeared to be a result of ESX independently adjusting our allocations.
Allocating 8192 MB of EAM, the “granted” memaory for the system idles at 7,500,000
Kb, or 7324 MB. To ensure we went over the threshold, we then started booting
machines.

This has no effect on ESX. In order to ensure the accuracy of our findings, |
continued m boot virual machines, and ran memory intensive processes on all of them, o
no avail. The only time an impact was observed was when 1 ran simple programs on
guesis 10 infinitely allocate memory in chunks:

add_memory.c:

finclude <stdlib.h>
int main() |
while (1)
mallec{1024) ;
return 0O;
|

This affected both the server's performance monitor and that of the ¥WM itself.
Otherwise, from the server's performance monitor, it simply showed that the server had
allocared all irs available memory (~7500MB, with overhead = 8192 hME).

This result is validated by Waldspurger's study as Vmware has implemented since
early versions of ESX the ability for memory to “balloon™ based on the immediate
requirements by the VM's ar any given time. Many algorithms have been developed o
efficiently manage rhis sharing by VMware and independent scholars alike, which is one
of the reasons for ESX's wide deployment.  Another is that this feanre distinguishes it
from Vmware Workstation, which has a policy of not being able ro over-allocare me mory
withour informing the user; the dialog in Workstation reads “memory swapping may
occur, reducing performance.” With ESX, memaory, CPL, and resource swapping in
general is considered implicit, hence its boilt-in design o manage such loads
(wWaldsburger 20065,

Test Procedure §: With CPU and RAM being efficiently managed by ESX, another
remaining factor was how network raffic affecred the host.

Details: 6 VMM's, all Linux based, were boored and each allocated a single Virtual
CPLU and 512 MB of RAM. Later, the number was expanded to 8, but to ensure Yirtual
CPU's were not 4 limiring factor, & were used for our initial rest. 1P's were statically set
in increments of 10, and each host ran a ping flood on the subsequent host in the chain
(i.e. 10010010020 pinged 10.10.10.30, while being pinged by 10.10.10.10). This generated
network bandwidrhs of 200-300 KBS, where the host did not limit the number of
outgoing packers. This test yielded the most curious results of all: on the process monitor
within the WM, little to no CPU activity was observed. On the server's performance
monitor, however, the CPU's appeared o be maxed out, and even over-maxed on those
hoets that were running an unlimited ping flood.

Findings: VM performance slowed on some machines, especially once they began
both sending and receiving packets. When 8 hosts were run in the same ping loop, the
problem became worse. While no official “benchmark™ was taken, the test | ran started



with simple operations, such as opening a terminal, then moved on o more complex task.
like opening a web browser, then the openoffice.org suite. The delays experienced
appeared to be related to X rendering; when a terminal was opened, first a white box
would appear, the colors would render, then a full shell would appear. This. on average,
took 3-5 seconds. Mormal operarion is almost instant. Typing delavs occurred, as well,
which hovered berween (L5 and 1.0 seconds just to type into the web browser and the
termninal. These tests were run on Linux with a system monitor up, and the CPLU
experienced no spikes. ESX's view of the operation was much different:
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This likely spawns from the setup's lack of physical NIC's for each VM, which is
a common problem to any virtal architecture. As evidenced by the guests' system
monitor view of the CPU rime, the ping flood irself is not taxing to the CPUL. However,
the physical CPL's, which are assigned as Virtual CPU's, have to process all incoming

and outgoing network packets. In the scenario we demonstrated, this was especially
strenuous because all the guests were both sending and receiving, and in the case of
Ubunrn, rendering a robust X window, which on a physical machine would be handled by
a separate GPLL

Frining's study backs this hyporhesis. Vinual network interfaces (VNI by
design, require more work with respect to the virtual CPU assigned to the maching, since
the same CPU needs to analvze which processes are sending data across the network.
More specifically, it needs to package the data, and schedule when these packets can go
across the network. VNT's, like any network interface card, require a quene, but the fact
thar a virtual P11 has 1o be inserted into this quene in addition to the data itself means
that it requires a read (o determine whether space exists on the queue, and a write 1o



actually insert the data. Combined with overhead, all these factors make the YN
significantly less efficient than a physical NIC, and account for the exireme stress on the
CPU's when 6 to 8 VINI's are sending and receiving simultanecusly (Froning 20087,

4. Summary and Conclusion

Based on the above tesis, the most problematic area of the network is vinal CPLU
availability, since it plavs a role in s0 many operations that are otherwise handled by
physical hardware. This is especially evident with the VNI, a crucial part of the setup
considering that extensive traffic will be passed across the network to scan. exploit, and
deny service o hosis by many users simultane ously. While the load will rarely be as
focused as the one experienced during stress testing, more users than the number used for
testing will be using the images on the server, many of which will be doing RAM, CPL,
and network intensive processes all at one time as a result of the namre of the lab or
exercise, Since two out of three of these potential bottlenecks are handled by the CPL"s,
the setup purchased by the department should contain as many cores as possible, while
minimizing the number of actual processors o cut down on licensing costs (ESX is
licensed by processor, independent of the number of cores). As more cores become
available. more physical CPL"s that can be assigned to a virtual machine in a case when
there are less images than [ cores | * [ processors |, and the more 1oad sharing that can be
enabled if not.

5 Recommendations

Based on this study, [ recommend the Department continue expanding the E5X
infrastructure, Because of the overwhelming stress on CPU's during intense nerwork
operarions, which will be crucial o Information Assurance and Computer Networking
courses, the Depariment should purchase servers with more cores per socket vice overall
number of cores. Since ESX licensing costs are based on sockets, not number of cores, a
Ccontest berween a server with two sockets and six cores per processor, and four sockets
and four cores per processor would undoubtedly go o the two socket server. ESX
licenses cost roughly ~$1100 per year per socket as of the time of this study, so our
current setup would cost us roughly $2200 per year to fully license.

Another recommendation 1 put forth is that the Department purchase more, [ess-
expensive ESX servers vice fewer servers with top-of-the-line specifications. Aside from
limiting single points of failure, this also provides oppartunities o experiment with and
study technologies such as VMmaotion, in which minning images can be migrared from
server [0 server in real-time. This study can be geared toward performance or the
security of such technologies, both of which are growing concerns in modern Department
of Defense and production environments.

My final recommendation is broader in scope: when the servers are purchased,
each Information Assurance lab should be outfitted with dedicated servers, and the two
sandbox networks should be connected to allow for larger scale exercises utilizing the
infrastructure from both labs. ESX provides an excellent framework for dynamic, real-
time exercises (o be conducted, which is not a capability of the pre-formulated labs we



conduct in our current [Information Assurance classes.  These dynamic exercises will
more accurately portray the simnations our Information Professionals, Information
Warfare Officers, and graduates in general are likely to encounter in the Fleet and
beyond.



Appendix A: Uploading and downloading images from an ESXi server

I, Download using vSphere client

d.

Connect 1o the ESX server by clicking *vSphere Client,” entering the [P,

username, and passwort

Select the server (192,168, 1.200)
Under the ‘summary” rab, look on the right side, and click whichever data-

store the image is on:
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d. In the left hand column of the ‘datastore browser’ dialog, click on the
folder of the image you wish to download, and select the download button
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e, Select the destination folder you wish to put the image into
Click next, and download. The images folder will be available in the di-

f.

rectory viou specified.



2. Download using YMware Workstation

d.

Open VMware Workstation, and from the file menu, select importexpoct
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Select “VMware Infrastructure Yictual Machine® from the combo box, and
press “Next”
Enter the 1P address, username, and password as if you were connecting
using vsphere client, press ‘Next’
select the image yvou wish to download and click “Next’

i. Note: an error message will likely oppear stating “Cannot config-

ure source image” — Ignore this

Click “MNext’ until you reach the destination tvpe combo box- select *Other
Wirtual Machine,” and hit *MNext” again
Mame rhe Virtual hachine, and select the destination directory by using
the 'Browse' Dialog
*Allow virtual disk files to expand” will be selected by default- leave this
and hir “Mext’
Continue to hir “Mext® through the NI1C configurations until the image
starts to download. This image will be automatically available o be
opened in worksmation and will reside in the directory you specified.

3. Upload wsing vSphere client

a.
&8
.
.
€.

Log on to the ESX server as specified in part la

Right click on the server, and select “New Yirtual Machine®

select "Custom’

specify parameters of your VM as you would in VMworksration
When you reach the “Select a Disk’ dialog, select *Do not create disk’



Sadinl Dk L e T ]

el e ] AsrfE Cf TOPoRs O S T e e hal B it TelEie R BT
| = Ll e i o Hel bl d L e s
[;'1;:_';“. % 30 zgueldrdh o
b gl Al =% m e
el £ 2
i foalr s veaadon
B
Rt | e my eG4 cus s,
o AR 1
T IRE T ISRTT TR | RCCY 7 I N Y
L :.th n vn el et et Rsn b T TR o o sl e e
L R s b L e T i e L R Y ]
bl BT T LR
A i et TASTE =Py
f. Hit “Next' and complete the virtual machine,
g, Browse the datastore you created the machine In, as detalled in part 1c
h. Select the */" directory your VAL resides in on the left hand side of the dia-

log, and select upload
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I. Select the vindk files from the directory ol the image you are irying 1o up-
load, and hir “Next” uniil it oploads

j- In the main vSphere dient window, right click the virual machine you
just creared, and selea “Edit Settiings”

k. Under the ‘Hardware® tab, select * Add’

Select "Hard Disk’, then *Use an existing virual disk’

=
1
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Browse (o the location of vmidk file in the datastoce, and click "Mext” until
it is added.

Boot the virtual machine by right clicking it, then Power = Power On

0. View ir by right clicking on it again, and selecting 'Open Console”

4. Upload wsing YMware Workstation

d.

[
.

A

=

Open VMware Workstation, and select 'ImportExport” from the “File'
menu as detailed in part 2
select "Virtwal Appliance’ from the combo box
select File System, and browse to where the image is stored on your phys-
ical hard drive

i. Note: o message will appear here stating that *The imoge speci ficd

is g backup image” — click OK

Click “Next' until you ger to specifving the destination tvpe.
select "Vihware Infrastructure Yirtual Machine,” and log in as detailed in
part 2c
select the datastore and resource pool o add the machine o, click Mext
Click “Next' through any error messages
Once uploaded, boot your machine on the ESX server by right clicking on
it, then Power = Power On
View it by right clicking on it again, and selecting "'Open Console”



Appendix B: Dell PowerEdge 2950 server specifications

Mode]:

Processor:

Memory:

E[DFE.EE:

Dell Poweredge Energy Smart 2950 111

Cuad-core Intel Xeon L5410 — 2x6 MB Cache.
1333 MHz Front-side Bus

8CEB Memory (@ 667MHz (4x2CB)
DCual Ranked DIMM s

Primary Hard Drive: 2.57, Y3GB 10K RPM Serial Attached SC5]
-3GEPS, 5ATA

secondary Hard Drive: 453008 2.5 SATA. 10K RPM.

RAID: Primary Controller: PERCGEI SAS RAID Controller, 2x4 connectors, 256MB

Metwork:

CD-Dirjve:

Cache
Dual Embedded Broadcom NetXireme 11 5708, Gigabit Ethernet

DVD-EW
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