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ABSTRACT

The problem we aim to solve is how to evaluate the dependability of software at the stage of architecture definition. Evidence, such as the process maturity, project environment and architecture documentation is already available and can be used for the evaluation. In order to create a holistic picture of the state of dependability, a Bayesian Network (BN) model is defined. The paper defines a quality framework which guides the model creation, identifies attributes characterising dependability and presents the topology of the model. The approach to the quantitative definition of the model is illustrated by examples. The model is aimed to help with conducting technical risk assessment of Airborne Mission Systems.
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Executive Summary

The achievement of software quality goals needs to be considered during all stages of the software development process. Quality factors are effectively constrained by the architecture and therefore, they need to be evaluated as early as possible at the architecture definition phase. The quality factor we aim to evaluate is dependability of software.

The goals of software architecture evaluation at AOD/ Airborne Mission Systems are to: (1) support software systems acquisition; (2) assess project health and predict project risks. The model described in this report aims to help the technical risk assessment by providing guidelines/metrics for evaluating the quality attributes associated with software dependability.

To harness the process of software dependability evaluation, we adopt the McCall quality model with some modification. The model represents a four level hierarchy of quality factors, Level1 and Level 2 quality attributes and metrics.

We aim to derive an estimate for each quality factor, where the quality factors defining dependability are Reliability, Safety and Maintainability. In order to achieve this, we build a “dependency graph” between the quality factors (the first level of the quality framework), Level 1 quality attributes (testability, complexity, openness, robustness, modularity etc), and Level 2 attributes characterising the engineering process, the organisation and the software architecture (process maturity, management practices, team experience, quality of requirements elicitation, architecture style, coupling, error propagation, capacity margin etc). Finally, checklists are formulated to reason about the quality attributes.

Bayesian Networks (BN) provide a mechanism to express the causal relationships between the elements of the quality framework. Bayesian Network is a graphical model that represents the dependency between the model’s variables; these variables represent our quality attributes and quality factors. These relationships are causal, but our understanding of them is not complete, which is why it is possible to describe them probabilistically.

This report describes the different attributes forming the Bayesian model to be used for evaluation of software dependability: nodes (representing the quality factors and attributes) and Conditional Probabilities Tables (representing the probability given node taking each of its values). The end goal is to provide a tool supporting the technical risk assessment activities of mission system software in Defence acquisition projects.
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### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>Architecture Attributes</td>
</tr>
<tr>
<td>ADL</td>
<td>Architecture Description Language</td>
</tr>
<tr>
<td>ALMA</td>
<td>Architecture Tradeoff Analysis Method</td>
</tr>
<tr>
<td>AMS</td>
<td>Airborne Mission System</td>
</tr>
<tr>
<td>ARID</td>
<td>Active Review for Intermediate Designs</td>
</tr>
<tr>
<td>ATAM</td>
<td>Architecture Tradeoff Analysis Method</td>
</tr>
<tr>
<td>BN</td>
<td>Bayesian Network (also known as Belief Network)</td>
</tr>
<tr>
<td>CBAM</td>
<td>Cost-Benefit Analysis Method</td>
</tr>
<tr>
<td>CMMI</td>
<td>Capability Maturity Model Integrated</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial Off-The Shelf</td>
</tr>
<tr>
<td>CPT</td>
<td>Conditional Probabilities Table</td>
</tr>
<tr>
<td>DMS</td>
<td>Diminishing Manufacturing Sources</td>
</tr>
<tr>
<td>DIMS</td>
<td>Diminishing Manufacturing Sources and Material Shortages</td>
</tr>
<tr>
<td>DoSAM</td>
<td>Domain Specific Software Architecture Comparison Model</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Authority</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Mode and Effect Analysis</td>
</tr>
<tr>
<td>FMECA</td>
<td>Failure Mode, Effect Analysis</td>
</tr>
<tr>
<td>GOTS</td>
<td>Government Off-The Shelf</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>NFR</td>
<td>Non-Functional Requirements</td>
</tr>
<tr>
<td>OOD</td>
<td>Object Oriented Design</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>QUASAR</td>
<td>Quality Software Architecture Review</td>
</tr>
<tr>
<td>SAAM</td>
<td>Software Architecture Analysis Method</td>
</tr>
<tr>
<td>SACAM</td>
<td>Software Architecture Comparison Analysis Method</td>
</tr>
<tr>
<td>SDLC</td>
<td>Software Development Life Cycle</td>
</tr>
<tr>
<td>SIL</td>
<td>Safety integrity level(s)</td>
</tr>
</tbody>
</table>
1. Introduction

1.1 Software Architecture and Quality of Software

Software is the critical enabling technology for consumer electronics as well as for security and safety critical applications used in avionics, space, railway and transport, process control and medical systems. This trend finds its expression in monetary terms; for example the UK Defence Procurement Agency spends over £1Bn of its £7Bn annual budget on software, and the percentage spent on software will only grow [MoD 2006]. The increasing role software plays in modern day technology puts software quality in the limelight.

The term software quality is a generic term which needs a general consensus on meaning [Voas 2008]. It represents the notion of software being fit for a purpose, i.e. the things the user/customer is expecting from the product. These expected things are not functional requirements - implementing the functional requirements is well defined. It has been a number of years since it was pointed out that the non-functional requirements (NFR), also known as “ilities”, are the ones which are the challenge and lead to the blow-up in cost and schedule. Functionality and quality attributes are orthogonal, because otherwise the choice of a function would define the level of a certain quality attribute [Bass et al. 2003].

To harness the process of software development toward achieving manageable quality goals, these goals had to be measured, and, as a result, quality measurement frameworks were proposed. The McCall quality model (illustrated in Figure 1) is based on three types of quality characteristics: Quality Factors, Quality Criteria and metrics [McCall 1994].

![Quality Measurement Framework](image)

A quality factor (also called quality characteristic in ISO/IEC 9126 [IEC 9126]) is a quality goal and represents a characteristic of the software that a customer would relate to the overall quality. Consequently, this characteristic reflects the external (user) point of view and would typically be given in the requirements. Some studies apply the term quality attribute [Florentz et al. 2006] for this characteristic, which introduces some confusion.
The second level of the software quality framework – quality criteria, represents/ provides software product attributes related to the quality factors. These attributes reflect the internal (developer) point of view. The third level of the quality framework consists of metrics associated with the criteria. These metrics define whether the criteria exists and to what degree. They can be checklists or review/ inspection guidelines which “grade” the quality criteria or quantitative measures of characteristics such as size, complexity etc.

The quality framework provides a basis for a disciplined approach to assess software quality. The logical steps to be undertaken within such a goal-oriented approach are:

- Identify quality factors we are interested in;
- Consider what criteria impact these quality factors;
- Consider the interdependencies between the factors (common criteria which may have positive impact on one factor while having negative impact on another factor);
- Provide measurements (metrics program) to assure the quality criteria is built into the software product; and
- Track, analyse and improve metrics collection.

The achievement of the software quality goals needs to be considered during all stages of the software development life cycle. We are interested in the early phases of the development – up to and including the software architecture definition phase which is part of the software design. Software design fits between the software requirements analysis and software construction and is considered a two step activity: architectural (or high level design) design and detailed design [IEEE/ EIA 12207], [SWEBOK 2004]. Architectural design describes how software is decomposed and organised into components (the software architecture).

Software architecture is at the centre stage in modern software engineering as the platform for making major decisions which will have long term impact on all consequent artefacts, like mapping functionality to hardware and software, configuration of components, breakdown of interfaces etc. Although architecture by itself is not able to achieve quality, it provides the basis for achieving quality [Bass et al. 2003]. Quality factors are effectively constrained by the architecture and therefore, they need to be evaluated at the architecture level.

The goals of software architecture evaluation for Airborne Mission Systems (AMS) are to:

1. support software systems acquisition;
2. assess project health and predict project risks.

The assumed relations between design solutions and quality requirements are not always correct [Bosch et al. 2001]. Detailed evaluation giving sufficient insight in the attributes of an architecture design is expensive, consuming considerable time and resources. The model we develop aims to help the technical risk assessment by providing guidelines/ metrics for evaluating the quality attributes associated with dependability, as dependability is of highest priority in avionics systems.

### 1.2 Dependability

This report is concerned with the identification and evaluation of the dependability factors for Airborne Mission Systems. Dependability is the ability of a system to avoid service failures which are more frequent and more severe than expected [Avizienis et al. 2004]. Dependability
is a generic term which includes several quality factors: reliability, availability, maintainability, safety, and integrity. This report builds on [Uzunov et al. 2008], where a survey was undertaken to review the existing approaches to dependability assessment and improvement at various stages of the software development life cycle (SDLC).

Predicting dependability of such complex computer systems is difficult because of [Prasad 1998]:

- Problems of integration resulting from unexpected interaction between the large number of components;
- Multiple attributes characterising dependability;
- The scientific principles of measurement have not been applied with adequate rigour for decision making during the earlier stages of the development process.

The ultimate questions we seek to answer are: (1) What quality criteria, project and architecture characteristics contribute to the dependability factor and how do they interact; (2) How these characteristics can be captured/measured for a specific project; (3) How can we use these characteristics to predict the risk/quality of a specific project.

Because software architecture has critical impact on the quality factors (including dependability), we concentrate on the architecture level evaluation and issues stemming from the software development during requirements definition and architecture definition. In this report we discuss the quality factors, criteria and attributes impacting dependability, their interrelations and propose a model to be developed based on this. Chapter 2 lists the approaches used for software architecture evaluation, elaborates the characteristics of the Airborne Mission Systems influencing software dependability and presents the reasons for applying a Bayesian Network (BN) model to the evaluation of software dependability. Chapter 3 describes the Bayesian Network model – the semantics of the variables represented as nodes, the dependencies between nodes and describes how the Conditional Probabilities Tables are defined. Chapter 4 concludes.

2. Software Architecture Evaluation

2.1 Summary of Approaches

The architecture evaluation techniques can be grouped in: (1) architecture oriented techniques and (2) quality attribute focused techniques [Bosch et al. 2001].

The architecture oriented techniques are built around expert reviews following defined guidelines. Typically, the reviews are held after the architecture is defined. Most of these techniques are briefly described in [Bergner et al. 2005]. [Babar et al. 2004] proposes a framework for their comparison and assessment. Here are some examples of architecture oriented approaches:

- Software Architecture Analysis Method (SAAM) – Evaluation of software architectures is executed through scenarios, quality attributes and quality objectives.
Architecture Tradeoff Analysis method (ATAM) – This method concentrates on identifying critical tradeoff points which will impact the architecture (including its quality attributes) and the risk involved. As a result, the advantages and disadvantages of each tradeoff are well understood.

Cost-Benefit Analysis Method (CBAM) – builds up on ATAM by adding cost of architectural decisions.

Architecture Tradeoff Analysis Method (ALMA).

Active Review for Intermediate Designs (ARID).

Software Architecture Comparison Analysis Method (SACAM).

QUASAR [Firesmith 2006] - QUASAR system architecture assessment method is essentially an audit following the CMU SEI QUASAR methodology and is based upon quality cases. A quality case is a generalisation of a safety case consisting of claim, argument and evidence. The audit looks at whether the presented evidence proves that the architectural decisions and rationales lead to software architectures able to support the quality requirements.

Quality Software Architecture Review – This method defines a process and guidelines for an architecture review by external reviewers.

Domain Specific Software Architecture Comparison Model (DoSAM) [Bergner et al. 2005]. It is based on quality attributes and scenarios, but is tailored for the needs of a domain analysis. It introduces architectural services for the purpose of an abstract description of the application domain.

The quality attribute focused techniques aim to come up with an estimate for each quality attribute or compare architectures against a given quality attribute. These techniques (which may be based on quantitative or qualitative assessment) can be grouped further into 3+1 methods: scenario-based, simulation, mathematical modeling/metrics and experience-based reasoning [Bosch 2001]. The brief descriptions of the process to be followed for each techniques is taken from [Lundberg et al. 1999].

- Scenario based evaluation – a profile for a specific quality attribute is created (a scenario profile is a set of typical scenarios, e.g. hazard scenarios for safety). Then the impact of the scenarios on the architecture is assessed. Based on this, a prediction can be made about the quality attribute. Such a technique for assessing the optimal maintainability is described in [Bosch et al. 2001].

- Simulation - the architecture is modelled (using architecture description languages or conventional languages) and the results from running scenarios on the model are analysed in order to predict the quality attribute under investigation. An example of such an approach is [Gregoriades et al. 2005] where the system is described using the i* language and then scenarios are created based on interviews with the users and stakeholders. The scenarios (lists of linked tasks) are converted into executable form and a Bayesian Network model is plugged into the tool. The model takes as inputs the characteristics of each task and the environment and calculates the reliability for the given scenario.

- Mathematical modeling (including metrics) – the architecture is presented in terms of an appropriate mathematical model; the model output is calculated and interpreted in order to predict the quality attribute. This approach includes the collection of product
and/or process metrics which are used to make a prediction about a given quality attribute. Many studies are dedicated to the definition of various metrics and the validation of these metrics as predictors of specific qualities. [Shereshevsky et al. 2001] defines coupling and cohesion metrics characterising information flows in the architecture. These metrics are related to quality criteria like error propagation and change propagation. Design metrics reflecting connectivity of architecture components and the information in/out flows as well as component’s internal structure are defined in [Stineburg et al. 2005]. The referenced report further studies the application of the design metrics for evaluating software reliability.

- Experience-based assessment is based on the experience of the designers who review the architecture looking for weaknesses against a given quality attribute.

Our approach to evaluating the dependability attributes of Airborne Mission Systems may be assigned formally to the group of methods based on mathematical modeling. We are working on a Bayesian Network model called AMS-BN (Air Mission System - Bayesian Network).

### 2.2 Applying Bayesian Networks to Dependability

The only means of direct evaluation of dependability is through operational testing of the software. In addition to the testing, other information is available for evaluation, which characterises the development organisation, the quality of the software engineering process applied during the Software Development Life Cycle and the engineering. Some of this information is publicly known, e.g. whether the organisation has been assessed against CMMI or ISO2000 or some other standard. Applicable standards can be identified from the requirements documentation. The project plans would provide information about the selected development process, the collection of metrics and would indicate whether the organisation really functions at the level of maturity at which it was assessed. Finally, most of the information concerning the engineering activities can be obtained as a result of an audit or request for information to the developer. In the case of the latter, the information needs to be identified and included as part of the contract negotiation. This information may include high-level design decisions as reflected in the software architecture documentation, evidence for and results from reviews, safety analysis, Failure and Effect Analysis and code inspections.

None of the evidence mentioned above can alone provide enough information about the dependability characteristics of software. Probably the most important thing for understanding the software reliability measurement is experience and judgement. Our conclusion is that the only way to build a holistic picture of the state of dependability is to develop a comprehensive framework, where all the quantitative and qualitative evidence described in this report (people, process and product) is captured. Such a framework needs to provide input, guidance and/or suggestions to the expert to make conclusions. The selected approach should be able to capture uncertainty, expert judgement and incomplete information. Such a framework can be used for assessment of dependability and consequently to help Technical Risk Assessment (TRA).

Various approaches are used to combine disparate evidence in order to make a valuation of the overall dependability of a system. The DATUM (Dependability Assessment of Safety Critical Systems through the Unification of Measurable Evidence) project in the UK (the Centre for Software Reliability, City University, London) investigated several formalisms used
to model uncertainty [Falla 1998]. The methods considered were Bayesian probability, Dempster-Shafer theory of belief functions, fuzzy sets and possibility theory. Although no single formalism for uncertainty was found perfect, Bayesian probability was chosen as the most mature and well developed formalism at the time [Fenton et al. 1998]. The obstacle for using Bayesian probability in cases of multiple evidence was the complex computations. This problem has been mostly overcome with the development of algorithms, solutions and tools in support of this formalism – the Bayesian Networks. The developments in network propagation algorithms make Bayesian inference computationally feasible for solving complex problems. Bayesian inference can also be used for “what if” analysis. Brief reviews and details for most of the available Bayesian Modelling tools can be found in [Anthony 2006] and [Murphy 2005]. It is interesting to note in this context the paper [Simon et al. 2006], where Bayesian Network implementation of the Dempster-Shafer theory is used to model the reliability uncertainty. [Ziv et al. 1997] also identified Bayesian Networks as a suitable technique for modelling uncertainty in software systems.

Bayesian Networks were also used by the FASGEP (Fault Analysis of the Software Generation Process) project to determine the fault propensity of software processes [Falla 1998]. The direction taken by the DATUM project has being followed in a series of projects within the RADAR (Risk Assessment and Decision Analysis Research) Group in Queen Mary University of London led by N. Fenton. [Wang et al. 2006] reported on the application of BN for project level estimation, where the accent is on the development and the test phases of the SDL. [Perez-Minana et al. 2006] reported on the development of BN models for prediction of fault insertion and fault removal. The models were used as part of the software development process in Motorola, Toulouse. It is worth noting that the accuracy of the initial predictions of the generic models required a calibration based on measures from concrete projects. A procedure is suggested to calibrate the models and arrive at an improved BN. One approach was to vary the values associated with each node that are used as inputs to the intermediate nodes. The other approach (which produced better results) used linear regression and Principal Component Analysis to build the intermediate and the output nodes.

BN models have been used for scenario-based analysis and assessment of Non-Functional Requirements (including reliability) [Sutcliffe et al. 2002] and [Gregoriades et al. 2005]. The models are plugged into the System Requirements Analyser tool. Scenarios are designed and depending on the selected tasks, the technology attributes, the human attributes and the environment variables, the BN model provides evaluation of the reliability for the scenario.

Our research was inspired by the approach described in [Fenton et al. 2007] and also stems from [Gurp 2003], where a Bayesian Net model for reasoning about software architecture attributes is developed. The model uses a hierarchy of quality factors, quality criteria and architecture attributes. The major differences to our model, considering our specific focus on Airborne Mission Systems (AMS), is that a different set of quality criteria and architecture attributes have been identified. Our model also includes characteristics associated with the process and the project, since these have a major impact on the dependability of mission critical systems. Our work goes further in the quality framework by identifying metrics (in the form of guidelines) for qualitative assessment of some criteria, which are domain specific. Another analogue to our work can be seen in [Florentz et al. 2006], where the same fundamental approach to quality evaluation is observed, namely, a hierarchy of quality factors and quality criteria is identified, and relationships between architectural elements and
quality factors are investigated. The quoted technique uses a pragmatic and intuitive method of assigning quantitative values to the quality factors, but in comparison, our model offers more flexibility (e.g. Bayesian inference allows “what if” analysis).

We are interested in the relationships between the architecture and organisation attributes on one hand, and the dependability factors. These relationships are causal, but our understanding is not complete (or is uncertain), which is why we can describe them probabilistically. A Bayesian Network is a type of causal model which uses Bayesian probability. Bayesian Network is a graphical model - a directed acyclic graph, which captures probabilistic relationships between the model’s variables; these variables represent our attributes and quality factors. The variables are represented by nodes, while the arcs (links) of the BN represent conditional interdependencies between the variables. Nodes without parents are called root nodes; they have a prior distribution associated with them. In our model most of the architecture and organisation attributes are represented by root nodes. Every node with parents is associated with a Conditional Probabilities Table (CPT) that represents the probabilities of that node taking each of its values, given the combinations of values of its parent nodes.

The general steps in constructing a BN are described in [Korb et al. 2004]. First the topology of the net is defined by identifying the variables - often starting from the root causes and adding new variables until the leaves of the net are reached. One node per variable is entered, the nodes are connected and their names and states are defined. The next step is the definition of dependencies between the nodes, i.e. filling the CPT. When the net is constructed, it can be applied to a specific case by entering the known values of the variables (i.e. evidence) into their corresponding nodes. A BN tool will do for us a probabilistic inference in order to find new beliefs (posterior probabilities) for all other variables.

Bayes' theorem is used as a basis for updating the information in a BN. The theorem calculates the probability of two (or more) dependent events A and B:

\[ P(A, B) = \frac{P(B|A) \times P(A)}{P(B)} \]

where \( P(A | B) \) is the probability of event B happening given A has already happened. Bayes' theorem may be too complex if an exact solution is required for a large number of events, however, for specific classes it can be efficiently solved. Many algorithms have also been developed for finding approximate solutions of the conditional probabilities in a Bayesian Network [Charniak 1991]. Once the CPT is filled in, the Bayesian Network ensures that the numbers will be consistent and the network will uniquely define a distribution.

Our beliefs in the software dependability factors are influenced by many attributes as illustrated in Figure 3. BNs accommodate for the combination of different variables: some of them precisely defined (e.g. defect containment for a specific phase) or some being evaluated qualitatively based on expert opinion or guidelines developed by experts. BNs provide a mechanism for combining the evidence from architecture and organisational attributes in order to calculate the probability that the dependability factors have a certain value. The network is updated as soon as new evidence is entered.
2.3 Characteristics of the AMS domain

An AMS is employed in a specific environment which imposes additional constraints or requirements in comparison to a general purpose computer system. Typically, the development is a collaborative effort of multiple partners and subcontractors with different culture as well as widely geographically dispersed teams. Well defined standards for documentation, interfaces and protocols are essential in this case. AMS are mission and safety critical, hence the maturity of the development process and experience of the organisation are a primary concern.

Air platforms (and their AMS) are in service for long periods of time in the range of tens of years. As a result, an enormous problem is that of unavailable electronic parts and the ageing of technologies. As pointed in [Sandborn 2008], an estimated 3% of the global pool of electronic components is discontinued each month. Electronic parts obsolescence – also known as Diminishing Manufacturing Sources (DMS) or Manufacturing Sources and Material Shortages (DMSMS) is an issue, since the majority of processor and memory chips in AMS are COTS units. In order to keep the cost of technical refreshes and upgrades under control, architecture should have characteristics like maintainability, scalability and modifiability.

The development cycle for AMS is longer than the current technology cycle and leads to technology ageing. This and the long lifetime of a platform, mean that the insatiable hunger for space, power and weight on an aircraft platform will result in requirements for new capability or substitution of existing blocks with new ones offering improved capability. This means also that spare processor capacity, bus bandwidth and PCB spaces have to be provided, together with an architecture which has to be scalable in order to incorporate the increased capacity. Another prerequisite for future upgrades is architecture openness (both for software and hardware), i.e. the architecture has to be based on publicly available widely accepted standards.

Changes in the underlying hardware go hand in hand with the necessity to port or rewrite the associated software. Thus upgrades and technology refreshes require appropriate partitioning of the software and mapping to hardware so that any changes will not cause unexpected changes in other parts of the system. Appropriate portioning at different levels can enable incremental integration which decreases the integration risks compared with the big-bang approach. The selection of an appropriate architecture pattern will help isolate changes in the hardware to a specific software block.

Airborne Mission Systems (as well as any new military systems) are characterised by growing complexity and size. The high complexity of the systems is made even more complex with the trend toward interoperability of systems which have not been designed to talk to each other. The reliance of operations on information processing and networks led to the requirement for all US DoD acquisition programs to address interoperability and integration [DoD DAG].
3. Airborne Mission Systems Bayesian Network Model

3.1 Topology of the Model

This section concentrates on the first step of constructing a BN – building the topology of a BN which represents how the dependability factors are interconnected with the architecture quality criteria. We will identify the major quality factors and architecture criteria (attributes) contributing to the dependability factors.

Our Bayesian Network called AMS-BN (Air Mission System - Bayesian Network) follows the McCall quality model [McCall 1994]. The attributes comprising quality criteria are broken into two layers: Level 1 and Level 2. The purpose is to establish a hierarchy of architecture attributes (characteristics), so that more complex attributes can be broken down into simpler measurable attributes or attributes that can be assessed against a checklist. The hierarchy is shown in Figure 2.

The variables representing the quality factors (the user point of view) are given below. In the most simplistic case, we capture them with a range of discrete values \{high, medium, low\}.

- Reliability \{high, medium, low\} - continuity of correct service;
- Safety \{high, medium, low\} - absence of catastrophic consequences on the users or environment; and
- Maintainability \{high, medium, low\} - ability to undergo modifications and repairs.

Architecture evaluation often accounts only for the architecture characteristics, i.e. the technical aspects. Considering that the maturity of the engineering process and the previous experience of an organisation have significant impact on the outcome of projects in the avionics domain, we define and add attributes characterising the organisation. Thus we arrive at a set of software architecture attributes associated with the ubiquitous triangle - People, Process and Technology (Architecture).

![Figure 2: AMS quality measurement framework](image-url)
3.1.1 Level 1 Criteria (Attributes)

The following list represents the Level 1 quality criteria related to the dependability factors. The causal relationships between the criteria and the chosen attributes are shown in Table 1.

1. **Organisational capability** {high, low} - reflects the level of maturity of the organisation and the project.

2. **Modularity**: {high, low}. This is the degree to which a system or program is composed of discrete components, such that a change to one component has minimal impact on other components [IEEE-100]. A highly modular architecture enables upgrades and selective replacement of modules at a lower cost. It will provide for better error containment and will allow gradual system integration.

3. **Complexity** {high, low}. This criterion reflects whether the architecture is perceived as complex [Gurp 2003]. Increase in complexity will negatively impact all dependability attributes. Correlations between complexity and errors and between complexity and difficulty to understand software are established in [Watson et al. 1996]. Considering that more complex software is more difficult to understand and that exhaustive testing may not be possible (complexity makes software testing harder), a high degree of complexity will ultimately impact on the reliability of a system. As pointed at [Watson et al. 1996], for a fixed level of effort, complexity measures reliability itself.

4. **Modifiability** {high, low} – This criterion reflects the ability of the architecture to accommodate changes - upgrades, substitutes, replacements.

5. **Scalability** {high, low} - The ability to provide functionality up and down a graduated series of application platforms that differ in speed and capacity [IEEE-100], i.e. this criterion reflects the ability of the system/architecture to increase its performance when new hardware or software components are installed.

6. **Openness** {yes, no} - Open architecture is such architecture for which design parameters and specifications are made available to any and all vendors or manufacturing firms, thus encouraging development of compatible products and enhancements.

7. **Fault tolerance** {high, medium, low} – This characterises the ability of a system or component to continue normal operation despite the presence of hardware or software faults. It is based on Error Detection and System Recovery (rollback, roll forward, compensation, diagnosis, isolation, reconfiguration and re-initialisation). The choice of error detection, error and fault handling depends on the fault assumptions. The criterion takes into account the implementation of diagnostic procedures, built-in tests, support for graceful degradation following specified priority and ongoing management of the system health.

8. **Robustness** {high, medium, low} – Robustness is the degree to which a system or component can function correctly in the presence of invalid inputs or stressful environmental conditions [IEEE-100]. We need to view robustness not only as a characteristic of a standalone system, but to anticipate that the modern AMS is designated to act within a system-of-systems.

9. **Testability** {high, medium, low} - The degree to which the design of a system or component facilitates the establishment of test criteria and test execution.
Table 1 represents the mapping of Level 1 quality attributes to quality factors. The table shows only quality attributes that are directly connected to quality factors. It should be noted that some attributes influence different factors in opposite direction; for example implementing a certain degree of fault tolerance improves reliability, while at the same time increases complexity, which in turn negatively impacts testability and reliability.

Table 1: Quality Factors vs. Criteria

<table>
<thead>
<tr>
<th></th>
<th>Reliability</th>
<th>Maintainability</th>
<th>Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modifiability</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Modularity</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Openness</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organisational capability</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Robustness</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scalability</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Testability</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Fault tolerance</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

3.1.2 People Related Level 2 Attributes

Most of the technologies and the theories of software engineering are human based, and, as such, depend on the variations of skill level, competence and motivation. The provenance of open source software is one example of people related aspects that may be considered during evaluation. In addition to the developer/manufacturer issues, there are human factors and concerns on the user/operator side, where the operator can be viewed as an integral component of the system or as an entity outside of the system. Of all possible criteria we have selected only three which are expected to capture the competency of the organisation and developers.

1. Experience within the domain - reflects the level of experience the development organisation has with the platform and/or with a given application. Low (experience less than 2 years), Nominal (2-5 years), and High (more than 5 years).

2. Skill retention - reflects how well the skills are retained on the project. We use the annual turnover rate to characterise this variable: High retention (turnover rate of 5-6% or less), Low (turnover rate of 15-20% and more).

3. Management practices - project management approaches can increase the technical risk for a project [Goldsmith et al. 2008]. Risk tolerance, skill and experience of the management team will impact the outcome of a project. We apply two ratings: Low (poor) and High (good).

3.1.3 Process Related Level 2 Attributes

1. Process maturity

The impact a process maturity has on the dependability can be illustrated by the phase containment effectiveness and customer reported defects as shown in Table 2 [Diaz et al. 2002].
We will use the Capability Maturity Model Integration (CMMI) maturity level as a quantitative measure of the quality of the process within a project. We can use the results from appraisal and self assessment as evidence of the maturity level, or we can “assign” a level based on analysis of the available project plans, development documentation, project reviews and minutes. The process maturity variable may have one of the following states: \{Level_3_5 and Level_1_2\}.

Other equivalent process or quality standard would be TickIt, SPICE, and ISO 9002. They define documentation and actions required to deliver quality software.

<table>
<thead>
<tr>
<th>CMM Level</th>
<th>Percent Rework</th>
<th>Phase Containment Effectiveness</th>
<th>Customer Reported Unique Defects Density per KLOC</th>
<th>Productivity (X Factor Relative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.2%</td>
<td>25.5%</td>
<td>3.20</td>
<td>1x</td>
</tr>
<tr>
<td>3</td>
<td>14.3%</td>
<td>41.5%</td>
<td>0.90</td>
<td>2x</td>
</tr>
<tr>
<td>4</td>
<td>9.5%</td>
<td>62.3%</td>
<td>0.22</td>
<td>1.9x</td>
</tr>
<tr>
<td>5</td>
<td>6.8%</td>
<td>87.3%</td>
<td>0.19</td>
<td>2.9x</td>
</tr>
</tbody>
</table>

2. Relevant standards

Standards such as RTCA DO-178 (RTCA DO-278), the Software Development Standard for Space Systems (SDSSS), IEEE 982.2 “IEEE Guide for the Use of IEEE Standard Dictionary of Measures to Produce Reliable Software”, Def(Aust) 5679 etc. impact dependability, especially if used within a mature organisation. The application of a relevant standard would decrease the number of defects in code and documentation and thus improve reliability, availability and safety. In order to come up with a concrete number we used a CoComo based tool (CostXpert) to provide a crude guideline. The tool is providing an estimation of the number of defects for selected type of projects (embedded, military etc), lifecycle and applied standards. We realise that selecting the type of project may define quite a loose framework, but experimenting with different combination we assume that the application of an appropriate standard would translate into a 12-15% decrease of defects (in code or documentation). The variable has two states \{yes, no\}.

3.1.4 Technology/Product Related Level 2 Attributes

1. Architecture style/patterns

The architectural patterns are one of the techniques for designing high quality software architectures. As pointed in [Booch 2006] we are beginning to observe the emergence of domain-specific software architectures. They represent reusable solutions which evolved within different application domains. Different patterns will have a different impact on the reliability, maintainability and performance of the architecture. Based on practical experience, [Buschman et al. 1996] grouped the architecture structures in several classes (patterns), namely, Layered, Pipes and Filters, Blackboard, Distributed Systems Broker, Model-View-Controller, Presentation-Abstraction-Control and Microkernel. We will refer the reader to the book for further details on these patterns, the context they are most suitable for, and how they relate to...
the software process and various software development techniques. We adopted this classification scheme because it is practical and can cover most of the existing architectures under investigation.

Svanberg and Wohlin interviewed a group of software architects and captured the data for a consequent analysis and comparison between software architectures with respect to selected quality attributes: efficiency, functionality, usability, reliability, maintainability and portability [Svahnberg et al. 2005]. Although the main concern of this work was the development of a methodology for eliciting the views of different stakeholders, thereby formulating a framework for quality attributes and analysis of different architectural structures, we consider the data captured by the interviews as solid quantitative expert assessment which can be used to fill in the Node Probability Table for the variable “Architecture style”. According to the study, the ranking of architecture structures per quality attribute is presented in Table 3 (we quote only the attributes of interest to us). One suggestion offered by the report is that no architecture is really strong in, or, is focused on, some specific quality attributes (reliability being one of them). Consequently, we give relatively low weight to the variable “Architecture style”.

Table 3: Framework for quality attributes as in [Svahnberg et al. 2005]

<table>
<thead>
<tr>
<th>Quality Attribute</th>
<th>Microkernel</th>
<th>Blackboard</th>
<th>Layered</th>
<th>Model-View-Controller</th>
<th>Pipes and Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>0.228</td>
<td>0.261</td>
<td>0.179</td>
<td>0.188</td>
<td>0.144</td>
</tr>
<tr>
<td>Reliability</td>
<td>0.207</td>
<td>0.103</td>
<td>0.270</td>
<td>0.239</td>
<td>0.180</td>
</tr>
<tr>
<td>Maintainability</td>
<td>0.124</td>
<td>0.171</td>
<td>0.283</td>
<td>0.198</td>
<td>0.225</td>
</tr>
<tr>
<td>Portability</td>
<td>0.194</td>
<td>0.0767</td>
<td>0.366</td>
<td>0.157</td>
<td>0.207</td>
</tr>
</tbody>
</table>

2. Quality of requirements elicitation: \{high, low\}. Some of the causes for project failure stem from this phase of the development cycle, i.e. Ad hoc requirements management, ambiguous and imprecise communication and undetected inconsistencies in requirements, designs, and implementations.

3. Cohesion \{strong, weak\} - The manner and degree to which the tasks performed by a single software module are related to one another [IEEE-100].

4. Coupling \{tight, loose\} - The manner and degree of interdependence between software modules. Aspects to be considered may be dependencies on common environment, content coupling, control coupling, data coupling etc.

5. Change propagation/containment \{yes, no\} - functionality is mapped to components/ modules in such a way that a change/ upgrade in functionality will affect only known and isolated components and not affect others implementing different functionality.

6. Error propagation/containment \{high, low\} - Error propagation from one component/module to another reflects the likelihood that an error in the first component will cause an error in the second component (considering that the first component feeds information to the second). Low value for this attribute means that a
failure in any component/module will not result in unintended failures in other system modules.

7. Views documentation {documented, not-documented} - reflects the quality of documenting the architecture. The various high-level aspects of software architecture are often called views: "A view represents a partial aspect of a software architecture that shows specific properties of a software system" [Buschman et al. 1996]. [SWEBOK 2004] lists different sets of views that have been suggested; the evaluation of this attribute, however, should be concerned with how complete, clear and comprehensive is the documentation and if it captures well the requirements and elaborates them for the next stage of the software development cycle.

8. Capacity {high, nominal, low} - The ability to add new functionality or extend the existing one will depend on the resource usage such as CPU (peak CPU load, spare capacity), power consumption, I-O rates (e.g. expected network usage), the processor load, memory/HDD utilisation, network loads.

9. Interoperability {yes, no} - This criterion defines the degree to which information or services can be exchanged to enable them to operate effectively together. The requirements for interoperability will impact the scalability, complexity and ultimately the reliability and maintainability of the software architecture.

10. HW-isolation {yes, no} - reflects the degree to which the application layer is isolated from the hardware specifics. This attribute covers questions such as: (1) is there a hardware abstraction layer; (2) do applications use low-level constructs (e.g. no assembler) or access hardware directly; (3) does the software rely on graphics accelerators that may inhibit portability etc.

11. Scheduling {deterministic, non-deterministic} - the scheduling algorithm in embedded systems will affect future upgrades. For example, rate-monotonic scheduling gives deterministic guarantees with regards to response times.

12. Interfaces {open, proprietary} - This attribute reflects whether well defined, widely used, non-proprietary interfaces and protocols are used. In relation to networks, it reflects whether open network standards and COTS components are used.

13. Technology independence {yes, no} - This attribute reflects the extent to which the architecture depends on current technology, e.g. application of standards and established COTS products, availability of DMSMS plans and technology refresh plans, identification of coding standards etc.

14. Fault prevention {yes, no} - aims to avoid fault occurrences by construction, i.e. information hiding, usage of strongly-typed programming languages etc.

15. Memory management {good, bad} - the attribute reflects whether there is dynamic or static allocation of memory.

16. Task management {controlled, dynamic} - reflects specifics of task management such as how the application manages tasks, creation of dynamic tasks, deletion of tasks, assignment of task priorities.
3.2 Dependencies Definition

Each node in a Bayesian Network is associated with a CPT which maps the probabilities of a node to each configuration of parent values.

For root nodes the CPT represents basic knowledge (or opinion, beliefs). The CPT table for root nodes is assigned values based on knowledge about a specific architecture which is gained as a result of architecture reviews, audits, analysis of available documentation etc. To help with this process a checklist is associated with every root node. The checklist is expected to help the user and is at the same time a tool to capture the knowledge of experts in the relevant field. We will not go through all nodes, but just to demonstrate the logic we follow while filling in CPT, we will just give an example of the CPT and checklist associated with one of the root nodes (attribute) and one intermediate node (criteria).

The checklist shown in Table 4 is based on [Goldsmith et al. 2008] and lists a number of concerns when analysing the node ‘Management Practices’. It is expected that the user of the model will make an assessment using such checklists in addition to other relevant information before entering values in the relevant CPT.

<table>
<thead>
<tr>
<th>Quality Criteria</th>
<th>Checklists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management practices</td>
<td>1. Is there increasing contingency (funding and schedule contingency increase acceptance of risk)</td>
</tr>
<tr>
<td></td>
<td>2. Compromising engineering rigour in order to meet schedule/ cost</td>
</tr>
<tr>
<td></td>
<td>3. Delegation/ assignment risk to a contractor or another project</td>
</tr>
<tr>
<td></td>
<td>4. Is there deferred effort (deferred effort tends to realise technical risks). Typical violations are writing design documents post coding effort, retrofitting certification evidence after the system is developed etc.</td>
</tr>
<tr>
<td></td>
<td>5. Is the risk mitigation activity resourced properly</td>
</tr>
<tr>
<td></td>
<td>6. Is the estimation based on realistic assumptions or is it a best case estimate (e.g. assuming the participation of “A” team)</td>
</tr>
<tr>
<td></td>
<td>7. Is key system analysis completed before starting</td>
</tr>
</tbody>
</table>

Two more examples are the CPT for ‘Skill retention’ and ‘Process maturity’.

Skill retention: According to [Roman 2007] the average annual turnover rate for the semiconductor industry is 7% (being 7.5% in the past few years) and ranging from high 12% to less than 1%. [AEA 1995] shows that the turnover rate for all engineers in the Electronics and Information Technology companies was 11.4% compared with 9.5% in 1993 and 9.7% in 1992. For 1998 AEA reported an average turnover rate of 21.8% for electronics engineers at its member companies, but 25.5% for software and programmer analysts and 23.7% for software engineers. Based on these figures, we defined our expectation for the attribute ‘Skill retention’.

Process maturity: According to [CMMI_SEI 2006], out of 1377 reporting organisations 18.2% are at Level 5, 4.4% are at level 4, 33.8% are at level 3, 33.3% are at level 2, 1.9% are at level 1 and 8.4% did not respond. We can use this data to initially define the CPT – 38.24% probability for Level_1_2 and 61.76% probability for Level_3_5. Considering that the reported profile is not drastically different from a similar one produced in 2004, the assumption should be realistic.
When we have a specific project in mind, then we would be able to assign 100% probability to one of the values of ‘process maturity’ and 0% to the other value.

CPT for the node ‘Organisation capability’ is shown in Table 5. The numbers reflect our opinion which is derived from experience and relevant publications. According to [Jones 2000], the experience levels of both the managers and the technical staff in building similar type of applications has a combined impact on productivity of 120%, while effective methods/ processes have a positive impact of only 35%. The following reverse effect is also cited: among the factors that can reduce or degrade software productivity, management and staff inexperience have a combined negative impact of 177%, while ineffective methods/ processes negative impact is 41%. Based on this, we will attribute more weight to the ‘Skill retention’ and ‘Management practices’, than ‘Process maturity’.

<table>
<thead>
<tr>
<th>Process</th>
<th>Skill/retention</th>
<th>Management practices</th>
<th>Architecture quality</th>
<th>Organisation capability H</th>
<th>Organisation capability L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level_3_5</td>
<td>Nominal</td>
<td>High</td>
<td>High</td>
<td>90%</td>
<td>10%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Nominal</td>
<td>High</td>
<td>Low</td>
<td>70%</td>
<td>30%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Nominal</td>
<td>Low</td>
<td>High</td>
<td>75%</td>
<td>25%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Nominal</td>
<td>Low</td>
<td>Low</td>
<td>30%</td>
<td>70%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>85%</td>
<td>15%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>65%</td>
<td>35%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>70%</td>
<td>30%</td>
</tr>
<tr>
<td>Level_3_5</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Nominal</td>
<td>High</td>
<td>High</td>
<td>65%</td>
<td>35%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Nominal</td>
<td>High</td>
<td>Low</td>
<td>35%</td>
<td>65%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Nominal</td>
<td>Low</td>
<td>High</td>
<td>40%</td>
<td>60%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Nominal</td>
<td>Low</td>
<td>Low</td>
<td>15%</td>
<td>85%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>30%</td>
<td>70%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>35%</td>
<td>65%</td>
</tr>
<tr>
<td>Level_1_2</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>10%</td>
<td>90%</td>
</tr>
</tbody>
</table>

3.3 Application of the Airborne Mission Systems BN Model

The probabilities generated by the model are expected to be interpreted as a guideline, i.e. we are looking for the trend whether specific probability is high or low. Based on this, a conclusion can be made about the associated risk. The result of the architecture evaluation using the AMS_BN model will depend on the quality of the assessment of the root nodes. The expert needs to consider the existing evidence and define the CPT for the root nodes. In the absence of enough evidence about a specific root node, a decision needs to be made whether to (1) use the default CPT (which aims to represent industry averages), or (2) define CPT with more conservative numbers, or (3) re-consider the impact of this root node on its children.
4. Conclusions and Future Work

At the phase of architecture definition a direct evaluation of dependability is not possible, however, some information is already available, e.g. the quality of the software development process, software standards applied, project environment, analysis of requirement specifications, architecture level models, expert opinion etc. This evidence is uncertain and incomplete: none of it, by itself, can provide enough information about the quality of software. Therefore, in order to build a holistic picture of the state of dependability, a type of causal model – Bayesian Network model, is proposed. The AMS-BN model considers evidence generated up to (and including) the architecture definition phase. The topology and the dependencies definitions of the AMS-BN are described. This work demonstrates the application of BN approach in the Airborne Mission Systems domain. The created model is aimed to assist the AMS team with the technical risk assessment of mission system software in Defence acquisition projects. Netica [Netica RM 2007] is used to run the model.

The AMS-BN model is currently being applied to a Defence project, and, when the project is completed, the model prediction will be compared with the project outcomes. This will be used as a validation approach, in addition to peer reviews and checking that the results match common sense and observed results from previous projects.
Figure 3: AMS-BN connectivity
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