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1. Introduction 

Computer intrusion is a growing concern and field of investigation among government and 
private agencies.  The main issue with most of the current Intrusion Detection Systems (IDSs) is 
that they are based on signature based observations, which means this class of detection system 
will only alert on attacks that the system is programmed to see.  This technical report investigates 
the use of entropy for detecting computer anomalies.  Using entropy will allow us to detect 
strange occurrences within a given timeframe.  One example of using entropy is to potentially 
detect data exfiltration using packet size distribution.  The U.S. Army Research Laboratory 
(ARL) is investigating the ex-filtration of data using unbounded fields in Voice over Internet 
Protocol (VoIP) Session Initiation Protocol (SIP) packets.  Entropy offers a theoretical approach 
for the detection of abnormalities in the protocol which could be indicative of malicious 
behavior. 

2. Background 

2.1 Entropy 

Entropy has several different definitions (1).  Shannon’s definition of entropy is the most 
commonly used and the one used in this paper. 

 )(2log
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∑
=

=
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i
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In the above formula, there are n events and the probability of the ith event is pi.  Note that the 
values of the events do not influence the value of the entropy only the probabilities are of 
concern.  Changes in entropy will reflect a change in the set of probabilities representing the 
event space.  Event spaces with different values but the same set of probabilities will be 
equivalent from the perspective of entropy.  Entropy is a good way to detect suspicious behavior 
over a period of time.  When strange activity has been detected during a time frame, we must use 
some type of anomaly detection tool to find the individual event. 

2.2 VoIP 

VoIP is an up and coming technology that gives both foreign and domestic enemies new ways to 
transmit hidden messages or infiltrate a network via VoIP technology (2).  It functions by letting 
its users talk over the internet using phone to phone, computer to computer, or computer to 
phone communication devices.  
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Figure 1 demonstrates how VoIP operates by converting voice to a digital signal which travels 
over the internet.  If the call is directed to a phone, the signal is translated into a regular phone 
signal when it reaches its destination.  A broadband connection is also required to be able to use 
VoIP. 

 

Figure 1.  High level view of a typical VoIP architecture. 

3. Method 

For this research, we calculated the entropy of a series of SIP packets, focusing specifically on 
the distribution of packet sizes per SIP packet type.  The packets we used for our research were 
REGISTER, INVITE, and CANCEL.   

• REGISTER:  Used by a user authentication (UA) to notify its current Internet Protocol (IP) 
address and the Uniform Resource Locator (URLs) for which it would like to receive calls.  

• INVITE:  Used to establish a media session between user agents.  

• ACK:  Confirms reliable message exchanges.  

• CANCEL:  Terminates a pending request.  

• BYE: Terminates a session between two users in a conference.  

• OPTIONS:  Requests information about the capabilities of a caller, without setting up a 
call. 

Details about the SIP, ACK, BYE, and OPTIONS packet types follow in the paragraphs below.  

Personal 
Computer 

Telephone 

Cable Modem Phone Adapter 

Internet 

Personal Computer Telephone 



 

3 

The metric we used for our analysis is packet size (3).  This metric was the one that allowed us to 
distinguish between each packet type mentioned above.  Other metrics that we considered using 
were IP addresses and port numbers.  These, however, did not provide any information to 
identify the different types of SIP packets.   

 Entropy was used to investigate packet size; a packet is the basic information unit on a network.  
All communications are pieced into packets.  The packets examined in this report are Register, 
Invite, and Cancel packets.  Packet sizes change based on the amount of data an individual 
packet carries (i.e., more data will result in a bigger packet size).  When examining the size of 
these packets we considered the type of packet it was.  In the VoIP data we used for our analysis, 
the INVITE packet sizes range from 550 to 1076 bytes, the CANCEL packets range from 375–
609 bytes, and REGISTER packets range from 302–680 bytes. 

4. Simulations and Results 

It is important to be able to identify significant changes in entropy.  Simulations were designed 
so that significant entropy changes could be determined.  Several simulations were done to 
analyze the affect that changing the number of observations and Unique Packet Sizes (UPS) has 
on the overall entropy of a data set.  By observing the variation in entropy caused by random 
sampling, it is possible to determine the differences in entropy that are considered significant.  
This must be taken into consideration in order to minimize the false alarm rate. 

The box plots in figure 2 show how the entropy changes as the number of UPS change and the 
number of observations stay the same.  Each box plot represents 100 replications of the entropy 
for a set of 800 randomly chosen observations with the indicated number of categories.  The 
range of the entropy through the entire graph is only .25, but when the details are examined 
closer it is easy to see the amount of change.  The red line represents the median entropy and the 
blue outer box represents 50% of the data that is closest to the median or the inner quartiles.  The 
whiskers represent the rest of the data in the upper and lower quartile, respectively.  It is clear to 
see that when adding or subtracting 5 bytes to the UPS the entropy only changes gradually.  For 
example, the median entropy for 185 UPS lies within the box plot that only contains 180 UPS.  
On the other hand, when 180 UPS are compared to 190 UPS you can see that there is an obvious 
change in entropy because the median of 190 UPS is not within the box plot of 180. So when the 
number of UPS is changed by 10 and the number of observations stays the same the entropy has 
a clear change.  As well as using the inner quartile ranges as an indicator, a possible detection 
criterion could be based on the standard deviation of the entropy.  This method could be used to 
detect statistical anomalies of a data set.   
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Figure 2.  Entropy change for 800 observations based on different number of categories. 

When examining the entropy through the change in the amount of observations and leaving the 
UPS the same (as shown in figure 3), the first thing you see is that as the number of observations 
increase the variation in the entropy decreases.  This is expected because the UPS is staying the 
same and the number of observations for each entropy calculation is going up, so the only way 
for the variation to go is down. 
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Figure 3.  Changes in entropy as a function of sample size. 

As the observations increase the entropy also increases.  There is very little variation in the 
entropy when changing the number of observations.  This means that a modest change in the 
number of observations does not have a large affect on the entropy.  For example, when 
reviewing figure 3, the variation in the entropy median from 600 observations to 800 
observations; or a 33% increase in observations, only has a 0.08 increase in entropy.  This can be 
applied to other situations.  For example, the entropy of a set with 10,000 observations could be 
compared to the entropy of a data set which includes 9,000 observations (which is only a 10% 
difference in observations); and it would be reasonable to make decisions based on the difference 
in entropy. 

5. Data Description 

For this research, we used a packet dump that consisted of 82 packets.  We then categorized 
them based on SIP packet type (i.e., INVITE, REGISTER, CANCEL).  Due to the small number 
of packets, we combined the packets together and bootstrapped them.  To bootstrap is to choose 
randomly sampled points with replacement from the data set, and then analyzing them using the 
same method.  With replacement, it means that every data point is returned to the set at the 
sample completion.  In this case, the same data point could appear multiple times in the same 
sample.  Another example of bootstrapping can be seen in Barbara (4).  When we analyze the 
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mean of the packet sizes we get 523.9.  A histogram representing the bootstrapped mean is 
shown in figure 4. 
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Figure 4.  Histogram representing the bootstrapping of the average of packet sizes. 

The bootstrap of the mean as seen in the histogram shows the expected variation of the mean.  It 
is easy to see that the most occurring mean is near the actual mean of the data. 

Next we made a histogram of the bootstrapped entropy to show the expected entropy of the data 
set.  This is represented in figure 5. 
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Figure 5.  Bootstrapped entropy for data. 

The actual entropy of the data (5.05) is not included in the bounds of the bootstrapped entropy.  
This was most likely caused by the paucity of the data.  There were only 82 observations for a 
range that spanned 800 units.  If we were to use these histograms to detect an anomaly, we would 
look for an entropy value that lay below 4.2 and above 5.00.  We would deem entropy values in 
those ranges as strange behavior.  The data collected was relevant to the experiment and helped 
show how the anomaly detection method could potentially work.  Given more data, we would be 
able to show in a clearer fashion how this approach would effectively detect attacks that affected 
the expected packet size of SIP packets. 

6. Conclusion 

Entropy can be a useful tool in the detection of novel attacks.  Entropy can be used to detect a 
change in the basic probability structure of the data.  In order to accomplish this, a collection of 
data points (e.g., packet dump) would be needed.  It is evident throughout this report and its 
findings, that measurements of entropy can identify strange occurrences in a collection of data.  
Entropy alone is not sufficient; however, to identify what exactly caused the anomaly.  Follow-
on work could include the use of a statistical model (e.g., Mahalanobis Distance) to identify the 
individual anomaly. 

The use of detecting computer intrusion via entropy has been investigated and is a plausible idea 
to apply to IDSs.  Entropy can detect strange occurrences in a data stream over a specified time 
frame.  One of the many applications of this approach is in detecting data exfiltration, which can 
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occur at any stage of a VoIP conversation (5).  Entropy can be applied in various ways to 
examine data, but it is not a standalone IDS.  It offers a theoretical, yet practical approach for the 
detection of abnormal patterns of behavior. 
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