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1 Forward

This report details an instructional Science and Technology (S & T) plan to address the United States Air Force’s (USAF’s) need to defend against and respond to cyber threats to their networks. The primary contract objective (CONTRACT NO.: FA8650-05-D-6502) was to formulate an S & T plan to exploit instructional science to shape modeling and simulation technology for training to prepare Airmen to fight through contested cyberspace thereby assuring mission success for mission-critical tasks and functions. The effort involved reviews of current literature pertaining to sociotechnical systems theory, instructional theory and design, trust in automation, visualization, signal detection theory, and performance assessment. It also included outreach to operational and threat experts, scientists, and engineers working in relevant areas. Included in this effort was a survey of the current state-of-the-art tools and systems in the domain of cyber simulation and training. This effort is the result of coordination with a large number of individuals whose affiliations include Air Force Research Laboratory Information Directorate, Human Effectiveness Directorate, 505th Command and Control Wing, the Air Force Air Warfare Center, 57th Information Aggressor Squadron, 547th Intelligence Squadron, the 688th Network Warfare Wing, the 39th Information Operations Squadron, the 67th Network Warfare Wing (see Appendix A for a list of team members and contributors).

This instructional S & T plan is organized as follows. Section 2 discusses the need to defend in cyberspace and the increasing frequency of cyber threats, summarizes sociotechnical systems theory, overviews relevant human factors topics, and concludes with an overview of the S & T plan. Section 3 discusses considerations for the design of instruction, including instructional design, learning objectives, instructional theories, scenario development, evaluation, and performance measurement. Section 4 discusses considerations for the implementation of instruction in a virtual environment. This involves central components that replicate the operational environment, and supporting technologies which enable the instructional supports necessary for a virtual learning environment (VLE). This section concludes with a discussion of relevant design concepts that might inform the design and development of a virtual learning environment. Finally, Section 5 discusses the instructional recommendations resulting from this effort. The recommendations include general instructional recommendations and a discussion of modifications required for the development of a cyber practice and learning environment for the Air & Space Operations Center (AOC).

2 Introduction

The Department of Defense (DoD) relies heavily on information technology and network-enabled capabilities to achieve their objectives. The USAF’s reliance on the Global Information Grid (GIG), enabling widespread information sharing, reflects the acceptance of the tenants of network centric warfare (NCW) theory. The theory proposes that (1) a networked force will improve information sharing; (2) information sharing will facilitate shared situation awareness (SA); (3) shared SA will enhance collaboration and self-synchronization; and (4) self-synchronization will increase mission effectiveness (Alberts & Hayes, 2003).

NCW is essentially about information. The power of NCW depends on the collection, processing, and dissemination of actionable information. It relies on an extremely complex network of interoperable subnets and systems, working as they are expected to in order to meet its potential. Large networks are theoretically fairly robust; however, nodes that are both unique
and critical can be highly lucrative targets. In the case of NCW, a potential adversary might attempt to work against any or all of the three NCW grids (sensor, information, and engagement), the connectivity that binds them together, or the information technology that underpins them all (Kamradt & MacDonald, 1998, p. 24).

Reliance on networked information systems, although it provides certain advantages, does not come without potential vulnerabilities. An early report by Buchan (1999) warned that hostile forces may attempt to affect USAF information systems. Recent events support the assertion that hostile forces are motivated to degrade capabilities, disrupt the coordination and decision making enabled by networked systems and/or exploit the network resources for their advantage (e.g., Meserve, 2009; Shane & Drew, 2009). The USAF has initiated numerous efforts in response to such threats, including the development of doctrine specific to cyberspace operations (United States, 2008).

2.1 Defining the Cyber Domain

The definition of the cyber domain is currently receiving a great deal of attention and may continue to change as work in this area matures (e.g., Mesic, Hura, Libicki, Packard, & Scott, 2010). For the purpose of this report we cite the following definition of cyberspace: “a global domain within the information environment consisting of the interdependent network of information technology (IT) infrastructures, including the internet, telecommunications networks, computer systems, and embedded processors and controllers” (United States, 2008, p. 1).

It is important to note distinctions between cyber capabilities and cyber effects. Capabilities such as electronic warfare (EW) and psychological operations may create effects within the cyber domain (e.g., interruption of services) but they do not qualify as cyber capabilities (Vice Chairman of the Joint Chiefs of Staff, 2008). Examples of cyber capabilities include “computers, software tools, networks, cyber forces” (p. 1). “Cyberspace operations’ should encompass current computer network operations and activities to operate and defend the Global Information Grid” (p. 1).

The USAF recognizes the cyberspace domain as comprised of “many different network types with many different functions, levels of interconnectivity, technical complexity, and vulnerabilities” (United States, 2008, p. 6). The USAF also acknowledges the many challenges associated with reliance on other entities’ networks such as civilian owned and operated infrastructure (Air Force Space Command, 2009). Terrestrial, airborne, and space nodes are critical to the USAF.

The complexity of the cyberspace domain and the DoD’s reliance on civilian networks are not the only noteworthy concerns. Cases reported in public sources document that dangerous and more frequent cyber attacks on U.S. networks are occurring. For example, unknown software was discovered in the supervisory control and data acquisition (SCADA) system of a portion of the U.S. electric power grid (Merserve, 2009). In a news article discussing the increased cyber threat presence, Levine (2009) quoted Brig. Gen. John Davis of the U.S. Strategic Command who stated, ”We are finding ourselves in an ever-increasing, sophisticated environment where our networks at [the Department of Defense] are increasingly in a contested environment”. Davis also indicated that the U.S. military’s technology teams deal with a wide variety of incidents every day. Further, nation states have demonstrated a willingness to use or to tolerate cyber attacks on sovereign nations. For example, Russia, to its own benefit, recently either perpetrated or tolerated denial of service (DOS) attacks on Estonia and Georgia (O’Connor, 2009).

Documentation regarding the current cyber threat landscape leaves little doubt that this domain is an area deserving of attention. The USAF’s reliance on networked information systems requires that cyber threats be addressed to ensure that the benefits of NCW are maintained. According to Jabbour (2009),
“Cyberspace is viewed first and foremost as a foundational domain that enables US military superiority, and secondarily as another domain where the US can deliver effects” (pg. 11). The following section will summarize recent reports speaking to the USAF’s current readiness level relative to threats in this domain.

2.2 Mission Assurance

Adversaries attack U.S. government and military computer systems daily. In a 2008 study (2008, page v), the United States Air Force Scientific Advisory Board (USAFSAB) stated, “Most observed activity is categorized as an ‘information and network challenge’ with limited observed impact on mission activities.” However, the USAFSAB study members went on to conclude that during times of conflict it is likely that adversaries will shift their focus to disrupting mission operations, and that this level of warfare will include “zero-day exploits”, i.e., attacks launched during the initial and following days of conflict.

According to the USAFSAB, Level I cyber warfare includes “attacks in which we observe system administrators ‘warring’ with hackers, mischief makers, and miscreants whose objective is to shut down systems and networks” (USAFSAB, 2007, Vol. 1, p. 16). They describe Level II cyber warfare as “attacks in which a cyber attacker might deliver a package which makes a [Surface-to-Air Missile] SAM think it is a Maytag washer” (p. 16). They went on to state that “Level III attacks are the ones to be feared; they are covert, they are planned, they are orchestrated, and they can cause widespread havoc and disruption without the victims realizing their problems are cyber-related. So, if an attack is ‘commonly observed,’ it is most likely not Level III” (p. 16). Attacks categorized within this level of warfare has been generically referred to by the USAFSAB (2007) as “malicious manipulation.” The Final Report (Vol. 2) adds that the adversary will implement such manipulations within network mission applications, resulting in the allocation of mission resources to atypical activities with negative or non-optimal outcomes (USAFSAB, 2007, Vol. 2).

According to the USAFSAB, a major area in need of focus is mission assurance, which they describe as “measures required to accomplish essential objectives of missions in a contested cyber environment” (USAFSAB, 2008, p. vi). According to the USAFSAB’s findings, information assurance has garnered substantially more attention than has mission assurance. Along the same lines, they concluded that Airmen do not understand the full range of possible mission effects resulting from cyber attacks and that today’s technology does not meet the needs relative to mission assurance.

To achieve the goal of mission assurance, it is essential to fight through such malicious manipulations, but this is complicated by the fact that these attacks may or may not involve insertion of malicious code. Infiltration might lead to database manipulation and produce circumstances where the use of compromised databases would have severe and negative consequences for operations. In sum, the intent of Level III cyber warfare is to degrade a commander’s situational awareness (SA), and to undermine confidence in decision-making and command and control (C2) processes that foster realization of a commander’s intent. Paraphrasing the USAFSAB, the distortion of a commander’s SA via cyber manipulations can cause friendly forces to miss a fight altogether, at best leading to disruption of actions and at worst leading to defeat.

Figure 1 (adapted from the 2008 USAFSAB study Defending and Operating in a Contested Cyber Environment) depicts how the intensity and level of cyber warfare is expected to change as the nation shifts from periods of day-to-day operations through crises into armed conflict. The figure illustrates an expectation that that the intensity of cyber warfare will increase and the level of warfare will be elevated to include malicious manipulations (Level III-type attacks on mission capability).
It is likely that malicious manipulations introduced by trusted insiders – persons who have passed all of the peripheral security checks (background, physical, electronic), who have direct, trusted access to operational systems and networks, and who are acting against the interests of the country – will have the most devastating effects on a mission. Trusted insiders are in a position to alter databases, attack communications links, software or hardware, and all of this occurs with low risk of detection and attribution. Further, it is essential to maintain a current understanding of the Level III cyber warfare that will: (1) have a high negative impact on a commander’s confidence in the C2 and decision-making infrastructure, (2) be very difficult to detect, and (3) easily infiltrate the network. It is also critical to understand that the types of attacks initiated by trusted insiders may also be introduced by electronic infiltration as opposed to physical breaches of security measures or direct physical contact with a system. Developing an understanding of such threats is essential for the preparation of vigilant Airmen who are able to fight through attacks and achieve success in their missions.

Among the USAFSAB’s recommendations is a focus on enhancing mission assurance for mission essential functions (2008). Such functions include the C2 operations conducted in AOC (Weeks, 2009), air mobility operations (Levis, 2009), and Intelligence, Surveillance, and Reconnaissance (ISR) operations (Zacharias, 2009). The USAFSAB noted lack of existing tactics, techniques and procedures (TTPs) for ‘fighting through’ relative to these mission essential functions and a need for future efforts focused on the formulation of cyber defense TTPs (USAFSAB, 2008).

We judge both cyber operations, described as “current computer network operations and activities to operate and defend the Global Information Grid” (Vice Chairman of the Joint Chiefs of Staff, 2008, p. 1), and the mission assurance focus described by the USAFSAB to be important focus areas for the USAF. These unique areas imply a focus on different users. Cyberspace operations and defense of the GIG implies a focus on the enterprise-level network administrators and network security experts, whereas mission assurance for mission critical functions such as the AOC implies a focus on operators. Focus solely on one group alone is not sufficient to achieve the USAF’s operational goals and objectives. The
complementary knowledge, skills, and tasks of these different users are essential for an integrated response to cyber warfare.

2.3 Sociotechnical Systems Theory

In response to the threats and complexities of cyber warfare, we have adopted sociotechnical systems theory as the basis for this S & T plan. Sociotechnical systems theory maintains that “organizational objectives are not best met by the optimization of the technical system and the adaptation of a social system to it, but by the joint optimization of the technical and social aspects” (Cherns, 1976, p. 784). Pasmore (1988) provided the following detailed characterization of this approach:

> The sociotechnical systems perspective considers every organization to be made up of people (the social system) using tools, techniques and knowledge (the technical system) to produce goods or services valued by customers (who are part of the organization’s external environment). How well the social and technical systems are designed with respect to one another and with respect to the demands of the external environment determines to a large extent how effective the organization will be. (p. 1)

Pasmore (1988) also characterizes an organization’s environment as extremely complex and continuously changing. Such may be said of the environment in which the USAF is currently operating, especially given the emergence of cyber threats. Already, the USAF has implemented changes in the social and technical systems in response to these environmental changes. Core cyberspace operations have been organized under the AFSPC major command, 24th Air Force (AF) subordinate element. The cyber force has been reorganized and changes have been made in enlisted and officer job specialties. Fifteen previous enlisted communications specialties have been reorganized under a cyber support specialty with several sub specialties. Also, a new enlisted specialty was created. The 33S officer communications specialty has been redefined as Cyber Operator and a new officer specialty has been created. Initial-skills and advance training in Air Education and Training Command (AETC) have been changed to support this restructuring of job specialties. Definition of knowledge, skills, and experiences required by a variety of Air Force Specialty Codes (AFSC) has also been a focus of recent work (e.g., Aptima, Inc., 2008, 2009, 2010). Finally, the development of the Combat Information Transport System (CITS) represents a change to the technical system (Air Force Communications Agency, 2007a, 2007b).

These examples illustrate that the USAF is currently modifying both its social and technical elements in response to perceived environmental changes. According to sociotechnical systems theory, neither type of effort alone will be successful in adequately addressing the effects of cyber attacks as both system elements are tightly coupled in operational settings. Rather, efforts guided by sociotechnical systems theory, which acknowledges that changes one makes to either system element (social or technical) will affect the other, is best suited in this instance.

A focus on both AF technology and people is in line with recommendations made by the USAFSAB (2007b).

> It is tempting to think of cyber warfare as primarily a technological conflict; however, for almost all operations that use computers, people are an integral part of the process. Thus, the security of an operation and the resistance to cyber attack depends not only on the inherent technical sophistication of the computer systems, but also on the knowledge and awareness about security issues of people using the systems. (p. 36 – 37)

“Sociotechnical theory is as concerned for the experience of humans within systems as it is with the system’s ultimate performance” (p. 487, Walker, Stanton, Salmon, & Jenkins, 2008). Based on the complex nature of the cyber domain and the dynamic nature of the environment in which USAF Airmen...
are operating, the most effective approach is joint optimization of technology and Airman performance with the goal of creating “cohesive, expert, flexible teams that relate well to a wider system” (Walker et al., 2008, p. 495). Effective cyber defense efforts should leverage distributed expertise and rely on integrated teamwork for a unified response. The capabilities, limitations, and needs of individuals, teams, and teams of teams demand consideration alongside the technologies they utilize to complete their missions during cyber exploitation, malicious manipulation, and attack against ground, air, and space networks.

2.4 Human Factors

The methods and techniques from the field of human factors are congruent with sociotechnical theory (Carayon, 2006). Human factors is concerned with the interaction between humans and the tools they utilize to complete their work. This field aims to best match the work tools and processes to the humans based on their needs, capabilities, and limitations (Sanders & McCormick, 1993). Human factors practitioners aim to maximize the effectiveness and efficiency of the human’s work and improve the experience of humans through the use of system design, environmental design, training, process design and personnel selection (Proctor & Van Zandt, 1994). The application of methods and processes from the field of human factors has shown to be successful within the military domain. The Tactical Decision Making Under Stress (TADMUS) Program provides an example of such success (see Cannon-Bowers & Salas, 1998; Collyer & Malecki, 1998).

The optimization of human and technological elements in response to cyber threats will require consideration of possible system failures. The USAFSAB (2008) characterized the relevant tasks for Airmen to successfully fight through to include detect, assess/attribute, protect, respond, and recover/reconstitute from system faults resulting from cyber attacks. Topic areas discussed within the human factors literature have focused on the identification of skills, processes, and training to enable individuals to deal effectively with automation system failures. These topics are relevant to the needs of Airmen operating in the current cyber threat environment. Accordingly, the following sections summarize some relevant topics from the field of human factors.

2.4.1 Fault detection

The field of human factors engineering has provided a documented history of the study of detection tasks. Work in this area has resulted in methodologies for evaluating the effectiveness of various detection tools and methodologies. Performance in target detection or decision-making tasks is often assessed by examining percentages of correct decisions. However, interpretation of these correct detections is not straightforward as there are two possible ways to arrive at a correct detection. In the first case, the individual is actually skilled at target identification, applying knowledge to correctly identify the target. In the second case, the correct identification is accidental, possibly because the person defaults to identifying most cases as a target. Signal detection theory (Swets, Tanner, & Birdcall, 1961) defines a model of perceptual processing that provides an estimate of detection capability independent of the operator’s willingness to make target responses (See, Macmillan & Creelman, 1991; Parasuraman, Masalonis, & Hancock, 2000).

The application of signal detection theories will be useful in determining whether an instructional program, manual process, or automated tool increases the proportion of correctly detected cyber attack signatures and/or minimizes the proportion of missed attack signatures. Additionally, signal detection theories may facilitate assessment of detection rates for cyber attack signatures among the noise of routine system malfunctions. Signal detection theories may have direct explanatory power in cyber attack detection instruction.
2.4.2 Fault diagnosis

Fault diagnosis is another topic area from the human factors literature which can inform the preparation of Airmen to effectively counter cyber attacks. A major focus of such efforts has been on fault diagnosis training (Duncan, 1987; see also Reason, 1990). Prior work has focused on the determination of heuristics commonly employed by those experienced in fault diagnosis (e.g., Duncan, 1987) as well as the design and evaluation of diagnostic strategies (e.g., Ham & Yoon, 2007; Dammon & Lane, 1993).

The USAFSAB’s anticipation of increased cyber attack intensity and the inclusion of “zero-day exploits” (2007a) leads us to conclude that diagnosis of multiple simultaneous system faults (Patrick et al., 1999; Reising, 1993) and novel faults (Duncan, 1987; Yoon & Hammer, 1988) are relevant in a cyber warfare context. Troubleshooting skills relevant to technological system failures have been identified within the literature (Morris & Rouse, 1985) and training protocols for structured troubleshooting have been shown to be effective in some cases (e.g., Schaafstal, Schraagen, & van Berlo, 2000). However, it is important to note that limitations do exist. As discussed by Duncan (1987) and Reason (1990), anticipation of possible but never before seen system faults is difficult. Although fault diagnosis training may be effective to some extent, it will not guarantee successful diagnosis, especially when dealing with novel faults (Duncan, 1987).

2.4.3 Trust in networked systems

The threat of cyber warfare has renewed interest in another human factors topic—trust (e.g., Miller, 2009; USAFSAB, 2007a, 2007b, 2008). According to the USAFSAB, operational systems may be “operational but degraded” (2007a, p. 22). Successful cyber attacks are expected to affect the reliability of networked systems and therefore are expected to affect the trust that individuals place in those systems. It is widely maintained that one’s trust in an automated system affects reliance on that system (e.g., Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003; Lee & Moray, 1994; Lee & See, 2004; Merritt & Ilgen, 2008; Parasuraman & Riley, 1997). Empirical findings indicate that system failures negatively impact trust, reliance, and task performance (Rovira, McGarry, & Parasuraman, 2007).

Performance decrements attributable to decision aid failures may be mitigated through the use of meta-information regarding aid performance (Seong & Bisantz, 2008). Explicit feedback regarding system errors and system reliability has been found to affect both trust (Dzindolet et al., 2003; de Vries, Midden, & Bouwhuis, 2003) and reliance (McGuirl & Sarter, 2006). Training has been shown to be effective for calibrating trust. For example, Masalonis (2003) demonstrated that cueing individuals to situations in which automation reliability will vary is effective for achieving appropriate trust calibration. Future work will likely assess the applicability of the findings from this literature in operationally relevant contexts and in instances of networked information system failures resulting from malicious intent.

2.4.4 Human factors: Summary

These human factors topics represent a small sample of those with potential to inform future efforts in the cyber domain. These topics are relevant to the joint optimization of human performance and technology and were selected because of their relevance to system failures. Airmen who are equipped with intrusion detection systems (IDS) are able to fuse information from multiple sources to conduct analysis of the threat landscape. Alternatively, in some cases, Airmen are not equipped with IDSs, nor are they trained on the indicators of attacks. Any such gaps in technology and/or skills are troubling given the USAFSAB’s characterization of the functions required for mission assurance.

Fortunately, recent efforts relevant to these areas have shown promising results. A series of efforts have been conducted to evaluate instructional materials designed to help individuals avoid phishing
attacks (Kumaraguru & Sheng, 2008; Sheng, Holbrook, Kumaraguru, Cranor, & Downs, 2010; Sheng, et al., 2007) and, more recently, spear phishing attacks. In one study, the data indicate a 40% reduction in the tendency to provide information to phishing websites (Sheng et al., 2010). We anticipate a substantial increase in efforts focused on technological and instructional considerations relevant to detection, assessment, response, and recovery from attacks in the cyber domain.

2.5 Overview of S & T Plan

As an S & T effort of Air Force Research Laboratory (AFRL), this plan is not intended to directly support operations or the development of operational tools. Rather, successful implementation of this S & T plan should impact USAF instructional capabilities and training, ultimately benefitting the operational community by producing Airmen who are aware of the likelihood and attributes of cyber attacks, who can use various tools to detect the presence of and effects of cyber attacks, and who are prepared to fight through these attacks to achieve mission assurance. Airmen who are prepared will have developed robust operational methods to continue to fight during and after cyber attacks, and be able to use indicators of network/data-source/communications health to identify and ward off cyber attack.

2.5.1 Focus on instruction

The motivations to focus on instructional capabilities are many. Richard White (67th Network Warfare Wing [NWW]) described a need for instruction to enable interactive, realistic training (Hershey, 2008):

Network Warfare and Operations Distributed Training: The AF requires the ability to perform on-line and distributed network warfare and network operations training across the AF’s networks. In order to provide a more effective and realistic training environment, the AF requires the implementation of a distributed network training environment. This will allow multiple units conducting network warfare (NETD [Network Defense], NETA [Network Attack], NET C2) and network maintenance and sustainment operations (INOSC [Integrated Network Operations and Security Center], APCs [Area Processing Center], ESUs [Enterprise Service Unit], NCCs [Network Control Center], etc.) to train together on-line. This distributed training implements the ‘train as you fight’ concept. Network operations are not done independently, requiring the synchronized and simultaneous actions by multiple operators (p. 1).

Another important motivation stems from the cyber work force development needs documented by United States Strategic Command (USSTRATCOM) (Trefz, 2008). Some of the needs noted include tools to reduce training time, instructional capabilities beyond traditional lectures, and tools for training at both the individual and group level.

Similarly, the findings of the USAFSAB studies (2007a, 2007b, 2008), which summarize operational, technical, and academic viewpoints, also suggest a focus on instruction. The USAFSAB findings were clear: USAF Airmen should be trained to recognize cyber threats, to develop and initiate effective counter-measures, and to fight through – that is to assure mission success in a non-permissive, contested, cyber environment. As discussed in Section 2.2, the behaviors of recognizing, responding to, and fighting through are important aspects of mission assurance. As US forces become more integrated and net-centric, mission assurance capabilities need to improve to minimize the probability that cyber attacks will significantly damage USAF war-fighting capability. The USAFSAB made numerous recommendations, including development of war games, training, exercises, and experiments in contested cyber environments. Further, some of the actions recommended by the USAFSAB place a heavy emphasis on instruction and training research – aimed at increasing the cyber situation awareness of all Airmen and women — not simply the cyber experts.
The National Academy of Engineering (NAE) (2008) acknowledges securing cyberspace as one of the 14 grand challenges for the field of engineering, pointing out that information networks are an integral part of nearly every aspect of modern life, including military capabilities. The NAE recognizes both the technical and human aspects that must be addressed to achieve a solution. Additionally, they have focused their attention on the enhancement of virtual reality because of its potential for training in a variety of domains. Personalized learning is also among the challenges acknowledged by the NAE. Such an approach to instruction is focused specifically on individual needs.

A final important motivation to be acknowledged is the prevalent use of virtual environments for training throughout the USAF. It is important to note, however, that merely providing opportunities for practice is not sufficient to ensure that learning will take place (e.g., Milham, Carroll, Stanney, & Becker, 2009). Accordingly, the S & T plan outlined in this document exploits instructional science, methods and approaches from the field of human factors engineering, and state-of-the art modeling and simulation technologies to simultaneously evolve human skills and technological capabilities for appropriate response to cyber attacks through the design of advanced instructional systems.

2.5.2 Scope of the instructional S & T plan

This instructional S & T plan outlines efforts with potential to impact Airmen in a variety of ways, including increasing awareness of safe computing practices, increasing awareness and detection of cyber threats and attacks, and enabling Airmen to fight through attacks to achieve mission assurance. This instructional S & T plan will address mission essential functions such as C2 operations (AOC), ISR operations, air mobility operations, and cyberspace operations (i.e., “defending the GIG”). These efforts will focus on promoting integrated teamwork by Airmen whose operational activities rely on a variety of networked systems.

Cyber-relevant S & T efforts must recognize Airmen as distributed sources of expertise with ready access to important information needed to guard against, recognize, and fight through cyber attacks. Given the reliance on technology, and the reciprocal relationship between instruction and technology, the development of virtual environments to support learning in the cyber domain will require careful implementation of instructional design processes, focusing on both the operational and learning challenges facing Airmen as they are confronted by cyber threats.

Achieving the objective of well-trained Airmen who are able to effectively fight through cyber attacks will not come simply. The technology, processes, training, and instructional systems are evolving concurrently. Due to the lack of cyber-relevant TTPs for some mission critical functions (as noted by the USAFSAB, 2008), S & T efforts are needed to inform TTP development. From a joint perspective, disparate systems and configurations utilized by the different military departments ensure that there is no one solution for mission assurance. Because the departments are responsible for and have authority to conduct their business differently, proposed processes, products, and training will not apply uniformly across the board, but will need to be adapted appropriately to address the needs of each department.

The following sections will detail the instructional focus and scope of this plan. Section 3 will discuss the essential steps in instructional design, with emphasis on the establishment of learning objectives and their importance throughout the design process. Section 4 will discuss important considerations for implementation of instruction in a virtual environment, including the required fidelity of the environment, the supplemental technologies needed to support learning, and research-based design concepts. Finally, Section 5 will describe a number of recommended efforts, each of which will contribute to the science of virtual learning environments, and help achieve the goal of producing
Airmen who have the knowledge and skills to detect, assess/attribute, protect, respond, and recover/reconstitute from cyber warfare (see USAFSAB, 2008).

3 Considerations for the Design of Instruction

In the design of advanced instructional systems to address threats in the cyber domain, one must adopt a learner-centered design (LCD) approach, focusing on the individuals as learners. Learners are essentially novices who will require support as they learn to perform new tasks. Instruction must be designed to assist the learners as they perform unfamiliar tasks and also help them learn the underlying knowledge and skills associated with the tasks. The learner has unique needs (Soloway, Guzdial, & Hay, 1994), requiring support to engage in the new processes, to make sense of the new content, and to articulate their developing understanding. Although the LCD process must address issues of usability, it must primarily focus on the conceptual gulf between the novice and the expert (Quintana, Krajcik, & Soloway, 2001, 2003). An analysis of the operational tasks and an understanding of the learner’s current knowledge state/skill level will result in specification of learning objectives and the support that the learner will need to achieve the objectives. Good learner-centered systems provide needed guidance and support so that the learner can engage in the new, unfamiliar task while gaining expertise.

Instructional systems design (ISD) models lay out a process for designing instruction. The field of instructional design is rooted in cognitive and behaviorist theories of learning. ISD processes can maximize the effectiveness of an instructional system by determining the learning needs, establishing instructional objectives, and designing the instructional intervention to address the objectives. ISD processes also include an evaluation component that is tightly linked to the learning objectives. There are many ISD models, but most follow the form of the Analysis Design Development, Implementation Evaluation model (ADDIE) (Molenda, 2003), having the following steps:

1. Analysis: Establish instructional goals and objectives. Identify important characteristics of the learner’s existing knowledge and skills.
2. Design: Select instructional strategies and create prototype.
3. Development: Create the instructional content.
4. Implementation: Subject learners to the instructional system.
5. Evaluation: Evaluate the efficacy of the instructional system.

Milham et al., (2009) outline a process for the design of instructional systems that addresses the components of the ADDIE model.

- Analyze the operational context to understand the tasks. (Analysis)
- Define learning goals in terms of how tasks are performed in the operational environment. (Analysis)
- Decompose learning goals from a human knowledge standpoint into knowledge and skills required for successful performance (ultimately defining performance measurement metrics). (Analysis and Evaluation)
- Develop scenarios and manipulation variables to manage the training experience. (Design and Development)

Cohn, Schmorrow, Lyons, Templeman, and Muller (2003) outline a process that begins with the identification of learning objectives, but is heavily focused on evaluation. The six components of their design process are:
- Task analysis: Focusing on behavioral aspects of a task performed in an operational setting. Identifying learning objectives and scenario elements that will support them.
- Human computer interface evaluation: Identifying requirements for sensory modalities in the environment.
- System usability: Iteratively evaluating the usability of the environment.
- Virtual Environment (VE) user considerations: Evaluating side effects and after effects of the virtual environment.
- Team performance: Documenting how well the environment supports team performance.
- Training transfer: Documenting the degree to which skills transfer from the environment to the operational environment.

As most instructional design processes address the components of the ADDIE model, the following sections will summarize the research and literature that is relevant to each ADDIE component.

### 3.1 Analysis: Specification of Learning Objectives

The most important part of any ISD process is the analysis step, in which the objectives are defined. The objectives essentially specify what the learner should be able to do upon the completion of the instruction. These objectives lead directly to the development of performance measures which can be used to provide feedback during or after the instruction.

Learning objectives serve as the backbone of any instructional system. They are used to drive scenario development, instructional interventions and performance assessment. The success of the event-based approach to training (Fowlkes, Dwyer, Oser & Salas, 1998) stems from its capability to provide practice opportunities on targeted objectives. Without a good understanding of the operational requirements, the instructional system could lack vital information that is necessary for task execution.

Two distinct types of requirements analyses can be used to produce the objectives and the corresponding performance metrics (Milham et al., 2009). Operational requirements analysis (ORA) focuses on the identification of objectives that are both appropriate for the context of the domain and the expertise of the learners. ORA is concerned primarily with the constraints of the domain, i.e., the target operational environment and mission context. The output of ORA is then fed forward to human performance requirements analysis (HPRA), which essentially translates the learning objectives into performance metrics. HPRA integrates an understanding of human performance and learning to measure the achievement of the learning objectives. HPRA will be discussed in more detail in Section 3.4.2

#### 3.1.1 Operational requirements analysis

Operational requirements are the building blocks of system requirements. They essentially specify the requirements to ensure that the system operates in a manner consistent with user needs and expectations (Fairley & Thayer, as cited in Milham et al., 2009). Central to ORA is a task analysis to identify the information processing requirements of the targeted tasks (e.g., the inputs the learner must receive and the outputs the learner must convey). As part of at task analysis, tasks are decomposed into subtasks, team member roles are specified, important tools are identified, and information flow is mapped out.

A fundamental outcome of ORA is a system whose fidelity requirements are based on learning objectives. They system replicates only the aspects of the operational environment which are essential
for the performance of tasks related to the instructional goals. This not only ensures an effective learning environment, but also a cost-effective one.

In military domains, learning goals can often be derived from information in training and readiness manuals. The manuals spell out the tasks that will be targeted (individual and team), and the desired level of performance. Military doctrine publications and Career Field Education and Training Plans (CFETPs) are other sources of information from which to derive learning goals. Documents such as the CFETPs identify the knowledge and skills and level of mastery required for each AFSC.

### 3.1.2 Competency-based training

In 2002, the DoD began an initiative to transform training based on the following vision (OUSD P&R, 2002):

> Provide dynamic, capabilities-based training for the Department of Defense in support of national security requirements across the full spectrum of service, joint, interagency, intergovernmental and multinational operations.

The key phrase in this vision statement is “capabilities-based” which implies a focus on mission performance and accountability, shifting the emphasis for training from platform operation to a higher-level capability, e.g., air superiority. Specification of learning objectives is essential for accomplishing this goal. The learning objectives must be derived from operational tasks, encompassing knowledge, skills, and abilities, and differentiations between exemplary and successful performers (Dubois & Rothwell, 2004). The objectives define a rich competency model against which performance can be assessed at many levels, provided corresponding performance metrics are developed to document obtainment of objectives.

The US Air Force has taken the DoD vision seriously and has implemented an important step towards true competency-based training. The Air Combat Command (ACC) defines competency-based training as “the ability to compare individual aircrew performance to a defined proficiency level, maintain acceptable levels of performance and target areas requiring improvement (Colegrove, 2004).”

The Mission Essential Competency (MEC) process (Alliger, Beard, Bennett, Colegrove, & Garrity, 2007; Colegrove & Alliger, 2002), which defines consistent performance measurement criteria across a single weapon system, creates a tight link between competency levels and learning objectives (Colegrove & Bennett, 2006). MECs are defined as “higher-order individual, team, and inter-team competencies that a fully prepared pilot, crew, flight, operator, or team requires for successful mission completion under adverse conditions and in a non-permissive environment” (Colegrove & Alliger, 2002). The MEC process has been described as a competency model that is determined through the use of job analytic techniques (Alliger, Beard, Bennett, Colegrove, & Garrity, 2007). The outcome of the MEC process has been utilized to develop simulation-based measures of performance (Schreiber, Watz, Bennett, & Portrey, 2003; Portrey, Keck, & Schreiber, 2006). MECs have also been utilized to identify training gaps and form the basis of assessments for determining the capabilities of a system for training (Prost, Schreiber, & Bennett, 2008; Prost, Schreiber, & Bennett, 2007; Prost, Schreiber, Bennett, & Kleinlein, 2008). It is important to note that the MEC process does not produce learning objectives per se, but rather has the potential to inform their development based on the definition of desired competencies. (A discussion of the existing cyber-related learning objectives for the AOC can be found in Appendix C. This discussion also includes an analysis of the AOC MECs.)
3.2 Design: Drawing from Instructional Theory

The design of instruction to address the learning objectives depends on a number of factors including nature of the domain, structure of the knowledge and skills to be learned, environment in which the knowledge must be applied and skills performed, etc. Instructional theories can inform decisions about difficulty of scenarios, form and timing of feedback, nature of hints and cues, the spacing of practice opportunities, and manipulations of the environment to enhance learning (Cannon-Bowers & Bowers, 2009). The following sections summarize a number of popular instructional theories and their implications for the design of instruction. Although some of the theories do not seem directly applicable to the cyber domain, each theory has important characteristics which can be implemented in some form.

3.2.1 Behaviorist learning theory

B. F. Skinner (1958) viewed learning as a “programming” process whereby a person’s externally visible behavior could be shaped through a conditioning system of rewards and punishments. This behaviorist school of thought led to the development of a class of “teaching machines” often referred to as computer-based training (CBT) or computer-aided instruction (CAI). Immediate feedback is perhaps the most prominent feature of such learning environments. Learner’s responses are compared to pre-programmed answers and appropriate positive or negative feedback is given. In addition, a pre-programmed rubric is used to determine whether the learner has successfully learned enough (i.e., gotten enough correct responses) to proceed to the next task. There is no mechanism to evaluate the learner’s underlying knowledge or needs beyond this shallow level (Beck, Stern, & Haugsjaa, 1996).

The immediate feedback model employed in behaviorist learning has proven to be an effective instructional strategy in many domains (Anderson, Corbett, Koedinger & Pelletier, 1995; Anderson, Boyle, Farrell & Reiser, 1984). The behaviorist approach is most useful in cases where the tasks are narrowly defined and have clear answers. Because recognizing, responding to, and fighting through cyber threats certainly requires much higher-level thinking and problem-solving skills, the behaviorist theory is not particularly relevant, and the immediate feedback strategy may be challenging to implement.

3.2.2 Information processing or cognitive learning theory

In contrast to the behaviorist theory, which considers only observable behavior, the information processing or cognitive theory considers models of cognition which are based on the idea that “certain aspects of human cognition involve knowledge that is represented symbolically” (Anderson, 1983). Rules can then be applied to the representations to manipulate the knowledge, generate new knowledge, or make inferences. Human cognition can then be represented symbolically. Programs using these representations and rules can then be written as models that simulate human problem-solving behavior. The emerging field of cognitive informatics (Wang, 2007; Yao, 2004) addresses the underlying structure of knowledge and its impacts on information processing in both humans and computers.

An intelligent tutoring system (ITS) makes use of machine information processing in order to affect human information processing (i.e., learning). The defining feature of an ITS is that it carefully oversees a learner’s work to provide needed guidance, i.e., individualized feedback is given. ITSs incorporate a rule-based expert model of the target skill which is used to monitor and guide novice learners as they engage in the new activity. The intent of an ITS is to model the actions and interventions of a human tutor which is the most effective means of instruction (Bloom, 1984). The ITS uses information about the task and the current state of the learner’s knowledge of that task to make instructional interventions
The pedagogical nature of these instructional interventions is usually quite limited in nature. The model-tracing approach of many ITSs forces the learner to proceed in steps of a specified grain size (corresponding to the underlying rules) which constrains the progression of the learner’s actions. If the learner makes a recognizable error (which has been pre-programmed as a buggy rule in the system, i.e., a rule reflecting the incorrect process leading to the error state), an error message is presented to explain why the action is in error. If the learner asks for help, a message is presented to guide the student toward the correct solution path. These error and help messages are not general, but instead are very context specific as they are generated based on a matching of the learner’s solution with the underlying model of expert solution (Anderson et al., 1995).

The information processing or cognitive approach is useful in cases where the representation of the domain knowledge has a significant rule component. That is, the domain must not be primarily declarative knowledge with limited inferential reasoning (Anderson et al., 1995). This may seem constraining, but over the years there have been a wide variety of ITSs developed in a number of domains including geometry, medical diagnoses, mammography interpretation, physics problem solving, computer programming and algebra proofs. In the case of recognizing, responding to and fighting through cyber threats, the domain is probably not yet understood well enough to represent the desired knowledge as rules. However, the information processing or cognitive approach could be quite useful for representing the threat activity to which Airmen must respond. The model of providing guidance to the learner is also certainly applicable to in the cyber domain.

3.2.3 Social constructivist learning theory

The social constructivist theory encompasses important theories about how people learn. First, the social aspect of the theory asserts that “knowledge is... in part a product of the activity, context, and culture in which it is developed and used” (Brown, Collins, & Duguid, 1989). This contextualized view of knowledge implies that learners must participate in social context that reflects the culture of the practice. Second, the constructivist aspect of the theory asserts that learners must be actively engaged to make cognitive connections between their existing knowledge and the knowledge they are learning (Papert, 1993; Piaget, 1954).

Because constructivism is a “theory of knowing” and not a “theory of teaching,” there is no one specific constructivist approach (Bransford, Brown, & Cocking, 2000). As a result, the products of the social constructivist approach are complex learning environments rather than specific types of instructional systems. Learning environments can include multiple components that work together to support the learner as they mindfully engage in and learn a new practice. Wilson (1996) defines such a learning environment as: “a place where learners may work together and support each other as they use a variety of tools and information resources in their guided pursuit of learning goals and problem-solving activities.”

Designers of learning environments are guided by a set of seven important pedagogical goals (Honebein, 1996). (1) Learners must be given some autonomy in the learning process so that they are actively engaged in the knowledge construction process. (2) Learners must experience multiple ways to think about and solve problems to enrich their understanding. (3) The learning must be situated in a realistic and relevant context to increase the likelihood of transfer from the learning context to actual practice. (4) The learner must be given some ownership in the knowledge construction process so that the role of the instructor becomes supportive rather than primary. (5) Collaboration must be encouraged so that the social interactions and roles of the practice can be realized. (6) Multiple modes of representation must be employed to demonstrate different perspectives and enrich the learner’s knowledge. (7)
Metacognitive processes must be encouraged so that the learner can inspect and reflect upon his/her own thinking.

Depending on the context of the learning objectives, these goals may be instantiated in a variety of ways, leading to learning environments which look very different on the surface. A learning environment may be comprised of multiple components (e.g., teacher, curriculum, and ITS) which work together to support and guide the learner. Although it is possible to construct a learning environment that does not incorporate technology, it is more practical to include technology so that the driving goal of personally adaptive instruction can be more readily realized.

The social constructivist approach allows one to tackle more complex domains than either the behaviorist or information processing approaches, making it the most applicable learning theory for application in the cyber domain. Considering the potentially great gap between the novice learner and the desired performance, significant structure and support will be needed for the novice learner to effectively engage in the new practices.

3.2.4 Guidance, feedback, and scaffolding

Regardless of the instructional theory applied, learners are often presented with novel tasks that are beyond their abilities. Research has shown that learning can suffer when pure discovery or trial and error is the primary means of skill acquisition (Lane & Johnson, 2009). Pure practice without any instructional components is unlikely to be effective or efficient. Guidance is critical for success, as it increases the chances that learners will be successful. The intent is that with support they will learn to do them. This basic strategy is theoretically based upon Vygotsky’s (1978) zone of proximal development (ZPD) concept. ZPD is defined as the zone of activity in which a person can produce with assistance what they cannot produce alone. Wood, Bruner, and Ross (1976) first introduced the idea of scaffolding as a process to take advantage of the ZPD. They define scaffolding as a process where assistance is provided to enable learners to successfully perform tasks that would be otherwise be too difficult. Pea (2004) points out that a fundamental aspect of the scaffolding process as an instructional strategy is fading. If the supports provided to the learner do not fade over time, the learner may become reliant on them and never achieve autonomous performance which is the goal in an instructional setting. Situations in which supports remain in place and continue to assist performance must be considered to be distributed intelligence (scaffolds-for-performance), not independent performance (scaffolds-with-fading) (Pea, 2004). Effective human tutors achieve a delicate balance of learner participation and guidance, allowing the learner to do as much of the work as possible, providing just enough feedback to minimize frustration (Lane & Johnson, 2009).

Although various researchers have proposed guidelines and strategies for implementing scaffolding, there exists no agreed-upon theory of pedagogical support nor mechanisms to describe successful scaffolding approaches (Quintana et al., 2004). Guzdial (1994) first proposed three ways to scaffold and provide needed structure for difficult tasks: communicating process to learners, coaching learners with hints, and prompting for articulation and reflection. Pea (2004) recently proposed three additional scaffolding strategies: constraining tasks to reduce the degrees of freedom and increase chances for successful performance, focusing learner attention by highlighting relevant task features, and modeling advanced solutions. Although these guidelines for designing scaffolds are all theoretically grounded, there are no clear suggestions for how to implement them in the design of a learning environment.

In an attempt to guide actual design, Quintana et al. (2004) have proposed a scaffolding design framework that builds on current proposals of general scaffolding principles (Linn, Davis, & Eylon, 2004; CILT, 2004). This framework is theoretically grounded in: (a) cognitive apprenticeship (Collins, Brown, & Newman, 1989) which specifies how performance of complex tasks can be distributed with others
providing assistance, (b) cognitive models of learning by doing (Anderson, 1983; VanLehn, 1989) which specify expertise and learner difficulties, and (c) social constructivism (discussed previously). Quintana’s (2004) framework organizes scaffolding guidelines around three central components of scientific inquiry: sensemaking, process management, and articulation and reflection. The guidelines spell out the kinds of support learners need to perform each of those inquiry activities. Explicit scaffolding strategies are then provided for each guideline which provides concrete ways these guidelines could be realized in design.

There are still no specific prescriptions for how to implement scaffolding. Specific design decisions must be based on context and an analysis of the learner’s obstacles. The guidelines and strategies provided by research can guide these decisions. Scaffolding can be incorporated in any kind of instructional system. The strategies available for use however, are limited by the theory of learning which drives the instructional design, e.g., a richer array of scaffolding strategies are available for use in a constructivist learning environment than in an intelligent tutoring system.

3.2.5 Instruction in ill-defined domains

Instructional theories and instructional design models have typically been applied in well-defined domains (i.e., those in which there exists a systematic way to determine when a proposed solution is acceptable (Minsky, 1995)). Ill-defined domains on the other hand, lack such procedures and their tasks have the following key characteristics: They lack definitive solutions, the solutions are heavily dependent upon conception and formulation of the problem, and solutions require retrieval of relevant concepts and mapping them to the task at hand (Ashley, Chi, Pinkus, & Moore, 2004).

Recognizing and fighting through threats in a contested cyber environment certainly qualifies as an ill-defined domain, thus making it a challenge to develop instruction. The space of possible actions in the cyber domain is large and it may not always be possible to classify actions as correct or incorrect. Correct actions are highly dependent on contextual factors that vary greatly from situation to situation. The behaviors of actual cyber threats are constantly changing and not completely understood. Consequently, effective strategies to handle the threats are constantly evolving in response to the changing threats and are certainly not well formalized or documented.

How to train in ill-defined domains is a topic of interest in the intelligent tutoring research community. They have identified effective strategies employed by human tutors in ill-defined domains (Lynch, Ashley, Aleven, & Pinkwart, 2006):

- **Studying cases** (e.g., law, business, and architecture) can often highlight the constraints and nuances of the domain better than an abstract model. Case studies provide analogies on which to base work. Implementation of the case study strategy requires a great deal of interpretation which is done using Socratic dialogue between the student and instructor.

- **Weak theory scaffolding** provides a loose theoretical framework to structure the domain, and the restrictions of the theory are eventually faded out. This strategy makes the ill-defined domain more tractable.

- **Expert review strategies** elicit subjective judgments of and feedback performance rather than evaluating performance against formal theory.

- **Peer review strategies** draw on the unique perspectives of less expert peers, e.g., a brown-bag research talk or a critique of an artistic piece.
Current research in intelligent tutoring is focused on ways to implement these subjective strategies in computational learning environments, i.e., environments in which all guidance and feedback are provided by the computer rather than a human instructor.

### 3.3 Development and Implementation: Scenario Development

Once learning objectives have been established, they become the foundation for the development of training scenarios or exercises (Cannon-Bowers & Bowers, 2009). Various events or triggers can be embedded into the scenario to elicit particular behaviors related to the underlying learning objectives. Stringing a series of events or triggers together into a coherent scenario or story provides a realistic context and motivation for the targeted performance. Scenario-based training evolved from problem-based learning strategies which engage learners in authentic problems and scenarios in order to facilitate the transfer of skills to real-world contexts. Context-rich situations are used to trigger specific behaviors, thus addressing specific learning objectives (Shadrick & Lussier, 2009). The primary goal is to create scenarios that allow for practice of the learning objectives and enable measurement and diagnosis of performance (Milham et al., 2009). Scenarios can be developed to target different objectives over a range of difficulty levels.

Effective scenarios not only have to reflect the learning objectives revealed in the task analysis, but they must also remain current, taking advantage of lessons learned in operational settings. This requires a rapid knowledge elicitation processes to capture the expert knowledge of those in the operational environment. Shadrick and Lussier (2009) suggest the following methods for gathering that important operational knowledge:

- **Interviews with experts (semi-structured).** This method has limitations based on its retrospective nature.
- **Think aloud protocols during task execution.** Experts verbalize the knowledge and processes they are using to accomplish the task. This method is based on introspection which can interfere with task execution, especially if the task has a significant cognitive component.
- **FLEX: Flexible Method of Cognitive Task Analysis.** An interview-based problem-solving approach that allows capture of existing knowledge and facilitates creation of new knowledge and concepts.

Virtual environments have great potential to provide a rich, authentic practice environment that is closely matched to the operational environment along dimensions related to the learning objectives (Lane & Johnson, 2009). The virtual environment becomes a virtual learning environment once provisions are made to provide learners with guidance and feedback on their performance. This can be done manually by an instructor or such functions can be implemented with technology to operate seamlessly within the environment. For example, scenario selection and manipulation can be automatically driven by the learner’s performance. Such supporting technologies will be discussed in more detail in Section 4.2.

### 3.4 Evaluation: Multiple Perspectives

The final phase of any instructional design cycle involves evaluation (although various forms of evaluation can be implemented throughout the cycle as part of an iterative design process). To assess efficacy of an instructional system, two very different types of evaluations are needed to capture both the usability of the system and its ability to support the learner (Salomon, Perkins, & Globerson, 1991).
3.4.1 Types of evaluation

An “effects of” or “summative” evaluation provides global and summary information about the instructional utility of the system as a whole. Such evaluations focus on changes in learners’ understanding after they have used the system. Traditional methods for doing “effects of” evaluations include pre and post testing, and controlled studies where comparisons are made between learning with and without the system, or with different instantiations of the system. Such evaluation methods allow one to make general conclusions about the effectiveness of the instructional system.

An “effects with” or “formative” evaluation provides local information about how learners interact with various features of the system. Such evaluations provide much richer information than “effects of” evaluations and therefore help create a more detailed profile of system use. There are a variety of techniques used to gather this type of “effects of” information but most have an observational aspect. Developers may ask learners to think aloud as they interact with the system or view video of learners in an attempt to understand the conditions leading to impasses and how any provided assistance was used by the learner. Evaluation methods can also focus more directly on specific supports provided by the system to assess their usability and utility to the learner.

Kirkpatrick’s model of training evaluation (Kirkpatrick 1976; Kirkpatrick 1996) includes four distinct levels, each of which provides very different information about the training system and is progressively more complicated and expensive to conduct. Level 1 is Reaction. The goal of this level is to obtain trainees’ reactions to different aspects of the training system. This level is basically a measure of customer satisfaction but can also include more detailed information about components of the system. Level 2 is Learning. The goal of this level is to measure the knowledge and/or skills acquired by the trainees. This level is essentially a measure of the training effectiveness with respect to the learning goals or an “effects of” evaluation as described above. Level 3 is Behavior. The goal of this level is to measure the extent to which trainees’ on-the-job behavior changes as a result of training. This level is essentially a measure of knowledge and/or skill transfer. The final level is Results. The goal of this level is to measure the overall results of the training. This level tends to focus on high-level objectives such as increased productivity or reduced costs.

3.4.2 Performance measurement and assessment

In order to be effective, the virtual environment must not only provide frequent practice of the targeted skills (accomplished through identification of learning objectives, selection of instructional strategy and scenario development), but also provide the learner with feedback on performance. Providing feedback requires performance measurement and assessment. Assessment involves applying a performance standard to a performance measurement (e.g., scoring 78 points, 8 points above the 70 required to demonstrate proficiency). The performance measures resulting from Milham et al.’s (2009) HPRA provide the information by which performance can be assessed and diagnosed, and feedback can be provided to the learner. The information gained from the learner’s performance can then be used to determine the amount of practice that is needed, identify deficient skills and select scenarios to address them, and provide the content for feedback to the learner.

Recall that performance measures should flow directly from specification of learning objectives. The specification of tasks during the analysis phase of instructional design should include information about the conditions and standards for performance (Cannon-Bowers & Bowers, 2009).

A number of important factors must be considered for every performance measurement (Freeman, Stacy, & Olivares, 2009):
- The agent associated with the measured performance. The agent is essentially the source of blame for poor performance, and the recipient of feedback to improve performance. In most cases the agent will be the learner, but it is possible for the observer to have made a poor observation, or for a synthetic agent to have performed incorrectly (thus providing the learner with an inaccurate cue).

- The performance context, i.e., the setting in which the performance takes place. In a complex, realistic environment, there are many factors affecting the learner’s performance. Accurate diagnosis of performance requires a thorough understanding of the conditions under which the learner acted.

- The performance data, i.e., the observations of the action. The data may come directly from the learner (survey), from the simulated environment (simulation network traffic) or may come from an observer (subjective or objective ratings).

- The measure that puts the data on a scale. Scales may be categorical (nominal or ordinal) or continuous (interval or ratio).

- The performance standard that includes a meaningful scale to facilitate interpretation.

Another important aspect of performance measures is whether they are outcome or process measures. Outcome or end state measures are sometimes referred to as measures of effectiveness (MOE) and describe what was done, e.g., successfully preventing enemies from reaching base in a tactical exercise. Process measures capture the steps that were taken to achieve an outcome and are often referred to as measures of performance (MOP) and describe how things were done (Freeman et al., 2009). In the tactical exercise example, a process measure might be the number of clear avenue of fire violations committed or closest distance achieved by enemy. An outcome or process measure can then be judged relative to some criterion as an evaluation of performance. Judging a measure to be an outcome or process measure depends critically on the training objectives, and each type of measure provides very different information about the learner’s proficiency.

Virtual environments tend to be complex and rich enough to support both teams and individuals. Hence, any performance measures will need to distinguish accordingly. In cases where multiple learners are jointly participating in a scenario, each learner will have a different role, background and duty position. It is common in team exercises to have competing learning objectives, i.e., each learner’s actions affect the context of other learners’ actions. In cases where multiple learners are acting as a team, it can be useful to examine both team and individual performance. It is in such cases where the agent and performance context are especially important for the interpretation of performance data.

There are a variety of ways to obtain performance measurement data in a virtual environment. Subjective measures can be obtained directly from the learners. Objective measures can be provided by expert observers or collected automatically from the virtual environment using special instrumentation.

In complex environments where task execution requires input from a number of individuals, it is important to be able to distinguish between the performance of individuals and that of teams. Knowledge elicitation methods like Pathfinder and Air Superiority Knowledge Assessment System (ASKAS) have been used to examine changes in an individual’s knowledge in air combat training and other military contexts (Gualtieri, Burns, Phipps, Reeves, & Pierce, 1998; Rowe, Gehr, Cooke, & Bennett, 2007; Schreiber, DiSalvo, Stock, & Bennett, 2006; Schvaneveldt, Tucker, Castillo, & Bennett, 2001). Other research focuses principally on team performance (Cannon-Bowers & Salas, 2001; Cannon-Bowers, Salas, & Converse, 1993; Cooke, 1999; Cooke, Kiekel, & Helm, 2001; Cooke & Gorman, 2006; Cooke, Gorman, & Rowe, 2009; Cooke, Gorman, & Winner, 2007; Espinosa et al., 2002; Klimoski &
Mohammed, 1994; Mohammed & Dumville, 2001). Not surprisingly, team performance research has focused on issues unique to an assessment of teams, such as knowledge distribution across team members (e.g., Cooke, Salas, Cannon-Bowers, & Stout, 2000). Combined, research on the performance of teams and individuals has suggested a variety of methodologies to use within a virtual learning environment, such as checklists, frequency counts, rating scales, and behavioral observation scales (Krokos, Baker, Alonso, & Day, 2009).

There are computational performance assessment systems that can track performance of both teams and individuals in near real time. An example is the Performance Evaluation and Tracking System (PETS) used to assess training effectiveness within Distributed Mission Training (DMT) environments (Schreiber, Watz, Bennett, & Portrey, 2003). PETS measures are derived from MECs, hence, PETS performance data can be used to quantify: (1) training effects relative to specific MEC skills, and (2) rates of improvement on these skills. Another example is the Combined Air Operations Center Performance Assessment System (CPAS) (Ockerman, Case, Koterba, Huguenin, & Garcia, 2008). CPAS captures data related to dynamic targeting linked to events in the AOC. CPAS provides the capability to augment instructor training. It is designed to store data related to events and decisions and to process data relative to a process model developed by SMEs. PETS and CPAS, appropriately modified, are candidates for incorporation into a performance assessment system for a virtual learning environment.

Measures of a team’s performance may not be sufficient to diagnose errors. Team situation awareness (TSA) has been shown to directly impact performance, and as a result has garnered a significant amount of interest as a performance measure (Bolstad & Endsley, 2003; Cooke, Stout, & Salas, 2001; Costello, Strater, Bolstad, Cuevas, & Endsley, 2006; Gorman, Cooke, Pederson, Connor, & DeJoode, 2005; Riley, Endsley, Bolstad, & Cuevas, 2006; Salas, Prince, Baker, & Shrestha, 1995; Stanton, et al., 2005). A review of this literature reveals diverse opinions about a number of topics, including the definition of TSA, the appropriate level of objectivity for measures, and whether obtrusive measures are acceptable (Bolstad & Endsley, 2003; Cooke, Stout, & Salas, 2001; Ehrlich, Knerr, Lampton, McDonald, 1997; Flach, 1995; Gorman, Cooke, & Winner, 2006; Riley, Endsley, Bolstad, & Cuevas, 2006; Uhlarik & Comerford, 2002). TSA measures can be used to detect increased awareness during the learning process. Riley, Kaber, Sheik-Nainar & Endsley (2009) have identified the following types of SA measures:

- Direct, objective measures, e.g., SAGAT (Situation Awareness Global Assessment Technique)
- Direct, subjective measures (self- or observer- rated)
- Process measures that involve inferring SA from eye movements, verbal protocols, or team communications
- Behavior based methods that assess SA in terms of appropriateness of trainee actions to particular scenario events
- Performance measures that infer SA from situation outcomes

Performance assessment is a crucial step in the instructional design process. If directly linked to learning objectives, performance measures can provide summative evaluation information about the efficacy of the experience, and can also be used to provide instructional feedback to the learner about the details of his/her performance as an individual or as a team.

4 Considerations for Implementation in a Virtual Environment

A prevalent finding in the literature is that practice alone does not result in effective learning. Therefore, simply building a virtual environment that replicates the operational environment is not
sufficient for learning (Milham et al., 2009). A virtual environment only provides learners with practice, but no guidance or feedback. Virtual environments (and simulations) are merely tools that can be used to support learning. Hays (2006, p 232) points out five advantages of using virtual environments to support learning:

1. Instructional simulations are likely to have greater availability when compared to using actual equipment that may be unavailable due to other commitments.
2. Simulations can be run faster than actual equipment because simulated exercises can be reset and rerun very quickly (for example, when training air traffic controllers, simulated aircraft or other simulated entities can be quickly added or removed from instructional scenarios).
3. Simulation scenarios are reproducible, so they can be used to teach lessons that require repetition.
4. Simulations can provide the learner with more trials in a given amount of time by eliminating tasks that are not central to the instructional objective. For example, if the objective is to train in-flight refueling, the simulation can omit takeoff or landing tasks.
5. Simulations can provide the learner with cause-and-effect feedback almost immediately, when it is most effective.

A virtual environment must be enhanced so that it can make use of performance measurement information to implement instructional strategies to provide essential guidance and feedback to the learner. Only a virtual environment that is enhanced with instructional elements can enable learning (Singer & Howey, 2009). The remainder of this section will refer to a virtual learning environment as one which has been instructionally enhanced.

A virtual environment must be enhanced so that it can make use of performance measurement information to implement instructional strategies to provide essential guidance and feedback to the learner. Only a virtual environment that is enhanced with instructional elements can enable learning (Singer & Howey, 2009). The remainder of this section will refer to a virtual learning environment as one which has been instructionally enhanced.

The process of creating a virtual learning environment requires making a distinction between task fidelity and learning requirements (Singer & Howey, 2009). Task fidelity is an important consideration for replicating the environment in which learning will occur (see Section 4.1). Learning requirements are an important consideration for enhancing the virtual environment to enable performance measurement, guidance and feedback (see Section 4.2). In some cases the enhancements of the environment may actually change the operational fidelity to achieve the instructional effect.

4.1 Central Components of the Virtual Environment

The virtual environment needs to replicate the real work environment (with sufficient fidelity) so that learning can take place in context (see Section 3.2.3). Shadrick and Lussier (2009) caution not to attempt to completely duplicate the real environment. The higher the fidelity of the simulation, the stronger the assumption that training in the virtual environment will be effective and will transfer to the real environment, but there is little empirical evidence to back this up. The required fidelity depends crucially on the learning objectives (Stout, Bowers & Nicholson, 2009). The virtual environment only needs to replicate the “what” and “how” as revealed during the task analysis (Singer & Howey, 2009).

There are many different types of fidelity described in the literature and just as many definitions. Most discussions of fidelity are grounded in the domain of combat flight training, but the underlying concepts translate nicely to the less physical domain of cyber operations.

- **Objective fidelity** (Bürki-Cohen, Soja, & Longridge, 1998; McCauley, 2006) describes how close the simulated environment models the actual operational environment.
- **Perceptual fidelity** (Bürki-Cohen, Soja, & Longridge, 1998; McCauley, 2006; Bürki-Cohen, Sparko & Go, 2007) describes the match between one’s subjective perception of the simulated...
environment and the operational environment, but also between one’s performance in the simulated environment and the operational environment (Bürki-Cohen, Soja & Longridge, 1998).

- **Physical fidelity** (Andrews, Carroll, & Bell, 1996) or **environmental fidelity** (Menaker, Coleman, Collins, & Murawski, 2006) describes the physical layout of the simulated environment and its match to the operational environment.

- **Functional fidelity** (Andrews, Carroll, & Bell, 1996) describes the way the simulated environment operates compared to the operational environment, and can be much more important to learning than physical fidelity (Shadrick & Lussier 2009).

Drawing on experiential learning literature, Menaker et al. (2006) introduce the notion of ‘**cognitive fidelity.**’ They emphasize the importance of distinguishing between the physical environment in which learning takes place, and the cognitive tasks in which the learner engages. They “fear that the pendulum has swung to the physical fidelity because technology enables us to create more realistic environments, often at the expense of the cognitive fidelity... (p. 3).” It may not be necessary to replicate all aspects of the task environment to facilitate learning, and in some cases, high environmental fidelity can actually contribute to cognitive overload which can detract from learning.

An important goal of instructional design should be finding the optimal balance of environmental and cognitive fidelity to maximize learning and transfer to the operational environment. It may be useful to incorporate higher levels of environmental fidelity as learners gain experience and are able to distinguish between information that is essential and extraneous to their tasks. We need to understand the perceptual and cognitive experiences that the simulator needs to provide to support performance that will generalize to the operational environment (Tsang & Vidulich, 2002). Although a training environment may be physically similar to the operational environment, the fundamental human interaction with the environment (the cognitive activity) can be very different (Chung, 2000).

Simulation designers and engineers have attempted to replicate as many physical and functional stimuli as possible in the training environment, but these efforts are thwarted by three important factors (Andrews, Carroll, & Bell, 1996):

- The inability to specify the kinds of stimuli required for a particular task. Recent cognitive approaches (e.g., task analysis methods) take into account an understanding of how humans learn and perform which goes well beyond the previous analyses based on stimulus-response conditions. There is also better understanding of human perceptual system which helps specify how cues are recognized and processed.
- Technological difficulty replicating some stimuli. Great advances in technology have brought forth a host of sophisticated network capabilities.
- Cost of replicating stimuli. As technologies advance, prices do come down but cost will always be an important factor.

Since it is not possible to replicate all of the stimuli present in the real-world environment (even if technology and cost were not factors), Andrews, Carroll, and Bell (1996) suggest choosing to simulate only those stimuli that are necessary to perform the task and refer to this as **selective fidelity**.

Jones, Hennessy and Deutsch (as cited in McCauley, 2006) make the following conclusion about fidelity which sums up the literature quite nicely:

“The purpose of a simulator is to provide the conditions, characteristics, and events present in the operational situation necessary for the learning of skills that will be performed with actual equipment... Two related principles derive from this premise. First, the characteristics and methods of using simulators should be based on their
behavioral objectives. Second, physical realism is not necessarily the only or optimal means for achieving the behavioral objectives of simulation. Because the history of simulator development is characterized by striving for improved realism through the advancement of technology, it is easy to forget that the learning or performance—not physical duplication—is the primary goal (p. 28).”

Most VEs aim to replicate a physical environment and include important subsystem components such as position tracking, visual displays (head-mounted and/or projector-based), and multimodal displays (e.g., haptic, olfactory, vestibular). Due to the electronic nature of the cyber domain, the VE need not have the same physical fidelity as VEs for other domains. Instead, the central components of the VE will be focused on replicating the information environment, i.e., the networks, systems, and displays.

One particularly important element for inclusion with cyber-related VEs is the representation of capabilities from other domains which may have effects in the cyber domain (Jabbour, 2009). Jabbour states “Integrated effects modeling, simulation, and war-gaming must include the integrated delivery of effects from blue and red systems in every domain against red and blue systems in every domain. Integrated effects exercises must provide a realistic environment for cross-domain operations, in which activities in one domain have a direct bearing on activities in another” (p. 13).

Innovative visualization, “a graphical representation of data or concepts” (Ware, 2004, p. 2), is perhaps the most essential element for the cyber VE. Cyber operations are unique in that only top-level outcomes are typically observable, while the underlying processes are not directly observable (Zacharias, 2009). It is the underlying causes that must be targeted in any cyber-relevant effort. This poses problems not only for learning how to counter such attacks, but also for actual operations.

Visualization has been characterized as a general method or tool used in situations in which large amounts of complex data must be transformed and represented in a meaningful way for comprehension (see Kocka & D’Amico, 2004; Lengler & Eppler, 2007; Robertson, Czerwinski, Fisher, & Lee, 2009; Thomas & Cook, 2005). According to Ware (2004), effective visualization is beneficial in several ways; it facilitates comprehension of large quantities of data, discovery of high level patterns or emergent phenomena in data, detection of problems in a data set, understanding of relationships between local and global relationships, and hypothesis formation. Design of visualizations should be informed by the field of cognitive informatics, which looks at the relationship between information processing mechanisms in the brain (including perception and inference), the underlying structure of the knowledge, and its processing in computational environments (Wang, 2007; Yao, 2004).

Recent efforts have employed visualizations to represent mission critical function status. For example, work has been conducted for AMC to effectively present alerts related to emerging problems that threaten the viability of a mission (Wampler et al., 2005). Efforts are currently underway to apply visualization in this manner to help the AMC develop candidate TTPs to effectively counter cyber attacks within the context of special assignment airlift missions (E. Kean (AFRL/RISA), personal communication, April 12, 2010). Similarly, systems in development are utilizing visualization to display the mapping of mission critical functions to likely future states of the system, given information about the types of plausible cyber attacks against that system (Salerno, 2008; Tadda, 2008; Salerno & Tadda 2009; Holsopple et al., 2009). Visualization of spatial and temporal patterns has been used in the area of cyber security (Ma, 2004; Hideshima & Koike, 2006). For example, D’Amico and Larkin (2001) designed visual representations that convey information security events over time and depict the impact of security breached on mission-critical tasks.

As mentioned previously, it is important to clearly separate the fidelity of the environment from the instructional enhancements that make it a virtual learning environment (Singer & Howey, 2009). The
essential use of visualizations in a cyber VE is a perfect example of how simply duplicating the operational environment could impede learning. Innovative visualizations will not only support learning, but are also essential enablers of cyber-relevant skills. The processes underlying cyber attacks must be made visible to help teach airmen how to recognize them, defend against them, and fight through them. Visualizations developed for a cyber VE may actually inform the need for new operational displays or procedures. Once the required fidelity and essential components of the virtual environment have been established, efforts can be directed toward the development of technologies to support learning.

4.2 Supporting Technologies

This section will discuss the supporting technologies needed to create a virtual learning environment, increasing the training value of a virtual environment. The essential components of the environment (Section 4.1) merely replicate the task environment and provide a context in which learning can occur (Cannon-Bowers & Bowers, 2009).

As mentioned in Section 3.2.4, guidance and feedback are the most essential component of any learning environment, virtual or otherwise. By their very nature, rich virtual environments support the acquisition of complex skills. Ritter and Feurzeig (as cited in Lane & Johnson, 2009) point out that the complex knowledge acquisition process complicates performance assessment, error diagnosis and delivery of feedback. Expert performance involves compilation of knowledge for efficiency and performance would suffer from interruptions for guidance or feedback.

Although a virtual learning environment could benefit greatly from advanced instructional technologies such as instructor-operator stations or scenario authoring and management tools, we suggest that the most critical supporting technologies must focus on the delivery of guidance and feedback (enabled by performance assessment). Shadrick and Lussier (2009) reiterate this need calling for “performance measurement to assess whether the task is performed correctly, active and effective coaching, opportunity for immediate repetition of poorly performed tasks, and focus on tasks that are difficult, critical, or constitute areas of individual or collective weakness”.

Ritter and Feurzeig (as cited in Lane & Johnson, 2009) suggest three ways to provide guidance and feedback: Before practice (e.g., demonstrations of expert performance), during practice (e.g., coaching supports), or after practice (e.g., after-action review). We focus our discussions on means by which guidance and feedback can be delivered during and after practice using a virtual environment.

4.2.1 Delivering guidance and feedback during practice

A defining characteristic of intelligent tutoring is its delivery of individualized feedback to the learner (see Section 3.2.2). Rickel and Johnson (1997) were the first to propose the use of intelligent tutoring techniques in virtual environments, noting novel methods of interaction afforded by the virtual environment. Lane and Johnson (2009) also tout the benefits of virtual environments for learning because of the increased scope of tutorial interactions that are possible. This is in part due to the variety of means by which feedback can be delivered and the bandwidth available for monitoring the learner’s performance.

Lane and Johnson (2009) have defined two fundamentally different approaches for providing guidance and feedback in a virtual environment. (1) Experience manipulation involves the amplification of and dampening of implicit feedback within the virtual environment. Implicit feedback often mirrors the cues that are present in the real environment, e.g., display messages or alarms. Adjusting the behavior of virtual environment elements to achieve an instructional objective can often be in conflict with the goal of maintaining fidelity of the environment (Wray et al., 2009). (2) Stealth tutoring approaches deliver
more explicit guidance and feedback (e.g., tutor-like messages), but do so through an element of the virtual environment rather than through an explicit tutor entity (e.g., through another character in the scenario). Wray et al., add dynamic tailoring as a third approach for providing guidance and feedback in a virtual environment. Dynamic tailoring requires continuous adaptation of the environment through learners’ interactions with the on-going scenario. This approach truly individualizes the learning experience by providing support, fading support, and challenging the learner at appropriate times. In all these approaches, the guidance and feedback is carefully faded so that the learner does not become dependent on the assistance and is ultimately able to perform independently.

Singer and Howey (2009) provide an alternate framework to conceptualize the enhancement of a virtual environment to support learning. They propose the use of augmenting cues and adjuncting cues, both of which involve deviations from fidelity. An augmenting cue is similar to Lane and Johnson’s (2009) experience modification. The characteristics of stimuli that are normally present in the real environment are altered to enhance their salience (or the salience of surrounding/interfering cues are decreased). This approach to guidance requires careful selection of the cues that are critical to task performance. An adjuncting cue is a more explicit form of guidance and feedback. Discriminative cues are added to the virtual environment (e.g., pointing or actual coaching instructions). This approach requires that learners understand the role of the additional stimuli, and do not confuse them with naturally occurring cues that must be attended to in the real environment. Fading is particularly important in this approach. Lintern and Roscoe (as cited in Singer & Howey, 2009) point out that such cues can simplify a task considerably, allowing the learner to converge quickly on the correct control responses, but gradual withdrawal of the supplementary cues are needed to force the trainee to become increasingly dependent on the cues that are normally available.

Agent-based technologies have been used to realize a range of guidance and feedback in instructional systems. A software agent is simply a software system designed to interact (perceive and act) within an environment, which could be a physical environment (i.e., a robot) or a virtual environment (e.g., a computer game “bot”). Pedagogical agents provide explicit guidance in a learning environment (Rickel & Johnson, 1997). The instructional efficacy and power of using such agents in knowledge-based learning environments has been repeatedly demonstrated (Johnson, Rickel, & Lester, 2000; Moreno, Mayer, & Lester, 2000; Lester et al., 1997; Lester, Converse, Stone, Kahler, & Barlow, 1997).

Lane and Johnson (2009) identify two possible roles for pedagogical agents in virtual learning environments. The agent may act as an actual coach or tutor in the environment. This approach is consistent with Singer and Howey’s (2009) adjuncting cues or Lane and Johnson’s (2009) stealth tutoring approach. It may be appropriate for some training but it has the serious drawback of compromising the realism of the environment and interfering with learner performance. The agent may also assume a role in the underlying scenario, playing out details to accomplish instructional objectives and tailor the scenario to the learner’s needs. This approach is consistent with Singer and Howey’s (2009) augmenting cues or Lane and Johnson’s (2009) experience modification approach.

Guidance and feedback are essential to the learning process and must be incorporated into any virtual learning environment. The above approaches outline some of the many ways this can be accomplished.

4.2.2 Delivering guidance and feedback after practice

After-action reviews (AARs) are another way to provide learners with the guidance and feedback critical for learning and skill acquisition. The military has embraced this idea by instituting AARs as a foundation of modern military training. In AAR, trainees and instructors discuss what happened, why it happened, and how to improve performance in the future. The efficacy of AAR discussions depends critically on the focus of discussions. They must be based on precise information about what took place during practice
(not just participant’s impressions or recollections), and they must also be focused on the instructional objectives.

Lampton, Martin, Meliza, and Goldberg (2009) summarize the two distinct forms of feedback that can be provided during AAR. Intrinsic feedback is based in perceived truth, i.e., the cues that participants perceive about their own performance, from their own perspective in the scenario. Extrinsic feedback is based in ground truth, i.e., the actual sequence of events that took place during the scenario. Often the ground truth information is not readily available for AAR, but in a virtual learning environment (instrumented with appropriate tools), this information can be made available to guide AAR discussions. Playback capabilities, or views from different perspectives, can allow demonstration of ground truth.

Implementation of effective AAR for a virtual learning environment must take into account both the learning objectives and learners’ performance in the scenario. Access to this information will require supporting technologies to be integrated into the virtual learning environment, but will provide a valuable instructional support.

Appendix D includes a survey of existing cyber simulations and technologies, outlining their capabilities as central components of a VE and identifying gaps to be addressed so that learning is better supported (i.e., so that they may be used as VLEs).

4.3 Guiding Design Concepts

The development of any virtual learning environment will naturally require the design of systems, displays and interfaces with which learners and instructors will interact. Learners will interact primarily with the essential components of the system as they perform tasks, but also with the supporting technologies that will provide guidance and feedback during the experience. Instructors may also interact with the supporting technologies as they develop training scenarios, observe learner performance, or provide feedback. Adherence to research-based design guidelines will help to ensure that the learners’ and instructors’ experiences can be focused on the learning objectives, and not hindered by deficiencies in the environment. The following sections outline some design guidelines from the fields of human factors and usability.

4.3.1 Human factors considerations

As mentioned in Section 2.3, the field of human factors focused on the human’s capabilities, limitations, and expectations with respect to the design of systems and tools. Learner-centered design (LCD), user-centered design (UCD), work-centered design (WCD), and human-centered design (HCD) are all human factors approaches that aim to create effective and efficient interactions between the human and the technological systems with which he/she works.

LCD (discussed in Section 3) focuses on the human as a learner, a novice who needs support as he/she learns to perform new tasks. UCD on the other hand focuses on a knowledgeable user and ways to facilitate the user’s execution of various tasks. A traditional UCD approach is used to assist users in their work (Norman, 1986). The target audience (the user) already understands the basics of the work practice but needs a tool to help them complete their work more easily and effectively. The user is not necessarily trying to learn about their work through use of the tool. The design process must address the conceptual gulfs between the user and the technology (Quintana, Krajcik, & Soloway, 2001, 2003). More specifically, the execution of actions must be straightforward and consistent with the user’s goals, and the evaluation of the state of the technologies and systems must be understandable by the user. These usability issues tend to be the primary focus of UCD.
The key elements of WCD (Eggleston, Roth & Scott and Roth, as cited in Roth et al., 2006) are: the analysis and modeling of the demands of the work, the design of displays and visualizations that integrate data into meaningful information in the context of the work, and use of evaluations that probe the ability the system to support the work across a representative range of work context and complexities. Effective WCD results in usability, but also usefulness (the extent to which it facilitates work performance), and impact (the extent to which it supports work the individual’s work goals and those of the individual’s team and organization) (Roth et al., 2006).

HCD incorporates the user’s perspective into the actual software development process. This is especially important when multiple users utilize the same system or tool for different purposes, as the design must account for the various needs. The key principles of HCD are (Maguire, 2001): Active involvement of users and clear understanding of the user and task requirements, appropriate allocation of function between the user and the system, iteration of design solutions, and multi-disciplinary design teams. In HCD, scenarios of use are an integral part of the design process as they exemplify the user needs and contexts of use.

Regardless of the type of design employed, it is imperative that the user (learner or instructor), user’s needs, user’s tasks, and available tools are taken into consideration. A virtual learning environment will include a variety of systems and tools, and is likely to be designed to address the learning objectives of multiple groups. The concepts of LCD, UCD, WCD, and HCD can provide valuable insight to inform the design and effective use of virtual learning environments.

4.3.2 Usability

The virtual learning environment, must not only address the needs of its users (learners or instructors). It must also be genuinely usable. A truly usable system has a number of important benefits (Maguire, 2001): Usable systems result in increased productivity, reduced errors, reduced training and support, improved acceptance and enhanced reputation. Usability ensures that users are not distracted or hindered by the system, and can concentrate their efforts on using the system for its designed purpose.

As various systems, tools, and technologies are developed as part of a virtual learning environment, it is important to ensure their usability. Heuristic evaluation is a diagnostic usability inspection method used to provide quick and inexpensive feedback on an interface design. A small set of evaluators play the role of an inexperienced user and judge the system’s compliance with guiding principles of usability (the heuristics). As heuristic evaluation is intended to be an integral part of an iterative design process, it not only identifies usability problems but also provides recommendations for addressing them.

The heuristics used to guide an evaluation (and ultimately the design) are central to the utility of the results. Nielsen (1994) developed the following ten usability heuristics to be guidelines for interface design. Nielsen’s heuristics are used as the basis of many interface evaluations.

1. **Visibility of system status**: The system should always keep users informed about what is going on, through appropriate feedback within a reasonable time.

2. **Match between system and the real world**: The system should speak the users' language, with words, phrases and concepts familiar to the user, rather than system-oriented terms. Follow real-world conventions, making information appear in a natural and logical order.

3. **User control and freedom**: Users often choose system functions by mistake and will need a clearly marked "emergency exit" to leave the unwanted state without having to go through an extended dialogue. Support undo and redo.
4. **Consistency and standards**: Users should not have to wonder whether different words, situations, or actions mean the same thing. Follow platform conventions.

5. **Error prevention**: Even better than good error messages is a careful design which prevents a problem from occurring in the first place. Either eliminate error-prone conditions or check for them and present users with a confirmation option before they commit to the action.

6. **Recognition rather than recall**: Minimize the user's memory load by making objects, actions, and options visible. The user should not have to remember information from one part of the dialogue to another. Instructions for use of the system should be visible or easily retrievable whenever appropriate.

7. **Flexibility and efficiency of use**: Accelerators -- unseen by the novice user -- may often speed up the interaction for the expert user such that the system can cater to both inexperienced and experienced users. Allow users to tailor frequent actions.

8. **Aesthetic and minimalist design**: Dialogues should not contain information which is irrelevant or rarely needed. Every extra unit of information in a dialogue competes with the relevant units of information and diminishes their relative visibility.

9. **Help users recognize, diagnose, and recover from errors**: Error messages should be expressed in plain language (no codes), precisely indicate the problem, and constructively suggest a solution.

10. **Help and documentation**: Even though it is better if the system can be used without documentation, it may be necessary to provide help and documentation. Any such information should be easy to search, focused on the user's task, list concrete steps to be carried out, and not be too large.

## 5 Science & Technology Recommendations

The previous sections have described the cyber domain, theory and methodological approaches focused on the joint optimization of human performance and technology, and findings from literature pertaining to instructional science. The instructional focus of the S & T plan was motivated by numerous factors, including requirements submitted by AFSPC and USSTRATCOM as well as the findings of the USAFSAB studies (as discussed in Section 2.5.1). The reviews conducted under this effort indicate that application of instructional S & T efforts will benefit a number of mission critical functions including enterprise-level computer and network security operations, C2 operations for air and space (AOC), air mobility operations, and ISR operations. Section 5.1 will identify a number of general instructional S & T recommendations based on the instructional literature summarized in Sections 3 and 4. These recommendations are applicable to each of the selected mission critical functions. Section 5.2 provides an example of how these recommendations can be applied to one of the mission essential functions – C2 (AOC) for air and space.

The goal of the instructional recommendations is to inform the development of advanced instructional technology for individuals and teams. Implementation of these recommendations will support operational readiness for mission assurance, with a focus on detection, assessment, response, and recovery from cyber exploitation, attack, and malicious manipulation. These recommendations are intended to facilitate the development of advanced skills, situation awareness, and complex decision making in Airmen.
5.1 Instructional S & T Recommendations

The following recommendations are derived from instructional theory and are essential for the development of effective VLEs to prepare Airmen to operate in contested cyber environments. As noted by the USAFSAB (2008), cyber-relevant TTPs for mission essential functions including C2, air mobility operations, and ISR operations are less developed than those for enterprise-level computer and network security operations. Accordingly, the development of TTPs may be occurring simultaneously with the implementation of these recommendations. TTP development will be informed by the determination of plausible cyber attacks, their effects on information technology and networks, and, ultimately, estimates of their effect on mission operations. Assessment of the effects of attacks on networks and technologies for various mission critical functions may rely on the use of cyber ranges and, to some extent, analytical simulation. A mechanism should be enabled to ensure that TTP development efforts, as completed by the appropriate military experts, iteratively inform and shape the implementation of the following recommendations.

1. Specify learning objectives. Effective individual and team training for cyber threats requires learning objectives focused on detection, assessment, response to, and recovery from cyber exploitation, attack, and malicious manipulation. Learning objectives are likely to be tightly tied to emerging TTPs, and are an essential first step in instructional design (as summarized in Section 3). The MEC process, as described in Section 3.1.2, may be utilized to identify relevant individual and team competencies, thus informing the development of learning objectives that will help to prepare Airmen to respond to cyber threats. Existing cyber-relevant TTPs may also be referenced to support learning objectives formulation.

2. Develop a realistic environment. To maximize learning and support transfer of learning to the operational environment, VLEs must represent the essential systems, processes, and context of the operational environment. As discussed in Section 4.1, the levels of objective, perceptual, physical, functional, and cognitive fidelity of a VLE are important considerations. The required levels will depend on many factors including the targeted group of learners. Instruction for cyber attack detection by Airmen conducting C2 functions may require only the presentation of attacks’ effects, whereas detection opportunities for enterprise-level computer and network security operations personnel may require a more precise level of environmental fidelity. In the former case it may also not matter whether network components (e.g., routers, computers) are simulated or virtualized, but it will in the latter. Lastly, cyber effects resulting from capabilities in other domains should be incorporated to enable a realistic context for instruction.

3. Develop realistic scenarios. Instructional scenarios must represent the effects of plausible cyber attacks on information technology and networks represented in the VLE. Scenarios for use in the VLE should also include appropriate triggers to elicit the behaviors specified by the learning objectives.

4. Use visualization to support learning. As discussed in Section 4.1, the cyber-relevant instruction could benefit greatly from the use of visualization to make visible underlying processes and system states that are currently not observable. Making this information accessible would not only facilitate learning during scenarios, but also in AAR.

5. Develop automated performance measurement capability.

   a. Automated performance measurement at both the individual and team level is needed to support the delivery of feedback to the learner (either during or after practice, as described in Section 3.2.4). Practice without feedback is unlikely to result in learning. The use of agent
technology to provide instructional guidance and feedback would require detailed performance information. This proven approach to instruction can then be utilized in an active, coaching/tutoring capacity or as a less explicit capacity (see Section 4.2.1), to provide instruction that is adapted to learner needs.

b. Evaluation (Section 3.4.1) is another important component of the instructional design process, and performance measurement information (based on learning objectives) can be used to evaluate the efficacy of instruction and the transfer of skills to the operational environment. Controlled experiments should be conducted to assess efficacy and transfer. The costs associated with any particular VLE will need to be evaluated with respect to the benefits (effectiveness of training and transfer of skills and knowledge to the job).

6. **Develop AAR capability.** Technology is needed to support after-action review for centralized or distributed training. This technology, as discussed within Section 4.2.2, should facilitate post-exercise discussion of the execution errors, lessons learned, and other considerations noted during scenario play. AAR technology should provide access to ground truth, relieving instructors and trainees of some amount of effort required to manually reconstruct these events. By addressing some of the needs for reconstructing events, AAR capabilities can increase the amount of time instructors and trainees have to discuss the scenario events and their meaning.

7. **Develop scenario authoring capability.** Technology is needed to facilitate training exercise scenario authoring, as noted in Section 4. Distinct from scenario development capabilities, scenario authoring capabilities refer to the technical ability to program a series of events and rerun them with relative ease (Section 3.3). In the case of instruction for the cyber domain, it is feasible to imagine presentation of a pre-determined string of cyber attacks or the effects of cyber attacks. The ability to manually string together scenario events is needed. Enabling instructors to modify scenarios as needed to embed the appropriate triggers for performance is essential (see Section 3.3). Virtualization-based technology may, in some cases, enable rapid reconstitution of the VLE and scenarios to support agile and less costly training.

### 5.2 Practice and Instructional Environment for AOC

In the previous section we summarized a number of instructional S & T recommendations applicable to a variety of mission essential functions. This section will discuss the recommendations by focusing on a particular function: C2 operations (in the AOC) for air and space.

#### 5.2.1 Current AOC testbed

Given findings and perspectives in the USAFSAB summer studies (2007a, 2007b, 2008), from the workshop hosted as part of this effort, and from other formal activities, the AOC and its networks are a viable and important context in which to implement a VLE. The AOC is the lead C2 node in airborne networks, and is itself a hybrid mixture of communication links, hardware, and software operated by AF personnel with a variety of AFSCs. Fortuitously, an AOC-ISR testbed exists at AFRL. Also, operational and training AOCs exist in multiple locations, thus offering access to subject matter experts and operators familiar with the systems and operations of the AOC. While the AOC at Nellis Air Force Base (AFB) and Hurlburt Field are training installations, those at Davis-Monthan AFB, Hickam Field, and Shaw AFB are operational. Thoughtful coordination with personnel at these installations will facilitate the expansion of the AOC-ISR testbed in ways that support instructional research and development, as well as provide relevant and challenging training experiences for active duty personnel in the process of evaluating candidate practices and tools.
Figure 2 depicts a notional airborne network, and Figure 3 depicts Joint Communications Links for the JV 2020 System of Systems Architecture. These figures reveal several important points. First, AF networks involve terrestrial, space, and airborne assets, all of which are tethered by communications links. Second, an AOC is the hub of C2 of airborne operations. Third, execution of airborne operations depends not only upon C2 by an AOC, but also on information gathered and synthesized by intelligence, surveillance and reconnaissance activities conducted using a variety of methodologies, as well as upon airborne tactical control and support assets such as Air Battle Management (ABM) platforms, tankers, and the communication links among assets (note the partial redundancy among communication paths in Figure 3). Hence, enhancement of the AOC-ISR testbed offers multiple opportunities for future expansion to other platforms and a rich environment in which to explore the effects of cyber attacks. Accordingly, the AOC-ISR testbed at AFRL is ideal for implementation of the instructional S & T recommendations.
Technically, the AOC and ISR system is labeled the Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance Training and Rehearsal Testbed (C4ISR TRT). In the aggregate the C4ISR TRT system replicates a subsection of a functional AOC. The servers of the system provide modeling and simulation data to operator systems. The original concept of operations for this system was to use the C4ISR TRT and MEC processes to: (1) define AOC training requirements and provide a C2 Distributed Mission Operations training framework; (2) enhance current simulation-based AOC training or large-scale and unit training, such as Mission Qualification Training and Continuation Training; (3) develop performance-based criteria, methods, and tools for evaluating AOC operator combat mission readiness, and (4) explore and develop innovative technologies for specific AOC and ISR training need areas. The system is owned by the Air Force Research Laboratory, Warfighter Training Research Division (AFRL/RHA).

5.2.2 Near and long-term C4ISR TRT modifications

Specifically, this section will discuss required modifications to the C4ISR TRT in order to implement the instructional S & T recommendations.

As indicated in Section 5.1, the specification of cyber-specific learning objectives is an area in need of focus (see also Appendix C regarding current cyber-specific learning objectives and MEC knowledge and skills for the AOC). Given the current lack of objectives for mission critical functions including C2 (in the AOC), an expansion of the C4ISR TRT may initially serve as a pure practice environment in which TTP testing and development occur. As discussed in Section 3.3 a rich, authentic practice environment differs from a VLE in that the latter provides learners with guidance and feedback on their performance.
We recommend that the expansion of C4ISR TRT capabilities for cyber training not wait for the learning objectives to be specified. Rather, some capabilities (e.g., simulation of cyber attack effects and scenario development) may be meaningfully advanced in the near-term. This is similar to the approach being adopted for air mobility operations, for which current efforts are focused on building an environment in which classes of cyber attack vectors may be implemented to facilitate TTP development (E. Kean (AFRL/RISA), personal communication, April 12, 2010). The recommendation to proceed with development of a practice environment should not be interpreted as a dismissal of the importance of or need for learning objectives. The learning objectives, once determined, will inform efforts related to each of the other recommendations as described in Section 5.1.

The current C4ISR TRT presents learners with a realistic context in that the testbed is representative of a baseline AOC system. However, the ability to present cyber attack signatures in the C4ISR TRT has not been enabled to date. Modification of the C4ISR TRT will require expansion to include either the capability for cyber attack generation or presentation of cyber attack effects, depending on the instructional goals. If the attack generation option is exercised, a number of currently existing threat generation systems may be evaluated for potential integration (for an evaluation of current modeling and simulation tools for cyber, see Katz, 2010). The presentation of effects option can be informed through the use of analytical simulation to determine the effects of various cyber attacks. Following documentation of the effects and signatures of cyber attacks to the systems, custom modifications would be required to enable simulation of attack effects/signatures within the C4ISR TRT.

Cyber attack or cyber attack effect simulation capability is not a complete solution to achieve a VLE. Threat simulation must occur within a rich, immersive context with appropriate triggers to elicit the behaviors specified by the learning objectives. We recommend continuation of the scientific effort at AFRL to document and archive successfully validated scenarios for future use in the C4ISR TRT. Scenarios such as those previously utilized during Training Research Exercises (T-REX) events provide a good foundation for future scenario development. A second option for generation of scenario data is to leverage data from missions previously completed by the operational community. Such an approach is being utilized currently to develop scenarios for cyber-related scenarios for air mobility operations (E. Kean (AFRL/RISA), personal communication, April 11, 2010). Data of this nature has its advantages including having baseline of performance (e.g., time to complete).

Likely cyber threats to AOC systems must be identified and should be prioritized by accepted criteria (e.g., for severity, likelihood, etc) prior to scenario development. A current Prioritized Threat List (PTL) should be developed and maintained along with known work-around solutions to specific threats. It is an assumption of this instructional S & T plan that the selection of initial threats on which to build scenarios will focus on threats that are judged to be particularly destructive and for which relevant AOC scenarios can be built. Once a PTL exists, scenario development can proceed in a systematic manner, by focusing on the highest priority cyber threats that can realistically be represented in the expanded AOC. Building and maintaining a scenario database must be an on-going effort. The AFRL should explore relations with AF and other services units, as well as certain agencies of the U.S. Government in order to identify, classify, develop, and deploy responses to cyber threats. Contacts should be maintained with personnel at training facilities (e.g., at Combined Air Operations Center -Nellis and the Formal Training Unit, Hurlburt Field) in order to coordinate efforts and share findings from research exercises. Close relations with the 57th Aggressor Squadron at Nellis AFB and with a variety of units at the 24th AF will be developed and maintained. The nature of these relations may take the form of periodic briefings, interviews with key personnel on location, or workshops conducted by team members at AFRL. The purpose of these activities will be identification and prioritization of known (and potential) cyber threats to the AOC to feed into scenario development efforts.
Initially, visualization may be utilized to inform the development of TTPs for mission assurance in the AOC. The recent efforts to identify and visualize the mapping of critical C2 systems and the likely future states of those systems as a result of cyber attacks is a valuable step toward TTP development. As noted in Section 4.1, visualization is being utilized in this fashion toward the development of candidate TTPs to effectively counter cyber attacks to air mobility operations. Similarly, systems in development are utilizing visualization to display the mapping of mission critical functions to likely future states of the system, given information about the types of plausible cyber attacks against that system (Salerno, 2008; Tadda, 2008; Salerno & Tadda 2009; Holsopple, Yang, Kuhl, Hall, Nagi, Shapiro, Sudit et al., 2009). Currently, no AAR visualization capabilities exist in the C4ISR TRT to illustrate the occurrence of cyber attacks and the corresponding effects on AOC systems and team processes and performance. Reconstruction of scenario events through the use of visualization is one option which may be explored in the C4ISR TRT.

Performance measurement and evaluation – particularly measurement that is automated and unobtrusive during training research events – is the key to understanding which mission assurance behaviors are effective and which are not. Currently, the C4ISR TRT utilizes outcome and communications-based measures of performance and process relative to current (non-cyber related) learning objectives. Current measures do not account for accuracy in detection or effectiveness of responses to cyber attacks or cyber effects at either the individual or team level. Performance measurement and evaluation capabilities will need to be closely aligned to the emerging cyber-relevant learning objectives for the AOC. C4ISR TRT expansion efforts should support engineering effort to expand current performance measurement and evaluation system to account for cyber-related elements. Once measurements are specified, engineers can work to implement automated, competency-based, performance measurement and evaluation capabilities.

There are on-going science and engineering efforts at AFRL Mesa Research Site to identify and implement automated, competency-based, performance measurement and evaluation in simulators modeling a variety of weapons platforms (e.g., Stock, Schreiber, Denning, & Cain, 2006). A review of these efforts reveals that the non-negligible, on-going costs are more than compensated for by the dividends associated with high-validity, high-specificity types of feedback available in after-action review. The creation of algorithms to compute performance measures and the associated software engineering to produce summary measurements and evaluations in near-real time (essential for maximally effective AAR) requires sustained engineering efforts. An expanded C4ISR TRT will require comparable levels of science and engineering efforts to incorporate comparable performance measurement capability. Development and engineering efforts are required to develop AAR capabilities to facilitate discussions of cyber attack-related execution errors and lessons learned.

An additional capability of the C4ISR TRT expansion should be scenario authoring. Instructors ought to be able to build scenarios to fulfill the instructional objectives. Authoring capabilities should enable instructors to program a series of events to elicit behaviors or exercise emerging TTPs. Control over the presentation of scenario events is a critical capability given that the learning objectives and TTPs will be evolving over time. Scenario authoring capability will enable the flexibility required in this type of dynamic setting. Such capability may also assist in manual (by instructor) adaptation of scenario presentation based on an individual or team’s performance.

Due to the emerging nature of cyber-specific learning objectives, requirements, and technology, the development of a VLE is likely to involve multiple iterations of the recommendations described here. Once learning objectives are developed, they will inform the development of scenarios, performance assessment and AAR capabilities, and the use of visualization. Emerging threat tactics may also inform each of these topics and result in refined learning objectives.
Contemporary instructional science must persist as an essential component for the long-term C4ISR TRT expansion effort. On a regular basis, scientists and engineers should undertake efforts to remain current with these perspectives. Instructional science is constantly advancing, therefore it is important to conduct, on a periodic basis, focused reviews of the literature to retrieve and assess the latest instructional science approaches to individual and team-learning of complex skills. Such reviews will inform and support experimental training syllabi development. There is a particular need to explore the application of innovative approaches to learning (such as “pattern-matching” intuitive cognition, Klein, 2009). These approaches are most likely to have an impact on the type and frequency of training exercises.

Augmenting the need to assess instructional science advances is the equally important need to assess current doctrine relevant to AOC processes, as well as to review MEC documents to identify the current level of focus on mission assurance with respect to cyber threats, and to explore the possibilities for objective performance measurement, which is a necessary basis for effective and efficient AAR. These complement other efforts that are required to identify the mission critical functions of the AOC as it operates in airborne networks.

C4ISR TRT expansion efforts should be reviewed regularly by authorities on current cyber threats who are also familiar with AOC processes. The overall goal of this activity is to keep the AFRL team focused on: (1) improvement of instruction, (2) increasing realism in scenarios, (3) keeping in touch with activities not appearing in academic or military publications, (4) early detection of possible missteps by the AFRL team, and (4) receiving a periodic review on team instruction and evaluation efforts. This research will benefit most when systematic efforts are undertaken to empirically validate the research activities.

6 Conclusions

Although the primary concern relative to cyber threats is the protection of information systems and networked warfighting capabilities, humans play a vital role in the process and should therefore not be overlooked. Joint optimization of human performance and technological capabilities is required for effective response. The recommendations presented in this S & T plan focus on furthering advanced instructional capabilities. Such capabilities are essential for achieving mission assurance in a contested environment. We anticipate that cyber threats will escalate in times of conflict, therefore delaying the moment of judgment of the USAF’s cyber preparedness until the moment when it matters most.

Preparation is required both at the individual and team levels. The instructional considerations discussed in this instructional S & T plan will enable effective and efficient preparation at these levels. Instructionally-based requirements for cyber operations VLEs will provide both practice and learning environments for warfighters in which they can develop and refine cyber defensive techniques. Due to the different systems and processes used by the military departments, there is clearly no one solution for cyber instruction and training. However, many of the instructionally-focused recommendations put forth in this plan will be applicable across military departments.
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Appendix C
Analysis of Cyber-relevant Learning Objectives and MEC Knowledge and Skills
To form our instructional S & T recommendations for the AOC (summarized in Section 5), we conducted an analysis of the existing learning objectives. This analysis aimed to identify cyber-relevant learning objectives as reflected in training curricula and official documentation.

**Survey of AOC Learning Objectives and Curriculum**

Efforts were initiated to develop an understanding of current curricula, learning objectives, and relevant research concerning mission assurance and cyber threats. These efforts included outreach to operational and training communities and the findings are based on conversations with Lt Col Dean Clothier, 39 IOS/CC, Mr. Scott Runyan, 39 IOS Undergraduate Network Warfare Training Course director/DoD Contractor, Lou Gianelli, 547th Intelligence Squadron (a former supervisor of an AF Network Operations Security Center (NOSC)), Mr. Jim Hird, Chief, AFIOC Modeling and Simulation (a former Commander of a Communications Squadron supporting the Nellis Range Operations) and both Ms. Lori Shepard and Ms. Diana Striedieck, PatchPlus Consulting Senior Intelligence experts (experienced in both AOC operations and training). The assessment included a review of USAF training plans and task lists, as well as a series of interviews. The interviews were conducted with professional communications officers, cyber defenders, and former students and employees of the 505 CCW AOC Formal Training Unit (FTU). These activities were specifically undertaken to ascertain the extent of formal training focused on cyber-relevant TTPs for the AOC.

**AOC communications staff training**

We concluded that current AOC communications staff structures do not explicitly specify inclusion of trained network defenders on staff. Further, staff assigned as AOC help desk operators are trained in AOC-specific software and applications in the event of a technical problem or training deficit by an operator. Thus, they do not primarily serve as network defenders but as computer systems administrators in the AOC. However, according to the minutes of a 9-11 February 2010 AOC FTU Syllabus Review Conference, the decision for more robust training on current threat possibilities facing AOC networks has been made and will be developed in the near future (Hazeur, 2010). This does not include assigning computer network defenders to the AOC but it does address teaching the AOC staff how to work through network threats and increase threat awareness in general. For now, the NOSC staff serves as the network “watchdog” for the entire United States Air Force (USAF). Their services include analysis of logs, security events, active vulnerability scanning, bandwidth management, address and space management and other functions.

In the AOC, until December 2009, the standard communications personnel manning included Communications-Computer Systems Operators (AFSC 3C0X1), Electro-Magnetic Spectrum Managers (AFSC 3C1X2), and Network Integrators (AFSC 3C2X1). A review of the CFETPs for these AFSCs indicated these personnel receive some basic IA-type knowledge at their initial skills training course and in their Career Development Course (CDC) about general system vulnerabilities and the concepts of identifying and reporting intrusion incidents. However, at no point did they receive any task performance training on identifying and reporting such incidents. More importantly they receive no training on the mission assurance functions of planning or executing MA tasks for fighting through cyber attacks.

The AF is currently transitioning both officers and enlisted from communications AFSCs to the new cyber career fields. The AF has automatically converted all Communications Officers (AFSC 33S) to the new Cyber Operations AFSC 17D. A computer-based conversion course has begun (as of late 2009) to offer some cyber knowledge but the robust, 23-week, in-residence course will not be up and running until mid- to late 2010 (http://www.keesler.af.mil/news/story.asp?id=123164133). The new course curriculum includes seven key areas: technical fundamentals, expeditionary communications,
information assurance, net defense, attack and exploit, information operations and a capstone exercise entitled “Fighting Through an Attack.” Based on our understanding of this exercise, we conclude that this capstone exercise would provide quality training for the System/Network Administrators and Cyber Warriors but not End User (Warriors). General Lord (SAF/XC) is overseeing the project and Lt Col Joe Trechter SAF/XCTF and Maj Joe Stockton at Air Education Training Command (AETC) are leading the curriculum development. The formal training for both officers and enlisted will take place at Keesler Air Force Base, MS (http://www.keesler.af.mil/news/story.asp?id=123157023) with a Network Operations FTU follow-on at Hurlburt Field, FL.

In the future, there will likely be cyber operators (specifically computer network defenders) on staff in the AOC but this possibility is likely a number of years from fielding. The enlisted force has already transitioned from the former 3AXXX and 3CXXX to the new 3DXXX (cyber) AFSCs and although IA and network operations training is much more robust, the practice of mission assurance is not incorporated into the training at the basic levels.

At the AOC FTU at Hurlburt Field, FL, training of communications personnel is sorted by position, including: (1) Chief, (2) Work Group Management (WGM)/Section Supervisor, (3) Information Management (IM) – Web/Datawall, (4) Job Control, and (5) Help Desk. A review of the Communications AOC Master Training Task List revealed that no position receives task performance training on cyber-relevant TTPs during IQT. The chief and WGM/Section Supervisors are briefed on basic knowledge about identifying communication vulnerabilities, deliberate communication attacks and alternate procedures. This should increase trainees’ knowledge of factual information about these topics, but they receive no skill training for performing MA functions. Conversely, the IM-Web/Datawall, Job Control, and Help Desk personnel are supposed to receive informal task training on cyber defense functions during Mission Qualification Training once they return to their assigned unit. Discussions with communications personnel indicate the MQT task training at the units may be more IA focused rather than MA-focused.

Our review of the AOC FTU Training Task Lists (TTLs) for non-communications personnel, our previous experience with the AOC FTU, and our interviews with students from the AOC FTU indicate a lack of MA training for non-communications personnel. The AOC FTU indicates that a lack of AOC Weapon System (AOC WS) standardized operating procedures (SOPs) prevents them from being able to train students how to accomplish their responsibilities. There are no process-oriented checklists dictating how data should be stored or retrieved. Rather students are taught basic uses of AOC WS applications and then must determine for themselves, during the End of Course Exercise, what applications to use for whatever processes they must accomplish as well as the actual procedures for entering, storing, and retrieving data. The current AOC FTU system training creates at least two problems from a MA training perspective. First, because the trainees do not understand where or how their data is stored and exchanged with other applications/systems, both internal to and external from the AOC, they have no concept of their data vulnerabilities, much less how to identify any potential corruption/malicious activity. Second, due to the lack of standardized weapon system procedures, the students are unable to differentiate between mistakes they’ve made in entering or retrieving data, system/network problems or errors and indications of malicious enemy activity. Moreover, the lack of any formal knowledge training in their AOC FTU courses about MA and the AOC WS vulnerabilities leaves the students without awareness of such vulnerabilities and without a notion of how to counter or fight through a cyber attack and ensure continued mission accomplishment.

The 705th Combat Training Squadron (705CTS) develops and conducts advanced AOC training courses for senior AOC crew positions. A review of the draft TTLs for the advanced courses, circa 2007, revealed not only a lack of cyber-relevant TTP training but also a lack of systems-specific training. Subsequent
discussions with former employees and students indicate these courses continue to lack any cyber-relevant TTP training focus.

Overall, we concluded there is currently little or no formal cyber-relevant TTP training accomplished in the AFSC technical schools at AOC schools at Hurlburt Field. Further analysis, as described in the following sections, focused on MECs and joint doctrine and were used as a supplement to the analysis of training curricula and learning objectives.

AOC MECs

We conducted a review of MEC summary documents for the Strategy, Plans, Operations, and Intelligence Surveillance and Reconnaissance (ISR) divisions of the AOC. Our focus was primarily on the identification of potential training gaps relative to cyber-relevant TTPs. We reviewed each individual element (a high-order competency, an experience, or a knowledge/skill) and judged whether that element was related to a capability that possibly increased sensitivity and responsiveness to cyber attacks – by either facilitating detection of cyber attacks or capabilities to fight through attacks. Virtually no high-order competencies meet this criterion. Across the four domains, very few experiences were judged to be relevant to cyber attack (an overall average of 5%). Similarly, very few knowledge and skills were judged as relevant to cyber attack (an overall average of 5%). The authors judge it important to note that no high-order competency, experience, or knowledge/skill for any division of an AOC explicitly identifies or refers to cyber attacks. Thus, the 5% of relevant experiences, knowledge, and skills we report to be relevant to cyber warfare should be viewed as an optimistic estimate of the attention being paid to cyber relevant issues at the time these MEC materials were created.

Joint doctrine

We also conducted a review of joint doctrine prescribing the required coordination between network/system administrators and cyber warriors (Joint Chiefs of Staff, 2009). One characterization of the role, responsibilities, and dependencies of these user groups is depicted in Figure 44. This figure illustrates the interdependencies between players in terms of incident reporting and the distribution of guidance. This figure does not illustrate the required coordination between end users and other groups. Team-of-teams training opportunities should account for the dependencies between end users and the groups referred to in Figure 44. We recommend that future systems not only enable instructionally sound training opportunities, but also provide opportunities for interaction across the interdependent parties.
Identified gaps

A review of training curricula, MECs, and joint doctrine revealed that, until recently, cyber-specific training has not been an area of focus. Accordingly, there is a significant lack of learning objectives addressing the cyber domain and fighting through attacks to achieve mission assurance. Operational TTPs and learning objectives are likely to develop in parallel as focus on cyber threats increases. As this occurs it will be important to maintain focus on the various user groups who are reliant on each other to achieve mission assurance. Information, responsibilities, and capabilities are distributed across groups and not all users are equipped with IDS systems to detect current cyber attacks. Mission assurance will require a united response, leveraging the expertise and capabilities of network/system administrators, cyber warriors, and end users. It is critical that any defined learning objectives account for the dependencies that exist between these user groups.
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Survey of Cyber Simulation and Training Technologies

According to the SAB, the single most important shortfall observed with respect to cyber attacks is that the USAF is not prepared to fight through (2007a). The SAB members attribute this lack of preparedness to what they observe as a lack of integration of cyber warfare training within conventional operational training (2007b). The lack of integration of cyber attack elements within conventional training limits the Airmen's ability to experience the attacks, understand the effects, and “learn how to work through and defeat a combined attack, even with compromised systems” (2007b, p. 38).

The cyber domain has seen an increase in the development of simulation and training capabilities (e.g., Brueckner, Guaspari, Adelstein, & Weeks, 2008; Wabiszewski, Andel, Mullins, & Thomas, 2009; see also Katz, 2010). These systems provide new capabilities including traffic generation and cyber threat simulation. End Users (Warriors), System/Network Administrators, and Cyber Warriors will rely on such systems to prepare for cyber threats. However, the existing cyber simulation and training systems we reviewed do not represent the type of comprehensive instructional environments as we are recommending in this S & T plan. We attribute this to the fact that cyber-related learning objectives are simultaneously emerging as these systems are being developed. Practice in the absence of instructional support is less than optimal, and it is essential for training scenarios and exercises to be tightly linked to learning objectives. Nonetheless, the system development occurring is laying a foundation for comprehensive instructional environments.

Cyber tools and systems may be characterized in a number of ways. For instance, they may be thought of as belonging to one of three distinct categories: individualized training systems, full-spectrum virtual environments (FSVE), and building blocks. Individual training tools are primarily used for training of individual operators and may restrict their focus to either a limited number of competencies or to generalized training of cyber skills, whereas full-spectrum virtual environments tend to train large numbers of individuals at any one time, are more focused on USAF training exercises, and can support the training of a wide range of cyber competencies per individual. Building blocks are essentially components that can be built upon or integrated with other systems, but otherwise have limited utility as stand-alone systems.

**Individualized training systems**

In a comprehensive training environment to support cyber skill development, individualized training systems play a role in achieving instructional objectives which are highly focused and/or are intended to train individuals in specific areas (e.g., detection). An individualized training system may consist of a combination of a virtual network, one or more cyber attack simulations, and either real or virtualized operator stations, connected together via a local Ethernet to provide a training/rehearsal environment in which an individual may exercise routine skills in network administration and cyber defense. Individualized training systems may be limited in the number and type of networks that can be represented as well as the type of training and number of users. Due to their smaller footprint and system administration overhead when compared to a full-spectrum virtual environment, individualized training systems may be more suited for wide distribution across a number of AF training sites and may present increased opportunities for continuing training.

**Full-spectrum virtual environments**

In contrast to individualized training systems are FSVEs which provide a complete training landscape, replicating real-world (actual) networking/cyber defense/cyber attack to a high degree of fidelity, and
including instructional support functionality (e.g., automated performance measurement or replay functionality to support AAR). A key feature of an FSVE is that it incorporates real-world physical networking hardware, which allows for accurate representation of real-world cyber attacks. These environments provide a “sandbox” which allows operators to train as if in an operational environment; the sandbox is isolated from any operational equipment or networks and thus can “sustain” cyber damages, with no negative effects felt outside the sandbox. Within the virtual sandbox, operators are able to experience and train against actual cyber attacks. When training objectives for a particular scenario have been met, the virtual environment can be reset to a clean state and is ready to deliver another training scenario. Training systems of this nature support the requirement of realistic and relevant context from social constructivist learning theory.

It should be noted that large-scale exercises conducted in FSVEs are inherently limited due to the expense of implementation and the resulting lack of diversity and replication of scenarios. In addition, in most large-scale exercises performance measurement does not occur at a level of specificity to provide meaningful feedback to enhance the learning experience for all participants involved.

SIMTEX, a testing and training environment for network tacticians, is the closest example of an FSVE that we were able to identify but it has its limitations. SIMTEX has supported the joint exercise Bulwark Defender since its inception in 2006. Since the early days of exercise Black Demon in 2002 and 2003, SIMTEX has provided a safe environment for the 23rd Information Operations Squadron (23 IOS) to develop and test the network tactics and train network tacticians through the Network Tacticians Course (NTC). At the Air Force's Undergraduate Network Warfare Training Course (UNWT) at the 39 IOS on Hurlburt Field, FL, SIMTEX simulators provide testable content. Students apply the theory they learn in a hands on environment to stop real attacks against their classroom simulators (T. May (AFNIC), personal communication, March 17, 2010). Limitations such as a lack of performance measurement and scenario replay capabilities prevent SIMTEX from being a true FSVE.

Building blocks

A third category identified in this effort is that of building blocks which can serve as a framework upon which additional cyber training capabilities may be developed. Capabilities within this category may not directly provide cyber training as an out-of-box feature; rather, this category focuses on the tools and systems that model to varying degrees the environment or the network protocol itself. The functionality of these building block capabilities varies, and ranges from providing an infrastructure that models an environment or subset of an environment (such as the USAF AOC environment) to providing a set of Application Programming Interfaces (APIs) upon which cyber training tools may be built. An example of the former includes the C2 Wind Tunnel (C2WT), and an example of the latter includes the open-source OMNeT++ framework. The C2WT may be characterized as a collection of analytical models. In comparison, tools such as OMNeT++ provide the building blocks upon which networks may be designed and provide features such as network traffic modeling (e.g., Transmission Control Protocol [TCP]/Internet Protocol [IP]) and discrete event modeling within a network.

Other examples of building blocks and the capabilities they could provide for a comprehensive virtual learning environment include:


• Lincoln Adaptable Real-time Information Assurance Testbed (LARIAT): LARIAT was designed to support real-time evaluations and serve as a deployable, configurable testbed. LARIAT could provide information assurance capabilities as well as provide scripted attacker and background traffic. LARIAT may be used to generate cyber attacks for known exploits (see Rossey et al., 2001).

• JFCOM Joint Information Operations Range: The JIOR isolates cyberspace effects from the public Internet while protecting tactics, techniques, and procedures from observation by potential adversaries (see http://www.jfcom.mil/about/fact_iorange.html). An interface to the JIOR could provide additional training opportunities for cyber warriors.

• System Administrator Simulation Trainer (SAST): SAST provides multi-user training opportunities for students to defend against cyber attacks via the SAST Coordinated Attack Tool (CAT); CAT simulates real-world cyber attacks and is based on existing hacker tools and scripts (see Okolica, McDonald, Peterson, Mills, & Haas, 2009). SAST also allows users to train against traffic from large numbers of typical networks users (email, web browsing, etc.) through traffic generated from its Multi User Training Tool (MUTT).

Building blocks will generally be used as “starting points” from which cyber training capability will be developed. Building blocks often combine with other tools in this or other categories to achieve a desired cyber training capability; capabilities in this category typically contain features which may be useful to a larger cyber training capability but whose individual capabilities are not sufficient to provide cyber training. Building blocks are envisioned as potential enhancements to individual training systems or full spectrum virtual environments. As such, the tools and systems in the building blocks category are typically not used directly as training aids for Airmen.

**Instructional capability gaps**

No existing cyber technologies could be truly classified as a FSVE, as they did not include both the essential components of the environment and the instructional capabilities to support learning. We recommend the following set of requirements be used to evaluate and guide the design of cyber systems:

- Well-specified learning objectives to support competency-based training
- Realistic context which presents cyber threats and effects from other arenas including kinetic and electronic warfare
- Scenario development to incorporate cyber threats as triggers to elicit behaviors
- Context-rich situations and scenarios to enable practice of learning objectives and performance measurement and error diagnosis
- Scenario reset and rerun capability
- Reproducible scenarios
- Appropriate levels of task fidelity
- Performance measurement capability to inform feedback
- Opportunities for practice within a team context