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1 Summary

The overall objective of this project is to develop advanced techniques for scene analysis. For a set of images of the same scene taken at several different times, our goal is to identify the set of pixels that are "significantly different" between the current image and the previous images; these pixels comprise the change mask. The change mask may result from a combination of underlying factors, including appearance or disappearance of objects, motion of objects relative to the background, or shape changes of objects. Specifically, we consider the problems of image registration, tracking, and change detection.

In this project, we have developed the following new techniques:

- robust feature-based algorithm for object tracking,
- motion-segmentation-based technique for change detection,
- a target detection algorithm that consists of image differencing, maximum-margin classifier, and diversity combining,
- a rotation-invariant transform for change detection,
- a depth-based image registration algorithm,
- an image registration algorithm that leverages wavelet,
- a machine learning algorithm to automatically recover 3D surface from sparse 3D points,
- an automatic surface fitting method for 3D reconstruction from 2D video sequence,
- a depth-based image registration method via geometric segmentation.
2 Introduction

To achieve the research objective, we have conducted ten research tasks. Yearly research tasks are listed as follows:

Tasks in Year 1:

Task 1 Devise novel feature-based algorithms, implement the feature-based algorithms and evaluate their performance using data in the public domain.

Task 2 Address the image registration issue in change detection.

Tasks in Year 2:

Task 3 Devise feature-based algorithms to track vehicles in urban environments. The tracking algorithm is intended to address the following challenges:

- Occlusion or partial occlusion
- Re-appearance
- A vehicle makes a left/right turn
- A vehicle passes another vehicle in the same direction
- Tracking of a small imaged object (consisting of 4 to 10 pixels) or an object of low resolution
- Image intensity change due to shadow caused by high-rise buildings
- Image intensity change due to cloud effect
- Tracking of many vehicles (e.g., thousands of vehicles in a city)
- Clutters
- Camera motion

Task 4 Design supervised learning algorithms for change detection and test our algorithms using the VHF change detection problem set, which is described at https://www.sdms.afrl.af.mil/datasets/vhf_change_detection/index.php.

Task 5 Design rotation-invariant transform for change detection and test our algorithms using the VHF change detection problem set, which is described at https://www.sdms.afrl.af.mil/datasets/vhf_change_detection/index.php.
Tasks in Year 3:

**Task 6** Devise an image registration algorithm that is capable of mitigating the parallax problem.

**Task 7** Develop a wavelet based image registration scheme that can achieve low Root Mean Squared Error (RMSE) in registration.

Tasks in Year 4:

**Task 8** Develop a machine learning algorithm to automatically recover 3D surface from sparse 3D points.

**Task 9** Design an automatic surface fitting method for 3D reconstruction from 2D video sequence.

**Task 10** Develop a depth-based image registration method via geometric segmentation.

Next we present what we have accomplished for each of the ten tasks from Section 3 through Section 12.

3 Robust Feature-based Object Tracking

The goal of Task 1 is to devise novel feature-based algorithms, implement the feature-based algorithms and evaluate their performance using data in the public domain. For Task 1, we address the object tracking problem since object tracking is an important component of many computer vision systems. It is widely used in video surveillance, robotics, 3D image reconstruction, medical imaging, and human computer interface. In this task, we focus on unsupervised object tracking, i.e., without prior knowledge about the object to be tracked. To address this problem, we take a feature-based approach, i.e., using feature points (or landmark points) to represent objects. Feature-based object tracking consists of feature extraction and feature correspondence. Feature correspondence is particularly challenging since a feature point in one image may have many similar points in another image, resulting in ambiguity in feature correspondence. To resolve the ambiguity, algorithms, which use exhaustive search and correlation over a large neighborhood, have been proposed. However, these algorithms incur high computational complexity, which is not suitable for real-time tracking. In contrast, Tomasi and Kanade’s tracking algorithm only searches corresponding points in a small candidate set, which significantly reduces computational complexity; but the algorithm may lose track of feature points in a long image sequence. To mitigate
the limitations of the aforementioned algorithms, we propose an efficient and robust feature-based tracking algorithm. The key idea of our algorithm is as below. For a given target feature point in one frame, we first find a corresponding point in the next frame, which minimizes the sum-of-squared-difference (SSD) between the two points; then we test whether the corresponding point gives large value under the so-called Harris criterion. If not, we further identify a candidate set of feature points in a small neighborhood of the target point; then find a corresponding point from the candidate set, which minimizes the SSD between the two points. The algorithm may output no corresponding point due to disappearance of the target point. Our algorithm is capable of tracking feature points and detecting occlusions/uncovered regions. Experimental results demonstrate the superior performance of the proposed algorithm over the existing methods.

The results of Task 1 were published in Ref. [1]. Next, we present the technical details.

3.1 Introduction

Accurate tracking of feature points over image sequences is a critical and essential process for vision systems ranging from unmanned aerial vehicles to medical devices. Study has shown that establishing correspondence between image patches, through correlation-based measures or sum-of-squared differences (SSD), can achieve effective feature tracking.

A feature-based tracking algorithm must first assume a form to model an object’s motion. Traditionally, motion has been represented as translational, which indeed proves reliable for small, linear movements. When tracking over a longer image sequence, however, more complex models are needed as geometric deformations of objects become significant. Shi and Tomasi noted in [2] that translational models are poor representations when an object has undergone an affine transformation. In their approach, translational models are used for tracking, which provides higher reliability and accuracy over smaller inter-frame camera motions. To monitor the image sequence for occlusions via comparisons between the first and current frames, affine models are utilized, which serve to better account for longer object deformations that potentially could have occurred.

Once a motion model has been established, an object can be tracked over frames through SSD or correlation methods. To ensure that the accuracy of tracked features is maintained and to reject outliers that arise through occlusion, a successful tracking algorithm must adopt a criterion through which to monitor a feature’s quality. In [2], Shi and Tomasi used a measurement of features’ rms residue between the initial and current frame, which they described as “dissimilarity”, to
quantify the change in a feature’s appearance over frames. Jin, Favaro, and Soatto [3] proposed a rejection rule based on a normalized cross-correlation function which furthermore compensated for differences in intensity variation among the patches of interest. In order to achieve stability and robustness against occlusions, several other tracking methods [4], [5] have used Kalman filters to smooth the object trajectory and monitor the object’s motion.

Feature correspondence presents a challenging problem for feature-based object tracking, as ambiguity often arises when a feature point in one image has many similar points in another image. To alleviate ambiguity, algorithms often perform an exhaustive search or compute pixel correlations over large windows. As a result, the computational complexity of the algorithms is considerably increased. In contrast, Tomasi and Kanade in [6] use small windows to track the translational motion of objects by minimizing a residue error, thus reducing complexity. However, their approach may lose a significant percentage of tracked points over longer sequences.

To prevent this loss of feature points, our algorithm couples the approach taken by Tomasi and Kanade with an SSD criterion. Furthermore, to ensure robustness but still avoid computational complexity, our method employs the combined motion model described in [2].

Depending on the application, not all feature points in an image sequence necessarily provide “useful” information to the researcher. To obtain segmentation of objects and the image background, our algorithm uses the greedy learning procedure developed by Williams and Titsias in [7]. Their learning model sequentially extracts object parameters from a sequence using a robust statistical approach, and thus avoids the complexity that often results from segmentation algorithms. The approach taken by Williams and Titsias stems from an earlier model described by Jojic and Frey in [8], which conversely learns objects simultaneously using a variational method. By first segmenting the objects from the sequence, our algorithm is able to filter out undesirable features and thus ensure that all of the tracked points are indeed meaningful.

The remainder of this section is organized as follows. In Section 3.2, we introduce the translational and affine image motion models, and Shi-Tomasi’s [2] combined motion model. Section 3.3 explains the object segmentation method used in our algorithm. In Section 3.4, we present our point feature tracking algorithm. Section 3.5 shows the experimental results and a performance evaluation of the proposed algorithm versus previous approaches.
3.2 Image Motion Models

In order to track a point feature in a video sequence, an image motion model should first be defined. The image motion model relates information about the image’s deformation. Generally, either a translational model or an affine motion model is used.

3.2.1 Translational motion model

Image intensity patterns change in an intricate way. In the translational motion model, however, we only concentrate on the “regions” of the image that can be modeled as undergoing a linear transformation. Translational motion models assume that each point in the window undergoes identical motion. Translational models for point feature tracking are easy to implement and computationally costless. Fig. 1(a) shows the translational motion of a fixed window \( W(x) \).

Let \( x \) be the central point of the concentrated “region”. Let \( W(x) \) be the window around \( x \). Let the function \( h \) describe the transformation of the image motion. We have

\[
    h(\tilde{x}) = \tilde{x} + \Delta x,
\]

where, \( \forall \tilde{x} \in W(x), \Delta x \in \mathbb{R}^2 \). This model is valid for portions of a scene that are flat and parallel, and whose movements are parallel, to the image plane. The approximation applies only locally in space and in time. Although coarse, the model is at the core of most feature matching or tracking algorithms due to its simplicity and the efficiency of its implementation.
3.2.2 Affine motion model

When variations of the displacement vector are noticeable even within the small windows used for tracking, translational models fail to describe the event, as different motions occur within the same window. An affine motion model, shown in Fig. 1(b), is thus introduced.

More precisely, an affine motion model is defined as:

\[
h(\tilde{x}) = D\tilde{x} + d,
\]

where \( D \in \mathbb{R}^{2 \times 2} \) and \( d \in \mathbb{R}^{2} \). \( D \) is a deformation matrix and \( d \) is the translation of the center of the window. The quality of this estimation depends on the size of the feature window, the texture of the image within it, and the amount of camera motion between frames. This model serves as a good approximation for small planar patches parallel to the image plane that undergo an arbitrary translation and rotation about the optical axis, and only a modest rotation about an axis orthogonal to the plane. The affine model represents a convenient tradeoff between simplicity and flexibility. In the prevailing algorithms, an affine motion model is used to identify the good features.

3.2.3 Combined motion model

Both translational models and affine models have limitations, and thus a combination of the two models will be established. In Shi and Tomasi’s paper [2], they monitor the quality of image features during tracking by measuring features’ rms residues between the first and the current frame. When the dissimilarity becomes too large, the feature will be abandoned. For this case, affine models, rather than translational, prove more suitable. When the window is small, the matrix \( D \) is harder to estimate, as the variations of motion within the window are smaller and therefore less reliable.

Generally, smaller windows are preferable for tracking because they are less likely to straddle a depth discontinuity. Whereas an affine motion is used for comparing features between the first and the current frame, a translational model is preferable during tracking for its improved accuracy and reliability.
3.3 Object Segmentation

In this section, we will briefly describe the approach to object segmentation taken by Titsias and Williams in [7]. For our algorithm, object segmentation will be used to isolate features of interest for tracking.

3.3.1 Segmentation model

The goal of the algorithm is to learn appearance-based models to describe the background and foreground objects in an image. The variable \( f \) will be used to describe the appearance of the foreground object, where, for brevity, we will assume in this explanation that only one object is present. A vector of probabilities, \( \pi \), will be assigned to the image, where \( \pi_j \approx 1 \) when pixel \( j \) is part of the foreground object and \( \pi_j \approx 0 \) otherwise. The background appearance will be described by \( b \). A single frame can then be described by the following mixture distribution:

\[
p(x) = \prod_{p=1}^{P} \left[ \pi_p p_f(x_p; f_p) + (1 - \pi_p) p_b(x_p; b_p) \right],
\]

where \( P \) denotes the number of pixels in the image, \( p_f(x_p; f_p) = N(x_p; f_p; \sigma_f^2) \), \( p_b(x_p; b_p) = N(x_p; b_p; \sigma_b^2) \), and \( N(x; \mu; \sigma^2) \) represents a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

To account for the object motion over frames, we let \( j_f \) and \( j_b \) denote the object and background transformation, respectively. If, assuming only translations, we then let the matrix \( T_{j_f} \) represent the transformation \( j_f \) and \( T_{j_b} \) represent \( j_b \), then:

\[
p(x|j_f, j_b) = \prod_{p=1}^{P} \left[ (T_{j_f} \pi)_p p_f(x_p; (T_{j_f} f)_p) + \right.
\]

\[
(1 - T_{j_f} \pi)_p p_b(x_p; (T_{j_b} b)_p)\].
\]

The parameters needed to model the scene, given by \( \theta = \{ f, \pi, b, \sigma_f^2, \sigma_b^2 \} \), can be obtained by maximizing the likelihood \( L(\theta) = \sum_{n=1}^{N} \log p(x^n|\theta) \) using the EM algorithm, where \( j_f \) and \( j_b \) are the unknown parameters. To reduce complexity, Williams and Titsias extract the background and foreground appearances sequentially.
3.3.2 Learning the background

To obtain the background of the sequence, the foreground mask \( \pi \) is effectively set to zero so that (4) becomes:

\[
p(x) = \prod_{p=1}^{P} [p_b(x_p; b_p)].
\]

The log likelihood of the background is then:

\[
L_b = \sum_{n=1}^{N} \log \sum_{j_b=1}^{J} p_j p(x^n | j_b),
\]

which is then maximized using the EM algorithm to obtain \( j_b \).

3.3.3 Learning the foreground

After finding the background, the foreground mask \( \pi \) in (4) is then allowed to take on non-zero values. As a direct maximization over the new likelihood would require a search over \( J_f \times J_b \) possibilities, Williams and Titsias instead use the constrained EM algorithm presented in [9]; the computational complexity is reduced to \( J_f \) by using the background transformation already obtained. By introducing a distribution \( Q^n(j_f, j_b) \) and using Jensen’s inequality, they produce a lower bound on the likelihood:

\[
F = \sum_{n=1}^{N} \sum_{j_f \in J_f} \sum_{j_b \in J_b} Q^n(j_f | j_b) Q^n(j_b) \{ \log P_{j_f} P_{j_b} \\
\times \prod_{p=1}^{P} p(x^n_p | j_b, j_f) - \log [Q^n(j_f | j_b) Q^n(j_b)] \},
\]

which can be tightened by setting \( Q^n(j_b, j_f) = P(j_b, j_f | x^n) \) for every image \( x^n \). Maximization can then be performed, where in the expectation step \( F \) is maximized with respect to the \( Q^n \) distribution and in the maximization step \( F \) is maximized with respect to the object parameters \{\( f, \pi, \sigma^2_f \}\). The update equations are omitted here, but can be found in [7].
3.4 Tracking Algorithms

Robustness and accuracy are two important criterions for a tracking algorithm. In addition, feature tracking demands a computationally efficient approach. In this section, we will first describe several basic feature-based algorithms. Then, we will present our new algorithm, which will seek to achieve better efficiency and performance than previous approaches.

3.4.1 Feature selection

In the first step of feature selection, candidate features in one or more frames from the given sequence of images are selected. No feature-based algorithm can work unless good features can be identified first. For the case of point features, a popular algorithm is the well-known Harris corner detector. The quality of a point with coordinates \( \mathbf{x} = [x, y]^T \), as a candidate feature, can be measured by

\[
C(x) = \det(G) + k \times \text{trace}^2(G),
\]

computed on the window \( W(x) \). In the equation, \( G \) is a \( 2 \times 2 \) matrix which depends on \( x \), given by

\[
G = \begin{pmatrix}
\sum I_x^2 & \sum I_x I_y \\
\sum I_x I_y & \sum I_y^2
\end{pmatrix},
\]

where \( I_x \) and \( I_y \) are the gradients obtained by convolving the image \( I \) with the derivatives of a pair of Gaussian filters and \( k \) is a constant parameter that can be chosen by the user.

A point feature is selected if \( C(x) \) exceeds a certain threshold \( \tau \). In this way, a feature is selected only if the window contains “sufficient texture”. In order to achieve tracking efficiency, we do not want the features to be concentrated in a small region within the whole image. However, in some specific feature-rich regions, more than one feature may be selected out, which does not prove efficient for tracking. To mediate this problem, we define a minimal space \( p \) between two selected features, such that a candidate feature point should be sufficiently distanced from other selected points.

Fig. 2 and Fig. 3 show two sets of initial features selected from the same image. A small minimal space \( p \) results in more features which serve to describe the same region. Generally, we choose \( p \) to be 5 or 6 in order to achieve a better tradeoff between robustness and efficiency.
Figure 2: An example of the response of the Harris feature detector using $p = 6$. 

Figure 3: An example of the response of the Harris feature detector using $p = 3$. 
3.4.2 Sum-of-squared-difference criterion

Under the assumption of the simple translational deformation model, tracking a point feature \( x \) is the process of finding out the location \( x + \Delta x \) on the frame at time \( t + \tau \) whose window is most similar to the window \( W(x) \).

A common way of measuring similarity is by using the sum-of-squared-difference (SSD) criterion. The SSD criterion compares the image window \( W \) centered at the location \((x, y)\) at time \( t \) and other candidate locations \((x + dx, y + dy)\) on the frame at time \( t + dt \), where the point could have moved between the two frames. The displacement \( d \) is obtained by minimizing the SSD criterion

\[
E_t(dx, dy) = \sum [I(x + dx, y + dy, t + dt) - I(x, y, t)]^2,
\]

where the subscript \( t \) indicates the translational deformation model.

One alternative way to compute the displacement \( d \) is to evaluate the function at each location and choose the one that gives the minimum error. This formulation is due to Lucas and Kanade [10], and was originally proposed in the context of stereo algorithms. The algorithm was later refined by Tomasi and Kanade [6] in a more general feature-tracking context.

3.4.3 Pyramidal decomposition

Multi-scale decomposition is a widespread tool in image processing. The typical recursive form of the algorithm, which decomposes signals into information at different levels, leads to large improvements in computational efficiency. Simoncelli and Freeman [11] proposed a steerable pyramid for efficient and accurate linear decomposition of an image into scale and orientation. Bouguet developed an algorithm to implement pyramidal image scales of the Lucas-Kanade feature tracker.

The proposed tracking scheme is implemented in a multi-scale fashion by constructing a pyramid of images through smoothing and downsampling of the original image. For instance, let \( I^0 \) be the original image and \( I^{L-1} \) represent the image at level \( L - 1 \). The \( L^{th} \) level image is then defined as follows:
\[ I^L(x, y) = \frac{1}{4} I^{L-1}(2x, 2y) + \]
\[ \frac{1}{8} (I^{L-1}(2x - 1, 2y) + I^{L-1}(2x + 1, 2y) \]
\[ + I^{L-1}(2x, 2y - 1) + I^{L-1}(2x, 2y + 1)) + \]
\[ \frac{1}{16} (I^{L-1}(2x - 1, 2y - 1) + I^{L-1}(2x + 1, 2y + 1) \]
\[ + I^{L-1}(2x - 1, 2y - 1) + I^{L-1}(2x + 1, 2y + 1)). \]

(11)

For a given feature central point \( x \), its corresponding coordinates on the pyramidal images are defined by

\[ x^L = \frac{x}{2^L}. \]

(12)

Then we could compute each motion direction vector \( d^L \) on each level of pyramidal images. Finally, we could sum up all levels of motion vector \( d \) as

\[ d = \sum 2^L d^L. \]

(13)

A key problem to any feature tracker is the tradeoff between accuracy and robustness. Intuitively, accuracy requires a small tracking window in order to preserve details in the image while robustness prefers a bigger integration window to handle larger motions. The advantage of pyramidal implementation is that, while each motion vector \( d^L \) is obtained by way of smaller integration windows, the overall displacement vector \( d \) can account for larger pixel motions, thus achieving both accuracy and robustness.

Fig. 4 shows a 3-level steerable pyramid decomposition of a disk image, with \( k = 1 \), where \( k \) represents the number of orientation bands. Fig. 5 shows a 3-level steerable pyramid decomposition with \( k = 3 \). The filters are directional second derivatives oriented at \( \theta \in \{-2\pi/3, 0, 2\pi/3\} \).
Figure 4: A 3-level, \( k = 1 \) steerable pyramid(non-oriented). Shown are the three bandpass images at each scale and the final lowpass image [11].

3.4.4 Improved algorithm

From our experimental data, we find out that both minimal SSD criterion or Tomasi-Kanade’s algorithm [6] will lose track of more than half of the initial selected features after 15 to 30 frames. In order to increase the robustness of the tracking algorithm, we combine the two tracking methods and propose a more robust feature-based tracking algorithm.

First, we will use Harris’s criterion to select the set of initial candidate features (\( S_1 \)) in the first frame of the video sequence. Each feature is then tracked using two methods of detection. Minimal SSD criterion is applied in the first step to find the most similar region of the target feature in the time adjacent frame. If the quality \( C(x) \) of the region \( W(x + d) \) exceeds the chosen threshold \( \tau_H \), it will be updated to the set of tracking features. However, when the motion becomes more complicated or after the feature is tracked through a long sequence of frames, the most similar region that fit minimal SSD criterion may not be a good feature to keep on tracking. In this case, the feature will be declared lost of tracking in the former SSD criterion algorithm. In the experiment, more than ten percent of features are lost because the quality degrades through the tracking sequence. In order to solve this problem, we will introduce Tomasi-Kanade’s [6] algorithm as a complement to minimal SSD criterion.

Once the quality \( C(x) \) of the tracked feature is lower than the threshold \( \tau_H \), we will define another set of candidate features (\( S_2 \)) to be

\[
S_2 = S_3 - S_1, \tag{14}
\]

where \( S_3 = \{x_1, \ldots, x_j, \ldots, x_m\} \) are the potential features in the tracking window \( W_2(x) \). After subtracting the points that are already in the set of initial candidate features, other features will be calculated to find the one that gives the minimal squared difference. If the similarity between the
two regions is smaller than the threshold \( \tau_E \), it will also be taken as a successfully tracked feature.

In this way, we can increase the robustness when tracking point features along a long image sequence. The algorithm could also perform well when the motion between two time adjacent images is not purely translational, such as through scattering or scaling.

### 3.5 Experiment Results

#### 3.5.1 Algorithm

The full algorithm is presented in Fig. 6. In the code, the feature quality, \( C(x) \), is calculated by Harris’s criterion. In the event that the object’s motion is known to be translational and void of scaling, the use of the purely translational model yields improved results versus the model which accounts for scaling.

#### 3.5.2 Results

We have tested the algorithm on video clips consisting of various types of motion, including translational, affine, and scaling deformations. Features are identified in the initial frame as the candidate features to be tracked through the whole image sequence. The performance of the algorithm depends on the content of the test video.

In the experiment, parameters could be adjusted according to the type of motion in the test image sequence. For each of our simulations, the threshold for selection is \( \tau_S = 0.01 \), the threshold for SSD criterion in the tracking process is \( \tau_E = 0.1 \), and the threshold for Harris’s criterion in the tracking process is \( \tau_H = 10 \).
1) function FeatureSelection(I)
2) Choose window $W_1(x)$
3) Compute the quality $C(x)$ of each pixel using eq 8
4) Choose threshold $\tau_0$
5) Sort $x$ in decreasing order of $C(x)$
6) if $C(x_0) > \tau_0$
7) if $x_i - x_j < \text{minimal space} (j < i)$
8) $S_i = x_i$
9) end
10) end
11) end function

12) function FeatureTracking(x')
13) Build a pyramid of k levels of images
14) for level = 1 : k
15) Compute $d^k = -C^{-1} b$ for the image pair $(I_j, I_j^*)$
16) Move the window $W(x)$ by $2d^k$ through warping the next level image $I_{j-1}(x)$
17) Update the displacement $d = d + 2d^k$ and the index $k = k - 1$
18) end
19) evaluate the quality of the feature by Harris's criterion defined by equation 8
20) if $C(x) > \tau_F$
21) update $x_i = x_i + 1$
22) else
23) Find all the candidate features in the tracking window $W(x)$ on image $I_j$
24) Calculate and compare SSD for each candidate feature and the target feature, find the one gives minimal SSD
25) if $MSSD < \tau_E$
26) update $x_i = x_i + 1$
27) else
28) returnlost:
29) end
30) end
31) end function

Figure 6: Combined feature-based tracking algorithm.

Figure 7: (a) 1st frame in the bike sequence. (b) Mask for bike sequence created using [7].
To evaluate the proposed algorithm, we applied the algorithm developed by Tomasi and Kanade in [6] and the improved algorithm which combines the SSD criteria and Tomasi-Kanade’s algorithm.

Fig. 7(a) shows the initial frame of a sequence displaying two bikers traveling at approximately the same speed. The sequence undergoes translational motion, affine motion, and scaling. In Fig. 7(b), the object mask created using the greedy learning approach [7] is shown, where noise in the mask has been removed by way of morphological filters. As evidenced, the mask successfully recovers both bikers, but also erroneously contains some of the background on the right side of the frame. After applying the mask to the initial frame of the sequence, the combined tracking algorithm and Tomasi-Kanade’s algorithm were applied to the 50-frame video. The results from the first and last frame are shown in Fig. 8(a) and Fig. 8(b), respectively, using the combined method. Furthermore, Fig. 9 illustrates the number of features tracked during each frame of the sequence using the combined algorithm, shown with the open circles, and the Tomasi-Kanade approach, shown with the filled squares. The combined algorithm improves the number of successfully tracked features by over 10 percent.

Fig. 10(a) displays the initial frame of a sequence containing a coastguard boat on a river. The object mask created [7] is shown in Fig. 10(b). Unlike the previous video, the coastguard sequence contains only translational motion. The first frame of the tracked sequence, after applying the mask, is shown in Fig. 11 for the combined algorithm. However, as evidenced in Fig. 12, the combined algorithm proves equivalent to the results obtained using the Tomasi-Kanade approach. Thus, as expected, the combined algorithm only offers improved performance for image sequences containing affine or scaling deformations.
Figure 9: Number of features selected from the bike sequence using the combined algorithm and the Tomasi-Kanade(TK) algorithm.

Figure 10: (a) 1st frame in the coastguard sequence. (b) Mask for coastguard sequence created using [7].

Figure 11: 1st tracked frame in the coastguard sequence using the combined algorithm.
4 Motion-Segmentation-Based Change Detection

The goal of Task 2 is to address the image registration issue in change detection. Detecting regions of change in images of the same scene taken at different times is of widespread interest. Important applications of change detection include video surveillance, remote sensing, medical diagnosis and treatment. Change detection usually involves image registration, which is aimed at removing meaningless changes caused by camera motion. Image registration is a hard problem due to the absence of knowledge about camera motion and objects in the scene. To address this problem, we propose a novel motion-segmentation based approach to change detection, which represents a paradigm shift. Different from the existing methods, our approach does not even need image registration since our method is able to separate global motion (camera motion) from local motion, where local motion corresponds to regions of change while regions with only global motion will be classified as ‘no change’. Hence, our approach has the advantage of robustness against camera motion.

Separating global motion from local motion is particularly challenging due to lack of prior knowledge about camera motion and the objects in the scene. To tackle this, we introduce a motion-segmentation approach based on minimization of the coding length. The key idea of our approach is as below. We first estimate the motion field by solving the optical flow equation; then we segment the motion field into regions with different motion, based on the minimum coding length criterion; after motion segmentation, we estimate the global motion and local motion; finally, our algorithm outputs regions of change, which correspond to local motion. Experimental results demonstrate the effectiveness of our scheme.
4.1 Introduction

Detecting regions of change in images of the same scene taken at different times is of widespread interest due to a large number of applications in diverse disciplines. Important applications of change detection include video surveillance, remote sensing, medical diagnosis and treatment, civil infrastructure, and underwater sensing. Change detection usually consists of three steps, namely, 1) image registration, a.k.a., geometric adjustment, to remove meaningless changes caused by camera motion, 2) radiometric/intensity adjustment to mitigate lighting variation and noise, and 3) stochastic modeling and hypothesis testing, to decide which pixel/area experiences changes of interest. This conventional paradigm involves image registration, which is a challenging problem to solve due to the absence of knowledge about camera motion and objects in the scene. To address this challenge, we propose a novel motion-segmentation based approach to change detection, which represents a paradigm shift. Different from the conventional paradigm, our approach dispenses with image registration since our method is able to separate global motion (camera motion) from local motion, where local motion corresponds to regions of change while regions with only global motion will be classified as ‘no change’. Hence, our approach has the advantage of robustness against camera motion.

Separating global motion from local motion is particularly challenging due to lack of prior knowledge about camera motion and the objects in the scene. To tackle this, we introduce a motion-segmentation approach. Motion segmentation [13] is different image segmentation. Image segmentation methods, including edge detection and intensity thresholding, are used to provide information about a single frame [14]. For a sequence of images, a complete understanding of the scene can prove very challenging, as the occurrence of multiple moving objects or the appearance of objects at different depths could lead to motion discontinuities. To obtain needed information about the objects’ movements or regions of change [15], segmentation can be used to divide a picture/frame of an image sequence into motion-based regions; this process is called motion segmentation.

Motion segmentation is a central constituent of several technologies. The MPEG-4 standard, which is used to compress digital audio and video data [16], describes a content-based manipulation of objects in image sequences. To create an object-based scene representation, different objects in a frame are segmented, typically by way of their motion information. Video query-
ing [17], another new field, aims to automatically classify video sequences based on their content. A common video query task requires retrieving all the images in a database that have similar content to the input image. By providing an indexing scheme that uses the trajectories, shapes, and flow vectors of the moving objects, motion segmentation serves to enhance the performance of video querying. The development of unmanned aerial vehicles [18], a major advancement in reconnaissance, requires scene analysis technology to identify suspicious military vehicles in a video sequence. Objects having different moving velocities or directions can be identified and isolated through segmentation techniques.

4.1.1 Literature Review

Motion segmentation refers to the assignment of groups of pixels to various classes based on the speed and direction of their movements. Most approaches to motion segmentation first seek to compute the optical flow of the image sequence. In [19], Horn and Schunck presented an iterative method to calculate the optical flow. Using the rate of change of the image intensity and by assuming that the brightness function changes smoothly, they attained the flow velocity by minimizing a global error function. Though Horn and Schunck’s algorithm achieves a dense optical flow field, their approach remains sensitive to noise. An alternate method is proposed by Lucas and Kanade in [20]. By assuming a locally constant flow, their algorithm achieves improved robustness against noise at the expense of the resolution of their optical field.

Many different methods currently exist to provide segmentation of the flow field. Wang and Adelson described in [21] a method to represent moving objects using sets of overlapping layers. The layers are obtained using a K-means clustering algorithm, and are ordered based on their depth in the image. Furthermore, a velocity map is used to describe the deformation of the layers over time. Several proposed algorithms follow this layer-based approach [22], [8]. In contrast, Schnorr and Cremers [23] presented a variational method, called motion competition, which jointly solves the problems of motion estimation and segmentation for two consecutive frames in a sequence. By their approach, a single energy functional is minimized with respect to the affine motion model in each separate region and to the shape of the separating contour.

All of the above approaches try to solve the motion segmentation problem, but only via motion information. Image intensity information could also be used to find the optimal motion segmentation results. In addition, previous methods fail to provide a robust means by which to extract the global motion from an image sequence.
4.1.2 Our Approach

In this paper, we propose an approach for motion segmentation based on an image’s optical flow field. The novelty of our work involves the introduction of minimum coding length as a criterion in clustering or grouping of motion vectors so that a motion field\(^1\) is segmented into regions of different motion. Furthermore, we propose a heuristic and highly effective method for the estimation of global motion in an image sequence. Based on our techniques for motion segmentation and global motion estimation, we design a change detection algorithm. The key idea of our change detection algorithm is as below. We first estimate the motion field by solving the optical flow equation; then we segment the motion field into regions with different motion, based on the minimum coding length criterion; after motion segmentation, we estimate the global motion and local motion; finally, our algorithm outputs regions of change, which correspond to local motion. Our experimental results demonstrate the effectiveness of our scheme.

The remainder of this section is organized as follows. In Section 4.2, we describe a method to estimate the motion field. Section 4.3 describes our motion segmentation approach, which is based on the minimum-coding-length criterion. In Section 4.4, we present our scheme for global motion estimation. Section 4.5 describes our motion-segmentation-based change detection algorithm, which is based on the schemes presented in Sections 4.2 through 4.4. Section 6.5 shows the experimental results for the proposed algorithms.

4.2 Motion Field Estimation

Optical flow is a method of estimating the motion of objects within a visual representation. Typically, the motion is represented as a vector indicating the direction and speed of a pixel as it moves across the image. It is a powerful tool for image analysis and interpretation.

The traditional approaches to computing optical flow can be classified into categories: feature-based, correlation-based, and gradient-based. Gradient-based algorithms receive special interest due to their mathematical simplicity and relative computational efficiency. In this paper, we will use a gradient-based algorithm, which was first proposed by Lucas and Kanade [20], to estimate the motion field of an image sequence.

This method seeks to calculate the motion between two image frames which are taken at times \(t\) and \(t + \delta t\) at every pixel position. As a pixel at location \((x, y, t)\) with intensity \(I(x, y, t)\) will have

\(^1\)A motion field is defined as a 2D array, each element of which is a motion vector associated with an image pixel.
moved by $\delta x$, $\delta y$, and $\delta t$ between the two frames, the following image constraint equation can be given:

$$I(x, y, t) = I(x + \delta x, y + \delta y, t + \delta t).$$  \tag{15}$$

By assuming that movement of objects is small enough, the image constraint at $I(x, y, t)$ can be expanded with a Taylor series:

$$I(x + \delta x, y + \delta y, t + \delta t) = I(x, y, t) + \frac{\partial I}{\partial x} \delta x + \frac{\partial I}{\partial y} \delta y + \frac{\partial I}{\partial t} \delta t + H.O.T.,$$  \tag{16}$$

where $H.O.T.$ stands for the higher ordered terms, which are ignored here. From the above equation, we can achieve

$$\frac{\partial I}{\partial x} \delta x + \frac{\partial I}{\partial y} \delta y + \frac{\partial I}{\partial t} \delta t = 0,$$  \tag{17}$$

which results in

$$I_x V_x + I_y V_y = -I_t,$$  \tag{18}$$

where $V_x$ and $V_y$ are the components of the velocity and $I_x$, $I_y$, and $I_t$ are the spatial and temporal derivatives of the image at pixel $(x, y, t)$.

This equation is known as the aperture problem of optical flow algorithms. In order to solve this problem, an additional constraint is needed. In Lucas and Kanade’s solution, they use a non-iterative method that assumes a locally constant flow. From this, we are able to solve the constrained system of equations, yielding:

$$A \overrightarrow{v} = -b,$$  \tag{19}$$

where $A$ is the constant flow in a small window of size $m \times m$.

The above algorithm shows that optical flow can be computed by calculating the derivatives of the image in both spatial and temporal dimensions. In order to give more prominence to the center pixel in a window, a Gaussian weighting function is preferably incorporated. This flow model can be further extended to affine image deformations.

For example, Figs. 13 and 14 show two frames from an image sequence, and Fig. 15 shows the calculated optical flow field. To maintain a better visual effect, we only draw the motion vector for each 5 by 5 block. The actual motion field is calculated per pixel.
Figure 13: The 2\textsuperscript{nd} frame of the image sequence.

Figure 14: The 4\textsuperscript{th} frame of the image sequence.
Unfortunately, the calculated optical flow and the true motion field are in general different, unless restrictions on both the lighting conditions and the objects being imaged are satisfied. As a result, this problem remains largely unsolved. We may further address this issue in our future works.

4.3 Motion Field Segmentation

4.3.1 Problem Definition

The optical flow of a pixel is a 2-dimensional vector indicating how this pixel moves in the scene. The next task for change detection or scene interpretation is to segment the data into homogeneous subsets such that each subset can be more easily represented or interpreted.

A traditional definition of segmentation is to choose a class of models with which to fit each subset. The typical approach to segmenting the data is to simultaneously decompose the mixture of all models into individual ones. Various methods have been proposed to resolve this problem, such as the K-means clustering algorithm and the expectation maximization (EM) algorithm.

In the problem of motion field segmentation, the number of segments is unknown. Therefore, determining the appropriate number of models for the data set becomes a more difficult problem. In order to resolve this issue, we will take a new approach based on minimum description length criterion. Before describing the algorithm, we will first give some further definition of this problem:
The data $\Lambda \in \mathbb{R}^{M \times N}$ is a set of random samples from a mixture of models.

The minimum description length criterion is given by

$$\text{Min.Length}(\Lambda, \theta) = \text{Length}(\Lambda|\theta) + \text{Length}(\theta).$$

The optimal segmentation of the data $\Lambda$ is a partition $\Lambda = \Lambda_1 \cup \Lambda_2 \ldots \cup \Lambda_N$ such that the overall coding length of the data $\Lambda$ is minimal among all possible segmentations.

In general, the length function $\text{Length}(\theta)$ is chosen according to optimal lossless coding of a random source.

### 4.3.2 Coding Length based Segmentation

In this section, we will show how to calculate the expected coding length after segmenting the data into multiple groups. Suppose we already partitioned the set of data $\Lambda$ into $N$ non-overlapping groups:

$$\Lambda = \Lambda_1 \cup \Lambda_2 \cup \ldots \Lambda_N.$$  \hfill (21)

From [24, 25], we have the expected total number of bits required to encode the data $\Lambda$ according to the above segmentation:

$$L^s(\Lambda, \Pi) = \sum_{n=1}^{N} L(\Lambda_n) + |\Lambda_n|(- \log_2(|\Lambda_n|/M))$$

$$= \sum_{n=1}^{N} \frac{\text{tr}(\Pi_n + K)}{2} \log_2 \det(I + \frac{K}{\text{tr}(\Pi_n)} \Lambda \Pi_n \Lambda^T)$$

$$+ \text{tr}(\Pi_n)(- \log_2 \frac{\text{tr}(\Pi_n)}{M}),$$  \hfill (22)

where the superscript $s$ indicates the coding length after segmentation, and $\Pi_i$ denotes the diagonal matrix that encodes the probability of $M$ vectors in $i$:

$$\Pi_i = \begin{pmatrix} 
\pi_{1i} & 0 & \cdots & 0 \\
0 & \pi_{2i} & \cdots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \pi_{Mi} 
\end{pmatrix} \in \mathbb{R}^{M \times M}.$$  \hfill (23)
Here, $\pi_{ji}$ denotes the probability that the $j$th vector belongs to the $i$th group.

Based on the above assumption, optimal segmentation is the approach that produces the minimal overall coding length $L^*(\Lambda, \Pi)$, and can equivalently be viewed as a good approximation to the actual entropy of the segmented data set.

An optimal solution to the coding length equation can be found in a bottom-up manner by merging regions of segments. A detailed proof is given in [24, 25].

### 4.3.3 Minimizing the Coding Length

We next seek to minimize the average coding length, given by

$$R^*(\Lambda, \Pi) = \frac{1}{M} L^*(\Lambda, \Pi),$$

as a function in $\Pi$.

Since the number of groups is unknown, we have to minimize $R^*(\Lambda, \Pi)$ over $N \in \mathbb{Z}_+$. From previous works, we know that any gradient-based descent algorithm relies on the initialization of data sets in order to converge to a global minimum. Since motion fields do not necessarily satisfy this requirement, it is quite difficult to minimize the rate function directly. Instead, we use a steepest-descent algorithm to minimize the length function $L^*(\Lambda, \Pi)$.

This algorithm is presented in Fig. 16. In each step, we choose two subsets of vectors, $\Lambda_i, \Lambda_j \in \Lambda$, such that by merging these two subsets, the decrement in the coding length is the largest. When the dimension of the space is relatively low, the greedy algorithm usually performs well. However, when the dimension of the subspace becomes high, the greedy algorithm does not always converge to the optimal solution.

### 4.4 Global Motion Estimation

In general, there are two kinds of motion, global motion and local or object motion. Global motion is caused by the movement of the camera and local motion is caused by the movement of objects.

In order to analyze the motion of the object, we have to first identify the global motion. This difficult task is similar to the problem of separating the background from the foreground in a static image. Some researchers have proposed approaches based on motion transformation and image rectification. However, these methods are computationally expensive and fail for motion fields in
Algorithm 1 Steepest Descent Minimization($\Lambda$)

1. while flag == true do
2.  choose distinct sets $\Lambda_i, \Lambda_j \in \Lambda$ such that $L^s(\Lambda_i, \Lambda_j) - L^s(\Lambda_i \cup \Lambda_j)$ is maximum among all possible pairs
3.  if $L^s(\Lambda_i, \Lambda_j) - L^s(\Lambda_i \cup \Lambda_j) > 0$
4.    $\Lambda := (\Lambda \setminus \{\Lambda_i, \Lambda_j\}) \cup \{\Lambda_i \cup \Lambda_j\}$
5.  else
6.    flag = false;
7.  end
8. end while
9. return the set $\Lambda$

Figure 16: Steepest Descent Minimization Algorithm

the presence of inherent noise. In order to solve this problem, we propose a heuristic approach based on the properties of motion segments.

Generally, regions of global motion contain the corners of the scene. Although it is not always the case, however, we still could utilize this assumption combined with the variance statistics of the motion field segments to estimate the global motion. For each output segmentation, we will search for the motion region which contains the most corners of the scene. If there are more than one segments containing corners of the scene, the segment with the minimal variance of motion vectors will be selected to represent the global motion.

Once selected, the global motion is then taken as the average of all the motion vectors within the region. The algorithm is given in Fig. 17.

4.5 Change Detection

In this section, we describe our motion-segmentation based change detection algorithm. As shown in Fig. 18, the algorithm takes two images as input; the two images are captured by a camera at different time instants; the camera may experience some motion. Given the two images, in Step 1,
Algorithm 2 **Global Motion Estimation** ($\Lambda$)

1. find the motion segment that contains the most number of corners
2. if more than one segment contains corners
3. compare their variance of motion vectors
4. return the segment that has minimal variance
5. else
6. return the only segment
7. calculate the average of all the motion vectors in the segment, which is regarded as the global motion vector

**Figure 17: Global Motion Estimation Algorithm**

The algorithm solves the optical flow equation described in Section 4.2 and obtains a motion field. In Step 2, the motion field is segmented into regions with different motion by using Algorithm 1 described in Section 4.3. In Step 3, the global motion vector is estimated by Algorithm 2 described in Section 4.4. In Step 4, local motion vectors are obtained by removing global motion from the motion obtained in Step 2. Finally, the algorithm outputs 1) a global motion vector, 2) local motion vectors, and 3) regions of change. Note that regions of change are those that experience local motion.

### 4.6 Experimental Results

#### 4.6.1 Motion Field Segmentation

To evaluate the proposed algorithm, we applied our segmentation approach to several video sequences containing various types of object motion.

Fig. 19 shows the first frame of an input image sequence containing two boats moving in a translational direction at different speeds along a river. To further complicate the experiment, global motion is introduced to the scene through the camera’s movements. In Fig. 20, the optical flow field, computed using the algorithm in [20], is displayed. Finally, Figs. 21 through 24 show the four regions segmented by our proposed algorithm. With only some minor discrepancies between
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Figure 18: Flow chart of the algorithm for change detection.
the land and water regions, each object in the sequence is successfully isolated by our approach.

4.6.2 Global Motion Estimation

We now seek to estimate the global motion in the boat sequence by applying our new, heuristic approach. The two segments containing the boats, seen in Figs. 21 and 22, do not contain any corners of the scene, and thus are not considered as candidates. The land and water segments, seen in Figs. 23 and 24, respectively, each contain two corners of the scene. As the variance of motion vectors is smaller in the land region, however, the vectors in this segment will be averaged to obtain an estimate of the global motion. As the land region is the only unmoving region, our method proves effective for this example.
Figure 21: Segmented region from the image sequence containing one of the boats.

Figure 22: Segmented region from the image sequence containing one of the boats.

Figure 23: Segmented region from the image sequence containing the land.
5 Vehicle Tracking for Urban Surveillance

The objective of Task 3 is to devise feature-based algorithms to track vehicles in urban environments. The principal goal of tracking is to first identify regions of interest in a scene, and to then monitor the movements or changes of the object through the image sequence. In this project, we focus on unsupervised vehicle tracking for low resolution aerial images taken from an urban area. Various optical effects have traditionally made this tracking problem very challenging. Objects are often lost in tracking due to intensity changes that result from shadowed or partially occluded regions of an image. Additionally, the presence of multiple vehicles in a scene can lead to mistakes in tracking and significantly increased computation time. We propose a feature-based tracking algorithm herein that will seek to mitigate these limitations. To first isolate vehicles in the initial frame, we apply three-frame change detection to the registered images. Feature points are identified in the labelled regions using the Harris corner criteria. To track a feature point from one frame to the next, we search for the point around a predicted location, determined from the feature’s previous motion, which minimizes the sum-of-squared-differences value. Finally, during the course of the image sequence, our algorithm constantly searches for new objects that might have entered the scene. Experimental results demonstrate the success of our tracking approach.

The results of Task 3 were published in Ref. [26]. Next, we present the technical details.

5.1 Introduction

Object tracking is a critical component in many computer vision applications, including medical imaging, surveillance, and robotics. Feature-based tracking, specifically, refers to the detection
and monitoring of points, ideally located on objects of interest, through an image sequence.

The first step in any feature tracking algorithm is to identify a set of interesting points in an initial image. Tracking is then performed in subsequent frames by establishing correspondence between the current set of feature points and candidate points in the next image. Correspondence can be measured through various techniques, including correlation-based methods and sum-of-squared difference (SSD) determinations. For larger images, however, ambiguity often arises when multiple points display similar properties to the feature point of interest.

To prevent this ambiguity, and furthermore avoid the excessive time required to perform an exhaustive search, Lucas and Kanade presented an algorithm in Ref. 27 that instead uses the spatial intensity gradient of the image to direct the search for feature points. By attaining correspondence of features, they were able to register a set of images related by any linear transformation. In Ref. 28, Tomasi and Kanade further generalized this algorithm to include feature-based tracking. For their approach, points were identified as features if they possessed good properties for tracking. During the tracking process, their algorithm monitors the residue of the feature, which refers to the point’s change in appearance from the initial image to the current one. If the feature’s residue becomes too large, it is declared no longer suitable for tracking. In this way, they again avoid potential errors in correspondence. However, in a realistic image sequence, the number of successfully tracked points would almost certainly decrease, as points could leave the scene or perhaps become affected by occlusion or lighting variations.

As an alternative to computing the image gradient, a Kalman filter [29, 30] could instead be used to direct the search for feature points. This approach uses knowledge of the point’s motion through previous frames to predict where the point should lie in the current frame. After using the Kalman filter to smooth the object’s trajectory, researchers often then use SSD measures to look for the feature point’s best match in the directed area [31, 32]. A Kalman filter can also provide further benefit to a tracking algorithm. In Ref. 33, researchers use the Kalman filter to design an optimal template of the marked object, and thus help to detect possible occlusions that might occur in the video frames.

In this section, we will investigate the application of object tracking to vehicle and traffic surveillance. Several different approaches to this problem have already been presented by researchers. In Ref. 34, a feature-based tracking algorithm is described that uses a Kalman filter to direct the search for features. Detected feature points are then clustered together to identify vehicles in the scene. This approach requires the researcher to identify fiducial, or fixed, points in the images, and
furthermore demands high resolution images so that multiple points on an object can be marked. In contrast, researchers in Ref. 35 and Ref. 36 attempt to segment vehicles from the video sequence by creating a model for the image background. When significant motion is present in the scene, however, this type of segmentation approach would demand excess time in order to constantly update the background model. A similar approach is taken in Ref. 37, where objects are segmented using a block matching technique. However, this algorithm requires knowledge of the pixels’ intensity changes over time, and demands a large amount of frames, and thus time, to create an accurate background model.

We will present herein a new approach to vehicle tracking that will serve to overcome the deficiencies in previous algorithms. We will adopt a feature-based tracking method that will specifically address the following problematic scenarios:

- A vehicle changes direction.
- Two vehicles pass each other.
- A large number of vehicles are present in the scene.
The algorithm will be capable of tracking vehicles even for low resolution images, and will also seek to minimize computation time, a necessary demand in many realistic applications.

The remainder of this section is organized as follows. In Section 5.2, we describe our approach to feature-based vehicle tracking. In Section 5.3, the performance of the algorithm is tested on various situational video sequences.

5.2 Tracking Algorithm

In this section, we will describe the different components of our feature-based tracking algorithm. The algorithm is summarized in the flowchart shown in Fig. 25.

5.2.1 Feature Selection

The first step in any feature-based tracking algorithm is to identify a set of candidate points in the initial frame of a video sequence. We measure the quality of a point using the Harris corner criteria, which is essentially a measure of the intensity variation in a neighborhood around the pixel. If the relative coordinates of the pixel are given by \( \mathbf{x} = [x, y]^T \), then the quality of the point is measured by

\[
C(\mathbf{x}) = \det(\mathbf{G}) + k \times (\text{trace}(\mathbf{G}))^2,
\]

where \( \mathbf{G} \) is a \( 2 \times 2 \) matrix given by

\[
\mathbf{G} = \begin{bmatrix}
\sum I_x^2 & \sum I_x I_y \\
\sum I_y I_x & \sum I_y^2
\end{bmatrix},\]

with \( I_x \) and \( I_y \) representing the horizontal and vertical intensity gradient, respectively, at the pixel of interest, and \( k \) is a scalar parameter determined by the user.

If the corner criteria exceeds a chosen threshold, then the point is selected as a chosen point for tracking. In image regions that contain a significant amount of intensity change, we further require a sufficient separation between tracking points so that the candidate feature list is sufficiently distributed in the image.

After collecting a set of predominant feature points in an image, we then attempt to remove those points that are contained in the background and thus only retain those pixels that lie on
vehicles in the frame. To isolate the feature points of interest, we use three-frame change detection, or image differencing, to generate a binary mask. Thus, points will be selected from only those regions in the image where motion has occurred in the previous three frames. We further smooth and denoise the mask using a basic set of morphological filters, whose parameters are determined from the average size of vehicles in the image sequence. The feature selection process is illustrated in Fig. 26.

5.2.2 Feature Tracking

After obtaining a set of feature points in the initial frame, we then wish to track the movement of those points over subsequent frames. To track a single point feature, an algorithm must identify a region of possible matches with which to search, and furthermore adopt a criteria to measure the quality of each possible match.

In our approach, we will use the previous motion of the feature point to predict where the point will lie in later images. For the second image, no motion history is available to the algorithm. Thus, a somewhat large search space will be defined around the target’s previous location, as the movement of the feature could occur in any direction. After a match is found in the second frame, a motion vector is then defined by differencing the location of the feature in the first frame to its location in the second frame. In this way, the location of the feature in the third image is estimated, so that only a smaller, refined search space is needed. This process is continued for all successive images. By shrinking the search space, computation time and possibilities of a false match are both reduced. Although the movement of the feature point might change from one frame to the next (for example, as a vehicle changes direction), we assume that the frame rate is sufficiently high so
that the point’s motion is approximately constant for temporally adjacent images.

To determine the similarity between a feature point and a possible match, we use the sum-of-squared-differences (SSD) criteria. If a feature point on an image occurring at time $t$ is located at $\mathbf{x} = [x, y]^T$, then the intensity values of a neighborhood of pixels centered at $\mathbf{x}$ is given by $I(\mathbf{x}, t)$. The best match for the feature point in an image taken at time $t + \delta t$ is the point located at $\mathbf{x} + \mathbf{\Delta}$, where $\mathbf{\Delta} = [\delta x, \delta y]^T$ is the displacement vector that minimizes the SSD measure:

$$ E(\delta x, \delta y, t) = [I(\mathbf{x} + \mathbf{\Delta}, t + \delta t) - I(x, y, t)]^2. \quad (27) $$

If the SSD value of the best possible match for a feature point is still greater than some user-defined threshold, then the feature is declared no longer suitable for tracking.

### 5.2.3 Feature Reselection

Various types of occlusion can cause features to be temporarily lost throughout the course of a track. We have implemented a feature reselection option that allows us to search for and recover features that may have been lost. Further, by periodically searching for new feature points, we are able to detect objects that were not present in the initial scene, or perhaps were not moving in the initial scene (as image differencing is used to generate the detection mask).

Feature reselect uses the same principles as the methods that are used to identify features in the initial frame. After user-determined intervals, we calculate the number of features that have been lost throughout that interval. We then attempt to recover as many features as we lost by creating a mask that makes points of interest more prevalent, then applying Harris corner detector. However, the original quality thresholds still hold, meaning that not all features must be recovered during the reselection process. This accommodates points that have moved out of the frame, which is
common when tracking moving features.

5.3 Numerical Results

In this section, we present several examples to demonstrate the success of our algorithm. Although our approach is mostly unsupervised, there are a few variables that must be set by the user. All parameters are dependent on the proximity of the camera to the scene, and the resolution of the camera.

As mentioned, a point is identified as a feature based on its quality, as measured in Equation (25). For each video sequence, a window size (in pixels) of $5 \times 5$ was used to determine a point’s corner criteria. In contrast, a $7 \times 7$ window was used for all SSD measurements in the tracking phase. To prevent erroneous results around the edges of image frames, an appropriately sized boundary was marked out of consideration. Finally, the researcher also chose appropriate thresholds for feature selection and feature tracking, which was determined, again, based on the size of vehicles in the video.

5.3.1 Multiple vehicles

We first consider a video containing multiple vehicles moving in the scene, as we hope to demonstrate that the algorithm is not limited by the number of cars present. The video is captured from just above a highway, and shows vehicles travelling in a linear path across the images. Vehicles continuously enter and leave the scene, and up to 12 cars are present at one time.

Frame 50 in the 75 frame video sequence is shown in Fig. 27, with feature points denoted by the red plus signs. For this image, 8 out of 9 vehicles in the scene are identified by feature points; this result was similar for other frames in the sequence. The algorithm is able to track almost all of the cars, including those that enter the scene during the video. However, as in the image shown, the algorithm has some difficulty tracking the darker, slower moving vehicles, which only start moving about halfway through the video.

5.3.2 Turning vehicle

In the next example, we consider the ability of our algorithm to track a car as it changes direction. Specifically, we use a traffic video containing a vehicle that makes a right turn. For this sequence,
Figure 28: Turning vehicle sequence: (a) Frame 1. (b) Frame 11. (c) Frame 21.
we have applied an additional mask to isolate the vehicle of interest and remove uninvolved feature points. Furthermore, we do not apply feature reselection, but only select features in the initial frame.

In Fig. 28, we show frames 1, 11, and 21 of the video sequence, which contain the vehicle before, during, and after the turn, respectively. As shown, the car is successfully tracked throughout the maneuver. We also applied the KLT algorithm to this video. However, all feature points were lost as soon as the vehicle began to change direction. All the tracking parameters were held constant for both algorithms.

5.3.3 Passing vehicles

The third video sequence contains two vehicles that pass each other travelling in opposite directions on a highway. We thus hope to show that the algorithm is able to track multiple vehicles, independent of their proximity and direction of motion. As in the previous example, we have applied a mask to this sequence isolating the cars of interest. To demonstrate the effectiveness of our approach, we do not apply feature reselection, although this technique would certainly further enhance our results.

Frame 1, 6, and 11 of the video sequence are shown in Fig. 29, which show the cars before, during, and after they pass each other. Both cars are successfully tracked throughout the video sequence. When we applied our algorithm to scenes involving more vehicles (again travelling in different directions relative to each other), the results were consistent with this example. We also applied the KLT algorithm to this sequence; the results were similar to the ones obtained with our algorithm.

5.3.4 Reappearing vehicle

Finally, we highlight the effectiveness of our feature reselection process by considering a video sequence containing a vehicle that undergoes temporary occlusion. In Fig. 30, we show a vehicle before, during, and after partial occlusion by a stationary object in the scene. Several points are initially identified on the object, but all feature points on the vehicle are lost when the vehicle crosses behind a road sign. As the car reappears in the third frame, using feature reselection, features on the vehicle are recovered and it is reestablished as a point of interest.
Figure 29: Passing vehicle sequence: (a) Frame 1. (b) Frame 6. (c) Frame 11.
Figure 30: Occluded vehicle sequence: (a) Frame 1. (b) Frame 30. (c) Frame 50.
6 A Target Detection Scheme for VHF SAR Ground Surveillance

The objective of Task 4 is to design supervised learning algorithms for change detection and test our algorithms using the VHF change detection problem set.

Detection of targets concealed in foliage is a challenging problem and is critical for ground surveillance. To detect foliage-concealed targets, we need to address two major challenges, namely, 1) how to remotely acquire information that contains important features of foliage-concealed targets, and 2) how to distinguish targets from background and clutter. Synthetic aperture radar operated in low VHF-band has shown very good penetration capability in the forest environment, and hence the first problem can be satisfactorily addressed. The second problem is the focus of this paper. Existing detection schemes can achieve good detection performance but at the cost of high false alarm rate. To address the limitation of the existing schemes, in this project, we develop a target detection algorithm based on a supervised learning technique that maximizes the margin between two classes, i.e., the target class and the non-target class. Specifically, our target detection algorithm consists of 1) image differencing, 2) maximum-margin classifier, and 3) diversity combining. The image differencing is to enhance and highlight the targets so that the targets are more distinguishable from the background. The maximum-margin classifier is based on a recently developed feature weighting technique called I-RELIEF; the objective of the maximum-margin classifier is to achieve robustness against uncertainties and clutter. The diversity combining utilizes multiple images to further improve the performance of detection, and hence it is a type of multi-pass change detection. We evaluate the performance of our proposed detection algorithm, using the SAR image data collected by Swedish CARABAS-II systems which operates at low VHF-band around 20-90 MHz. The experimental results demonstrate superior performance of our algorithm, compared to the benchmark algorithm associated with the CARABAS-II SAR image data. For example, for the same level of target detection probability, our algorithm only produces 11 false alarms while the benchmark algorithm produces 86 false alarms.

The results of Task 4 were published in Ref. [38].

Next, we present the technical details.
6.1 Introduction

Detecting targets concealed in foliage or camouflage in a large area is a challenge problem and is critical for ground surveillance. It has many applications such as detecting the deployment of enemies hidden in the forest, locating the position of an accident in forest rescue activities and marking the foliage-covered terrain changes.

There are mainly two difficulties for this problem, namely, 1) how to remotely acquire information that contains important features of foliage-concealed targets, and 2) how to distinguish targets from background and clutter. Synthetic aperture radar (SAR) operated at low VHF-band is a good solution to the first problem [39][40]. At the low VHF-band around 20MHz - 90MHz, radar wave is more likely to make a return on objects exceeding certain dimension. Since this dimension is usually much larger than the leaves and branches under which targets are concealed, radar signal can penetrate the forest canopy and get reflected by the targets under it. These backscatters describe the scene covered and are used to form SAR images in which large objects show themselves as bright areas. In this way, VHF-band SAR technology transforms the foliage penetration problem into a traditional image based target detection problem. The second problem is also known as automatic target detection (ATD) problem. Major techniques for ATD include adaptive boosting [41], extended fractal feature [42], genetic programming [43], multiscale autoregressive (MAR), multiscale autoregressive moving average (MARMA) models, singular value decomposition (SVD) methods [44] and constant false alarm rate (CFAR) processing [45]. CFAR processing is widely used to give a globally applicable threshold for a constant probability of false alarms through estimating and removing the local background statistics.

According to Lundberg et al. [46], the main technical challenge in designing an ATD algorithm lies in how to keep the false alarm rate at a low level while yet achieving high detection rate. Suppressing false alarms is especially important in the case of detecting concealed targets because the foliage can add substantial amount of noise to the image. The denser the forest is, the noisier the image looks. In certain cases, it is almost impossible to distinguish targets from noise and background clutter such as huge trunks and rocks, given a single image. To mitigate this problem, multiple images can be used to suppress noise and background clutter.

For ground surveillance, it is reasonable to assume that targets are in the areas of change between two images taken at different times while background clutter is unchanged between the two images. Hence, the target detection problem can be addressed by change detection techniques, if multiple images are given. The objective of change detection is to find areas of change between
an image under test and a reference image; here, an image under test may contain targets, and a reference image is an image of the same geographical region as the image under test; a reference image is captured at a different time and may not contain targets or contain targets that are in totally different locations, compared to the image under test. The changed areas or differences between two images may contain targets of interest, and the differencing can greatly suppress the background noise and clutter. Hence, change detection can help increase the probability of detection and reduce the false alarm rate [47][48][49][50].

In this section, we propose a target detection scheme that leverages change detection and a max-margin classifier based on nonlinear I-RELIEF feature weighting technique. In our target detection scheme, change detection helps separate targets from static background; the max-margin classifier makes our algorithm more robust to noise and unexpected clutter; we also use diversity combining to boost the performance of the algorithm further. Specifically, the first step is image differencing between an image under test and a reference image. Here, we assume that all the images are geometrically registered so that the same pixel in two images corresponds to the same geographical location; and all the images are radiometrically adjusted so that the lighting variation between two images is removed. Then, feature extraction, feature weighting and distance-ratio-based classification are applied to the difference image. Refer to Section 6.4 for more details. Diversity combining means combining signals from multiple sources into a single improved signal. In our case, differencing images between a specific image under test and multiple independent reference images are considered as diversity sources. After the same classification process on each source, multiple decisions are obtained independently. Majority voting among all the decisions gives a final decision, which is more reliable. Of course, the number of sources needs to be odd as required by majority voting. Fig. 31 shows the flow chart of our proposed algorithm.
We evaluate our proposed algorithm using a public released data set [51] acquired with the airborne CARABAS-II system which produces SAR images at low VHF-band around 20MHz – 90MHz during a flight campaign held in northern Sweden. It includes 24 images with 4 different targets deployments and 6 different flight passes for each deployment [46]. The image corresponding to mission 3 pass 5 was used for learning and the rest 23 images were used for testing. With different threshold values for distance ratio in the classifier, a performance curve of correct detection rate versus number of false alarms is obtained. Compared with the benchmark algorithm associated with the data set [46], our proposed scheme achieves much lower false alarm rate while yet achieving the same target-detection probability.

The remainder of the section is organized as below. In Section 6.2, we describe the image data set used for target detection. In Section 6.3, a baseline algorithm associated with the data set is presented. Section 6.4 presents our proposed scheme, which consists of four parts, namely, feature extraction, feature weighting, classification, and post processing. Section 6.5 shows our experimental results and compare our proposed scheme with the baseline algorithm.

6.2 Data Description

The image data set used for the evaluation of our proposed target-detection scheme is a subset of data collected during a flight campaign held in Sweden in the early summer of 2002 [51]. The images were taken by CARABAS-II, the second generation ultra-wide-band SAR mounted on a Sabreliner airplane. The system was operated in the frequency range of 20MHz - 90MHz. The corresponding wavelengths are between 3.3 meters and 15 meters. This dimension is much larger than that of leaves and branches and close to dimensions of vehicles which are the imagined targets to be pursued.

In this data set, there are several disturbing factors such as heading difference between images, different target orientations, different target sizes and radio frequency interference. The campaign was run at a spot in northern Sweden which mainly include a river and two blocks of forests. A rectangular area of 3km by 2km is chosen as the focus of all the data. And the GPS parameters of the corners are given with the data set. The recorded SAR images are all in 3000 by 2000 pixel size. Each pixel in the image corresponds to an area of 1m by 1m on the ground. 25 vehicles of three types and four deployments are used as targets hiding in the forests. There are ten TGB11 (4.4 × 1.9 × 2.2 m), eight TGB30 (6.8 × 2.5 × 3.0 m) and seven TGB40 (7.8 × 2.5 × 3.0 m). TGB11, TGB30 and TGB40 represent different kinds of vehicles. Sigismund, Karl, Fredrik and Adolf-Fredrik are
the codes of the four deployments. The vehicles have totally different positions and orientations between different deployments. To guarantee the variety of the data set, for every single vehicle deployment, six different flight headings were adopted. So, totally 24 images were acquired. There is a TV transmitter which is the source of radio frequency interference located south-east of the focused area. This affects the SAR imaging process and makes different contributions for different flight heading angles. Along with the data set, the actual position of each vehicle is given in the form of GPS parameters for the purpose of evaluation. See Fig. 32 for example images. Please refer to [46] for more information of the data set.

6.3 Baseline Algorithm for Target Detection

Along with the data set, a baseline algorithm and experimental results are given in [46]. Details about the algorithm are discussed in [52]. This algorithm is based on change analysis, statistic hypothesis test and CFAR normalization techniques. First of all, two pixel values are extracted from image under test $I_t$ and reference image $I_r$ at the corresponding position respectively. They are combined into a vector as:

$$
\mathbf{z} = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}
$$

(28)

It is assumed that each pixel value in the image is a random variable and values of different pixels are statistically independent. $z_1, z_2$ are two real-valued random variables and $\mathbf{z}$ is a random vector.
Then, target or change, clutter and noise signal are defined in the similar way as:

\[
\mathbf{s} = \begin{bmatrix} s_1 \\ s_2 \end{bmatrix}, \quad \mathbf{c} = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}, \quad \mathbf{n} = \begin{bmatrix} n_1 \\ n_2 \end{bmatrix},
\]

where indices 1 and 2 indicate the two images. Hypothesis test is used to determine whether a change is present. The two hypotheses are defined as:

\[
H_0 : \mathbf{z} = \mathbf{c} + \mathbf{n} = \mathbf{q} \quad \text{(no change)}
\]
\[
H_1 : \mathbf{z} = \mathbf{s} + \mathbf{c} + \mathbf{n} = \mathbf{s} + \mathbf{q} \quad \text{(change)}
\]

A test statistic of likelihood ratio is computed to test the two hypotheses. The test statistic is defined by:

\[
\Delta(\mathbf{z}) = \frac{P(\mathbf{z}|H_1)}{P(\mathbf{z}|H_0)}
\]

The random vectors of noise \(\mathbf{n}\) and clutter \(\mathbf{c}\) are assumed to have bivariate zero-mean circular Gaussian distribution. So the sum of the two \(\mathbf{q}\) also follows bivariate zero-mean circular Gaussian distribution. The two probability density functions (PDF) of the likelihoods in (31) are:

\[
P(\mathbf{z}|H_0) = \frac{1}{\pi^2|\mathbf{C}|}\exp(-\mathbf{z}^T \mathbf{C}^{-1} \mathbf{z})
\]

and

\[
P(\mathbf{z}|H_1) = \frac{1}{\pi^2|\mathbf{C}|}\exp(-(\mathbf{z} - \mathbf{s})^T \mathbf{C}^{-1} (\mathbf{z} - \mathbf{s}))
\]

where \(\mathbf{C}\) is a \(2 \times 2\) covariance matrix defined by:

\[
\mathbf{C} = E\{(\mathbf{z} - E\{\mathbf{z}\})(\mathbf{z} - E\{\mathbf{z}\})^T\}
= \begin{pmatrix} \sigma^2_1 & \rho_{21}\sigma_1\sigma_2 \\ \rho_{12}\sigma_1\sigma_2 & \sigma^2_2 \end{pmatrix}
\]

where \(\sigma^2_k = E\{q^2_k\}\) and \(\rho_{kl} = E\{q_kq_l\}/(\sigma_k\sigma_l)\). The value of covariance matrix \(\mathbf{C}\) is estimated using pixel values within smaller local image blocks. Then the statistic test is

\[
|\mathbf{s}^T \mathbf{C}^{-1} \mathbf{z}| > \lambda \rightarrow \text{decide } H_1
\]
\[
|\mathbf{s}^T \mathbf{C}^{-1} \mathbf{z}| \leq \lambda \rightarrow \text{decide } H_0
\]

It is assumed that the target is not present in one image but present in the other image, that means:

\[
\mathbf{s} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \text{ or } \mathbf{s} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]
With the change detection algorithm described above, we can convert two SAR images into one binary image with ‘0’ indicating no change and ‘1’ indicating change. Next, we describe how to determine the value of threshold $\lambda$. Because the statistic features vary at different locations in an image, the threshold $\lambda$ should also change for different locations. This change is difficult to predict for different images. To normalize the value of threshold $\lambda$, a CFAR detection filter is used. It is used to estimate the local background statistics in the change image and remove the variance between different locations. The shape of the CFAR filter is shown in Fig. 33. The background statistics, mean value and standard deviation are estimated based on the pixel values within the outer box but outside the inner box. The sizes of outer box and inner box are $31 \times 31$ and $19 \times 19$ respectively. Then the background statistics are compared with the pixel under test. The mean value is subtracted from the center pixel, then divided by the standard deviation. The resulting value is compared with a global threshold $\lambda'$ to make a decision. After thresholding, morphological operations, i.e., one erosion operation and two dilation operations are applied to the binary change mask to remove false alarms.

6.4 Our Proposed Scheme for Target Detection

The flow chart of our proposed target-detection scheme is shown in Fig. 31. The input of our algorithm is SAR images and the output of our algorithm is locations of possible targets, if there is any. In the situation considered in this section, as in most situations, a target occupies an area of more than one pixel in an image. But the location of a target is usually specified by the coordinates of a single point, e.g., the centroid, the top-left corner point, or the very top point of the target. So the ATD task is divided into two subtasks: 1) label each pixel as target or non-target; 2) group connected target pixels into targets and extract their coordinates. Usually, the first part
is much more challenging than the second part. If the image is correctly labeled, the second step becomes simple. The first subtask is actually classification. A carefully designed classifier is the core of this subtask. In our scheme, we use a distance-ratio-based classifier and train the classifier through supervised learning. Fig. 34 shows the flow chart of our proposed classification algorithm. The major steps of our classification algorithm are feature extraction, feature weighting, and classification/target-detection, which are presented in the following sections, respectively.

6.4.1 Feature Extraction

Our feature extraction method is based on change analysis. The first step is to acquire change information. Simple differencing between image under test $I_t$ and reference image $I_r$ is adopted here. A difference image $I_d$ is obtained by

\[
I_d = \begin{cases} 
I_t - I_r & I_t - I_r > 0 \\
0 & I_t - I_r \leq 0
\end{cases}
\]  

(37)

In the difference images, target areas should always be brighter than background areas. All the images in this data set are all geometrically registered. In order to reduce the influence of noise on classification, the difference image is processed by a low pass filter. It is equivalent to be
Figure 35: Feature extraction process

convoluted by a core matrix with averaging effect. A convolution core of $5 \times 5$ is used. Also, a pre-screening step is performed. It forces those pixels with intensities lower than a given threshold to be 0. This threshold should be enough to preserve all the target pixels. It is intended to remove those pixels that are obviously noise or background. These denoising processes can contribute to boosting the performance of the classifier and increasing the converging speed at the training stage.

All the input data is SAR images of 3000 by 2000 pixels. Because there are multiple targets in each image, it is not reasonable to take the whole image as a sample and label it as target or non-target. Instead, for each pixel, a local feature set is extracted and conveyed to the classifier. Then, each pixel is classified as target pixel or non-target pixel. In the baseline algorithm, only the intensity of current pixel is conveyed to the classifier as features. It does not consider the local environment of that pixel and is easy to be fooled by some high-intensity noise. To avoid this problem, for every pixel in the SAR image, all its neighbors within a $2n+1 \times 2n+1$ window are considered helpful in representing the behavior of that pixel and used to extend the feature extracted from the current pixel. Their pixel values, Fourier transform coefficients or other transform results can all be used as features. These features include lots of local information in addition to one pixel value and are widely used in image analysis [53]. Here, for a given pixel $i$, original pixel values of its neighbors are extracted and reordered to form a feature vector $x_i$. Then, by sliding a window within the image, a set of features $X$ is obtained. Fig. 35 shows the process of feature extraction.

6.4.2 Feature Weighting

As mentioned in the previous section, all the pixel values within the neighborhood of pixel under test are extracted to form a feature vector $x$. These features do not have the same contribution to discriminating the target and non-target classes. For example, the feature pixels closer to the pixel under test, i.e., near the center of the sliding window, deserve more attention than those farther
away from the pixel under test, i.e., near the border. Otherwise, in a non-target case, the noise within the border area may trigger the classifier to decide that a target is present. In the training stage, some features which are very noisy may prevent the training algorithm from converging or lead to the classifier’s over-fitting to the training data. In order to figure out how much attention should be paid to each feature, feature weighting, which assigns a real-valued number to each feature is adopted. The real-valued number here is called the weight of the corresponding feature. For a given feature vector \( \mathbf{x} \) and a global weight vector \( \mathbf{w} \), a weighted feature vector \( \mathbf{x}' \) is obtained by multiplying each feature \( x^{(i)} \) with its corresponding weight \( w^{(i)} \). Define

\[
\mathbf{x} = \begin{bmatrix} x^{(1)} \\ x^{(2)} \\ \vdots \\ x^{(I)} \end{bmatrix}, \quad \mathbf{w} = \begin{bmatrix} w^{(1)} \\ w^{(2)} \\ \vdots \\ w^{(I)} \end{bmatrix}, \quad \mathbf{x}' = \begin{bmatrix} x'^{(1)} \\ x'^{(2)} \\ \vdots \\ x'^{(I)} \end{bmatrix},
\] (38)

where \( x'^{(i)} = x^{(i)} \times w^{(i)}, \ i = 1, 2, \ldots, I \), where \( I \) is the data dimensionality.

We use I-RELIEF or Iterative-RELIEF, an improved interpretation of RELIEF for feature weighting. The key idea of I-RELIEF is to solve a convex optimization problem with a margin-based objective function. For RELIEF, the margin is defined based on a 1-NN, i.e. one nearest neighbor classifier. It only considers one nearest neighbor in the same class and one nearest neighbor in the other class. For I-RELIEF, the margin is averaged between all the sample pairs weighted by the possibility of being an outlier. The feature weights are iteratively estimated according to their ability to discriminate between neighboring patterns. Most algorithms for feature weighting and feature selection, which is the specific case of feature weighting with weights taking values of 0 or 1, rely on heuristic searching, because it is hard to define an objective function that can be optimized with low computational complexity. So they do not guarantee to give optimal solutions. RELIEF \[54\] addresses this problem by optimizing an objective function with low computational complexity. Let \( D = \{(x_n, y_n)\}_{n=1}^N \in \mathbb{R}^I \times \{\pm 1\} \) denotes a training data set, where \( I \) is the data dimensionality, \( x_n \) is a sample feature, \( y_n \) is the label of the feature, and \( N \) is the total number of samples in the training data set. Then, in RELIEF, the feature weighting problem is converted into the following optimization problem:

\[
\max_{\mathbf{w}} \sum_{n=1}^N \left( \sum_{i=1}^I w^{(i)} |x^{(i)}_n - NM^{(i)}(x_n)| - \sum_{i=1}^I w^{(i)} |x^{(i)}_n - NH^{(i)}(x_n)| \right)
\]

s.t. \( \|\mathbf{w}\|_2^2 = 1, \mathbf{w} \geq 0 \) (39)

where NM means nearest miss which is the nearest neighbor of \( x \) from different class and NH
means nearest hit which is the nearest neighbor of \( x \) from the same class. This is generated from a natural idea of scaling each feature such that the averaged margin in a weighted feature space is maximized. The constraint \( \| w \|_2^2 = 1 \) prevents the maximization from increasing to infinity. The constraint \( w \geq 0 \) ensures the weight vector is a distance metric. I-RELIEF [55] is an improved version of RELIEF. It solves two major problems in RELIEF: 1) the nearest neighbors are defined in the original feature space, which may not be the nearest in the weighted feature space; 2) the margin calculation can be influenced by outliers greatly. Based on the assumption that nearest neighbors and identity of a pattern are hidden random variables, I-RELIEF iteratively estimates feature weights following the principle of EM algorithm until convergence. This algorithm is proved to be convergent [55].

6.4.3 Classification

From the training stage, an optimal feature weight vector \( w^* \) is generated. In the new weighted feature space, the distance between two different classes is maximized and the distance within the same class is minimized. In the weighted space, various distance-based classifiers can be designed. In this section, we choose a distance ratio to design our classifier. Next, we define this distance ratio.

In the training phase, we can obtain the centroid of the target sample set \( \bar{x}_{\text{target}} = \frac{1}{N_t} \sum_{i \in C T} x'_i \) and the centroid of non-target sample set \( \bar{x}_{\text{ntarget}} = \frac{1}{N_n} \sum_{i \in C N} x'_i \), where \( C T \) is the set of indices of target samples, \( C N \) is the set of indices of non-target samples, \( N_t \) is the number of target samples, and \( N_n \) is the number of non-target samples. Then, for a feature sample (under test) \( x \), the distance ratio is defined by

\[
DR(x) = \frac{|x - \bar{x}_{\text{ntarget}}|}{|x - \bar{x}_{\text{target}}|}
\] (40)

Given an input SAR image under test, a distance ratio is calculated for each pixel. Then, the distance ratio is compared to a threshold and a decision is made for each pixel, based on the following criterion:

\[
DR(x) > \lambda \rightarrow \text{decide change/target, labeled as ‘1’}
\]
\[
DR(x) \leq \lambda \rightarrow \text{decide no change/non-target, labeled as ‘0’}
\] (41)

The above process produces a binary-valued image with ‘1’ denoting target and ‘0’ denoting non-target. This image is also called change mask. For the same input SAR image under test, different
reference images may result in different change masks. With multiple change masks, we can apply a majority voting rule to each pixel and obtain a final change mask. Note that for a different reference image, we need to re-do the training of our classifier since a different reference image represents a different training sample set.

6.4.4 Post Processing

The output produced by our classifier is a binary valued image. But the objective of target detection is to obtain the locations of targets. To achieve this, we group connected pixels whose value is “1”, and declare such a connected region as a target. The coordinates of the centroid of a connected region represents the location of the target associated with the region.

Another purpose of post processing is to remove false alarms. Since we have prior knowledge about the size of the targets, we can remove the connected regions whose sizes are smaller than an expected value. Our experimental results in the next section show the effectiveness of such post processing.

<table>
<thead>
<tr>
<th>Processing step</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing</td>
<td>Averaging kernel size</td>
<td>5 × 5 pixels</td>
</tr>
<tr>
<td></td>
<td>Denoising threshold</td>
<td>0.25</td>
</tr>
<tr>
<td>Feature extraction</td>
<td>Sliding window size</td>
<td>19 × 19 pixels</td>
</tr>
<tr>
<td>I-RELIEF feature</td>
<td>Maximum number of iterations</td>
<td>500</td>
</tr>
<tr>
<td>weighting</td>
<td>Distance metric</td>
<td>‘Euclidean’</td>
</tr>
<tr>
<td></td>
<td>Kernel function</td>
<td>( f(d) = \exp(-d/\sigma) )</td>
</tr>
<tr>
<td></td>
<td>Kernel width ( \sigma )</td>
<td>25</td>
</tr>
<tr>
<td>Classification</td>
<td>Threshold ( \lambda ) on DR</td>
<td>1/3</td>
</tr>
<tr>
<td>Post processing</td>
<td>Minimum number of</td>
<td>35 pixels</td>
</tr>
<tr>
<td></td>
<td>connected pixels as a target</td>
<td></td>
</tr>
<tr>
<td>Evaluation</td>
<td>Distance threshold</td>
<td>10 pixels</td>
</tr>
</tbody>
</table>

Table 1: Parameters used in the experiments

6.5 Experimental Results

In the experiments, for any given input image, the reference images are always chosen to be those images taken under the same flight angle but different deployments. The requirement of same flight angle ensures that the imaging conditions are the same. According to the data set, the four
<table>
<thead>
<tr>
<th>Target image</th>
<th>Correct detections</th>
<th>False alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mission Pass</td>
<td>Benchmark Algorithm 3 references</td>
<td>This Scheme 1 reference</td>
</tr>
<tr>
<td>2 1</td>
<td>25 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>3 1</td>
<td>22 24 23</td>
<td>1 3 3</td>
</tr>
<tr>
<td>4 1</td>
<td>25 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>5 1</td>
<td>23 25 25</td>
<td>4 2 3</td>
</tr>
<tr>
<td>2 2</td>
<td>25 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>3 2</td>
<td>25 25 25</td>
<td>4 1 1</td>
</tr>
<tr>
<td>4 2</td>
<td>25 25 25</td>
<td>3 2 1</td>
</tr>
<tr>
<td>5 2</td>
<td>25 21 21</td>
<td>4 0 0</td>
</tr>
<tr>
<td>2 3</td>
<td>25 25 25</td>
<td>3 1 1</td>
</tr>
<tr>
<td>3 3</td>
<td>23 23 23</td>
<td>4 0 0</td>
</tr>
<tr>
<td>4 3</td>
<td>25 25 25</td>
<td>0 2 1</td>
</tr>
<tr>
<td>5 3</td>
<td>24 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>2 4</td>
<td>24 25 25</td>
<td>3 0 0</td>
</tr>
<tr>
<td>3 4</td>
<td>25 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>4 4</td>
<td>25 25 25</td>
<td>4 0 0</td>
</tr>
<tr>
<td>5 4</td>
<td>25 22 23</td>
<td>4 0 1</td>
</tr>
<tr>
<td>2 5</td>
<td>25 25 25</td>
<td>3 0 0</td>
</tr>
<tr>
<td>3 5</td>
<td>25 25 25</td>
<td>0 0 0</td>
</tr>
<tr>
<td>4 5</td>
<td>25 25 25</td>
<td>2 0 0</td>
</tr>
<tr>
<td>5 5</td>
<td>23 25 23</td>
<td>29 0 10</td>
</tr>
<tr>
<td>2 6</td>
<td>25 25 25</td>
<td>1 0 0</td>
</tr>
<tr>
<td>3 6</td>
<td>25 24 24</td>
<td>3 0 0</td>
</tr>
<tr>
<td>4 6</td>
<td>25 25 25</td>
<td>1 0 0</td>
</tr>
<tr>
<td>5 6</td>
<td>23 25 25</td>
<td>3 0 0</td>
</tr>
<tr>
<td>Total</td>
<td>562 564 562</td>
<td>86 11 21</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the benchmark algorithm, and our proposed scheme with majority vote from 3 references and with a single reference image.
deployments Sigismund, Karl, Fredrik and Adolf-Fredrik are denoted as mission 2, 3, 4 and 5 respectively. So, for each image, there can be no more than three different reference images from other deployments.

Table 1 shows the parameters used in our experiments. Our rationale of choosing $19 \times 19$ for the sliding window size is the following. For best performance, the sliding window should be large enough to cover a whole target. On the other hand, a larger sliding window means higher computational complexity. We tested sliding window sizes of $7 \times 7$, $19 \times 19$, $31 \times 31$ and $41 \times 41$ pixels. The later three achieve the same performance while the first one performs worse. Hence, we choose $19 \times 19$ for the sliding window size.

In the training stage, the image of mission 3 flight 5 is used as training samples. The coordinates of the 25 target vehicles are included in the data set. For each target, a sliding window is manually shifted within a $5 \times 5$ neighborhood of the given coordinates of the target, and one feature vector belongs to the target class is extracted from the sliding window at each position. A feature vector set labeled as target including totally 625 samples is extracted from the 25 target locations. Another feature vector set labeled as non-target is extracted from 625 background positions which are manually chosen to avoid the target region. These two label sample sets are used as the input of the I-RELIEF feature weighting algorithm to give an output of weight vector $w^*$. Values of $\bar{x}_{\text{target}}$ and $\bar{x}_{\text{ntarget}}$ are also estimated from the training sample sets. According to the above reference look-up matrices, three different references are chosen, and training and testing are performed independently for each of the three references. Finally, a majority vote is applied to the three change masks obtained from the training and testing w.r.t. the three references, and the algorithm outputs the coordinates of all the detected targets.

For performance evaluation, the output coordinates are compared to the ground-truth target positions. If the location of a target detected by the ATD algorithm, is within the disk of 10-pixel (i.e., 10-meters) radius, centered at the ground truth position, then we declare that the detection is correct. If more than one target is found within this disk, one will be counted as a correct detection while others will be counted as false alarms.

Table 2 shows the testing results for 1) the benchmark algorithm [46], 2) our proposed scheme with majority vote from 3 references, and 3) our proposed scheme with a single reference image. In the testing stage, the image of mission 3 flight 5 is not used for testing because it serves as training samples. The experimental results show that compared to the benchmark algorithm [46], our proposed scheme with majority vote from 3 references produces much fewer false alarms, i.e.,
11 for ours vs. 86 for the benchmark, while yet achieving better target detection performance, i.e., 564 for ours vs. 562 for the benchmark. In addition, using diversity combining (multiple reference images) improves the performance of our proposed scheme with a single reference image.

The same experimental results for our proposed scheme with majority vote from 3 references in Table 2, can be presented by a receiver operating characteristic (ROC) curve, i.e., the false alarm probability vs. the detection probability as shown in Fig. 36. The false alarm probability in Fig. 36 is estimated at the pixel level, i.e., by the ratio of the number of false alarm pixels to the total number of pixels in an image; since the number of false alarm pixels is small and the total number of pixels in an image is very large (actually there are $6 \times 10^6$ pixels in an image), the false alarm probability is very small (in the order of $10^{-4}$). The detection probability is estimated by the ratio of the number of correctly detected targets to the total number of targets. Since Ref. [46] does not provide an ROC curve, we do not plot the ROC curve for the benchmark algorithm. We were not able to implement the benchmark algorithm exactly since Ref. [46] does not provide detailed description of the morphological operations used in the benchmark algorithm.

7 A Rotation-Invariant Transform for Target Detection in SAR Images

The objective of Task 5 is to design rotation-invariant transform for change detection and test our algorithms using the VHF change detection problem set.
Rotation of targets poses a great challenge for the design of an automatic image-based target detection system. In this project, we propose a target detection algorithm that is robust to rotation of targets. Our key idea is to use rotation invariant features as the input for the classifier. In this work, for an image, its coefficients of the combined Radon and 1-D Fourier transform are proved to be rotation invariance. These coefficients are used as the input to a maximum-margin classifier based on I-RELIEF feature weighting technique. The objective of the I-RELIEF technique is to maximize the margin between two classes and improve the robustness of the classifier against uncertainties. For each pixel of the Synthetic Aperture Radar (SAR) image, a feature vector can be extracted from a sub image centered at that pixel. Then our maximum-margin classifier decides whether the pixel is target or non-target which produces a binary-valued image. We further improved the detection performance by connectivity analysis, image differencing, and diversity combining. Our performance evaluation of the proposed algorithm was based on the data set collected by Swedish CARABAS-II systems. In conclusion, the experimental results show that our proposed algorithm achieved superior performance over the benchmark algorithm.

The results of Task 5 were published in Ref. [56].

Next, we present the technical details.

7.1 Introduction

SAR imaging sensors can provide images of a wide ground region and has the ability to visualize what is being covered by the foliage [46][52]. At the low VHF-band, around 20MHz - 90MHz, radar waves are more likely to detect targets that exceed a certain dimension. Since this dimension is usually much larger than the leaves and branches, the sensors are able to detect the concealed objects underneath the forest. The reflected radar waves from the hidden objects are used to form SAR images in which the larger targets are seen as brighter areas than the smaller objects.

Another problem is to develop an algorithm that can automatically analyze the image and provide the essential information. For example, the essential information can be scene type, existence of certain objects, or location of all the specified objects. In this section, all the research is made based on a data set captured by CARABAS-II radar which can be downloaded at [51] for free. The purpose of this project is to locate all the vehicles concealed in the forest which is known as automatic target detection (ATD). Also a benchmark algorithm has been provided with the dataset by [46], but this algorithm detected too many false alarms; therefore, further research needs to be
conducted to develop a more accurate algorithm.

Techniques using adaptive boosting [41], extended fractal feature [42], genetic programming [43], multiscale autoregressive (MAR), multiscale autoregressive moving average (MARMA) models, singular value decomposition (SVD) methods [44], and constant false alarm rate (CFAR) processing [45] were studied. According to Lundberg et al. [46], the main technical challenge in designing an ATD algorithm for a forest covered region is not detecting targets, but reducing the false alarm rate to a useful level. The SAR is considered to be a good sensor in the foliage penetrating scenario; however, when the targets are concealed by the forest, the branches and leaves will cause a significant amount of noise to appear in the image. One thing to consider is the density of the forest and the noise in the image are directly proportional. Another key point is most algorithms work well for open areas, but not in the forest because of the strong noise which is produced by the leaves and branches of the trees.

One important assumption that is made when analyzing the images is that the background clutter is stationary and targets are non-stationary. Now due to this assumption that was made, the target detection problem is equivalent to the change analysis which can be defined as finding the differences between the test image and a reference image. The next important clarification is to define test image as an image in which the algorithm tries to locate the targets from the surrounding area. Also the reference image is an image of the same location as the test image, but taken when the targets have moved to a different location. In order to detect the moving targets in the test image, the algorithm takes the difference of the two photos and the outcome consist mostly of the moving targets. The effectiveness of the change-based ATD scheme has been proved by [47][48][49][50].

Along with the dataset [51], a benchmark algorithm and the results are given in [46]. This algorithm is a statistical hypothesis test followed by a CFAR filter and morphological post processing. In the statistical hypothesis test, the targets are assumed to be deterministic signal while the background clutter and noise are assumed to be Gaussian random variables. Then the decision is made for every pixel in the image according to Neyman-Pearson criterion. Now the statistical hypothesis test is used in the benchmark algorithm which is not the optimal solution because the statistical hypothesis test treats each pixel in the SAR image as independent random variable; therefore, loses the spatial information which is vital for detecting targets in the SAR image. Another reason why the statistical hypothesis test is not optimal is because this test uses the same statistical model for different targets.
In our previous work [57], we used a fundamentally different ATD algorithm which shows improvement in the results. Our past algorithm shares the same change analysis idea with the benchmark algorithm, but our scheme is able to determine the targets from local features of labeled SAR images. Now the previous algorithm leads to a more dedicated classifier for the particular target; however, our algorithm trades generality for performance.

Our framework for the new algorithm is similar to the previous algorithm [57] with the exception of a more advanced local descriptor. The function of the local descriptor is to extract local features from the given region of interest in the image. Then the local features computed for region of interest have been proved to be successful in applications of imagery data analysis [58]. In our previous work [57], local features are vectors whose elements are intensity values extracted from a sliding window centered at a pixel of interest. However, in this section, an extra rotation invariant transform step is applied to the region of interest. In order to receive the feature vectors which are invariant to different object orientations, we use the outcome of the extra rotation invariant transform as elements of the feature vectors. The diagram of the new algorithm is shown in Fig. 37.

Since all the learning and testing images are considered geometrically registered; therefore, the differencing step is taking the difference of each pixel between the two images. After the differencing step comes the preprocessing step which is a denoising step that removes the obvious background. One of the main benefits from the preprocessing step is that it will be able to improve the performance of the algorithm and the converging speed at the learning stage. Next, the proof of the rotation invariant transform step is introduced in Section 7.3.1. Now the feature extraction is a step that translates a matrix into a vector which shares the same elements. Following feature extraction comes I-RELIEF or Iterative-RELIEF step which is a feature weighting algorithm looking for a weight vector that maximize the margin between two classes and minimize the margin of elements within the same class. Then the classifier is based on the ratio of the distances from the unknown feature of the two classes. Lastly, the post processing works to cluster nearby pixels, remove small detections and the output is the location of every detection. Refer to later part of this section and our previous work [57] for more details.

The rest of this section is organized as below. Section 7.2 briefly describes the data set. In Section 7.3, we present our proposed scheme. Section 7.4 shows the experimental results.
Figure 37: Flow chart of our scheme: (a) learning; (b) testing; (c) diversity combining; black blocks are additional parts in this section.
7.2 Data Description

The dataset collected during a flight campaign held in Sweden in summer 2002 was used for the evaluation of the performance of the algorithm. All the images in the dataset were taken by CARABAS-II ultra-wide-band SAR system mounted on a Sabreliner airplane. This system was operated in the frequency range of 20MHz - 90MHz which corresponds to the wavelength of 3.3 meters to 15 meters. The wavelengths of 3.3 meters to 15 meters are comparable to the size of vehicles as targets to be pursued.

In this dataset, all the images are $3000 \times 2000$ pixels which are highly accurate intensity matrices that cover the same 3km by 2km ground area; therefore, the resolution of the data is 1 meter per pixel. There are 24 images in the dataset which were taken at 4 different target locations and 6 flights for each location. For each image, the locations and heading of every vehicle, flight heading, incidence angle, and Radio Frequency Interference (RFI) level are given with the dataset. Fig. 38 shows two sample images and the amplified target regions. Please refer to [46] for more details about the dataset.
7.3 Proposed Target Detection Scheme

Fig. 37 shows the flow chart of our proposed scheme. It consists of three parts: learning, testing and majority voting.

Learning and testing share the same procedures of differencing, preprocessing, rotation invariant transform and feature extraction. These four common steps can be noted as general feature extraction shown as Fig. 39. This function module serves to extract a feature vector set \{x_i, i = 1, 2, ..., N\} from the test image \(I_t(x, y)\) and the reference image \(I_r(x, y)\). For a given location \((x, y)\) in the image, there would be a corresponding feature vector extracted from a small window centered at \((x, y)\). The small window slides across the image to extract feature vectors from different locations into the output feature vector set. Now to discuss in more detail, the differencing step takes the pixels from the test image and subtracts the pixels from the reference image to remove background noise and clutter. To further suppress the noise in the difference image, both the low pass filter and small threshold are used in this process. First a small threshold is applied to the filtered image in order to remove pixels that are obviously noise. Then the uniform matrix \(h\) is used as the convolution kernel of the low pass filter. The calculation of image \(I_d\) is shown in equation (42). In the third step, the rotation invariant transform which will be discussed in section 7.3.1 was applied. Finally, the feature extraction step is an element reordering step which puts elements of a matrix into a vector in a specific order.

\[
I_d = \begin{cases} 
    h * (I_t - I_r) & h * (I_t - I_r) > th \\
    0 & h * (I_t - I_r) \leq th
\end{cases} \tag{42}
\]

In the learning stage, locations of all the targets are assumed to be given, so the extracted feature set can be labeled as either “1”, target or “0”, non-target. The labeled feature set is fed to the I-RELIEF feature weighting algorithm to find the best weight vector \(w\) that maximize the margin between two classes of features and minimize the margin within the same class. At the end of this stage, a trained weight vector \(w^*\) and two representative feature vectors from target and non-target classes are stored for future use in the testing stage. Here, the arithmetic average of all the feature vectors within each class is used as a representative feature vector of that class.

For the testing stage, feature vectors are extracted by moving a sliding window across every possible pixel in the image. Then the vectors are fed to a classifier which is explained in section 7.3.3. The output of the classifier is then assigned to the corresponding pixel as a decision of “1” target or “0” non-target. At the end of this stage, a decision mask of a binary valued image is
exported to the next step.

Finally, the last stage is comprised of majority voting and post processing. Now majority voting independently makes decisions based on several different reference images and chooses the most frequent output as the final decision. Then the purpose of post processing is to connect all the adjacent target pixels into clusters of potential targets, remove those clusters which are too small to be a target, and output the center of each cluster as the location of detections.

There is an algorithm performance evaluation module after all the above steps to compare the location of every detection given by the algorithm with the ground truth locations from the dataset. If an output location is within certain distance range from any ground truth location, a correct detection is claimed, otherwise, a false alarm has occurred. For each ground truth target, only one correct detection can be assigned. Otherwise the detection rate will be inaccurate because the algorithm may claim more detection than what was actually detected.

7.3.1 Rotation Invariant Transform

Local photometric descriptors computed from interest regions such as Scale Invariant Feature Transform (SIFT) [59] have been used in many applications with great success. However, the manipulated local descriptors are not suitable choices in our research because the target is too small
and the image is extremely noisy. In our previous work [57], raw pixel values from a small window are extracted as local features which is the simplest descriptor and indicates good performance of detecting targets.

Raw pixel value descriptor is simple to process and it preserves all the information within the interest region; however, the raw pixel value is a low level local feature which contains a significant amount of redundant information. For example, the same target with different orientations could lead to very different features because the redundant information can easily lead to over fitting or the algorithm diverges in the learning stage if the targets of different orientations were used as training samples.

In our research the detection algorithm was designed to locate targets in SAR images no matter the rotational position of the target. The rotation invariant transform extracts underlying features which is irrelevant to the orientation of the object and use these features to describe the characteristics of the target. Now the extracted rotation invariant feature is an abstraction of the raw data at a higher level which is only related to the target itself but not its orientation. Then, the detection problem is brought into a normalized framework.

Our section uses an algorithm which consists of Radon transform and Fourier transform shown in Fig. 40. Two dimensional Radon transform is the projection of the image intensity along a radial line oriented at a given angle [60]. A straight line $AA'$ in Fig. 41 can be defined parametrically by:

$$\begin{align*}
\begin{cases}
x(t) = b\cos\theta + ts\sin\theta \\
y(t) = b\sin\theta - t\cos\theta
\end{cases}
\end{align*}$$

Then, the Radon transform can be written as:

$$R(b, \theta) = \int_{-\infty}^{\infty} I(x(t), y(t)) \, dt$$
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or the identical expression:

$$R(b, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x, y) \delta(b - x\cos\theta - y\sin\theta) \, dx \, dy$$  \hspace{1cm} (45)$$

By doing this for different values of $b$ and $\theta$ from 0 degree to 180 degree, the original image $I(x, y)$ is transformed into $R(b, \theta)$.

In order to prove that the proposed rotation invariant transform will get the same output for an original image $I(x, y)$ and its rotated version $I'(x, y)$, we will need to prove:

$$|F_{\theta}\{R\{I'(x, y)\}\}| = |F_{\theta}\{R\{I(x, y)\}\}|$$  \hspace{1cm} (46)$$

where $F_{\theta}\{\bullet\}$ is Fourier transform along the direction of $\theta$ and $R\{\bullet\}$ is the Radon transform. According to the geometry knowledge, an image rotated by $\theta_0$ degree counterclockwise becomes:

$$I'(x, y) = I(x\cos\theta_0 - y\sin\theta_0, x\sin\theta_0 + y\cos\theta_0)$$  \hspace{1cm} (47)$$

Then, its Radon transform can be written as:

$$R'(b, \theta) = R\{I'(x, y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I'(x, y) \delta(b - x\cos\theta - y\sin\theta) \, dx \, dy$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x\cos\theta_0 - y\sin\theta_0, x\sin\theta_0 + y\cos\theta_0) \delta(b - x\cos\theta - y\sin\theta) \, dx \, dy$$  \hspace{1cm} (48)$$
Define variables $m$ and $n$ as:
\[
\begin{align*}
m &= x \cos \theta_0 - y \sin \theta_0 \\
n &= x \sin \theta_0 + y \cos \theta_0
\end{align*}
\]
(49)

Then,
\[
\begin{align*}
x &= mc \cos \theta + ns \sin \theta \\
y &= -ms \cos \theta + nc \sin \theta
\end{align*}
\]
(50)

\[
dxdy = |J|dmdn, |J| = \det \begin{bmatrix} \cos \theta_0 & \sin \theta_0 \\
-\sin \theta_0 & \cos \theta_0 \end{bmatrix} = 1
\]
(51)

Plugging equation (50) and (51) into (48) will get:
\[
R'(b, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(m, n) \delta(b - m \cos(\theta + \theta_0) - n \sin(\theta + \theta_0))dmdn = R(b, \theta + \theta_0)
\]
(52)

Take the Fourier transform on both sides and take the magnitude, it becomes:
\[
|\mathcal{F}_{\theta}\{R'(b, \theta)\}| = |\mathcal{F}_{\theta}\{R(b, \theta + \theta_0)\}| = |e^{j\omega \theta_0} \mathcal{F}_{\theta}\{R(b, \theta)\}| = |\mathcal{F}_{\theta}\{R(b, \theta)\}|
\]
(53)

Then the proof is done. In the same way, it can be proved that for a rotated and translated image $I''(x, y)$:
\[
|\mathcal{F}_{\theta}\{\mathcal{R}\{I''(x, y)\}\}| = |\mathcal{F}_{\theta}\{\mathcal{R}\{I(x, y)\}\}| = |\mathcal{F}_{\theta}\{\mathcal{R}\{I(x, y)\}\}|
\]
(54)

This is actually a rotation and translation invariant transform. The proof is given but it is not used because the sliding window mechanism which covers every possible translational position is very robust to translational variance and another operation of taking magnitude means more information loss.

Assume $I''(x, y)$ is another version of $I(x, y)$ with $\theta_0$ degrees counterclockwise rotation followed by $(x_0, y_0)$ translation. Then it can be written as:
\[
I''(x, y) = I(x \cos \theta_0 - y \sin \theta_0 + x_0, x \sin \theta_0 + y \cos \theta_0 + y_0)
\]
(55)

Its Radon transform is:
\[
R''(b, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(x \cos \theta_0 - y \sin \theta_0 + x_0, x \sin \theta_0 + y \cos \theta_0 + y_0) \delta(b - x \cos \theta - y \sin \theta)dxdy
\]
(56)

Denote:
\[
\begin{align*}
m &= x \cos \theta_0 - y \sin \theta_0 + x_0 \\
n &= x \sin \theta_0 + y \cos \theta_0 + y_0
\end{align*}
\]
(57)
Equation (56) turns to be:

\[
R''(b, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(m, n) \delta(b + x_0 \cos(\theta + \theta_0) + y_0 \sin(\theta + \theta_0) - m \cos(\theta + \theta_0) - n \sin(\theta + \theta_0)) \, dm \, dn
\]

\[
= R(b + x_0 \cos(\theta + \theta_0) + y_0 \sin(\theta + \theta_0), \theta + \theta_0) \tag{58}
\]

Take the Fourier transform along the direction of \( b \) on both sides of equation (58):

\[
\mathcal{F}_b\{R''(b, \theta)\} = e^{x_0 \cos(\theta + \theta_0) + y_0 \sin(\theta + \theta_0)} \mathcal{F}_b\{R(b, \theta + \theta_0)\} \tag{59}
\]

And:

\[
|\mathcal{F}_b\{R''(b, \theta)\}| = |\mathcal{F}_b\{R(b, \theta + \theta_0)\}| \tag{60}
\]

Then, further proof of equation (54) is to take the Fourier transform along \( \theta \) direction on both sides of equation (60) and take the magnitude.

In this research we used the rotation invariant features instead of the raw pixel values used in our previous work [57] because the rotation invariant algorithm can detect targets of different orientations whereas raw pixel values algorithm is sensitive to change of orientation. Having the capability of being insensitive to different orientations will alleviate the potential of over fitting problem with raw pixel value features. However, the proposed rotation invariant transform needs to take the magnitude of the Fourier transform coefficients which loses all the phase information, so the new feature is less accurate than the raw feature. When using the rotation invariant features the accuracy is traded for generality.

7.3.2 I-RELIEF

Feature weighting transforms the original feature vector \( \mathbf{x} \) into a new feature vector \( \mathbf{x}' \) by assigning each feature a positive weight \( w^{(i)} \). The feature and weight vectors can be defined as:

\[
\mathbf{x} = \begin{bmatrix} x^{(1)} \\ x^{(2)} \\ \vdots \\ x^{(I)} \end{bmatrix}, \quad \mathbf{w} = \begin{bmatrix} w^{(1)} \\ w^{(2)} \\ \vdots \\ w^{(I)} \end{bmatrix}, \quad \mathbf{x}' = \begin{bmatrix} x'^{(1)} \\ x'^{(2)} \\ \vdots \\ x'^{(I)} \end{bmatrix}
\]

where \( x'^{(i)} = x^{(i)} w^{(i)}, \ i = 1, 2, \ldots, I, \ I \) is the data dimensionality.

I-RELIEF or Iterative-RELIEF is an improved version of RELIEF which is a feature weighting algorithm for increasing the discrimination between classes. The key idea of RELIEF is to solve a
convex optimization problem with a margin-based objective function:

\[
\max_w \sum_{n=1}^{N} \left( \sum_{i=1}^{I} w(i) |x_n^{(i)} - NM^{(i)}(x_n)| - \right)
\]

\[
\sum_{i=1}^{I} w(i) |x_n^{(i)} - NH^{(i)}(x_n)|
\]

s.t. \( \|w\|^2_2 = 1, w \geq 0 \)  

\( NM \) means the nearest miss of \( x \) and \( NH \) means the nearest hit of \( x \). Two problems with RELIEF are that \( NM \) and \( NH \) are defined in the original feature space and the outliers can dramatically influence the margin calculation. To solve the two problems, I-RELIEF calculates the margin based on the probabilities of \( NM, NH \), and outliers estimated in the weighted feature space and updates the weights iteratively. Refer to [55] for details.

7.3.3 Classifier

The structure of our classifier is shown in Fig. 42 which is the same as our previous work [57]. Also, our classifier shares the similar philosophy with Neyman-Pearson detector. Now looking at Fig. 42, \( D_1 \) and \( D_0 \) are all Euclidean distances and different values of threshold causes a trade off between detection rate and false alarm rate.

7.4 Experimental Results

To evaluate the performance of our algorithm, we set up experiments based on the 24 public SAR images included in the CARABAS-II radar data set. These images are categorized as mission 2, 3, 4 and 5 according to the 4 different vehicle locations. For each location, 6 images known as pass 1 through 6, were taken in different operating conditions such as flight heading, incidence angle, and radio frequency interference level. Once we receive a test image we always chose the reference image from the different locations but under the same operating conditions; therefore, for any test image, there could be 3 independent reference images for three independent training processes.

The image of mission 3 pass 5 was always used as the test image in the learning stage from which target and non-target training sets were extracted. Now the I-Relief feature weighting algorithm will generate an optimized weight vector \( w^* \) from the two training sets. We put the \( w^* \) weight vector together with the averages of the two sets of training samples into our classifier. The above procedures were repeated for each reference image to finish the learning stage. Finally,
Figure 42: The diagram of classification.
we obtained three classifiers for the three reference images with the same structure but different parameters.

In the testing stage for each test and reference image pair, the classifier trained in the learning stage will make a decision for each pixel and output a decision mask. Since there are three independent reference images there will have three independent decision masks which by majority voting will merge into one final decision mask. Then post processing of clustering will apply to the mask and the centroid of a large enough cluster will mark the position of the detection. When evaluating the performance of our algorithm, we compare the position of the detections with the locations of real targets and if the distance is less than 10 pixels (i.e. 10 meters), we claim that one detection has been made. For each real target location, only one detection can be claimed and the rest of our detections are false alarms.

The above experiment setup is the same as our previous work [57], except an additional rotation invariant module was added to the experiment which is implemented with the help of Radon Transform and Fast Fourier Transform (FFT). Actually Radon Transform requires discrete values of $\theta$ between $0^\circ$ and $180^\circ$ as inputs. In our experiment, $\theta$ is chosen to be $0^\circ$, $15^\circ$, $30^\circ$, $45^\circ$, ..., $180^\circ$. When the Radon Transform is applied to the sliding window of $19 \times 19$ with the given $\theta$ values, the feature vector increases its dimension from 361 to 377. Since the output of the Radon transform is a $29 \times 13$ instead of $19 \times 19$ matrix and FFT does not change its dimension.

Table 3 shows the parameters used in our experiment. Table 4 shows the experimental results from our algorithm compared with the benchmark algorithm. However, image of mission 3 pass 5 was not used for testing because it served as a training set. In conclusion, our experimental results show that our algorithm produces a lower false alarm rate and higher detection rate than the benchmark algorithm. For example, our algorithm produced 25 false alarms and missed one detection and the benchmark algorithm produced 86 false alarms and missed 13 detections.

8 **Depth Based Image Registration**

The objective of Task 6 is to devise an image registration algorithm that is capable of mitigating the parallax problem. We develop a depth based image registration scheme to mitigate the parallax problem.

Current image registration algorithms suffer from the parallax problem due to the assumption that all object points in 3D space are on the same plane. However, this assumption is not valid for aerial images captured by cameras mounted on low-flying airplanes. For this scenario, the high rise buildings will cause significant parallax problems, i.e., the close-by high rise buildings
move fast than the stationary objects on the ground in the video sequence. Hence, if we use a
conventional image registration scheme (which assumes that all object points in 3D space are on
the same plane), in the registered video sequence, we could observe artificial motion between the
high rise buildings and the stationary objects on the ground. The only way to address this problem
is to use 3D information.

Hence, we propose a depth based image registration scheme. Our key idea is to use depth infor-
mation. To achieve this, we need to extract depth from 2D video sequence. Our technique is called
"structure from motion". We implement the depth based image registration scheme. Experimental
results show that our scheme achieves much better performance than the conventional image regis-
tration scheme (which assumes that all object points in 3D space are on the same plane), if there is
significant parallax. Our results show that depth information can really help mitigate the parallax
problem.

The results of Task 6 were published in Ref. [61]. Next, we present the technical details.

### 8.1 Introduction

Image registration is a fundamental task in image processing and computer vision which matches
two or more images taken at different times and different viewpoints, by geometrically aligning
reference and sensed images. There has been a broad range of techniques developed over the years
in literature. A comprehensive survey of image registration methods was published in 1992 by
Brown [62], including many classic methods still in use. Due to the rapid development of image

---

<table>
<thead>
<tr>
<th>Processing step</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing</td>
<td>Averaging kernel size</td>
<td>$5 \times 5$ pixels</td>
</tr>
<tr>
<td></td>
<td>Denoising threshold</td>
<td>0.25</td>
</tr>
<tr>
<td>Rotation invariant transform</td>
<td>Discrete $\theta$ values</td>
<td>$0^\circ, 15^\circ, 30^\circ, 45^\circ, ..., 180^\circ$</td>
</tr>
<tr>
<td>Feature extraction</td>
<td>Sliding window size</td>
<td>$19 \times 19$ pixels</td>
</tr>
<tr>
<td>I-RELIEF feature weighting</td>
<td>Maximum number of iterations</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Distance metric</td>
<td>‘Euclidean’</td>
</tr>
<tr>
<td></td>
<td>Kernel function</td>
<td>$f(d) = \exp(-d/\sigma)$</td>
</tr>
<tr>
<td></td>
<td>Kernel width $\sigma$</td>
<td>25</td>
</tr>
<tr>
<td>Classification</td>
<td>Threshold $\lambda$ on DR</td>
<td>3.0</td>
</tr>
<tr>
<td>Post processing</td>
<td>Minimum number of connected pixels as a target</td>
<td>35 pixels</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Distance threshold</td>
<td>10 pixel</td>
</tr>
</tbody>
</table>

Table 3: Parameters used to test performance
<table>
<thead>
<tr>
<th>Target image</th>
<th>Correct detections</th>
<th>False alarms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mission</td>
<td>Benchmark Algorithm</td>
<td>Our Scheme</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 4: Comparing of results from benchmark algorithm and that from proposed scheme. Image of mission 3 pass 5 should not be counted in testing because it is used for training.
acquisition devices, more image registration techniques emerged afterwards and were covered in another survey [63] published in 2003. Different applications due to distinct image acquisition require different image registration techniques. In general, manners of the image acquisition can be divided into three main groups:

- **Different viewpoints (multiview analysis).** Images of the same scene are acquired from different viewpoints. The aim is to gain a larger 2D view or a 3D representation of the scanned scene.

- **Different times.** Images of the same scene are acquired at different times, often on regular basis, and possibly under different conditions. The aim is to find and evaluate changes in the scene which appeared between the consecutive image acquisitions.

- **Different sensors.** Images of the same scene are acquired by different sensors. The aim is to integrate the information obtained from different source streams to gain more complex and detailed scene representation.

Due to the diversity of images to be registered and various types of degradations, it is impossible to design a universal method applicable to all registration tasks. Every method should take into account not only the assumed type of geometric deformation between the images but also the radiometric deformations and noise corruption, required registration accuracy and application-dependent data characteristics. Nevertheless, the majority of the registration methods consists of the following four steps: feature detection, feature matching, transform model estimation, image resampling and transformation.

A widely used feature detection method is corner detection. Kitchen and Rosenfeld [64] proposed to exploit the second-order partial derivatives of the image function for corner detection. Dreschler and Nagel [65] searched for the local extrema of the Gaussian curvature. However, corner detectors based on the second-order derivatives of the image function are sensitive to noise. Thus Forstner [66] developed a more robust, although time consuming, corner detector, which is based on the first-order derivatives only. The reputable Harris detector [67] also uses first-order derivatives for corner detection.

Feature matching includes area-based matching and feature-based matching. Classical area-based method is cross-correlation (CC) [68] exploit for matching image intensities directly. For feature-based matching, Goshtasby [69] described the registration based on the graph matching algorithm. Clustering technique, presented by Stockman et al. [70], tries to match points connected by abstract edges or line segments.
After the feature correspondence has been established the mapping function is constructed. The mapping function should transform the sensed image to overlay it over the reference image.

Finally interpolation methods such as nearest neighbor function, bilinear, and bicubic functions are applied to the output of the registered images.

The prevailing image registration methods, such as the algorithm of Davis and Keck [71, 72], assume all the feature points are coplanar and build a homography transform matrix to do registration. The advantage is that they have low computational cost and can handle planar scenes conveniently; however, with the assumption that the scenes are approximately planar, they are inappropriate in the registration applications when the images have large depth variation due to the high-rise objects, known as the parallax problem. Parallax is an apparent displacement of difference of orientation of an object viewed along two different lines of sight, and is measured by the angle or semi-angle of inclination between those two lines. Nearby objects have a larger parallax than further objects when observed from different positions. Therefore, as the viewpoint moves side to side, the objects in the distance appear to move slower than the objects close to camera.

In this section, we propose a depth based image registration algorithm by leveraging the depth information. Our method can mitigate the parallax problem caused by high-rise scenes in the images by building accurate transform function between corresponding feature points in multiple images. Given an image sequence, we first select a number of feature points and then match the features in all images. Then we estimate the depth of each feature point from feature correspondences. With the depth information, we can project the image in 3D instead of using a homography transform. Further more, fast and robust image registration algorithm can be achieved by combining the traditional image registration algorithms and depth based image registration method proposed in this section. The idea is that we first compute the 3D structure of a sparse feature points set and then divide the scene geometrically into several approximately planar regions. For each region, we can perform a depth based image registration. Accordingly, robust image registration is achieved.

The remainder of this section is organized as follows. Section 12.3 presents the 3D reconstruction algorithm on which our experiments are based. In Section 12.4, we describe our depth-based image registration algorithm from theoretical aspects to explain why it can mitigate the parallax problem. Section 12.5 compares our algorithm with the algorithm of Davis and Keck [71] on the same video sequence.
8.2 3D reconstruction from video sequences

Here, we simply introduce the 3D reconstruction algorithm proposed in Ma et. al’s book [73] on which our experiments are based. When developing a stereo vision algorithm for registration, the requirements for accuracy vary from those of standard stereo algorithms used for 3D reconstruction. For example, a multi-pixel disparity error in an area of low texture, such as a white wall, will result in significantly less intensity error in the registered image than the same disparity error in a highly textured area. In particular, edges and straight lines in the scene need to be rendered correctly.

The 3D reconstruction algorithm is implemented using the following steps [73]. First, geometric features are detected automatically in each individual images. Secondly, feature correspondence is established across all the images. Then the camera motion is retrieved and the camera is calibrated. Finally the Euclidean structure of the scene is recovered.

8.2.1 Feature selection

The first step in 3D reconstruction is to select candidate features in all images for tracking across different views. Ma et al. [73] use point feature in reconstruction which is measured by Harris’ criterion [],

\[ C(x) = \det(G) + k \times \text{trace}^2(G), \]  

(64)

where \( x = [x, y]^T \) is a candidate feature, \( C(x) \) is the quality of the feature, \( k \) is a pre-chosen constant parameter and \( G \) is a \( 2 \times 2 \) matrix that depends on \( x \), given by

\[ G = \begin{bmatrix} \sum W(x) I_x^2 & \sum W(x) I_x I_y \\ \sum W(x) I_x I_y & \sum W(x) I_y^2 \end{bmatrix} \]  

(65)

where \( W(x) \) is a rectangular window centered at \( x \) and \( I_x \) and \( I_y \) are the gradients along the \( x \) and \( y \) directions which can be obtained by convolving the image \( I \) with the derivatives of a pair of Gaussian filters. The size of the window can be decided by the designer, for example \( 7 \times 7 \). If \( C(x) \) exceeds a certain threshold, then the point \( x \) is selected as a candidate point feature.

8.2.2 Feature correspondence

Once the candidate point features are selected, the next step is to match them across all the images. In this subsection, we use a simple feature tracking algorithm based on a translational model.
We use the sum of squared differences (SSD) [74] as the measurement of the similarity of two point features. Then the correspondence problem becomes looking for the displacement $d$ that satisfies the following optimization problem:

$$\min_d \sum_{x \in W(x)} [I_2(x + d) - I_1(x)]^2 \quad (66)$$

where $d$ is the displacement of a point feature of coordinates $x$ between two consecutive frames $I_1$ and $I_2$. Lucas and Kanade also give the close form solution of $169$

$$d = -G^{-1}b \quad (67)$$

where

$$b = \begin{bmatrix} \sum_{W(x)} I_x I_t \\ \sum_{W(x)} I_y I_t \end{bmatrix} \quad (68)$$

$G$ is the same matrix we used to compute the quality of the candidate point feature in Eq. 167, and $I_t = I_2 - I_1$.

### 8.2.3 Estimation of camera motion parameters

In this subsection, we recover the projective structure of the scene from the established feature correspondence. We will follow the notation used in Ma et al.’s book [73]. For the detail of the proof of this algorithm, please refer to the reference.

The reconstruction algorithm is based on a perspective projection model with a pinhole camera. Suppose we have a generic point $p \in \mathbb{E}^3$ with coordinates $X = [X, Y, Z, 1]^T$ relative to a world coordinate frame. Given two frames of one scene which is related by a motion $g = (R, T)$, the two image projection point $x_1$ and $x_2$ are related as follows:

$$\lambda_1 x'_1 = \Pi_1 X_p, \quad \lambda_2 x'_2 = \Pi_2 X_p, \quad (69)$$

where $x' = [x, y, 1]^T$ is measured in pixels, $\lambda_1$ and $\lambda_2$ are the depth scale of $x_1$ and $x_2$, $\Pi_1 = [K, 0]$ and $\Pi_2 = [KR, KT]$ are the camera projection matrices and $K$ is the camera calibration matrix. In order to estimate $\lambda_1, \lambda_2, \Pi_1$ and $\Pi_2$, we need to introduce the epipolar constraint. From Eq. 172, we have

$$x'^T_2 K^{-T} \hat{T} R K^{-1} x'_1 = 0. \quad (70)$$

The fundamental matrix is defined as:

$$F = K^{-T} \hat{T} R K^{-1}. \quad (71)$$
Given a set of initial point feature correspondences expressed in pixel coordinates \((x'_1, y'_1, x'_2, y'_2)\) for \(j = 1, 2, ..., n\):

- **A first approximation of the fundamental matrix:** Construct the matrix \(\chi \in \mathbb{R}^{n \times 9}\) from the transformed correspondences \(\tilde{x}'_j = [\tilde{x}'_j, \tilde{y}'_j, 1]^T\) and \(\tilde{x}'_{j2} = [\tilde{x}'_{j2}, \tilde{y}'_{j2}, 1]^T\), where the \(j\)th row of \(\chi\) is given by \([\tilde{x}'_j, \tilde{x}'_{j2}, \tilde{x}'_j, \tilde{y}'_{j2}, \tilde{x}'_j, \tilde{x}'_{j2}, \tilde{y}'_{j2}, \tilde{x}'_j, \tilde{y}'_{j2}, 1]^T\) \(\in \mathbb{R}^9\). Find the vector \(F^* \in \mathbb{R}^9\) of unit length such that \(||\chi F^*||\) is minimized as follows: Compute the singular value decomposition (SVD) of \(\chi = U \Sigma V^T\) and define \(F^*\) to be the ninth column of \(V\). Unstack the nine elements of \(F^*\) into a square \(3 \times 3\) matrix \(\tilde{F}\).

- **Imposing the rank-2 constraint:** Compute the SVD of the matrix \(F\) recovered from data to be \(\tilde{F} = U_F \text{diag}\{\sigma_1, \sigma_2, \sigma_3\} V_F^T\). Impose the rank-2 constraint by letting \(\sigma_3 = 0\) and reset the fundamental matrix to be \(F = U_F \text{diag}\{\sigma_1, \sigma_2, 0\} V_F^T\).

With the above model, we could estimate the fundamental matrix \(F\) via the Eight-point algorithm [73]. Then we could decompose the fundamental matrix to recover the projection matrices \(\Pi_1\) and \(\Pi_2\) and the 3D structure. We only give the solution here by canonical decomposition:

\[
\Pi_1 p = [I, 0], \Pi_2 p = [(\hat{T}')^T F, T'], \lambda_1 x'_1 = X_1 p, \lambda_2 x'_2 = (\hat{T}')^T F X_1 p + T'.
\]

### 8.2.4 Depth estimation

The Euclidean structure \(X_e\) is related to the projective reconstruction \(X_p\) by a linear transform \(H \in \mathbb{R}^{4 \times 4}\),

\[
\Pi_i p \sim \Pi_i H^{-1}, X_p \sim H X_e, i = 1, 2, ..., m,
\]

where \(\sim\) means equality up to a scale factor and

\[
H = \begin{bmatrix}
K_1 & 0 \\
-K_2^{-1} & 1
\end{bmatrix} \in \mathbb{R}^{4 \times 4}.
\]

With the assumption that \(K\) is constant, we could estimate the unknowns \(K\) and \(\nu\) with a gradient decent optimization algorithm. In order to obtain a unique solution, we also assume that the scene is generic and the camera motion is rich enough.

Fig. 75 shows the first frame and the 88th frame of the test video sequence ‘oldhousing’. In our experiment, we will register all the frames in the video sequence to the first frame. Fig. 76 show
the selected feature points on the first frame which are used for camera pose estimation. Fig. 77 show the estimated depth map of the selected feature points and the camera pose.

(a) The 1st frame in the ‘oldhousing’ video sequence  (b) The 88th frame in the ‘oldhousing’ video sequence

Figure 43: Original frames used for image registration

8.3 Image registration with depth information

Once we obtain the 3D structure of the feature points, the motion, and calibration of the camera, we can start to register the rest of the pixels in the images with the estimated depth information. The traditional image registration algorithms, such as the algorithm of Davis and Keck [71,72], try to register the two images by computing the homography matrix $H$ between corresponding feature points. The limit of this algorithm is that they assume all the points in the physical world are coplanar or approximately coplanar, which is not true with high-rise scenes. In order to mitigate this problem, we propose a novel algorithm which first segment the image geometrically and then perform the registration to each region with depth estimation.

8.3.1 Geometrical segmentation

In order to perform the geometrical segmentation, the most intuitive method is to obtain the dense surface model of the scene and then segment the surface into several regions based on the depth of the points. However, we need to know the correspondence for almost all the pixels to compute the dense surface model, which means we need to know all the pixel correspondence before the registration. In order to avoid this dilemma, we will not use the traditional 3D reconstruction algorithm to estimate the dense surface model. Instead, we directly segment the scene into several regions by clustering the sparse 3D points set that we obtained in Section 12.3. With the assumption
that each segment region of the scene is approximately coplanar in the physical world, we could
easily estimate the plane model and project the 3D plane onto the image frames. Comparing the
assumption that the whole scene is coplanar in the physical world used in the traditional image
registration algorithms, this assumption is valid in most circumstances.

There are a lot of algorithms for data clustering. The most famous hard-clustering algorithm
is k-means [75]. The k-means algorithm assigns each data point to the cluster whose centroid is
nearest. Here, we use the distance to a 3D plane in the physical world as the measurement. For
each cluster, we could choose the plane that has the smallest sum of distance of all the data points
in the cluster.

8.3.2 Depth estimation

Here, we only consider two images. Suppose for the first image, we have the 3D point set \( X_j^e, j = 1, 2, ..., n \) which could be divided into three clusters, \( X_{e1}, X_{e2}, X_{e3} \). For each cluster, there are at
least three non-collinear points. Then we could have the plane model for this cluster. Let’s take the
example of \( X_{e1} \), suppose there are \( m \) points in the cluster and we have the plane model as follows:

\[ \mathbf{A} \cdot p = 1. \]  \hspace{1cm} (75)

where \( \mathbf{A} = [X_{e1}^i], i = 1, ..., m \) and \( p = [a, b, c]^T \) is the plane parameter.
Given an arbitrary point $x^i = [x^i, y^i]^T$ measured in pixels in the first cluster, we could estimate it’s depth scale $\lambda^i$ by solving the following equation.

$$\lambda^i x^i = H_1^{-1} \Pi_1 X_e^i.$$  \hspace{1cm} (76)

where $x^i = [x^i, y^i, 1]^T$, $H_1^{-1}$, and $\Pi_1$ are estimated in Section 12.3. In Eq. 196, only $\lambda^i$ is unknown and with the constraint on $X_e^i$ with Eq. 195, we could easily get the value of $\lambda^i$.

Then, with $\Pi_1 = [I, 0]$, we could have $X_p^i = [\lambda^i x^i, \lambda^i y^i, \lambda^i, 1]$. from Eq. 172, we can get the relation between two image projection point $x^i_1$ and $x^i_2$ as follows:

$$\hat{x}^i_2 = \Pi_2 X_p^i.$$  \hspace{1cm} (77)

where $\hat{x}^i_2 = [\lambda^i_2 x^i_2, \lambda^i_2 y^i_2, \lambda^i_2]$. We could then get the position of the corresponding point $x^i_2 = [x^i_2, y^i_2]$ in the second image.

8.4 Experimental Results

The data includes a sequence of 88 images captured from one camera. We first select 72 feature points in the first image and then find the corresponding feature points in the rest of the images.
The depth estimates of these points are calculated by the algorithm introduced in Section 12.3.

In our experiment, we regard the first image’s local coordinate system as world coordinate system so the first image can be viewed as a reference image. Then the rest of the images are registered to the reference image. We also applied the algorithm of Davis and Keck [71] to accomplish the same task for comparison purpose.

Fig. 75 is the 1st frame and the 88th frame in the test image sequence. Fig. 79 is the registration result using our algorithm and Fig. 80 is the output of the algorithm of Davis and Keck [71]. Fig. 81 shows the difference image between the registered image and the first image using our algorithm and Fig. 82 shows the difference image from the algorithm of Davis and Keck [71]. We can see that our result can mitigate the parallax problem since the roof and wall corners are registered correctly; on the contrary, the registered image by the algorithm of Davis and Keck [71] has a lot of artifacts caused by the parallax problem. We also show some registration results using our algorithm in Fig. 83~ Fig. 84.

Figure 46: Our algorithm test result, in which the 88th frame is registered to the 1st frame.

In order to further compare our algorithm to the algorithm of Davis and Keck, we compute the root of mean squared errors (RMSE) of the registration results from both algorithms. Fig. 85 shows that the registration error of our algorithm is less than 50% than that of the algorithm of Davis and Keck.

The result shows that our image registration algorithm can mitigate the parallax problem be-
Figure 47: The test result under the algorithm of Davis and Keck, in which the 88th frame is registered to the 1st frame.

cause most of the scene is registered without vibration, as opposed to registration results under the algorithm of Davis and Keck in which the high-rise scene in the sensed images significantly moved after registration to the reference images. The reason is that the algorithm of Davis and Keck assumes all the points in the images are coplanar. While this assumption is satisfied when the distance between the camera and the interested scene is so large that the small depth variation can be neglected, it fails in the case of high-rise scene. Therefore, depth information should be used to accomplish the registration for this specific high-rise region of the images.

Finally, we would like to point out that the algorithm of Davis and Keck [71] assumes a planar registration. Their scheme was designed for use with high-altitude aerial imagery where planar transformations are fairly good approximations. Furthermore, their scheme uses RANSAC to remove poor matching points during the computation. This can help to deal with some depth discontinuities that may be present in the high-altitude aerial images. In our experiments, the test images contain salient 3D scenes; these images are out of the domain for the algorithm of Davis and Keck. This is the reason why the algorithm of Davis and Keck does not perform well.

9 Wavelet-Based Image Registration

The objective of Task 7 is to develop a wavelet based image registration scheme that can achieve low Root Mean Squared Error (RMSE) in registration.

The goal is to create an algorithm that reduces the Root Mean Squared Error (RMSE) around 4 and increases the Peak to Signal Noise Ratio (PSNR) above 34 by using the wavelet coefficients to extract feature points, do feature point correspondence, and register images. Since this research
Figure 48: The difference image between the registered 88th image (using our algorithm) and the 1st image.

deals with wavelet coefficients, two algorithms were developed; one algorithm uses the approximate coefficients, while the other uses the detailed coefficients. The preliminary results show that the algorithm is able to achieve a PSNR of approximately 33 and RMSE of approximately 5.

The results of Task 7 were published in Ref. [76].

Next, we present the technical details.

9.1 Introduction

To introduce the subject of image registration, it is important to understand that it is the fundamental enabling technology in computer vision that aligns two or more images together taken at different times (multitemporal analysis), viewpoints (multiview analysis), and/or sensors (multimodal analysis) [77]. Developing an accurate image registration algorithm will significantly improve the techniques for computer vision problems such as tracking, fusion, change detection, autonomous navigation. There has been a significant amount of research that has been conducted in developing image registration algorithms and some of the algorithms have been compiled in a survey by Brown in 1992 [78] and Zitova and Flusser in 2003 [77]. However, image registration has not been solved yet because the algorithms are not robust since the algorithm is only able to register particular types of images due to the parameter settings and not able to register other images [79]. Another prob-
lem within image registration is the parallax problem caused by the high rise buildings because
the buildings appear to be swaying; therefore, causing other computer vision algorithms to have
inadequate performances. Also registration algorithm needs to perform faster than real time, so
other algorithms such as a tracking can track an object in real time which will be vital in defense
applications. However, image registration does not have algorithm that is able to perform at such
a speed due to high computational complexity.

Image registration typically consists of the following steps:

1. **Preprocessing**: modifies both the sensed (input) and reference (base) image in order to
improve the performance of the feature selection and feature correspondence of image reg-
istration because some images may be blurry or have significant amount of noise which will
dramatically affect the outcome of the algorithm [79]. Some techniques alleviating the noise
(Image Smoothing) are median filters, mean filters, gaussian filters, etc [79]. Also, the tech-
niques for deblurring (Image Sharpening) are the Laplacian, high boost filtering, gradient,
etc [80].

2. **Feature Extraction**: selects the key features such as corners, lines, edges, contours, tem-
plates, regions, etc. which will be used to do feature correspondence [79]. Some examples
of feature selection are Harris corner detector, gradient, Hough transform, etc [79].
3. **Feature Correspondence**: matches the key features selected in the reference image and the sensed image to see which points in the reference image matches with the points in the sensed image [79]. Cross correlation, mutual information, template matching, Chamfer, etc. are a few examples of feature correspondence [79].

4. **Transformation Function** aligns the sensed image to the reference image by the mapping function [79]. A few example of transformation functions are affine, projective, piecewise linear, thin-plate spline, etc [79].

5. **Resampling** takes the coordinate points location of the discrete points and transforms them into a new coordinate system because the sensed image is an uniformly spaced sample of a continuous image [79, 81]. Some examples are nearest neighbor, bilinear, cubic spline, etc [79].

Most importantly, wavelets is a mathematical method to decompose signals into approximate and detailed coefficients which allows the signal to be described in several levels from the coarse level (lowest resolution) to the finest level (highest resolution) [82]. Some examples of wavelets are Haar, Daubechies, Coiflets, spline, etc [83]. In general, the functionality of wavelets in 2-D is that the columns of the original image is passed through a high-pass and low-pass filter [80]. Then the rows of the filtered image are passed through the high-pass and low-pass filter [80]. If the image is transformed by another level, then the approximate coefficients will be used to transform
After the wavelet decomposition has been completed, the image will be divided into four subimages which are the approximate, horizontal, vertical, and diagonal. In order to obtain the approximate coefficients, the rows and columns are passed through the low-pass filter which resembles the original image, but at a smaller resolution [80]. Next the horizontal coefficients are obtained by passing the rows through the low-pass filter and the columns through the high-pass filter which will emphasize the horizontal edges [80]. Also the vertical coefficients obtained by passing the columns through the low-pass filter and the rows through the high-pass filter that will stress the vertical edges [80]. Lastly, when both the columns and rows are passed through the high-pass filter, this will produce the diagonal coefficients which accents the diagonal edges [80]. Refer to Fig. 54 to see the result of the decomposition. Now some of the benefits of using wavelets decomposition are that the important features of original image are preserved in the approximate coefficients, decrease computational speed, emphasize strong image features, and can be implemented on a parallel computer [84]. One disadvantage with wavelet decomposition is that wavelets are not shift invariant; therefore, wavelets are not able to change with the translation operator [84]. In this section, we propose a wavelet-based image registration algorithm that uses the approxi-
mate coefficients to perform image registration. The data that we are using is the LAIR data of the CLIF2007 data set provided by Wright-Patterson Air Force Base. First the algorithm reads in the base (reference) image and input (sensed) image and removes the noise by applying the Gaussian filter. Then the filtered images are decomposed by using Daubechies wavelets and the approximate coefficients are extracted from the images. Once that is completed, the algorithm performs the gradient in both the x and y direction on the approximate coefficients to find the edges, only keeps the maximum gradient of each row in the x and y direction, and then combines all the maximum gradient of x and y onto one image which these points are the feature points in the coarse level. Next, the algorithm takes these feature points and reconstruct them onto the original size image, but now one point in the coarse level equals sixteen points in the finest level; therefore, the algorithm only keeps the points that lie on the edges of the object. Then feature correspondence is done by template matching between the input and base image by using correlation. After the correspondence is found, then RANSAC is used to eliminate the outliers to allow for better results for registration. Then the registration is performed by using projective transformation function and the resampling technique used was bicubic interpolation. Lastly the algorithm compute the Root Mean Square Error (RMSE) and the Peak Signal to Noise Ratio (PSNR). Some goals that we are trying to meet with this algorithm is to have the algorithm be fast, robust, multi-modal, automatic, RMSE below 4 intensity values, and PSNR above 35.

Figure 52: Our algorithm test result comparing to that under the algorithm of Davis and Keck, in which all the 88 frames are registered to the 1st frame.
The remainder of this section is organized as follows. Section 9.2 shows the previous work that has been conducted with using wavelets in image registration. In Section 9.3, describes our wavelet-based image registration algorithm. Section 12.5 shows preliminary results of the algorithm.

9.2 Previous work done with wavelets in image registration

Now the section is going to discuss how wavelets has been used is other image registration algorithms, but some of the key differences from our algorithm compared to the other algorithms are that the wavelets are used only to detect features, use different wavelet transforms, similarity metrics, transformation techniques, and/or resampling methods. For example, Le Moigne, et al. [84] uses wavelet decomposition for feature selection process by computing a histogram of the horizontal (HL) and vertical (LH) coefficients for all the levels of the wavelet decomposition and saves only the points that are 13% to 15% above the maxima of the wavelet coefficients. Another image registration algorithm was created by Fonseca, et al. [85] which selects features by using the local modulus maxima of the wavelet transform and thresholding is applied on features to eliminate insignificant feature points. In order to find the correspondence this algorithm uses the maximum correlation coefficients of the approximate (LL) coefficients and utilizes the affine transformation as the transformation function. Next, Zheng, et al. [86] uses Gabor wavelet decomposition, the algorithm does feature extraction by finding the local maxima of the energy measure, uses affine as the transformation function, bilinear interpolation as the resampling technique, and feature correspondence by mutual correlation coefficients. The next algorithm is created by Li, et al. [87] which performs feature extraction by extracting a contour using a wavelet-based scheme. After feature extraction, the algorithm performs a voting algorithm on each contour point based off the intensity value which the algorithm keeps the highest score from the voting algorithm. Then the algorithm uses the normalized correlation as the similarity measure and the transform parameters are computed using the matched points which a consistency test was used to filter out mismatched points. Another example of an image registration algorithm was designed by Corvi, et al. [88] which used the residue images of the discrete wavelet transform (DWT) and clustering technique to obtained the initial transformation parameters. Also this algorithm used both the maxima and minima of the DWT coefficients to allow for more points for the feature correspondence and least mean square estimation. Next Unser, et al. [89] computed the B-Spline for the images and used the gradient-based least squares optimization in conjunction with the coarse-to-fine iteration strategy. Another image registration algorithm that used wavelets was produced by Djamdji, et al. [90], this algorithm computed the wavelets by using the algorithm à trous, feature points that are local
maxima are the only points kept, compares the position of the detected feature points with that of the reference image, and then repeats the steps in the next level until the algorithm reaches the finest level. Then Quddus, et al. [91] is another example of image registration algorithm which used dyadic wavelet transform as edge detection, and used mutual information in multiscale decomposition. Now Wu, et al. [92] designed an image registration algorithm that used the standard DWT due to the simplicity of the transform and in order to improve the robustness of the algorithm, the algorithm used the approximate (LL) coefficients to register images using sum of absolute differences at the lower resolution and mutual information at higher resolution. Also Wong, et al. [93] created an image registration algorithm that uses complex wavelet phase coherence moment estimation such as Gabor and dual-tree complex wavelets for feature point detection. In order to do feature correspondence, Wong’s algorithm uses normalized cross correlation between maximum complex phase coherence moments. Then the maximum distance sample consensus is used to get rid of erroneous control points and for the remaining control points, the location is adjusted iteratively to maximize the normalized cross correlation. Next algorithm created by Xishan, et al. [94] used a feature based approach to do registration by using integrated matching criteria of invariant moments and orientation of contours. In order to extract features from the images a wavelet based edge detection was used by transforming the edge strength into fuzzy field to extract well defined matchable contours. Then this algorithm performs feature correspondence by combining the invariant moment and orientation function to determine the correspondence between the contours in the images. Also Xishan chooses to use the affine transformation as the transformation function. In Bejar’s, et al. [95] algorithm, the wavelets were used to extract feature points which were the edge points. Then the algorithm used normalized cross correlation to perform the feature correspondence. Next, Bejar used the moment of inertia in order to estimate the rigid transformation parameters and applied a consistency test in order to eliminate false control points. Another image registration algorithm was designed by Li, et al. [96] which decomposes the images by using the discrete wavelet frame transform which is shift invariant compared to the dyadic wavelet transform. Then Li’s algorithm computed the energy map from the detail coefficients and used the genetic algorithm to obtain the minimum sum of absolute differences between the two energy maps.

Next the section is going to discuss the pitfalls of these algorithms. To start off with the algorithms that uses mutual information would significantly decrease computational speed due to mutual information being computationally expensive; therefore, this will increase the amount of time that it takes the algorithm to do registration [97]. Since one of the goals of image registration is to do image registration faster than real time, so other algorithm such as tracking can be done in real time, but the first step of tracking is to do image registration. Therefore, if image registration is
not faster than real time, then tracking cannot be performed in real time, so we need to find a better way to do feature correspondence. When the algorithms use DWT, the algorithm will not be shift invariant; therefore, these algorithms will not be robust [98]. Some wavelets that are able to be shift invariant are algorithm à trous and Gabor wavelets; however, these algorithms are computationally expensive which is undesirable since the algorithm needs to be faster than real time [98, 99]. According to Fauqueur, et al [99], we can use the Dual Tree Complex Wavelet Transform (DTCWT) to solve the shift invariant problem and has limited redundancy so this method will be less computationally expensive. Also the algorithm that uses affine transformation as the transformation function is not suitable for all images which can be seen from the results obtained from Table 7; therefore, the algorithm is not robust.

Furthermore, our algorithm is different from the other wavelet algorithms by the method in which our algorithm uses the wavelet coefficients for the feature extraction and feature correspondence, the kind of wavelet used, different similarity measures were used, and/or transformation function. Since we use DWT our algorithm will not be shift invariant; however in future work we will try other wavelets such as DTCWT to see if this improves the robustness of the algorithm. But the novelty of the algorithm will come from the future work with the ability of the algorithm to analyze when the image is registered well and when it is not. Also having the algorithm being able to determine where poor registration has occurred within the image and the potential reason for the failure which will be beneficial for defense application because it will allow other algorithm to know how much leniency to give images and know when the algorithm will not perform as well.

9.3 Wavelet-based image registration

Now we are going to discuss our wavelet-based image registration algorithm and explain each step of the image registration process.

9.3.1 Preprocessing

First step of our algorithm is to use a Gaussian filter was used in the preprocessing step to eliminate the noise in the image to improve the feature extraction. Without the Gaussian filter, the final results were approximately 5.6 for the RMSE and 33.1 for the PSNR, but with the Gaussian filter the final results were significantly improved to the RMSE being approximately 3.7 and the PSNR being approximately 36.7. The reason why there is a significant improvement in the results is because the Gaussian filter smoothed out some of the noise in the image; therefore, allowing the feature selection to select better points in both the sensed and reference image.
Now the equation for the Gaussian filter is Eq. (78). For the images we are using we set \( \sigma = 1 \) and the mask size of the Gaussian filter is \( 101 \times 101 \). In order to filter the image with the Gaussian filter, the image must be convoluted with the Gaussian filter Eq. (79). Where \( I(x,y) \) is the image, \( a = \frac{m-1}{2} \), and \( b = \frac{n-1}{2} \) [80]. Now \( m \) and \( n \) are the size of the mask and in our case \( m = 101 \) and \( n = 101 \).

\[
G(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) \tag{78}
\]

\[
G(x, y) \ast I(x, y) = \sum_{s=-a}^{a} \sum_{t=-b}^{b} G(s, t)I(x - s, y - t) \tag{79}
\]

In the future what we would like to do for the preprocessing phase is to try to filter the image using the wavelet filter. This would allow us to get rid of the Gaussian filter to save computation time since the algorithm already calculates the wavelets and the algorithm can use the information to filter the image.

### 9.3.2 Feature Extraction

After the sensed and reference image have been preprocessed then the images are decomposed by Daubechies 1 wavelets to the fourth level. In this algorithm, the Daub1 wavelets were used which is equivalent to the Haar wavelets, but in the future we are going to use a higher DaubJ wavelets such as Daub4. The reason for using a higher order DaubJ is because it will usually result in the signal converging faster to the original signal which means the first few levels of the detail coefficients are negligible so the approximate coefficients at the first few levels are very similar to the original image [83]. Also DaubJ multiresolution analysis produces a smoother signal than Daub1 because Daubechies wavelets have overlapping windows; therefore, Daubechies wavelets are able to detect the high frequency changes in the high frequency coefficients [83,100]. Whereas the Haar wavelet calculates the average and difference of a pair of values, then slides over two time unit, and repeats the calculation until the end of the signal is reached [100]. Therefore, causing the wavelet transform not to show the high frequency changes in the high frequency coefficients when a dramatic change occurs between an even value to an odd value [100]. However, higher DaubJ wavelets are not always the solution because sometimes a higher DaubJ will cause the wavelets to have a longer support which means that the detail coefficients are going to contain a significant amount of energy [83]. Since the detail coefficients contain a significant amount of energy, this will require more values to be used, so the data will not be able to be compressed as much [83].
One thing to note is that the term longer support refers to all the values in the wavelets that are not zero [83].

First we must get the equation for the scaling function and separable wavelet functions, so Eq. (80) is the separable scaling function, Eq. (81) - Eq. (83) are the separable wavelets. Next we need to define what the terms mean; therefore, $\psi^H$ refers to the change along the columns which means the horizontal edges, $\psi^V$ is the difference along the row which refers to the vertical edges, $\psi^D$ is the variation along the diagonals, $\varphi(\cdot)$ means the 1D scaling function in the $\cdot$ direction, and $\psi(\cdot)$ stands for the 1D wavelet function in the $\cdot$ direction [80].

$$\varphi(x, y) = \varphi(x)\varphi(y)$$ (80)

$$\psi^H(x, y) = \psi(x)\varphi(y)$$ (81)

$$\psi^V(x, y) = \varphi(x)\psi(y)$$ (82)

$$\psi^D(x, y) = \psi(x)\psi(y)$$ (83)

Now that we have the separable scaling and wavelet functions, we can assign the scaled Eq. (84) and translated basis Eq. (85) - Eq. (87) [80].

$$\varphi_{j,m,m}(x, y) = 2^{j/2}\varphi(2^j x - m, 2^j y - n)$$ (84)

$$\psi^H_{j,m,m}(x, y) = 2^{j/2}\psi^H(2^j x - m, 2^j y - n)$$ (85)

$$\psi^V_{j,m,m}(x, y) = 2^{j/2}\psi^V(2^j x - m, 2^j y - n)$$ (86)

$$\psi^D_{j,m,m}(x, y) = 2^{j/2}\psi^D(2^j x - m, 2^j y - n)$$ (87)

Once we have the basis function we can now define the discrete wavelet transform for the image which can be found at Eq. (88) - Eq. (91) where $M, N, H, V, D, W_\varphi(j_0, m, n), W^H_\psi(j, m, n), W^V_\psi(j, m, n), W^D_\psi(j, m, n)$ represents the number of columns in the image, number of rows in the image, horizontal, vertical, diagonal, approximate coefficients at scale $j_0$ which is usually equal to 0, horizontal, vertical, and diagonal detail coefficients at scale $j$ where $j \geq j_0$ respectively [80].
\[
W_\varphi(j_0, m, n) = \frac{1}{\sqrt{MN}} M^{-1} \sum_{x=0}^{M-1} N^{-1} \sum_{y=0}^{N-1} f(x, y) \varphi_{j_0, m, n}(x, y)
\] (88)

\[
W_\psi^H(j, m, n) = \frac{1}{\sqrt{MN}} M^{-1} \sum_{x=0}^{M-1} N^{-1} \sum_{y=0}^{N-1} f(x, y) \psi_{j, m, n}^H(x, y)
\] (89)

\[
W_\psi^V(j, m, n) = \frac{1}{\sqrt{MN}} M^{-1} \sum_{x=0}^{M-1} N^{-1} \sum_{y=0}^{N-1} f(x, y) \psi_{j, m, n}^V(x, y)
\] (90)

\[
W_\psi^D(j, m, n) = \frac{1}{\sqrt{MN}} M^{-1} \sum_{x=0}^{M-1} N^{-1} \sum_{y=0}^{N-1} f(x, y) \psi_{j, m, n}^D(x, y)
\] (91)

Since we use the Daub1 which is essentially the Haar wavelets, the scaling function of the Haar wavelet is Eq. (92) and wavelet function is Eq. (93) [80].

\[
\varphi(x) = \begin{cases} 
1 & 0 \leq x < 1 \\
0 & \text{otherwise}
\end{cases}
\] (92)

\[
\psi(x) = \begin{cases} 
1 & 0 \leq x < .5 \\
-1 & .5 \leq x < 1 \\
0 & \text{otherwise}
\end{cases}
\] (93)

After the wavelet decomposition of both the base (reference) and input (sensed) image, the algorithm extracts the approximate coefficients from the wavelets. The purpose for decomposing the images is to accelerate the computation speed by making the original images smaller. Once the algorithm has the approximate coefficients, then the gradient in both the x and y direction are calculated in the input and base image, and only the maximum gradient in each row is saved because that is where an edge point should lie since that should be an area of greatest change. In order to see the equation for the gradient, refer to Eq. (94) which is the rate of change in the x and y direction [80]. Next, the maximum gradients in the x and y direction are combined together for both the base and input image. Then the algorithm create two black images the same size as the coarse image, finds the location of the control points, extracts the corresponding approximate coefficients, places the approximate coefficients into the black images, and the images are reconstructed to the
original size. Now the reconstructed image provides the algorithm with a mask to tell where the control points are located on the original image. One problem is that one point in the coarse image is equal to $16 \times 16$ points in the finest level, since the algorithm went to the fourth level of the wavelets. To fix this problem, for each $16 \times 16$ control point, the algorithm takes the absolute difference of each column of the control point, selects the n greatest difference of each column to become the control points, and $n = 10$ in our algorithm. These points should be the points that lie on the edge of the object because that is where the greatest change would most likely occur.

\[
\nabla(f) \equiv \text{grad}(f) \equiv \begin{bmatrix} g_x \\ g_y \end{bmatrix} \equiv \begin{bmatrix} \frac{\partial f}{\partial x} \\ \frac{\partial f}{\partial y} \end{bmatrix} \quad (94)
\]

However, there are some issues that need to be addressed in the future work. One example of what we are going to try in the future work is to see if the algorithm will improve by using the Horizontal, Vertical, and Diagonal coefficients rather than using the gradient method to save some computational time. Another issue I see with this feature extractor is the control points could potentially not be spread throughout the image which would have a negative effect on the outcome of the image registration. Some examples of such an issue is that you have a body of water running through the image which will not pick up significant features or the image has a black and white line next to each other in the image, so the greatest change would be along that line which will produce horrible results because the points will be concentrated in a certain region of the image.

### 9.3.3 Feature Correspondence

Once the algorithm has extracted the feature points, the algorithm must determine which feature points in the input image matches with the feature points in the base image. First, the points along the edges of the image are discarded because there is a $w \times w$ window (in our algorithm $w = 9$) that scans through the images to get a template to do the correspondence, so if we kept the points that were on the edge of the image then the algorithm would crash. Therefore, the region that will be scanned is $\frac{w}{2}$ through $m - \frac{w}{2}$ and $\frac{w}{2}$ through $n - \frac{w}{2}$, where $m$ and $n$ are the number columns and rows of the image respectively. Next the algorithm must round down $\frac{w}{2}$ because $w$ needs to be an odd number so the control point can be located exactly in the middle of the window which when we divide an odd number by 2 we will have a decimal. Then one control point in the base image is selected, a $w \times w$ window is created around the control point which is considered the middle of the $w \times w$ window, and now there is template of a $w \times w$ window of intensity values of the base image. Once the template is extracted from the base image, then the template is compared to all
the control points in a $b \times b$ window (in our algorithm $b = 500$) of the input image and $b$ needs to be much greater than $w$. Before the comparison is done between the base and input control points, a $w \times w$ window is created around the input control point with the control point being the middle of the window. Next, the comparison is done by performing the wavelet decomposition on the template, extracting the approximate coefficients, and performing correlation based off of the normalized dot product, refer to Eq. (95) to see the equation. Now the variables are $t_b$, $t_i$, and $i$ which refer to the base template, input template, and the location in the $w \times w$ window, respectively. After the comparison between the two points is done, then the base control point is compared to another input control point within the $b \times b$ window, if the correlation between those two points is higher than the current maximum correlation, then that point is saved as the point with the highest correlation. Then comparing the base feature point to all the input feature points in a $b \times b$ window is done until all the input feature points within the window have been examined. Once all the input feature points have been examined, then input feature point which has the highest correlation and is above a certain threshold (our algorithm the threshold is .995) is considered the corresponding point to the base feature point. Then the algorithm goes to the next base control point and repeats the previous steps to find the corresponding input control point. The algorithm performs the feature correspondence until all the base control points have been examined. To further improve the correspondence of the algorithm, Random Sample Consensus (RANSAC) was used to get rid of the outliers. In order to have a further understanding how RANSAC works, please refer to the section by Fischler [101].

$$corr = \frac{\sum_{i=1}^{l} t_b_i \cdot t_i}{\sqrt{\sum_{i=1}^{l} (t_b_i \cdot t_b_i) \sum_{i=1}^{l} (t_i \cdot t_i)}}$$  \hspace{1cm} (95)$$

One of the biggest issues with this algorithm is that the computation time takes too long, so improvement needs to be done in this area because the computation time takes about an hour for one pair of images. An idea is to do correspondence in the coarse level, then go to the next finest level, perform correspondence just on the points that the algorithm deemed as correspondence points, and do this until the finest level has been reached which has been done in other algorithms. This should speed up computation speed considerably because the majority of the computation will be done in the coarse level which is significantly smaller than the original image. Another idea that we may try is to continue with correspondence in the coarse image, but split the image into section, find a certain number of points in each section, and once number has been reached
then continue onto the next region. These are some ideas that we are going to try in our future work.

9.3.4 Transformation

After Feature Correspondence the algorithm uses the projective transformation because the lens and sensor nonlinearities do not exist and the scene is relatively close to the camera [79]. Also we tried the other transformation function such as linear conformal, affine, and polynomial, but projective gave us the best results which was based off the RMSE and PSNR (Refer to Table 7.

The equations for the projective transformation are Eq. (96) and Eq. (97). Now a through h are the eight unknowns that can be solved by at least four non-colinear corresponding points in the images [79]. Usually the number of control points that are used are more than the minimum required amount of control points which usually allows for better results at the cost of requiring more computation time to determine feature correspondence of the points [77, 78].

\[
X = \frac{ax + by + c}{dx + ey + 1}
\]

\[
Y = \frac{fx + gy + h}{dx + ey + 1}
\]

9.3.5 Resampling

Following the transformation step, The algorithm uses the bicubic interpolation to do the resampling of the image. In our algorithm, bicubic interpolation was used because it produces a more accurate result than nearest neighbor or bilinear interpolation but does require more computational time [79]. Also refer to Table 8 for actual results obtained by our algorithm.

9.3.6 Algorithm Summary

In order to see a general overview of how our algorithm functions, refer to Fig. 55. Then look down below in Table 6 which shows step by step how the algorithm performs image registration, but for details for each step look at Section 9.3.1 through Section 9.3.5.
Table 6: Wavelet-Based Image Registration

- **Preprocessing:** First, read in both the base and input image and then filter both the base and input image using Gaussian Filter.
- **Feature Extraction:** After the image has been preprocessed, then apply wavelet transformation on both the base and input images using Daubechies Method (db1 or haar) to the fourth level. Next, extract the approximate coefficients from the fourth level and calculate the gradient of the base and input approximate images in both the x and y direction. After finding the gradient of both images, then find the maximum gradient in both the x and y direction for the base and input images and combine max gradient of the x and y direction onto one image for both images. Then reconstruct the base and input energy images into the original image size. Once energy images have been reconstructed to the original size, the next step is to map the location of the control points on the energy images onto the actual image. Since one point in the coarse level equals $16 \times 16$ in the finest level; therefore, the algorithm filters out all the unnecessary point by picking the points that lie on the edges in the finest level.
- **Feature Correspondence:** After getting the control points, then find correspondence between base and input control points using correlation. Then use RANSAC to eliminate the outliers to further improve the registration results.
- **Transformation Function:** Once RANSAC is completed the algorithm uses Projective transformation as the transformation function.
- **Resampling:** The last step of the registration algorithm is to perform the resampling technique by using bicubic interpolation.
Table 7: Results of using Different Transformation Techniques

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>Conformal</th>
<th>Affine</th>
<th>Projective</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSNR</strong></td>
<td>23.4397</td>
<td>30.6937</td>
<td>36.5214</td>
<td>36.1649</td>
<td>36.1649</td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td>17.1614</td>
<td>7.4449</td>
<td>3.8060</td>
<td>3.9655</td>
<td>3.9655</td>
</tr>
</tbody>
</table>

Table 8: Resulting using Different Resampling Technique

<table>
<thead>
<tr>
<th></th>
<th>Nearest Neighbor</th>
<th>Bilinear</th>
<th>Bicubic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RMSE</strong></td>
<td>4.2286</td>
<td>3.8654</td>
<td>3.8620</td>
</tr>
<tr>
<td><strong>PSNR</strong></td>
<td>35.6068</td>
<td>36.3868</td>
<td>36.3945</td>
</tr>
</tbody>
</table>

9.4 Results

In order to see how well our algorithm performed we simulated a preliminary test which produced desirable results with the RMSE being 3.7361 and the PSNR being 36.6824 (our goal of RMSE being below 4 and PSNR being above 35 was met) (Fig. 56). One reason for using the RMSE is because the Mean Square Error (MSE) is a multiple of the energy of the difference between the images. Now RMSE is the square root of the MSE which the RMSE will allow us to compare the data as the intensity values whereas MSE would be (intensity value)$^2$. Also we used PSNR as a value measure because the PSNR is a logarithmic measure which studies have shown that our brain reacts logarithmically to alteration in light intensity [83]. Next we explain what the variable mean in the equation below, so $P$ in equation Eq. (98) is the total number of pixels used in the calculation, $i$ is the column location of the pixel, and $j$ is the row location of the pixel. Since this is only tested between one pair of images, there is still much work that needs to be done with testing of the algorithm on the rest of the data set, but the speed of the algorithm needs to improve significantly before we can test it on the other data sets.

\[
MSE = \frac{1}{P} \sum_{i,j} (f_{i,j} - g_{i,j})^2
\]  

(98)

\[
RMSE = \sqrt{MSE}
\]  

(99)

\[
PSNR = 10 \log_{10} \frac{255^2}{MSE}
\]  

(100)
Figure 53: 2-D Wavelet Transform

Figure 54: Wavelet Decomposition
Figure 55: Flow Chart of the Wavelet Based Image Registration Algorithm

Figure 56: Registered Image
10 3D Surface Recovery via Deterministic Annealing based Piecewise Linear Surface Fitting Algorithm

The objective of Task 8 is to develop an algorithm to automatically recover 3D surface from sparse 3D points.

The 3D surface fitting problem is to find a 3D surface that fits to a set of 3D points. Geometric fitting is commonly used in computer vision for 3D modeling and reconstruction. Finding a good fit to a given data set is a classical and challenging problem. Although there are many existing algorithms for specific cases, the geometric fitting problem is far from ‘solved’. Geometric fitting is highly related to statistical regression, which is to approximate an unknown mathematical function that fits to input-output data pairs observed with random errors. In this paper, we present a new piecewise plane fitting method for 3D surface fitting. Different from traditional algorithms, we first segment the input space to several separate regions. With an assumption that each region is locally linear, we can use plane fitting to recover the 3D geometric surface. We propose a non-linear deterministic annealing algorithm for space partitioning. The non-linear deterministic annealing algorithm is able to avoid many shallow local optima. The algorithm also considers local structures to help data partitioning In the optimization process. The experimental results show that the new method can achieve better performance in both the average approximation error and correct identification rate on both synthetic data and real world data.

The results of Task 8 were reported in Ref. [102]. Next, we present the technical details.

10.1 Introduction

The geometric fitting problem is to find a geometrical surface that best fits to a set of 3D points. Geometric fitting is commonly used in 3D model fitting and 3D visual reconstruction in computer vision. The 3D surface fitting is highly related to statistical regression, which is an important tool in diverse areas.

Given a 3D point data set \( \mathbf{X} = \{ \mathbf{x}_i \}, \mathbf{x}_i \in \mathbb{R}^3, i = 1, 2, \ldots, n \), the geometrical fitting problem is usually stated as the optimization of a cost that measures how the geometrical surface function \( \mathcal{S} = \{ \mathbf{x} : g_\theta(\mathbf{x}) = 0 \} \) fits the data set \( \mathbf{X} \). The most commonly used objective function is the least squares cost,

\[
D = \sum_{i=1,\ldots,N} d(\mathbf{x}_i, g_\theta)^2 \quad (101)
\]
where

\[
d(x_i, g_\theta) = \min \| x_i - x_j \|^2, \; x_j \in \mathcal{S}
\]  

(102)

The fitting function \( g_\theta \) is learned by minimizing the design cost, \( D \), measured over the input data set, \( \mathcal{X} \). It is well-known that for most choices of \( D \), the cost measured during design monotonically decreases as the size of the learned fitting function \( g_\theta \) is increased. With a large set of functions, it is easy to create a surface which passes through each input data point but is suspiciously complicated. The principle of Occam’s razor states that the simplest model that accurately represents the data is most desirable. So we prefer to use a few basis functions which yield a smoother, simpler surface which could well approximates the original data.

Generally, there are two approaches to solve the over fitting problem. One approach is to add penalty terms to the data set, like smoothness or regularization constraints. Another approach is to first build a large model and then remove some parameters by retaining only the vital model structure. Although both approaches can generate parsimonious models, the descent based learning methods all suffer from a serious limitation. The non-global optima of the cost surface may easily result in poor local minima to the descent based learning methods. Techniques adding penalty terms to the cost function further increases the complexity of the cost surface and worsens the local minimum problem.

In this section, we propose a different approach to solve the geometrical fitting problem. Instead of estimate a complicated function to fit all the data points, we partition the data set into several subset such that the data points in each subset could be approximated by a simpler model. The space partitioning helps to reduce the size of the surface model while keeping the design cost small enough.

One of the most popular clustering algorithm is Lloyd’s algorithm, which starts by partitioning the input data into \( k \) initial sets. It calculates the centroid of each set via some metric. Usually, Lloyd’s algorithm is used in a Euclidean space and centroid is calculated by averaging dimensions in Euclidean space. It iteratively associates each point with the closest centroid and recalculates the centroids of the new clusters. Alghouth widely used in real world applications, there are two serious limitations of Lloyd’s algorithm. The first limitation is that the partitioning result depends on the initialization of the cluster centers, which may lead to poor local minima. The second limitation is that Lloyd’s algorithm can only partition linear separable clusters.

In order to avoid initialization dependence, a simple but useful solution is to use multiple restarts with different initializations to achieve a better local minima. Global k-means [103] is proposed to build the clusters deterministically, which use the original k-means algorithm as a local search step. At each step, global k-means add one more cluster based on previous partitioning.
Deterministic annealing [104] is another optimization technique to find a global minimum of a cost function. Deterministic annealing explore a larger cost surface by introducing a constraint of randomness. At each iteration, the randomness is constrained and a local optimization is performed. Finally, the imposed randomness is reduce to zero, and the algorithm optimizes over the original cost function.

Kernel method [105] is used to solve the second problem by mapping the data points from input space to a higher dimensional feature space through a non-linear transformation. Then the optimization is applied in the feature space. The linear separation in the feature space turns out to be a non-linear separation in the original input space.

In this section, we propose a non-linear deterministic annealing approach for space partitioning in 3D Euclidean space. We use deterministic annealing to divide the input space into several regions with different sizes and shapes. With the partition, we can easily find a linear local surface to fit the data inside each region. Deterministic annealing method offers two great features: 1) the ability to avoid many poor local optima; 2) the ability to minimize the cost function even its gradients vanish almost everywhere. Due to the fact that the data is localized to a few relatively dense clusters, we design a kernel function to map the data point from the geometric space to surface feature space and apply deterministic annealing in the feature space instead of the geometric space. We compare the proposed non-linear deterministic annealing (NDA) algorithm with the widely used Lloyd’s algorithm on both artificial data and real world data. The experimental results show that NDA algorithm outperforms Lloyd’s algorithm in both mean squared approximation error and error probability.

In the following section we formally define the 3D geometric fitting problem and briefly describe deterministic annealing and kernel method for space partitioning. In Section 11.4.2 we present the proposed kernel deterministic annealing algorithm along with an analysis of its computational complexity. The experimental result is shown in Section 12.5.

10.2 The 3D Geometric Fitting Problem

The following terms and notations are used throughout this report.

- Input samples \( x_1, \ldots, x_N \in \mathcal{R}^3 \) are 3D data points.
- A feature vector \( f_i = \Phi(x_i) \in \mathcal{F} \) is computed by some mapping \( \Phi : \mathcal{R}^3 \to \mathcal{F} \). It typically consists of a vector of \( d \) measurements: \( f = (f_1, \ldots, f_d) \).
- \( d \) is the dimensionality of the pattern or of the pattern space.
A data set is denoted \( \mathcal{X} = \{ x_1, ..., x_n \} \).

Given a set of data \( \mathcal{X} \) of scattered 3D points, we would like to find the geometric surface that best fits to the scattered data. The fitting problem is usually stated as the optimization of a cost that measures how well the fitting function \( g(x_i) \) fits the data. The most commonly used objective function is the least squares cost. Finding a good fit is a challenging problem and may be more of an art than a science. If we use a large set of functions as the basis, we may create a surface which passes through each data point but is suspiciously complicated. Using few basis functions may yield a smoother, simpler surface which only approximates the original data. Due to the over fitting problem, we propose an new approach to optimize the objective function via space partitioning. We first partition the data set into several subsets such that the data points \( x \) in each subset could be approximated by a linear surface model. In other words, we would like to use a set of plain models to approximate the data set. The objective of space partitioning is to minimize the geometric fitting error.

\[
\min_{\theta_k} D = \sum_{k=1}^{K} \sum_{i \in C_k} d(x_i, g_{\theta_k})
\]

where, \( x_i = [x_i, y_i, z_i]^T \) is the \( i \)-th point data, \( \theta_k = [a_k, b_k, c_k]^T \) is the \( k \)-th linear surface model, and \( d_{i,k} \) is the fitting error between \( x_i \) and plane model \( g_{\theta_k} = 0 \) which is defined as

\[
d_{i,k} = d(x_i, g_{\theta_k}) = \frac{(x_i^T g_{\theta_k} - 1)^2}{a_k^2 + b_k^2 + c_k^2}
\]

### 10.2.1 Deterministic Annealing

The deterministic annealing (DA) approach [104] to clustering has demonstrated substantial performance improvement over traditional supervised and unsupervised learning algorithms. DA mimics the annealing process in static. The advantage of deterministic annealing is its ability to avoid many poor local optima. The reason is that deterministic annealing minimizes the designed cost function subject to a constraint on the randomness of the solution. The constraint, Shannon entropy, is gradually lowered and eventually deterministic annealing optimize on the original cost function. Deterministic annealing mimics the simulated annealing [106] in statistical physics by the use of expectation. Deterministic annealing derives an effective energy function through expectation and is deterministically optimized at successively reduced temperatures. The deterministic annealing approach has been adopted in a variety of research fields, such as graph-theoretic optimization and
computer vision. A. Rao et al. [107] extended the work for piecewise regression modeling. In this subsection, we will briefly review their work.

Given a data set \((x, y)\), the regression problem is to optimize the cost that measures how well the regression function \(f(x)\) approximates the output \(y\), where \(x \in \mathcal{R}^m\), \(y \in \mathcal{R}^n\), and \(g : \mathcal{R}^m \rightarrow \mathcal{R}^n\). In the basic space partitioning approach, the input space is partitioned into \(K\) regions and the cost function becomes

\[
\min_{\Lambda_k} D = \sum_{k=1}^{K} \sum_{i \in C_k} d(y_i, f(x_i, \Lambda_k)) \quad (105)
\]

where \(d(\cdot, \cdot)\) is the distortion measure function. Instead of seeking the optimal hard partition directly, randomness is introduced for randomized assignment for input samples.

\[
D = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) d(y_i, f(x_i, \Lambda_k)) \quad (106)
\]

In A. Rao et al.’s work, they use the nearest prototype (NP) structure as constraint and given the set of prototypes \(\{s_j : j = 1, 2, 3, ..., K\}\) in the input space, a Voronoi criterion is defined for NP partition

\[
C = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) ||x_i - s_j||. \quad (107)
\]

Although the ultimate goal is to find the hard partition, some “randomness” is desired during the assignment. Shannon entropy is introduced as a constraint of the randomness.

\[
H = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) \log P(x_i \in C_j). \quad (108)
\]

Eventually, this constrained optimization problem could be rewritten as the minimization of the corresponding Lagrangian

\[
\min_{\{\Lambda_j\}, \{s_j\}, \gamma} F = D - TH \quad (109)
\]

where, \(\gamma\) is a nonnegative Lagrange multiplier which controls the randomness of the space partition.
10.2.2 Non-linear Partitioning

Kernel methods (KMs) are a class of algorithms for pattern analysis whose general task is to find and study types of relations of input data. KMs perform a nonlinear mapping of the input data to a higher dimensional feature space. Then a variety of methods can be applied for pattern analysis in the feature space. The advantage of KMs is that KMs do not need to compute the coordinates of the data in the feature space explicitly but only compute the inner products between all pairs of data in the feature space by using kernel functions.

Take the most popular k-means algorithm [108] as an example, kernel k-means maps data points from the input space to a higher dimensional feature space through a nonlinear transformation $\phi$ and then apply standard k-means in the feature space. The clustering result in linear separators in feature space corresponds to nonlinear separators in input space. Thus kernel k-means avoid the limitation of standard k-means that the clusters must be linearly separable.

10.3 Non-linear Deterministic Annealing

In this section, we propose a new approach based on non-linear deterministic annealing to solve the 3D geometric fitting problem. We first use a non-linear function to map the input point data to a high dimensional feature space using the local geometric structure of the data. Then we apply deterministic annealing in the feature space to leverage the local geometric structure for clustering.

To solve the space partitioning problem, we do not use prototype to calculate the difference. The reason is that the prototype in space partitioning is generally not sufficient to represent a plane in 3D space. Instead, we estimate the linear plane model and calculate the fitting error as the Euclidean distance between the data and the plane. The traditional local optimization algorithm will likely stuck at a local optima. In order to avoid local optima, we use local geometric structure from neighboring data points and embedded the data vectors to a higher dimension as follows.

The input data is given as a 3D point, $\mathbf{x}_i = [x_i, y_i, z_i]^T$. With the assumption that nearest data points are on the same plane, we could estimate the local plane model, $\mathbf{L}_i = [a_i, b_i, c_i]^T$ of data point $\mathbf{x}_i$ and its $K$ nearest neighbor points.

$$
\mathbf{L} = 
\begin{bmatrix}
  a(\mathbf{x}) \\
  b(\mathbf{x}) \\
  c(\mathbf{x})
\end{bmatrix}
$$

(110)
\[ f = \begin{bmatrix} x \\ L \end{bmatrix} \]  

(111)

Then we revise the distortion function as follows,

\[ D(f_i, g_{\theta_j}) = D_1(I_1f_i, g_{\theta_j}) + D_2(I_2f_i, g_{\theta_j}) \]  

(112)

where \( D_1 = d_{i,j} \) calculate the fitting error between the data point and the estimated plane, and \( D_2 \) calculate the difference between the local estimated plane model and the cluster scale estimated plane model. \( D_2 \) is defined as follows:

\[ D_2(I_2f_i, g_{\theta_j}) = \frac{I_2f_i^T \times g_{\theta_j}}{|I_2f_i| \times |g_{\theta_j}|} \]  

(115)

After the mapping, we apply deterministic annealing algorithm to partition the data into several clusters as follows.

\[ \min_{g_{\theta_j}} F = D - TH \]  

(116)

where \( g_{\theta_j} = [a_j, b_j, c_j] \) is the geometrical surface model parameter to be estimated, \( D \) is the sum of square of geometrical fitting error and \( H \) is the entropy constraint. We define \( D \) and \( H \) as follows:

\[ D = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j})d(x_i, g_{\theta_j}) = \sum_{i=1}^{N} p(x_i) \sum_{j=1}^{K} p(g_{\theta_j} | x_i)d(x_i, g_{\theta_j}) \]  

(117)

\[ H(X, g_{\theta}) = \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j}) \log p(x_i, g_{\theta_j}) \]  

(118)

To perform optimization we need to further analyze its terms. We can rewrite equation (186) by applying the chain rule of entropy as

\[ H(X, g_{\theta}) = H(X) + H(g_{\theta} | X) \]  

(119)
Notice that the first term $H(X)$ is the entropy of the source and is therefore constant with respect to the cluster $g_{\theta_j}$ and association probabilities $p(g_{\theta_j}|x_i)$. Thus we can just focus on the conditional entropy

$$H(g_{\theta}|X) = \sum_{i=1}^{N} p(x_i) \sum_{j=1}^{K} p(g_{\theta_j}|x_i) \log p(g_{\theta_j}|x_i)$$

The minimization of $F$ with respect to association probabilities $p(g_{\theta_j}|x_i)$ gives rise to the Gibbs distribution

$$p(g_{\theta_j}|x_i) = \frac{\exp\left(-\frac{d(x_i,g_{\theta_j})}{T}\right)}{Z_x}$$

where the normalization is

$$Z_x = \sum_{j=1}^{K} \exp\left(-\frac{d(x_i,g_{\theta_j})}{T}\right)$$

The corresponding minimum of $F$ is obtained by plugging equation (189) back into equation (184)

$$F^* = \min_{p(g_{\theta_j}|x_i)} F = -T \sum_{i=1}^{N} p(x_i) \log Z_x$$

To minimize the Lagrangian with respect to the cluster model $g_{\theta_j}$, its gradients are set to zero yielding the condition

$$\nabla_{g_{\theta_j}} F = \frac{1}{N} \sum_{i=1}^{N} p(g_{\theta_j}|x_i) \nabla_{g_{\theta_j}} d(x_i,g_{\theta_j}) = 0$$

Non-linear deterministic annealing method (NDA) introduces the entropy constraint to explore a large portion of the cost surface using randomness, while still performing optimization using local information, which is similar to fuzzy $c$-means algorithm. Eventually, the amount of imposed randomness is lowered so that upon termination NDA optimizes over the original cost function and yields a solution to the original problem.

However, there is no close form solution for NDA, therefore we use a gradient descent algorithm to solve this problem. In this section, We compare NDA based geometrical segmentation algorithm to the projection based iterative algorithm (PI) and adaptive projection based iterative algorithm (API). I present our algorithm in Figure. 78. For comparison purpose, I also give PI algorithm in Figure. 58.
1. **Algorithm 78** NDA based geometrical segmentation algorithm

2. **Set Limit**

3. $K_{\text{max}}$: maximum number of clusters

4. $T_{\text{init}}$: starting temperature

5. $T_{\text{min}}$: minimum temperature

6. $\delta$: perturbation vector

7. $\alpha$: cooling rate (must be < 1)

8. $I_{\text{max}}$: maximum iteration number

9. $th$: Iteration threshold

10. $sth$: Surface distance threshold

11. **Initialization**

12. $T = T_{\text{init}}, K = 2, \Lambda_1 = (X^TX)^{-1}X^T\bar{y}, \Lambda_2 = \Lambda_1, [p(\Lambda_1|x_i), p(\Lambda_2|x_i)] = [\frac{1}{2}, \frac{1}{2}], \forall i.$

13. **Perturb**

14. $\Lambda_j = \Lambda_j + \delta, \forall j.$

15. $L_{\text{old}} = D - TH.$

16. **Loop until convergence, $i = 0 \forall j$**

17. For all $x_i$ in the training data, compute the association probabilities

$$p(\Lambda_j|x_i) = \frac{\exp\left(-\frac{d(x_i, \Lambda_j)}{T}\right)}{\sum_{j=1}^{K}\exp\left(-\frac{d(x_i, \Lambda_j)}{T}\right)}$$

18. update the surface model

$$\Lambda_j \leftarrow \Lambda_j + \alpha \nabla_{\Lambda_j} F.$$  \hspace{1cm} (126)

19. $i = i+1;$

20. if ($i > I_{\text{max}}$ or $\nabla_{\Lambda_j} F < th$) End Loop

21. **Model Size Determination**

22. if($d(\Lambda_j, \Lambda_{j+1}) < sth$)

23. replace $\Lambda_j, \Lambda_{j+1}$ by a single plane

24. $K =$number of planes after merging

25. **Cooling Step**

26. $T = \alpha T.$

27. if ($T < T_{\text{min}}$)

28. perform last iteration for $T = 0$ and STOP

29. **Duplication**

30. Replace each plane by two planes at the same location, $K = 2K.$

31. **Goto Step 10**
1. **Algorithm 58** *Projection based iterative algorithm for geometrical segmentation*

2. **Set Limit**

3.  \( K_{\text{max}} \): maximum number of clusters

4.  \( I_{\text{max}} \): maximum iteration number

5.  \( th \): Iteration threshold

6. **Initialization**

7.  Start with a random cluster assignment to all input vectors and estimate the linear plane model for each cluster by minimizing the total least squares.

8. **Loop until convergence, \( i = 0 \ \forall j \)**

9.  a. Assign each input vector \( x \) to the each cluster with the smallest geometrical fitting error.

10.  b. Estimate the linear plane model for each cluster by minimizing the total least squares.

---

**Figure 58:** Projection based iterative algorithm for geometrical segmentation

### 10.4 Experimental Results

In this section, I compared three geometric segmentation algorithms, PI algorithm, API algorithm, and NDA based geometric segmentation algorithm, based on both synthetic data and real world data.

#### 10.4.1 NDA on Synthetic Data without Noise

The purpose of the first experiment is to compare NDA, PI, and API on synthetic data without noise. I generated the synthetic data using MATLAB ‘randperm’ function. The data is a set of 3D points on several linear planes without noise. In this experiment, I run each algorithm for 1000 times. Each time, a random data set is generated and used. We segment the same data set with different algorithms and calculate the average squared approximation error. Below is the experimental result in Table. 12. \( K \) represents the number of planes in a test data set. For each plane, 100 random points are generated. The data set 1 contains 300 data in total from 3 non parallel planes. The data set 2 contains 400 data from 4 planes. The data set 3 contains 500 data from 5 planes and the data set 4 contains 600 data from 6 planes. The average squared approximation error of NDA is ignorable comparing to the errors of PI and NPI. From the experimental result, we can say that NDA algorithm outperforms both PI and API algorithms in the average squared approximation error. The reason NDA algorithm outperforms PI and API algorithms is that NDA is able to separate the space non-linearly and avoid many poor local optima.
Table 9: The average squared approximation error.

<table>
<thead>
<tr>
<th>K</th>
<th>PI</th>
<th>API</th>
<th>NDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$3.77 \times 10^{-1}$</td>
<td>$3.00 \times 10^{-9}$</td>
<td>$1.17 \times 10^{-12}$</td>
</tr>
<tr>
<td>4</td>
<td>$4.01 \times 10^{-1}$</td>
<td>$9.81 \times 10^{-8}$</td>
<td>$2.21 \times 10^{-12}$</td>
</tr>
<tr>
<td>5</td>
<td>$2.43 \times 10^{-1}$</td>
<td>$2.86 \times 10^{-9}$</td>
<td>$3.06 \times 10^{-12}$</td>
</tr>
<tr>
<td>6</td>
<td>$2.94 \times 10^{-1}$</td>
<td>$8.801 \times 10^{-9}$</td>
<td>$3.00 \times 10^{-12}$</td>
</tr>
</tbody>
</table>

Table 10: The correct identification rate.

<table>
<thead>
<tr>
<th>K</th>
<th>PI</th>
<th>API</th>
<th>NDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>83%</td>
<td>96%</td>
<td>99%</td>
</tr>
<tr>
<td>4</td>
<td>79%</td>
<td>93%</td>
<td>99%</td>
</tr>
<tr>
<td>5</td>
<td>82%</td>
<td>94%</td>
<td>97%</td>
</tr>
<tr>
<td>6</td>
<td>78%</td>
<td>97%</td>
<td>98%</td>
</tr>
</tbody>
</table>

We also measure the performance of the segmentation algorithms in percentage of correct identification of planes. We test the same data set as used in the previous experiment and compute the correct identification percentage averaging over all tests. Below is the experimental result in Table. 13. We observed that correct identification rates of NDA and API are much higher than the correct identification rate of PI algorithm. The reason API algorithm outperforms PI algorithm is that API algorithm does not depends on random initialization while the segmentation results of PI algorithm heavily depends on initialization. Still NDA performs best among the three algorithms in correct identification rate.

10.4.2 NDA on Synthetic Data with Noise

The purpose of the second experiment is to compare NDA, PI, and API algorithms on synthetic data with noise. I generated the synthetic data with Gaussian noises in the same way as in the first experiment. In this experiment, I also run each algorithm for 1000 times. Each time, a random data set is generated and used. We segment the same data set with different algorithms and calculate the average squared approximation error. The experimental result is shown in Table. 11. K represents the number of planes in a test data set. It shows that NDA algorithm outperforms both PI and API algorithm. The average squared approximation fitting error of NDA algorithm is less than 50% compare to the fitting error of PI algorithm. However, the performance gain is less compared to
the first experiment. The reason is that the non-linear mapping in NDA depends on the estimation of the local geometric structures. While the estimation of the local geometric structures is very sensitive to the added noises. Even though the performance gain is less, we can still say that the NDA algorithm outperforms both PI and API algorithms in the average squared approximation error from the experimental result. We also show the experimental result in 3D view in Fig. 59 and Fig. 60. Fig. 59 shows the segmentation results of test data set 1 with three planes by the NDA algorithm. Fig. 60 shows the segmentation results of the same test data set by the PI algorithm.

### 10.4.3 NDA on Real World Data

In the second experiment, we test the geometric segmentation algorithm on some real world data. We use the 3D structure data set from the ‘housing’ image sequence. The data set includes 72 data points recovered by 3D reconstruction of 2D registered feature points. Most of the data points fall on the walls of the house in the image and we would like to estimate the surface model of the walls by geometric fitting. Fig. 67 shows the input 3D data points on the 1st frame of the ‘housing’ image sequence. The goal is to segment the data points into three groups and each group represent a wall in the image. Fig. 68 shows the geometric segmentation result by NDA algorithm and Fig. 69 shows the geometrical segmentation result by PI algorithm. It is pretty clear that NDA algorithm partitions the input data set into three clusters and each cluster represents a wall in the image. PI algorithm fails to find the geometric model of the walls and the data points are mixed. The experimental result on real world data shows that NDA algorithm can well segment the data sets based on their geometric relationship.
Figure 59: The synthetic data set.
Figure 60: The first group partitioned by K-means.
Figure 61: The input data points on the 1st frame of ‘housing’ image sequence.
Figure 62: The geometrical segmentation result by NDA of ‘housing’ data set.
Figure 63: The geometrical segmentation result by the PI algorithm of ‘housing’ data set.
11 An Automatic Surface Fitting Method for 3D Reconstruction from 2D Video Sequence

The objective of Task 9 is to design an automatic surface fitting method for 3D reconstruction from 2D video sequence.

3D reconstruction is one of the most fundamental problem in computer vision and computer graphics. 3D video reconstruction is the process of recovering the 3D geometric structure and surface from a 2D video sequence which is one of the most challenging research topics in 3D reconstruction. The challenge in 3D video reconstruction is how to align 2D image sequence pixel by pixel. Traditional stereo reconstruction methods and volumetric reconstruction methods suffer from the blank wall problem and the estimated dense depth map is not smooth for surface modeling. In this paper, We present a novel surface fitting approach for 3D dense reconstruction. We propose a non-linear deterministic annealing algorithm to decompose the 3D sparse structure to separate regions, and estimate the dense depth map by plane surface fitting. The experimental results show that the new approach can segment the 3D space geometrically and generate smoother dense depth map.

The results of Task 9 were reported in Ref. [109]. Next, we present the technical details.

11.1 Introduction

3D reconstruction is one of the most challenging and fundamental problem in the area of computer vision. During the recent years, a lot of approaches were developed for modeling and rendering the virtual scene from 2D videos and image sequences [110] [111] [112] [113]. Currently, most of the systems and applications in 3D reconstruction are used for visual inspection and architecture modeling. However, there is more demand for 3D entertainment, for example, 3D movies. The change of demand results in an attention for smooth visual quality of the reconstructed scene. In this case, visual quality of the virtual scene becomes the dominant factor. While the foremost goal in previous approaches is the accuracy of the position of each point in 3D geometry.

In the last two decades, tremendous progress has been made on self-calibration and 3D surface modeling [114] [115] [116] [117]. Most of the methods use 2D video sequences or 2D images as input and try to retrieve the depth information of the scene captured by the input video sequence. The estimated depth information helps to reconstruct the full 3D view of the scene. The existing techniques are able to well calculate the camera motion and compute a sparse depth map from the original image sequence [118] [119] [120] [110] [121]. However, fully reconstruction of a 3D
scene requires the depth information of much more image pixels which requires the alignment of almost all pixels of the input images. This problem is known as dense matching problem [122] [123] [124].

A traditional solution to the dense matching problem is called epi-line searching. Epi-line search method uses the geometric constraints to degrade a 2D searching to a 1D range searching [125] [126] [127]. Although the search is constraint to 1D which seems easier to search, the blank wall problem, which is not solved in 2D feature correspondence, still exist in epi-line search. The blank wall problem is that given a texture less blank wall, it is very hard to find an accurate pixel to pixel correspondence across the input images.

Another solution to the dense matching problem is volumetric reconstruction method. Lhuillier and Quan proposed a quasi-dense approach to surface reconstruction in which they used a best first search based on combined 3D and 2D information [112] [128]. Instead of using pixel-based searching and matching, volumetric reconstruction takes the scene as a tessellation of 3D cubes, called voxels. Each voxel may be either empty or occupied by the scene structure. Various methods has been proposed to build the volumetric model which is used to generate the most consistent projections with the original images. Volumetric reconstruction could well recover the scene of the moving foreground, however, it is hard to reveal the static background structure using volumetric methods.

In this section, we propose a novel 3D dense reconstruction method based on geometric segmentation and surface fitting. We use the existing techniques for feature correspondence, projective reconstruction and self-calibration to get the sparse points reconstruction. To address the dense matching problem, we use geometric segmentation to segment the 3D space into several separate regions, and for each region, we estimate the dense 3D depth map by surface fitting. We propose a non-linear deterministic annealing algorithm in order to partition the 3D space geometrically. With the assumption that each subspace could be modeled by a linear plane, we can retrieve the depth information for each pixel using surface fitting. The new approach is able to generate a much smoother 3D dense reconstruction comparing to the traditional methods.

This section is organized as follows. Section 11.2 present the background and problem formulation. We present the system scheme for 3D reconstruction in Section 12.2. Then we solve the geometric segmentation and surface fitting problem in Section 11.4. The experimental results are shown in Section 12.5.
11.2 Background and Problem Formation

In this section, we briefly review the 3D reconstruction techniques and formulate the geometric fitting problem mathematically.

11.2.1 3D Reconstruction

3D reconstruction has been one of the most fundamental research topics in computer vision for decades. Although they may differ in some specific part, most 3D reconstruction approaches are generally based on the same pipeline [127]. The pipeline is given in Fig. 73.

The first step in 3D reconstruction from a video sequence is to group the whole video sequence into several scenes by key frames. For each scene, motion detection is needed to find moving regions from the static background. In the later part, moving foreground and static background will be treated separately and then combined together to reconstruct the scene as a whole.

The second step is sparse reconstruction. Sparse reconstruction includes several component, feature correspondence, projection reconstruction and Euclidean reconstruction. The camera motion is estimated and the Euclidean structure of the static background scene is recovered. For the moving regions, we introduce the virtual camera concept and apply the same reconstruction algorithm to recover the 3D structure. During the last two decades, tremendous progress has been made to camera self-calibration and structure computation. Sparse reconstruction starts from feature correspondence which is the most crucial part of the process. The goal of Image correspondence, also called feature correspondence, is to align different images, from a video sequence or taken separately, by finding corresponding points that describe the same point in 3D geometry [129] [130]. As known to all, not all points are suitable for matching or tracking through different images, so only a few points are selected as feature points for matching [131]. So sparse reconstruction only rely on a number of distinct points which is different from the following dense reconstruction which require the correspondence of all points, if possible. Furthermore, feature points may be mismatched, known as outliers [101], which may restrict the accuracy of the reconstruction result. Given correctly matched feature points from two input images, projection reconstruction is to find the relative pose between the two views. The projective structure is mathematically expressed by fundamental matrix. Given sufficient corresponding feature points, with the assumption that the world frame is the same frame as that of the first image, we are able to compute the fundamental matrix. The projective reconstruction is determined by an arbitrary projective transformation. To solve this problem, canonical decomposition is applied to fix a particular choice of projective transformation. Therefore, the projective structure is not suitable for visualization and an update
Figure 64: The pipeline for 3D video reconstruction system.
to a full-fledged Euclidean reconstruction is required to recover the metric 3D geometric structure. The update to a metric structure, determined up to an unknown scalar factor, needs the information of intrinsic parameters of the camera. Since we have no prior knowledge of the camera, this approach is called self-calibration and has received a lot of attention in recent years. The approach we present here is called absolute conic constraint, or absolute quadric constraints.

The sparse reconstruction gives a sparse structure of the desired scene; however, it could not give a satisfied visual presentation. Thus, we still need to compute the depth of a lot more points, which is known as dense reconstruction or surface reconstruction. The traditional approaches for dense reconstruction could be classified as two approaches, namely stereoscopic reconstruction and volumetric reconstruction. In this section, we propose a novel approach to obtain the static background structure. Unlike the previous approach, we apply geometrical segmentation and surface fitting instead of dense searching and matching. Here we assume that the static background could be decomposed of several uniform regions or regular surfaces. We can then segment the whole surface into several regions based on their geometric properties. For each region, we obtain a mathematical expression by surface fitting. With the assumption that each region has sufficient number of sparse feature points, combined with the sparse depth map, we could then compute the depth information by fitting each pixel within the estimated surface. Combining the depth map of different regions, we could finally obtain the depth map of the whole scene. The merit of this approach is that it well handles uniform regions and occlusions by mismatching issues. Also, the result is smoother than traditional stereoscopic reconstruction algorithms. The geometric fitting problem is formulated in subsection 11.2.2 and we give the solution to the problem in details in Section 11.4.

### 11.2.2 Geometric Fitting

The classic geometric fitting problem is to find a geometrical surface that best fits to a set of 3D points. Geometric fitting is commonly used in 3D model fitting and 3D visual reconstruction in computer vision.

Given a 3D point data set \( \mathcal{X} = \{ \mathbf{x}_i \}, \mathbf{x}_i \in \mathbb{R}^3, i = 1, 2, ..., n \), the geometrical fitting problem is usually stated as the optimization of a cost that measures how the geometrical surface function \( \mathcal{S} = \{ \mathbf{x} : g_\theta(\mathbf{x}) = 0 \} \) fits the data set \( \mathcal{X} \). The most commonly used objective function is the least squares cost,

\[
D = \sum_{i=1,...,N} d(\mathbf{x}_i, g_\theta)^2 \tag{127}
\]
\[ d(x_i, g_\theta) = \min \| x_i - x_j \|^2, \ x_j \in \mathcal{S} \quad (128) \]

The fitting function \( g_\theta \) is learned by minimizing the design cost, \( D \), measured over the input data set, \( \mathcal{X} \). It is well-known that for most choices of \( D \), the cost measured during design monotonically decreases as the size of the learned fitting function \( g_\theta \) is increased. With a large set of functions, it is easy to create a surface which passes through each input data point but is suspiciously complicated. The principle of Occam’s razor states that the simplest model that accurately represents the data is most desirable. So we prefer to use a few basis functions which yield a smoother, simpler surface which could well approximates the original data. Generally, there are two approaches to solve the over fitting problem. One approach is to add penalty terms to the data set, like smoothness or regularization constraints. Another approach is to first build a large model and then remove some parameters by retaining only the vital model structure. Although both approaches can generate parsimonious models, the descent based learning methods all suffer from a serious limitation. The non-global optima of the cost surface may easily result in poor local minima to the descent based learning methods. Techniques adding penalty terms to the cost function further increases the complexity of the cost surface and worsen the local minimum problem.

One of the most popular clustering algorithm is Lloyd’s algorithm, which starts by partitioning the input data into \( k \) initial sets. It calculates the centroid of each set via some metric. Lloyd’s algorithm iteratively associates each point with the closest centroid and recalculates the centroids of the new clusters. Although widely used in real world applications, there are two serious limitations of Lloyd’s algorithm. The first limitation is that the partitioning result depends on the initialization of the cluster centers, which may lead to poor local minima. The second limitation is that Lloyd’s algorithm can only partition linear separable clusters. In order to avoid initialization dependence, a simple but useful solution is to use multiple restarts with different initializations to achieve a better local minima. Global k-means [103] is proposed to build the clusters deterministically, which use the original k-means algorithm as a local search step. At each step, global k-means add one more cluster based on previous partitioning result. Deterministic annealing [104] is another optimization technique to find a global minimum of a cost function. Deterministic annealing explore a larger cost surface by introducing a constraint of randomness. At each iteration, the randomness is constrained and a local optimization is performed. Finally, the imposed randomness is reduce to zero, and the algorithm optimizes over the original cost function. Kernel method [105] is used to solve the second problem by mapping the data points from input space to a higher dimensional feature space through a non-linear transformation. Then the optimization is applied in the feature space. The linear separation in the feature space turns out to be a non-linear separation in the original input space.
11.3 3D Video Reconstruction

Here, we simply introduce the 3D reconstruction algorithm proposed in Ma et al’s book [116] on which our experiments are based. When developing a stereo vision algorithm for registration, the requirements for accuracy vary from those of standard stereo algorithms used for 3D reconstruction. For example, a multi-pixel disparity error in an area of low texture, such as a white wall, will result in significantly less intensity error in the registered image than the same disparity error in a highly textured area. In particular, edges and straight lines in the scene need to be rendered correctly.

11.3.1 Overview of 3D Reconstruction System

The 3D reconstruction algorithm is implemented in the following steps. First, geometric features are detected automatically in each individual images. Secondly, feature correspondence is established across all the images. Then the camera motion is retrieved and the camera is calibrated. The Euclidean structure of the scene is recovered afterward. After that, we apply the geometric segmentation algorithm described in Section 11.4. Finally the dense depth map is reconstructed by geometric fitting. The system scheme is given in Fig. 65.

11.3.2 Feature Selection

The first step in 3D reconstruction is to select candidate features in all images for tracking across different views. Ma et al. [116] use point feature in reconstruction which is measured by Harris’ criterion,

$$C(x) = \det(G) + k \times \text{trace}^2(G)$$

where \(x = [x, y]^T\) is a candidate feature, \(C(x)\) is the quality of the feature, \(k\) is a pre-chosen constant parameter and \(G\) is a \(2 \times 2\) matrix that depends on \(x\), given by

$$G = \begin{bmatrix} \sum_{W(x)} I_x^2 & \sum_{W(x)} I_x I_y \\ \sum_{W(x)} I_x I_y & \sum_{W(x)} I_y^2 \end{bmatrix}$$

where \(W(x)\) is a rectangular window centered at \(x\) and \(I_x\) and \(I_y\) are the gradients along the \(x\) and \(y\) directions which can be obtained by convolving the image \(I\) with the derivatives of a pair of Gaussian filters. The size of the window can be decided by the user, for example \(7 \times 7\). If \(C(x)\) exceeds a certain threshold, then the point \(x\) is selected as a candidate point feature.
Figure 65: The scheme for 3D video reconstruction system.
11.3.3 Feature Correspondence

Once the candidate point features are selected, the next step is to match them across all the images. In this subsection, we use a simple feature tracking algorithm based on a translational model.

We use the sum of squared differences (SSD) as the measurement of the similarity of two point features. Then the correspondence problem becomes looking for the displacement $d$ that satisfies the following optimization problem:

$$\min_d \sum_{x \in W(x)} \left[ I_2(x + d) - I_1(x) \right]^2$$

(131)

where $d$ is the displacement of a point feature of coordinates $x$ between two consecutive frames $I_1$ and $I_2$. Lucas and Kanade also give the close form solution of $169$

$$d = -G^{-1}b$$

(132)

where

$$b = \begin{bmatrix} \sum_{W(x)} I_x I_t \\ \sum_{W(x)} I_y I_t \end{bmatrix}$$

(133)

$G$ is the same matrix we used to compute the quality of the candidate point feature in Eq. 167, and $I_t = I_2 - I_1$.

11.3.4 Estimation of Camera Motion Parameters

In this subsection, we recover the projective structure of the scene from the established feature correspondence. We will follow the notation used in Ma et al.’s book [116]. For the detail of the proof of this algorithm, please refer to the reference.

The reconstruction algorithm is based on a perspective projection model with a pinhole camera. Suppose we have a generic point $p \in \mathbb{R}^3$ with coordinates $X = [X, Y, Z, 1]^T$ relative to a world coordinate frame. Given two frames of one scene which is related by a motion $g = (R, T)$, the two image projection point $x_1$ and $x_2$ are related as follows:

$$\lambda_1 x'_1 = \Pi_1 X_p, \quad \lambda_2 x'_2 = \Pi_2 X_p$$

(134)

where $x' = [x, y, 1]^T$ is measured in pixels, $\lambda_1$ and $\lambda_2$ are the depth scale of $x_1$ and $x_2$, $\Pi_1 = [K, 0]$ and $\Pi_2 = [KR, KT]$ are the camera projection matrices and $K$ is the camera calibration
matrix. In order to estimate $\lambda_1$, $\lambda_2$, $\Pi_1$ and $\Pi_2$, we need to introduce the epipolar constraint. From Equation (172), we have

$$x_2^TK^{-T}\hat{T}RK^{-1}x_1' = 0$$  \hspace{1cm} (135)

The fundamental matrix is defined as:

$$F \doteq K^{-T}\hat{T}RK^{-1}$$  \hspace{1cm} (136)

With the above model, we could estimate the fundamental matrix $F$ via the Eight-point algorithm. Then we could decompose the fundamental matrix to recover the projection matrices $\Pi_1$ and $\Pi_2$ and the 3D structure. We only give the solution here by canonical decomposition:

$$\Pi_1p = [I, 0], \Pi_2p = [(\hat{T})^TF, T'], \lambda_1x_1' = X_p, \lambda_2x_2' = (\hat{T})^TFX_p + T'$$  \hspace{1cm} (137)

11.3.5 Depth Estimation

The Euclidean structure $X_e$ is related to the projective reconstruction $X_p$ by a linear transform $H \in \mathbb{R}^{4\times 4}$,

$$\Pi_{ip} \sim \Pi_{ie}H^{-1}, X_p \sim HX_e, i = 1, 2, ..., m$$  \hspace{1cm} (138)

where $\sim$ means equality up to a scale factor and

$$H = \begin{bmatrix} K & 0 \\ -\nu^TK & 1 \end{bmatrix} \in \mathbb{R}^{4\times 4}$$  \hspace{1cm} (139)

With the assumption that $K$ is constant, we could estimate the unknowns $K$ and $\nu$ with a gradient decent optimization algorithm. In order to obtain a unique solution, we also assume that the scene is generic and the camera motion is rich enough.

11.3.6 Geometric Segmentation

As we have discussed before, not all points in an image are suitable for matching or tracking. The feature points that we have selected are only a bunch of distinct points. Therefore, the previous reconstruction is a sparse scene reconstruction. The sparse structure is not suitable for human visualization. For this reason, a dense matching is necessary to establish a 3D geometric view.

In this section, we propose a new dense matching method based on geometric segmentation. We first segment the surface of the 3D scene into several regions based on the geometric relationship. For each small homogeneous surface, we are able to model it by a plane. With the depth
information of the feature points that we already get from the sparse reconstruction, we could compute the depth information for each pixel in the entire region. Since the depth information we obtained is based on a plane model, the image rendered from the 3D model is much smoother than the traditional approaches. In order to simplify the problem of surface fitting, we first segment the input image based on its geometric structure. It is different from the traditional object based image segmentation. The segmentation process is critical because proper segmentation could simplify the surface fitting. On the contrary, improper segmentation which combines too many surface areas will increase the complexity of surface modeling.

Due to the fact that the 3D data is localized to a few relatively dense clusters, we design a non-linear function to map the data point from geometrical space to surface model space and apply deterministic annealing in the feature space to partition the feature space into several regions with different sizes and shapes. For each region, we can easily find a linear plane model to fit the data. Non-linear deterministic annealing method offers three important features: 1) the ability to avoid many poor local optima; 2) the ability to minimize the cost function even its gradients vanish almost everywhere; 3) the ability to achieve non-linear separation. However, there is no close form solution for non-linear deterministic annealing problem, therefore we use a gradient descent algorithm to solve this problem. The details of this algorithm is discussed in Section 11.4.

### 11.3.7 Depth Recovery

Here, we only consider two images. Suppose for the first image, we have the 3D point set \( X_e^j, j = 1, 2, \ldots, n \) which could be divided into three clusters, \( X_{e1}, X_{e2}, X_{e3} \). For each cluster, there are at least three non-collinear points. Then we could have the plane model for this cluster. Let’s take the example of \( X_{e1} \), suppose there are \( m \) points in the cluster and we have the plane model as follows:

\[
A \cdot p = 1
\]  
where \( A = [X_{e1}^i], i = 1, \ldots, m \) and \( p = [a, b, c]^T \) is the plane parameter.

Given an arbitrary point \( x^i = [x^i, y^i]^T \) measured in pixels in the first cluster, we could estimate it’s depth scale \( \lambda^i \) by solving the following equation.

\[
\lambda^i x'^i = H_1^{-1} \Pi_1 X_e^i
\]  
where \( x'^i = [x^i, y^i, 1]^T \), \( H_1^{-1} \) and \( \Pi_1 \) are estimated in previous subsections. In Eq. 196, only \( \lambda^i \) is unknown and with the constraint on \( X_e^i \) with Eq. 195, we could easily get the value of \( \lambda^i \).
Then, with $\Pi_1 = [I, 0]$, we could have $X_p^i = [\lambda_i^i x^i, \lambda_i^i y^i, \lambda_i^i, 1]$. From Eq. 172, we can get the relation between two image projection point $x_1^i$ and $x_2^i$ as follows:

$$\hat{x}_2^i = \Pi_2 X_p^i$$

(142)

where $\hat{x}_2^i = [\lambda_2^i x_2^i, \lambda_2^i y_2^i, \lambda_2^i]$. We could then get the position of the corresponding point $x_2^i = [x_2^i, y_2^i]$ in the second image.

### 11.4 Geometric Segmentation based Dense Reconstruction

As we have discussed, not all points in an image are suitable for matching or tracking. The feature points that we have selected are only a bunch of distinct points. Therefore, the first reconstruction is a sparse reconstruction. The sparse structure is not suitable for human visualization. For this reason, a dense matching is necessary to establish a 3D geometric view. As known to all, the most popular solution for dense matching is based on the epi-polar constraint. This approach uses geometric constraints to restrict correspondence search from 2D to 1D range. The main disadvantages of this approach are that the dense depth map is not smooth because of outliers. Lhuillier and Quan proposed another dense matching method called quasi-dense approach. They tried to combine 3D data points and 2D image information. However, the visual problem still exists.

In this section, we propose a non-linear deterministic annealing approach for space partitioning in 3D Euclidean space. We use deterministic annealing to divide the input space into several regions with different sizes and shapes. With the partition, we can easily find a linear local surface to fit the data within each region. Deterministic annealing method offers two great features: 1) the ability to avoid many poor local optima; 2) the ability to minimize the cost function even its gradients vanish almost everywhere. Due to the fact that the data is localized to a few relatively dense clusters, we design a non-linear function to map the data point from the geometric space to surface feature space and apply deterministic annealing in the feature space instead of the geometric space. The advantage of our approach is that the estimated dense depth map is much more smooth than the traditional approaches.

Given a set of data $\mathcal{X}$ of scattered 3D points, we would like to find the geometric surface that best fits to the scattered data. The fitting problem is usually stated as the optimization of a cost that measures how well the fitting function $g(x_i)$ fits the data. The most commonly used objective function is the least squares cost. Finding a good fit is a challenging problem and may be more of an art than a science. If we use a large set of functions as the basis, we may create a surface
which passes through each data point but is suspiciously complicated. Using few basis functions may yield a smoother, simpler surface which only approximates the original data. Due to the over fitting problem, we propose a new approach to optimize the objective function via space partitioning. We first partition the data set into several subsets such that the data points $x$ in each subset could be approximated by a linear surface model. In other words, we would like to use a set of plain models to approximate the data set. The objective of space partitioning is to minimize the geometric fitting error.

$$\min_{g_{\theta_k}} \sum_{k=1}^{K} \sum_{i \in C_k} d(x_i, g_{\theta_k})$$

(143)

where, $x_i = [x_i, y_i, z_i]^T$ is the $i$-th point data, $\theta_k = [a_k, b_k, c_k]^T$ is the $k$-th linear surface model, and $d_{i,k}$ is the fitting error between $x_i$ and plane model $g_{\theta_k} = 0$ which is defined as

$$d_{i,k} = d(x_i, g_{\theta_k}) = \frac{(x_i^T g_{\theta_k} - 1)^2}{a_k^2 + b_k^2 + c_k^2}$$

(144)

11.4.1 Deterministic Annealing

The deterministic annealing (DA) approach [104] to clustering has demonstrated substantial performance improvement over traditional supervised and unsupervised learning algorithms. DA mimics the annealing process in static. The advantage of deterministic annealing is its ability to avoid many poor local optima. The reason is that deterministic annealing minimizes the designed cost function subject to a constraint on the randomness of the solution. The constraint, Shannon entropy, is gradually lowered and eventually deterministic annealing optimize on the original cost function. Deterministic annealing mimics the simulated annealing [106] in statistical physics by the use of expectation. Deterministic annealing derives an effective energy function through expectation and is deterministically optimized at successively reduced temperatures. The deterministic annealing approach has been adopted in a variety of research fields, such as graph-theoretic optimization and computer vision. A. Rao et al. [107] extended the work for piecewise regression modeling. In this subsection, we will briefly review their work.

Given a data set $(x, y)$, the regression problem is to optimize the cost that measures how well the regression function $f(x)$ approximates the output $y$, where $x \in \mathcal{R}^m$, $y \in \mathcal{R}^n$, and $g : \mathcal{R}^m \rightarrow \mathcal{R}^n$. In the basic space partitioning approach, the input space is partitioned into $K$ regions and the cost function becomes
where \(d(\cdot, \cdot)\) is the distortion measure function. Instead of seeking the optimal hard partition directly, randomness is introduced for randomized assignment for input samples.

\[
D = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) d(y_i, f(x_i, \theta_k))
\]

(146)

In A. Rao et al.’s work, they use the nearest prototype (NP) structure as constraint and given the set of prototypes \(\{s_j : j = 1, 2, 3, \ldots, K\}\) in the input space, a Voronoi criterion is defined for NP partition

\[
C = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) ||x_i - s_j||
\]

(147)

Although the ultimate goal is to find the hard partition, some “randomness” is desired during the assignment. Shannon entropy is introduced as a constraint of the randomness.

\[
H = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} P(x_i \in C_j) \log P(x_i \in C_j)
\]

(148)

Eventually, this constrained optimization problem could be rewritten as the minimization of the corresponding Lagrangian

\[
\min_{\{\Lambda_j\}, \{s_j\}, \gamma} F = D - \gamma H
\]

(149)

where, \(\gamma\) is a nonnegative Lagrange multiplier which controls the randomness of the space partition.

### 11.4.2 Non-linear Deterministic Annealing

In this section, we propose a new approach based on non-linear deterministic annealing to solve the 3D geometric fitting problem. We first use a non-linear function to map the input point data to a high dimensional feature space using the local geometric structure of the data. Then we apply deterministic annealing in the feature space to leverage the local geometric structure for clustering.
To solve the space partitioning problem, we do not use prototype to calculate the difference. The reason is that the prototype in space partitioning is generally not sufficient to represent a plane in 3D space. Instead, we estimate the linear plane model and calculate the fitting error as the Euclidean distance between the data and the plane. The traditional local optimization algorithm will likely stuck at a local optima. In order to avoid local optima, we use local geometric structure from neighboring data points and embedded the data vectors to a higher dimension as follows.

The input data is given as a 3D point, \( x = [x, y, z]^T \). With the assumption that nearest data points are on the same plane, we could estimate the local plane model, \( L_i = [a_i, b_i, c_i]^T \) of data point \( x_i \) and its \( K \) nearest neighbor points.

\[
L = \begin{bmatrix}
a(x) \\
b(x) \\
c(x)
\end{bmatrix}
\]

(150)

\[
f = \begin{bmatrix} x \\ L \end{bmatrix}
\]

(151)

Then we revise the distortion function as follows,

\[
D(f_i, g_{\theta_j}) = D_1(I_1 f_i, g_{\theta_j}) + D_2(I_2 f_i, g_{\theta_j})
\]

(152)

\[
I_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ \end{bmatrix}
\]

(153)

\[
I_2 = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ \end{bmatrix}
\]

(154)

where \( D_1 = d_{i,j} \) calculate the fitting error between the data point and the estimated plane, and \( D_2 \) calculate the difference between the local estimated plane model and the cluster scale estimated plane model. \( D_2 \) is defined as follows:

\[
D_2(I_2 f_i, g_{\theta_j}) = \frac{I_2 f_i^T \times g_{\theta_j}}{|I_2 f_i| \times |g_{\theta_j}|}
\]

(155)

After the mapping, we apply deterministic annealing algorithm to partition the data into several clusters as follows.
\[
\min_{g_{\theta_j}} F = D - TH
\]  \hspace{1cm} (156)

where \( g_{\theta_j} = [a_j, b_j, c_j] \) is the geometrical surface model parameter to be estimated, \( D \) is the sum of square of geometrical fitting error and \( H \) is the entropy constraint. We define \( D \) and \( H \) as follows:

\[
D = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j}) d(x_i, g_{\theta_j}) = \sum_{i=1}^{N} p(x_i) \sum_{j=1}^{K} p(g_{\theta_j} | x_i) d(x_i, g_{\theta_j}) \]  \hspace{1cm} (157)

\[
H(X, g_{\theta}) = \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j}) \log p(x_i, g_{\theta_j}) \]  \hspace{1cm} (158)

To perform optimization we need to further analyze its terms. We can rewrite equation (186) by applying the chain rule of entropy as

\[
H(X, g_{\theta}) = H(X) + H(g_{\theta} | X)
\]  \hspace{1cm} (159)

Notice that the first term \( H(X) \) is the entropy of the source and is therefore constant with respect to the cluster \( g_{\theta_j} \) and association probabilities \( p(g_{\theta_j} | x_i) \). Thus we can just focus on the conditional entropy

\[
H(g_{\theta} | X) = \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i) p(g_{\theta_j} | x_i) \log p(g_{\theta_j} | x_i)
\]  \hspace{1cm} (160)

The minimization of \( F \) with respect to association probabilities \( p(g_{\theta_j} | x_i) \) gives rise to the Gibbs distribution

\[
p(g_{\theta_j} | x_i) = \frac{\exp\left(-\frac{d(x_i, g_{\theta_j})}{T}\right)}{Z_x}
\]  \hspace{1cm} (161)

where the normalization is

\[
Z_x = \sum_{j=1}^{K} \exp\left(-\frac{d(x_i, g_{\theta_j})}{T}\right)
\]  \hspace{1cm} (162)

The corresponding minimum of \( F \) is obtained by plugging equation (189) back into equation (184)

\[
F^* = \min_{p(g_{\theta_j} | x_i)} F = -T \sum_{i=1}^{N} p(x_i) \log Z_x
\]  \hspace{1cm} (163)
To minimize the Lagrangian with respect to the cluster model $g_{\theta_j}$, its gradients are set to zero yielding the condition

$$\nabla_{g_{\theta_j}} F = \frac{1}{N} \sum_{i=1}^{N} p(g_{\theta_j} | x_i) \nabla_{g_{\theta_j}} d(x_i, g_{\theta_j}) = 0$$ (164)

Since there is no close form solution for non-linear deterministic annealing problem, we use a gradient descent algorithm to solve this problem. I present our algorithm in Figure. 78.

### 11.5 Experimental Results

In this section, I first compared three geometric segmentation algorithms, Projection based iterative geometric segmentation algorithm (PI), Adaptive projection based iterative algorithm (API), and non-linear DA based geometric segmentation algorithm (NDA), based on both synthetic data and real world data.

#### 11.5.1 NDA on Synthetic Data

The purpose of the first experiment is to compare NDA, PI, and API on synthetic data with ground truth. I generated the synthetic data using MATLAB ‘randperm’ function. The data is a set of 3D points on several linear planes without noise. In this experiment, I run each algorithm for 1000 times. Each time, a random data set is generated and used. We segment the same data set with different algorithms and calculate the average squared approximation error. Below is the experimental result in Table. 12. K represents the number of planes in a test data set. For each plane, 100 random points are generated. The data set 1 contains 300 data in total from 3 non parallel planes. The data set 2 contains 400 data from 4 planes. The data set 3 contains 500 data from 5 planes and the data set 4 contains 600 data from 6 planes. The average squared approximation error of NDA is ignorable comparing to the errors of PI and NPI. From the experimental result, we can say that NDA algorithm outperforms both PI and API algorithms in the average squared approximation error. The reason NDA algorithm outperforms PI and API algorithms is that NDA is able to separate the space non-linearly and avoid many poor local optima.

We also measure the performance of the segmentation algorithms in percentage of correct identification of planes. We test the same data set as used in the previous experiment and compute the correct identification percentage averaging over all tests. Below is the experimental result in Table. 13. We observed that correct identification rates of NDA and API are much higher than the
1. **Algorithm 78** KDA based geometrical segmentation algorithm

2. **Set Limit**
   3. $K_{\text{max}}$: maximum number of clusters
   4. $T_{\text{init}}$: starting temperature
   5. $T_{\text{min}}$: minimum temperature
   6. $\delta$: perturbation vector
   7. $\alpha$: cooling rate (must be < 1)
   8. $I_{\text{max}}$: maximum iteration number
   9. $th$: Iteration threshold
   10. $sth$: Surface distance threshold

11. **Initialization**
   12. $T = T_{\text{init}}$, $K = 2$, $\Lambda_1 = (X^T X)^{-1} X^T \vec{1}$, $\Lambda_2 = \Lambda_1$, $[p(\Lambda_1|x_i), p(\Lambda_2|x_i)] = [\frac{1}{2}, \frac{1}{2}]$, $\forall i$.

13. **Perturb**
   14. $\Lambda_j = \Lambda_j + \delta$, $\forall j$.
   15. $L_{\text{old}} = D - TH$.

16. **Loop until convergence**, $i = 0$ $\forall j$
   17. For all $x_i$ in the training data, compute the association probabilities
   
   $p(\Lambda_j|x_i) = \frac{\exp(-\frac{d(x_i, \Lambda_j)}{T})}{\sum_{j=1}^{K} \exp(-\frac{d(x_i, \Lambda_j)}{T})}$

   18. update the surface model
   
   $\Lambda_j \leftarrow \Lambda_j + \alpha \nabla_{\Lambda_j} F$. (166)

19. $i = i + 1$;
20. if ($i > I_{\text{max}}$ or $\nabla_{\Lambda_j} F < th$) End Loop

21. **Model Size Determination**
   22. if ($d(\Lambda_j, \Lambda_{j+1}) < sth$)
   23. replace $\Lambda_j, \Lambda_{j+1}$ by a single plane
   24. $K =$number of planes after merging

25. **Cooling Step**
   26. $T = \alpha T$.
   27. if ($T < T_{\text{min}}$)
   28. perform last iteration for $T = 0$ and STOP

29. **Duplication**
   30. Replace each plane by two planes at the same location, $K = 2K$.

31. **Goto Step 10**
Table 12: The average squared approximation error.

<table>
<thead>
<tr>
<th>K</th>
<th>PI</th>
<th>API</th>
<th>NDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$3.77 \times 10^{-1}$</td>
<td>$3.00 \times 10^{-9}$</td>
<td>$1.17 \times 10^{-12}$</td>
</tr>
<tr>
<td>4</td>
<td>$4.01 \times 10^{-1}$</td>
<td>$9.81 \times 10^{-8}$</td>
<td>$2.21 \times 10^{-12}$</td>
</tr>
<tr>
<td>5</td>
<td>$2.43 \times 10^{-1}$</td>
<td>$2.86 \times 10^{-9}$</td>
<td>$3.06 \times 10^{-12}$</td>
</tr>
<tr>
<td>6</td>
<td>$2.94 \times 10^{-1}$</td>
<td>$8.801 \times 10^{-9}$</td>
<td>$3.00 \times 10^{-12}$</td>
</tr>
</tbody>
</table>

Table 13: The correct identification rate.

<table>
<thead>
<tr>
<th>K</th>
<th>PI</th>
<th>API</th>
<th>NDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>83%</td>
<td>96%</td>
<td>99%</td>
</tr>
<tr>
<td>4</td>
<td>79%</td>
<td>93%</td>
<td>99%</td>
</tr>
<tr>
<td>5</td>
<td>82%</td>
<td>94%</td>
<td>97%</td>
</tr>
<tr>
<td>6</td>
<td>78%</td>
<td>97%</td>
<td>98%</td>
</tr>
</tbody>
</table>

correct identification rate of PI algorithm. The reason API algorithm outperforms PI algorithm is that API algorithm does not depend on random initialization while the segmentation results of PI algorithm heavily depend on initialization. Still NDA performs best among the three algorithms in correct identification rate.

11.5.2 NDA on Real World Data

In the second experiment, we test the geometric segmentation algorithm on some real world data. We use the 3D structure data set from the ‘housing’ image sequence. The data set includes 72 data points recovered by 3D reconstruction of 2D registered feature points. Most of the data points fall on the walls of the house in the image and we would like to estimate the surface model of the walls by geometric fitting. Fig. 67 shows the input 3D data points on the 1st frame of the ‘housing’ image sequence. The goal is to segment the data points into three groups and each group represents a wall in the image. Fig. 68 shows the geometric segmentation result by NDA algorithm and Fig. 69 shows the geometrical segmentation result by PI algorithm. It is pretty clear that NDA algorithm partitions the input data set into three clusters and each cluster represents a wall in the image. PI algorithm fails to find the geometric model of the walls and the data points are mixed. The experimental result on real world data shows that NDA algorithm can well segment the data sets based on their geometric relationship and the 3D surface is accurately recovered.
Figure 67: The input data points on the 1st frame of ‘housing’ image sequence.
Figure 68: The geometrical segmentation result by the NDA algorithm of ‘housing’ data set.
Figure 69: The geometrical segmentation result by the PI algorithm of ‘housing’ data set.
11.5.3 3D Video Dense Reconstruction

In the third experiment, we integrate the NDA algorithm in the 3D video reconstruction system. The input is an image sequence and the output is a dense depth map. In our experiment, we use the ‘oldhousing’ image sequence. Fig. 70 shows the first frame and the 88th frame of the test image sequence ‘oldhousing’. We first extract point features on all the input images. Then we apply feature correspondence algorithm to relate all the features. Fig. 67 show the selected feature points on the first frame. We then estimate the camera pose and intrinsic parameters. With the camera parameters, we are able to recover the sparse Euclidian structure of the feature points. Fig. 71 shows the estimated depth map of the selected feature points and the camera pose. After sparse reconstruction, we separate the 3D space into several regions using NDA algorithm. For each region, we use the surface fitting algorithm presented in Section 12.2 to estimate the depth information of each pixel. Combining the depth map of all regions, we can recover the 3D dense depth map of the whole frame. Fig. 72 shows the estimated dense depth map of the whole frame. Since we use surface fitting instead of searching for dense depth estimation, we do not need to worry about matching errors and outliers. The estimated dense depth map is very smooth and well represent the geometric structure of the 3D scene.

(a) The 1st frame in the ‘oldhousing’ video sequence (b) The 88th frame in the ‘oldhousing’ video sequence

Figure 70: Original frames used for image registration

12 Depth Based Image Registration via Geometric Segmentation

The objective of Task 10 is to develop a depth-based image registration method via geometric segmentation.
Image registration is a fundamental task in computer vision and it significantly contributes to high-level computer vision and benefits numerous practical applications. Although there are already a lot of image registration techniques existing in literature, there is still a significant amount of research to be conducted because there are a lot of issues that need to be solved such as the parallax problem. The traditional image registration algorithms suffer from the parallax problem due to their underlying assumption that the scene can be regarded approximately planar which is not satisfied when large depth variations exist in the images with high-rise objects. To address the parallax problem, we present a new strategy for 2D image registration by leveraging the depth information from 3D image reconstruction. The novel idea is to recover the depth in the image region with high-rise objects to build accurate transform function for image registration. We segment the 3D space in several separate regions and use surface fitting algorithms to estimate the 3D dense depth map. In order to segment the space geometrically, we propose a non-linear deterministic annealing algorithm for space partitioning. From the experimental results, the new method is able to mitigate the parallax problem and achieve robust image registration results. Our algorithm is attractive to numerous practical applications.

The results of Task 10 were reported in Ref. [132]. Next, we present the technical details.
12.1 Introduction

Image registration is a fundamental task in image processing and computer vision which matches two or more images taken at different times and different viewpoints, by geometrically aligning reference and sensed images. There has been a broad range of techniques developed over the years in literature. A comprehensive survey of image registration methods was published in 1992 by Brown [62], including many classic methods still in use. Due to the rapid development of image acquisition devices, more image registration techniques emerged afterwards and were covered in another survey published in 2003 [63].

Different applications due to distinct image acquisition require different image registration techniques. In general, manners of the image acquisition can be divided into three main groups:

- **Different viewpoints (multiview analysis).** Images of the same scene are acquired from different viewpoints. The aim is to gain a larger 2D view or a 3D representation of the scanned scene.

- **Different times.** Images of the same scene are acquired at different times, often on regular basis, and possibly under different conditions. The aim is to find and evaluate changes in the scene which appeared between the consecutive image acquisitions.

- **Different sensors.** Images of the same scene are acquired by different sensors. The aim is to
integrate the information obtained from different source streams to gain more complex and detailed scene representation.

The prevailing image registration methods, such as Davis and Keck’s algorithm [71, 72], assume all the feature points are coplanar and build a homography transform matrix to do registration. The advantage is that they have low computational cost and can handle planar scenes conveniently; however, with the assumption that the scenes are approximately planar, they are inappropriate in the registration applications when the images have large depth variation due to the high-rise objects, known as the parallax problem. Parallax is an apparent displacement of difference of orientation of an object viewed along two different lines of sight, and is measured by the angle or semi-angle of inclination between those two lines. Nearby objects have a larger parallax than further objects when observed from different positions. Therefore, as the viewpoint moves side to side, the objects in the distance appear to move slower than the objects close to camera.

In this section, we propose a depth based image registration algorithm by leveraging the depth information. Our method can mitigate the parallax problem caused by high-rise scenes in the images by building accurate transform function between corresponding feature points in multiple images. Given an image sequence, we first select a number of feature points and then match the features in all images. Then we estimate the depth of each feature point from feature correspondences. With the depth information, we can project the image in 3D instead of using a homography transform. Further more, fast and robust image registration algorithm can be achieved by combining the traditional image registration algorithms and depth based image registration method proposed in this section. The idea is that we first compute the 3D structure of a sparse feature points set and then divide the scene geometrically into several approximately planar regions. For each region, we can perform a depth based image registration. Accordingly, robust image registration is achieved.

The remainder of this section is organized as follows. We present the system scheme for 2D image registration in Section 12.2. Section 12.3 reviews the 3D reconstruction algorithm we used in our new method. In Section 12.4, we describe how to use 3D depth information for 2D image registration and propose a non-linear deterministic annealing algorithm for space partitioning. Section 12.5 presents the experimental results and we compare our algorithm with Davis and Keck’s algorithm on the same test video sequence.

### 12.2 The scheme of the new 2D image registration system

Due to the diversity of images to be registered and various types of degradations, it is impossible to design a universal method applicable to all registration tasks. Every method should take
Figure 73: The pipeline for 2D image registration system.

into account not only the assumed type of geometric deformation between the images but also the radiometric deformations and noise corruption, required registration accuracy and application-dependent data characteristics. Nevertheless, the majority of the registration methods consists of the following four steps: feature detection, feature matching, transform model estimation, image resampling and transformation. Although they may differ in some specific part, most 3D reconstruction approaches are generally based on the same pipeline. The pipeline is given in Fig. 73.

A widely used feature detection method is corner detection. Kitchen and Rosenfeld [64] proposed to exploit the second-order partial derivatives of the image function for corner detection. Dreschler and Nagel [65] searched for the local extrema of the Gaussian curvature. However, corner detectors based on the second-order derivatives of the image function are sensitive to noise. Thus Forstner [66] developed a more robust, although time consuming, corner detector, which is based on the first-order derivatives only. The reputable Harris detector [67] also uses first-order derivatives for corner detection. Feature matching includes area-based matching and feature-based matching. Classical area-based method is cross-correlation (CC) [68] exploit for matching image intensities directly. For feature-based matching, Goshtasby [69] described the registration based on the graph matching algorithm. Clustering technique, presented by Stockman et al. [70], tries to match points connected by abstract edges or line segments. After the feature correspondence
has been established the mapping function is constructed. The mapping function should transform the sensed image to overlay it over the reference image. Finally interpolation methods such as nearest neighbor function, bilinear, and bicubic functions are applied to the output of the registered images.

In our new image registration system, we use a 3D model instead of 2D motion model used in existing works. The system scheme is slightly different from the previous one. We give the new scheme in Fig. 74. In the new system scheme, we first apply 3D reconstruction to the input images and recover the 3D geometric structure of the scene in the images. The 3D model is more accurate compared to the 2D motion models estimated in the previous works. Then we segment the 3D Euclidean space geometrically into several separate regions. Each region could be modeled by a linear plane. With the segmentation, we can estimate the 3D depth for every pixel in each region and recover the dense structure of the scene. The 3D dense structure enables the pixel by pixel mapping of the input images. We describe the 3D reconstruction algorithm in Section 12.3. In Section 12.4, we present the geometric segmentation and depth based mapping in 3D, and also propose a non-linear deterministic annealing algorithm for space partitioning.

### 12.3 3D reconstruction from video sequences

Here, we simply review the 3D reconstruction algorithm described in Ma et. al’s book [73]. When developing a stereo vision algorithm for registration, the requirements for accuracy vary from those
of standard stereo algorithms used for 3D reconstruction. For example, a multi-pixel disparity error in an area of low texture, such as a white wall, will result in significantly less intensity error in the registered image than the same disparity error in a highly textured area. In particular, edges and straight lines in the scene need to be rendered correctly.

The 3D reconstruction algorithm is implemented using the following steps. First, geometric features are detected automatically in each individual images. Secondly, feature correspondence is established across all the images. Then the camera motion is retrieved and the camera is calibrated. Finally the Euclidean structure of the scene is recovered.

12.3.1 Feature selection

The first step in 3D reconstruction is to select candidate features in all images for tracking across different views. Ma et al. [73] use point feature in reconstruction which is measured by Harris’ criterion,

\[ C(x) = \det(G) + k \times \text{trace}^2(G) \]  

where \( x = [x, y]^T \) is a candidate feature, \( C(x) \) is the quality of the feature, \( k \) is a pre-chosen constant parameter and \( G \) is a 2 × 2 matrix that depends on \( x \), given by

\[ G = \begin{bmatrix} \sum_{W(x)} I_x^2 & \sum_{W(x)} I_x I_y \\ \sum_{W(x)} I_x I_y & \sum_{W(x)} I_y^2 \end{bmatrix} \]  

where \( W(x) \) is a rectangular window centered at \( x \) and \( I_x \) and \( I_y \) are the gradients along the \( x \) and \( y \) directions which can be obtained by convolving the image \( I \) with the derivatives of a pair of Gaussian filters. The size of the window can be decided by the designer, for example 7 × 7. If \( C(x) \) exceeds a certain threshold, then the point \( x \) is selected as a candidate point feature.

12.3.2 Feature correspondence

Once the candidate point features are selected, the next step is to match them across all the images. In this subsection, we use a simple feature tracking algorithm based on a translational model.

We use the sum of squared differences (SSD) [74] as the measurement of the similarity of two point features. Then the correspondence problem becomes looking for the displacement \( d \) that satisfies the following optimization problem:

\[ \min_d \sum_{x \in W(x)} [I_2(x + d) - I_1(x)]^2 \]  
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where \( \mathbf{d} \) is the displacement of a point feature of coordinates \( \mathbf{x} \) between two consecutive frames \( I_1 \) and \( I_2 \). Lucas and Kanade also give the close form solution of 169

\[
\mathbf{d} = -\mathbf{G}^{-1}\mathbf{b}
\]

where

\[
\mathbf{b} = \begin{bmatrix}
\sum_{(x)} W(x) I_x I_t \\
\sum_{(x)} W(x) I_y I_t
\end{bmatrix}
\]

(171)

\( \mathbf{G} \) is the same matrix we used to compute the quality of the candidate point feature in Eq. 167, and \( I_t = I_2 - I_1 \).

12.3.3 Estimation of camera motion parameters

In this subsection, we recover the projective structure of the scene from the established feature correspondence. We will follow the notation used in Ma et al.’s book [73]. For the detail of the proof of this algorithm, please refer to the reference.

The reconstruction algorithm is based on a perspective projection model with a pinhole camera. Suppose we have a generic point \( p \in \mathbb{R}^3 \) with coordinates \( \mathbf{X} = [X, Y, Z, 1]^T \) relative to a world coordinate frame. Given two frames of one scene which is related by a motion \( g = (R, T) \), the two image projection point \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) are related as follows:

\[
\lambda_1 \mathbf{x}'_1 = \Pi_1 \mathbf{X}_p, \quad \lambda_2 \mathbf{x}'_2 = \Pi_2 \mathbf{X}_p
\]

(172)

where \( \mathbf{x}' = [x, y, 1]^T \) is measured in pixels, \( \lambda_1 \) and \( \lambda_2 \) are the depth scale of \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \), \( \Pi_1 = [K, 0] \) and \( \Pi_2 = [KR, KT] \) are the camera projection matrices and \( K \) is the camera calibration matrix. In order to estimate \( \lambda_1, \lambda_2, \Pi_1 \) and \( \Pi_2 \), we need to introduce the epipolar constraint. From Eq. 172, we have

\[
\mathbf{x}'_2^T K^{-T} \hat{\mathbf{T}} R K^{-1} \mathbf{x}'_1 = 0
\]

(173)

The fundamental matrix is defined as:

\[
F = K^{-T} \hat{\mathbf{T}} R K^{-1}
\]

(174)

With the above model, we could estimate the fundamental matrix \( F \) via the Eight-point algorithm [73]. Then we could decompose the fundamental matrix to recover the projection matrices \( \Pi_1 \) and \( \Pi_2 \) and the 3D structure. We only give the solution here by canonical decomposition:

\[
\Pi_1 p = [I, 0], \Pi_2 p = [(\hat{\mathbf{T}}')^T F, T'], \lambda_1 \mathbf{x}'_1 = \mathbf{X}_p, \lambda_2 \mathbf{x}'_2 = (\hat{\mathbf{T}}')^T F \mathbf{X}_p + T'
\]

(175)
Table 14: Eight-point algorithm

Given a set of initial point feature correspondences expressed in pixel coordinates $(x_j^1, x_j^2)$ for $j = 1, 2, ..., n$:

- **A first approximation of the fundamental matrix:** Construct the matrix $\chi \in \mathbb{R}^{n \times 9}$ from the transformed correspondences $\tilde{x}_j^1 = [\tilde{x}_j^1, \tilde{y}_j^1, 1]^T$ and $\tilde{x}_j^2 = [\tilde{x}_j^2, \tilde{y}_j^2, 1]^T$, where the $j$th row of $\chi$ is given by $[\tilde{x}_j^1 \tilde{x}_j^2, \tilde{x}_j^1 \tilde{y}_j^2, \tilde{x}_j^1 \tilde{y}_j^1, \tilde{x}_j^1, \tilde{y}_j^1, \tilde{x}_j^2, \tilde{y}_j^2, 1]^T \in \mathbb{R}^9$. Find the vector $F^* \in \mathbb{R}^9$ of unit length such that $||\chi F^*||$ is minimized as follows: Compute the singular value decomposition (SVD) of $\chi = U \Sigma V^T$ and define $F^*$ to be the ninth column of $V$. Unstack the nine elements of $F^*$ into a square $3 \times 3$ matrix $\tilde{F}$.

- **Imposing the rank-2 constraint:** Compute the SVD of the matrix $F$ recovered from data to be $\tilde{F} = U_F diag\{\sigma_1, \sigma_2, \sigma_3\} V_F^T$. Impose the rank-2 constraint by letting $\sigma_3 = 0$ and reset the fundamental matrix to be $F = U_F diag\{\sigma_1, \sigma_2, 0\} V_F^T$.

12.3.4 Depth estimation

The Euclidean structure $X_e$ is related to the projective reconstruction $X_p$ by a linear transform $H \in \mathbb{R}^{4 \times 4}$,

$$\Pi_{ip} \sim \Pi_{ie} H^{-1}, X_p \sim H X_e, i = 1, 2, ..., m$$  \hspace{1cm} (176)

where $\sim$ means equality up to a scale factor and

$$H = \begin{bmatrix} K_1 & 0 \\ -\nu^T K_1 & 1 \end{bmatrix} \in \mathbb{R}^{4 \times 4}$$  \hspace{1cm} (177)

With the assumption that $K$ is constant, we could estimate the unknowns $K$ and $\nu$ with a gradient decent optimization algorithm. In order to obtain a unique solution, we also assume that the scene is generic and the camera motion is rich enough.

Fig. 75 shows the first frame and the 88th frame of the test video sequence ‘oldhousing’. In our experiment, we will register all the frames in the video sequence to the first frame. Fig. 76 show the selected feature points on the first frame which are used for camera pose estimation. Fig. 77 show the estimated depth map of the selected feature points and the camera pose.

12.4 Image registration with depth information

Once we obtain the 3D structure of the feature points, the motion, and calibration of the camera, we can start to register the rest of the pixels in the images with the estimated depth information. The
traditional image registration algorithms, such as the algorithm proposed by Davis and Keck [71, 72], try to register the two images by computing the homography matrix $H$ between corresponding feature points. The limit of this algorithm is that they assume all the points in the physical world are coplanar or approximately coplanar, which is not true with high-rise scenes. In order to mitigate this problem, we propose a novel algorithm which first segment the image geometrically and then perform the registration to each region with depth estimation.

12.4.1 Geometrical segmentation

In order to perform the geometrical segmentation, the most intuitive method is to obtain the dense surface model of the scene and then segment the surface into several regions based on the depth of the points. However, we need to know the correspondence for almost all the pixels to compute the dense surface model, which means we need to know all the pixel correspondence before the registration. In order to avoid this dilemma, we will not use the traditional 3D reconstruction algorithm to estimate the dense surface model. Instead, we directly segment the scene into several regions by clustering the sparse 3D points set that we obtained in Section 12.3. With the assumption that each segment region of the scene is approximately coplanar in the physical world, we could easily estimate the plane model and project the 3D plane onto the image frames. Comparing the assumption that the whole scene is coplanar in the physical world used in the traditional image registration algorithms, this assumption is valid in most circumstances.

There are a lot of algorithms for data clustering. The most famous hard-clustering algorithm is k-means [75]. The k-means algorithm assigns each data point to the cluster whose centroid is nearest. Here, we use the distance to a 3D plane in the physical world as the measurement.
For each cluster, we could choose the plane that has the smallest sum of distance of all the data points in the cluster. However, the descent based learning methods suffer from a serious limitation. The non-global optima of the cost surface may easily resulting in poor local minima to the above methods. Techniques adding penalty terms to the cost function further increases the complexity of the cost surface and worsen the local minimum problem.

In this section, we propose a non-linear deterministic annealing approach to solve the 3D geometrical fitting problem. We follow the deterministic annealing approach [104] and use the geometrical structure for clustering. Deterministic Annealing introduce the entropy constraint to explore a large portion of the cost surface using randomness, while still performing optimization using local information, which is similar to fuzzy c-means algorithm. Eventually, the amount of imposed randomness is lowered so that upon termination DA optimizes over the original cost function and yields a solution to the original problem.

To solve the space partitioning problem, we do not use prototype to calculate the difference. The reason is that the prototype in space partitioning is generally not sufficient to represent a plane in 3D space. Instead, we estimate the linear plane model and calculate the fitting error as the Euclidean distance between the data and the plane. The traditional local optimization algorithm will likely stuck at a local optima. In order to avoid local optima, we use local geometric structure from neighboring data points and embedded the data vectors to a higher dimension as follows.
Figure 77: The estimated depth map and camera pose for the selected feature points of the 1st and 88th frames.

The input data is given as a 3D point, \( \mathbf{x}_i = [x_i, y_i, z_i]^T \). With the assumption that nearest data points are on the same plane, we could estimate the local plane model, \( \mathbf{L}_i = [a_i, b_i, c_i]^T \) of data point \( \mathbf{x}_i \) and its \( K \) nearest neighbor points.

\[
\mathbf{L} = \begin{bmatrix} a(x) \\ b(x) \\ c(x) \end{bmatrix} \tag{178}
\]

\[
\mathbf{f} = \begin{bmatrix} \mathbf{x} \\ \mathbf{L} \end{bmatrix} \tag{179}
\]

Then we revise the distortion function as follows,

\[
D(\mathbf{f}_i, g_{\theta_j}) = D_1(I_1 \mathbf{f}_i, g_{\theta_j}) + D_2(I_2 \mathbf{f}_i, g_{\theta_j}) \tag{180}
\]

\[
I_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix} \tag{181}
\]

\[
I_2 = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \tag{182}
\]
where $D_1 = d_{i,j}$ calculate the fitting error between the data point and the estimated plane, and $D_2$ calculate the difference between the local estimated plane model and the cluster scale estimated plane model. $D_2$ is defined as follows:

$$D_2(I_2f_i, g_{\theta_j}) = \frac{I_2f_i^T \times g_{\theta_j}}{|I_2f_i| \times |g_{\theta_j}|}$$  \hspace{1cm} (183)

After the mapping, we apply deterministic annealing algorithm to partition the data into several clusters as follows.

$$\min_{g_{\theta_j}} F = D - TH$$  \hspace{1cm} (184)

where $g_{\theta_j} = [a_j, b_j, c_j]$ is the geometrical surface model parameter to be estimated, $D$ is the sum of square of geometrical fitting error and $H$ is the entropy constraint. We define $D$ and $H$ as follows:

$$D = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j})d(x_i, g_{\theta_j}) = \sum_{i=1}^{N} p(x_i) \sum_{j=1}^{K} p(g_{\theta_j}|x_i)d(x_i, g_{\theta_j})$$  \hspace{1cm} (185)

$$H(X, g_\theta) = \sum_{i=1}^{N} \sum_{j=1}^{K} p(x_i, g_{\theta_j}) \log p(x_i, g_{\theta_j})$$  \hspace{1cm} (186)

To perform optimization we need to further analyze its terms. We can rewrite equation (186) by applying the chain rule of entropy as

$$H(X, g_\theta) = H(X) + H(g_\theta|X)$$  \hspace{1cm} (187)

Notice that the first term $H(X)$ is the entropy of the source and is therefore constant with respect to the cluster $g_{\theta_j}$ and association probabilities $p(g_{\theta_j}|x_i)$. Thus we can just focus on the conditional entropy

$$H(g_\theta|X) = \sum_{i=1}^{N} p(x_i) \sum_{j=1}^{K} p(g_{\theta_j}|x_i) \log p(g_{\theta_j}|x_i)$$  \hspace{1cm} (188)

The minimization of $F$ with respect to association probabilities $p(g_{\theta_j}|x_i)$ gives rise to the Gibbs distribution

$$p(g_{\theta_j}|x_i) = \frac{\exp(-\frac{d(x_i, g_{\theta_j})}{T})}{Z_x}$$  \hspace{1cm} (189)
where the normalization is
\[ Z_x = \sum_{j=1}^{K} \exp\left(-\frac{d(x_i, g_{\theta_j})}{T}\right) \]  

The corresponding minimum of \( F \) is obtained by plugging equation (189) back into equation (184)
\[ F^* = \min_{p(g_{\theta_j} | x_i)} F = -T \sum_{i=1}^{N} p(x_i) \log Z_x \]  

To minimize the Lagrangian with respect to the cluster model \( g_{\theta_j} \), its gradients are set to zero yielding the condition
\[ \nabla_{g_{\theta_j}} F = \frac{1}{N} \sum_{i=1}^{N} p(g_{\theta_j} | x_i) \nabla_{g_{\theta_j}} d(x_i, g_{\theta_j}) = 0 \]

Non-linear deterministic annealing method (NDA) introduces the entropy constraint to explore a large portion of the cost surface using randomness, while still performing optimization using local information, which is similar to fuzzy c-means algorithm. Eventually, the amount of imposed randomness is lowered so that upon termination NDA optimizes over the original cost function and yields a solution to the original problem.

However, there is no close form solution, therefore we use a gradient descent algorithm to solve this problem. I present our algorithm in Figure. 78.

12.4.2 Depth estimation

Here, we only consider two images. Suppose for the first image, we have the 3D point set \( X^j_e, j = 1, 2, ..., n \) which could be divided into three clusters, \( X^1_e, X^2_e, X^3_e \). For each cluster, there are at least three non-collinear points. Then we could have the plane model for this cluster. Let’s take the example of \( X^1_e \), suppose there are \( m \) points in the cluster and we have the plane model as follows:
\[ A \cdot p = 1. \]  

where \( A = [X^i_{e1}], i = 1, ..., m \) and \( p = [a, b, c]^T \) is the plane parameter.

Given an arbitrary point \( x^i = [x^i, y^i]^T \) measured in pixels in the first cluster, we could estimate it’s depth scale \( \lambda^i \) by solving the following equation.
\[ \lambda^i x^i = H_1^{-1} \Pi_1 X^i_e. \]
1. Algorithm 78 **NDA based geometrical segmentation algorithm**

2. **Set Limit**
   
3. $K_{\text{max}}$: maximum number of clusters
4. $T_{\text{init}}$: starting temperature
5. $T_{\text{min}}$: minimum temperature
6. $\delta$: perturbation vector
7. $\alpha$: cooling rate (must be $< 1$)
8. $I_{\text{max}}$: maximum iteration number
9. $th$: Iteration threshold
10. $sth$: Surface distance threshold

11. **Initialization**

12. $T = T_{\text{init}}$, $K = 2$, $\Lambda_1 = (X^T X)^{-1} X^T \mathbf{1}$, $\Lambda_2 = \Lambda_1$, $[p(\Lambda_1|x_i), p(\Lambda_2|x_i)] = [\frac{1}{2}, \frac{1}{2}]$, $\forall i$.

13. **Perturb**

14. $\Lambda_j = \Lambda_j + \delta$, $\forall j$.

15. $L_{\text{old}} = D - TH$.

16. **Loop until convergence, $i = 0$ $\forall j$**

17. For all $x_i$ in the training data, compute the association probabilities

\[
p(\Lambda_j|x_i) = \frac{\exp\left(-\frac{d(x_i, \Lambda_j)}{T}\right)}{\sum_{j=1}^{K} \exp\left(-\frac{d(x_i, \Lambda_j)}{T}\right)}
\]  

(193)

18. update the surface model

\[
\Lambda_j \leftarrow \Lambda_j + \alpha \nabla \Lambda_j F.
\]  

(194)

19. $i = i+1$;

20. if ($i > I_{\text{max}}$ or $\nabla \Lambda_j F < th$) End Loop

21. **Model Size Determination**

22. if($d(\Lambda_j, \Lambda_{j+1}) < sth$)

23. replace $\Lambda_j, \Lambda_{j+1}$ by a single plane

24. $K =$number of planes after merging

25. **Cooling Step**

26. $T = \alpha T$.

27. if ($T < T_{\text{min}}$)

28. perform last iteration for $T = 0$ and STOP

29. **Duplication**

30. Replace each plane by two planes at the same location, $K = 2K$.

31. **Goto Step 10**
where \( x'^i = [x^i, y^i, 1]^T \), \( H^{-1}_1 \) and \( \Pi_1 \) are estimated in Section 12.3. In Eq. 196, only \( \lambda^i \) is unknown and with the constraint on \( X^i_e \) with Eq. 195, we could easily get the value of \( \lambda^i \).

Then, with \( \Pi_1 = [I, 0] \), we could have \( X^i_p = [\lambda^i_1 x^i, \lambda^i_1 y^i, \lambda^i_1, 1] \). from Eq. 172, we can get the relation between two image projection point \( x^i_1 \) and \( x^i_2 \) as follows:

\[
\hat{x}^i_2 = \Pi_2 X^i_p.
\] (197)

where \( \hat{x}^i_2 = [\lambda^i_2 x^i_2, \lambda^i_2 y^i_2, \lambda^i_2] \). We could then get the position of the corresponding point \( x^i_2 = [x^i_2, y^i_2] \) in the second image.

### 12.5 Experimental Results

The data includes a sequence of 88 images captured from one camera. We first select 72 feature points in the first image and then find the corresponding feature points in the rest of the images. The depth estimates of these points are calculated by the algorithm introduced in Section 12.3.

In our experiment, we regard the first image’s local coordinate system as world coordinate system so the first image can be viewed as a reference image. Then the rest of the images are registered to the reference image. We also applied the algorithm proposed by Davis and Keck [71] to register the input images for comparison purpose.

Fig. 75 is the 1st frame and the 88th frame in the test image sequence. Fig. 79 is the registration result using our algorithm and Fig. 80 is the output of the algorithm proposed by Davis and Keck [71]. Fig. 81 shows the difference image between the registered image and the first image using our algorithm and Fig. 82 shows the difference image from the algorithm of Davis and Keck [71]. We can see that our result can mitigate the parallax problem since the roof and wall corners are registered correctly; on the contrary, the registered image by the algorithm of Davis and Keck [71] has a lot of artifacts caused by the parallax problem. We also show some registration results using our algorithm in Fig. 83∼Fig. 84.

In order to further compare our algorithm to the algorithm proposed by Davis and Keck, we compute the root of mean squared errors (RMSE) of the registration results from both algorithms. Fig. 85 shows that the registration error of our algorithm is less than 50% than that of the algorithm proposed by Davis and Keck.

The result shows that our image registration algorithm can mitigate the parallax problem because most of the scene is registered without vibration, as opposed to registration results under the algorithm of Davis and Keck in which the high-rise scene in the sensed images significantly
Figure 79: Our algorithm test result, in which the 88th frame is registered to the 1st frame. moved after registration to the reference images. The reason is that the algorithm of Davis and Keck assumes all the points in the images are coplanar. While this assumption is satisfied when the distance between the camera and the interested scene is so large that the small depth variation can be neglected, it fails in the case of high-rise scene. Therefore, depth information should be used to accomplish the registration for this specific high-rise region of the images.

Finally, we would like to point out that the algorithm proposed by Davis and Keck [71] assumes a planar registration. Their scheme was designed for use with high-altitude aerial imagery where planar transformations are fairly good approximations. Furthermore, their scheme uses RANSAC to remove poor matching points during the computation. This can help to deal with some depth discontinuities that may be present in the high-altitude aerial images. In our experiments, the test images contain salient 3D scenes; these images are out of the domain for the algorithm of Davis and Keck. This is the reason why the algorithm of Davis and Keck does not perform well.

13 Conclusions

In this project, we have accomplished the research objective of developing advanced techniques for scene analysis, and have completed the ten research tasks. Specifically, we have developed the following new techniques:
Figure 80: The test result under the algorithm of Davis and Keck, in which the 88th frame is registered to the 1st frame.

- robust feature-based algorithm for object tracking,
- motion-segmentation-based technique for change detection,
- a target detection algorithm that consists of image differencing, maximum-margin classifier, and diversity combining,
- a rotation-invariant transform for change detection,
- a depth-based image registration algorithm,
- an image registration algorithm that leverages wavelet,
- a machine learning algorithm to automatically recover 3D surface from sparse 3D points,
- an automatic surface fitting method for 3D reconstruction from 2D video sequence,
- a depth-based image registration method via geometric segmentation.

References


Figure 81: The difference image between the registered 88th image (using our algorithm) and the 1st image.


Figure 82: The difference image between the registered 88th image (using the algorithm of Davis and Keck) and the 1st image.


Figure 83: The 37th frame in the ‘oldhousing’ video sequence.


Figure 84: Our algorithm test result, in which the 37th frame is registered to the 1st frame.


Figure 85: Our algorithm test result comparing to that under the algorithm of Davis and Keck, in which all the 88 frames are registered to the 1st frame.
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