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Purpose 1: to evaluate whether trans-rectal spectral optical tomography of total hemoglobin concentration [HbT] can be used to detect prostate cancer development. Findings: Spectral detection at 785nm and 830nm enabled quantitation of [HbT]. Canine TVT cells were injected into the right lobe of a dog’s prostate gland. Longitudinal imaging assessment of the post-injection prostate was performed by trans-rectal US-coupled spectra optical tomography over a 45-day duration. The average [HbT] in an area of TVT concentrated tumor foci changed from 120 µM to 375 µM over the 45-day duration. Transrectal US-coupled spectral optical tomography seems capable of detecting the development and lateral involvement of prostate cancer earlier than by transrectal US alone.

Purpose 2: to evaluate the challenges of the optical heterogeneities of prostate imposed on in vivo imaging of prostate cancer. Findings: a comprehensive review of the published data on optical properties of canine and human prostate is conducted.

Purpose 3: to develop a theory of photon diffusion that accounts for the cylinder-shape applicator used in prostate imaging. Findings: a unified theory of steady-state photon diffusion for using cylinder-shape applicator to image internally or externally is developed.
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INTRODUCTION

The objective of this research is to explore the technology of trans-rectal near-infrared (NIR) optical tomography for accurate, selective prostate biopsy. Prostate cancer is the most common non-dermatologic cancer in American men. Prostate cancer suspicion is typically based on an elevated serum prostate-specific antigen (PSA) level or a suspicious nodule found during a digital rectal exam (DRE). When the PSA level is elevated or the DRE shows abnormal, there is a 25% chance that cancer is present. The existence of prostate cancer can only be confirmed by a needle biopsy that is guided by trans-rectal ultrasound (TRUS). Since there are no pathognomonic findings for prostate cancer on ultrasound imaging, biopsies are taken following a systematic pattern throughout the prostate with preference given to the peripheral zone wherein most cancer are found. The accuracy of biopsy is questionable and many men undergo multiple biopsies due to the lack of a more specific/sensitive imaging modality. Pathologic studies have demonstrated positive correlation between increased micro-vessel density and the onset of the disease. Near-infrared (NIR) optical tomography is known of sensitive to blood-based contrast, therefore trans-rectally implemented NIR optical tomography may provide a new way of assessing the prostate cancer. One of the outcomes of trans-rectal NIR tomography of the prostate would be a more accurate imaging guidance for targeted prostate biopsy.

BODY

1. Proposed specific aims:
   (1) To demonstrate that endoscopic NIR tomography at a probe size of 25mm in diameter can be achieved by use of spread-spectral-encoding from a broad-band light source. (Completed by year 2)
   (2) To demonstrate that trans-rectal NIR tomography can image the prostate at the proximity of the rectum with significant tumor-tissue contrast. (Completed by year 2)
   (3) To demonstrate that multi-spectral trans-rectal NIR tomography can be implemented with the single trans-rectal imaging probe. (Completed in year 3)
   (4) To demonstrate that trans-rectal multi-spectral NIR tomography can quantify the hemoglobin concentration and oxygenation saturation in phantom, and further in prostate tumor model if the time of research allows. (Hemoglobin part completed in year 3, oxygen-saturation part on-going)

2. Development of spectral trans-rectal optical tomography for coupling to trans-rectal ultrasound

   The transrectal US-coupled applicator for this study was the same as that utilized in our previous studies [1]. The trans-rectal NIR/US applicator development is based on a commercially available biplane prostate probe (ALOKA UST 672-5/7.5), as illustrated in Fig. 1(a). The NIR source and detector channels are placed laterally symmetric to the sagittal US transducer allowing optical tomography at the mid-sagittal plane to align precisely with the sagittal US. The configuration of the spectral optical tomography imager is provided in Fig. 1(b). The outputs of a 785nm and a 830nm laser diode are combined using a bifurcated fiber, and sequentially delivered to the 7 NIR source channels via a linear-translation fiber switch. The 7 NIR detector channels are coupled to a spectrograph of 300mm focal-length and 300 lines/mm grating, which separated the 7-channel dual-band light onto an intensified CCD camera with 12mm×12mm chip size and 16-bit resolution. The data acquisition from all 7 source channels is completed in 3 seconds. The
absorption coefficients at 785nm ($\mu_{a}^{\lambda_{1}}$) and 830nm ($\mu_{a}^{\lambda_{2}}$) are reconstructed separately, then concentrations of the oxygenated and deoxygenated hemoglobin are calculated by

$$[HbO] = \left[ \mu_{a}^{\lambda_{1}} \cdot e_{Hb}^{\lambda_{1}} - \mu_{a}^{\lambda_{2}} \cdot e_{Hb}^{\lambda_{2}} \right] \left[ e_{HbO}^{\lambda_{1}} \cdot e_{Hb}^{\lambda_{2}} - e_{HbO}^{\lambda_{2}} \cdot e_{Hb}^{\lambda_{1}} \right],$$

(1)

and

$$[Hb] = \left[ \mu_{a}^{\lambda_{1}} \cdot e_{HbO}^{\lambda_{1}} - \mu_{a}^{\lambda_{2}} \cdot e_{HbO}^{\lambda_{2}} \right] \left[ e_{HbO}^{\lambda_{1}} \cdot e_{HbO}^{\lambda_{2}} - e_{HbO}^{\lambda_{2}} \cdot e_{HbO}^{\lambda_{1}} \right],$$

(2)

respectively, where $e$ denotes the molar extinction coefficient as shown in Fig. 1(c). Summation of these two concentration values leads to $[HbT]$. The $[HbT]$ measurement was calibrated using different concentrations of fresh bovine blood [2], whose optical absorption spectra in 780-840nm are considerably close to that of human blood [3]. The bovine blood was held in a cylindrical container fabricated out of a tissue-mimicking material, which was placed in bulk Intralipid solution with optical properties similar to typical soft tissue. The $[HbT]$ measurements were performed at different locations and distances of the blood-container with respect to the NIR applicator. On average, a linear relationship was established between the measured and set values of $[HbT]$, above a residual as is shown in Fig. 1(d).

Figure 1. (a) A 3-D rendering of TRUS-coupled NIR imaging. (b) Schematic diagram of the spectral optical tomography system. (c) Dual-bands used for spectral optical tomography. (d) $[HbT]$ calibration using bovine blood.
3. Assessing the lateral involvement and longitudinal changes of transmissible venereal tumor in a canine prostate by trans-rectal ultrasound-coupled spectral optical tomography of total hemoglobin concentration

There is strong pathological evidence to suggest that vascular supply to malignant prostate tissue differs from vascular anatomy of normal prostatic tissue [4]. Doppler sonography, as an adjunct to gray-scale sonography, is thereby used to identify increased blood flow and assist in the identification of suspicious lesions within the prostate. Studies of microvessel density within the prostate demonstrated a clear association of increased microvessel density with the presence of cancer [5]. Doppler imaging is able to detect signal from small vessels such as those feeding vessels to the microvascular bed, but due to its sensitivity dependence upon motion, it may not detect signals from the microcirculation itself [6, 7].

In the near-infrared (NIR) band, light interacts with tissue at the microscopic level, largely by two mechanisms: strong scattering by subcellular organelles and the dominant absorption by chromophores such as hemoglobin molecules. It has been well recognized in breast imaging [8] that an increased level of hemoglobin concentration in the micro-vasculature of breast cancer causes an elevation of NIR absorption and alteration of NIR scattering. For a sonographically-suspicious lesion in breast tissue, including total hemoglobin concentration [HbT] measured by NIR optical tomography is shown to improve the specificity of breast cancer detection [9]. These findings suggest that augmenting TRUS with NIR measurement of [HbT] in the prostate will likely improve accuracy of detecting prostate cancer. Our recent studies have demonstrated that combining trans-rectal NIR absorption measurement of prostatic tissue at 840nm with ultrasonography detected development of a transmissible venereal tumor (TVT) in a canine prostate at least a week earlier than by using TRUS alone [1]. The much denser cellular morphology of TVT was related partially to NIR absorption change seen in that study, but association of [HbT] with that change was not quantified due to the use of a single-band NIR measurement. In this study, the trans-rectal NIR absorption measurement is performed spectrally at 785nm and 830nm which is necessary for extracting the [HbT] of prostatic tissue. This study demonstrates that combining trans-rectal NIR measurement of the prostatic [HbT] and ultrasonography will likely detect lateral involvement and predict longitudinal development of TVT in canine prostate earlier and collectively more accurately than by using TRUS alone.

3.1 Animal Model and Imaging Protocol

This study was approved by the Institutional Animal Care and Use Committee of Oklahoma State University. The canine protocol was also inspected on-site by the U.S. Army Medical Research and Material Command. An adult 20-kg, intact male, foxhound estimated to be six years of age was used. The canine TVT cells were propagated in NOD/SCID mice and recovered/homogenized for injection into the non-immune suppressed dog’s prostate gland. Under general anesthesia, ~2 cc of TVT cells (approximately $5 \times 10^6$ TVT cells) were aseptically injected transperineally into the right lobe of the prostate using a 6-in. 18-gauge hypodermic needle (Fig. 2(a)), via US visualization using an Aloka UST-9132I convex array multi-frequency (3.75-10 MHz) finger-grip transducer (US image in Fig. 2(b)). The TVT cells were confined within the right prostatic lobe during the injection in two locations, one near the cranial aspect, and the second slightly caudal to the mid-point of the right lobe as the needle was withdrawn (Fig. 2(a)). The dog then underwent serial monitoring, including digitally palpated transrectal examination, transrectal US and trans-rectal optical tomography, at 7, 14, 21, 31, 38, and 45 days post-injection. Doppler US evaluations were performed at and after 38 days post-injection.

The base-line US indicated that the prostate measured 6cm from cranial to caudal. The base-line US also revealed a cluster of prostatic cysts resembling a “face” in the right aspect of the gland. This “face” landmark, the location of which is shown in Fig. 2(c), facilitated multiple images taken in the same relative areas in that location over time throughout the course of the imaging study. Transrectal optical tomography was performed on five quasi-sagittal planes across the prostate, including the middle-sagittal plane, half-way to the right lateral edge, the right lateral edge, half-way to the left lateral edge, and the left lateral edge, of the prostate gland as shown in Fig. 2(d). On each of the five quasi-sagittal planes, the imaging was
performed at three different longitudinal positions of the prostate with respect to the applicator for cross-validation.

Figure 2. (a) The two sites of TVT injection. (b) Needle visualized. (c) The “face” landmark. (d) The five quasi-sagittal planes followed in optical imaging.

3.2 Pathological Assessment
The dog was humanely euthanized using a barbiturate overdose at 55-days post-inoculation followed by thorough gross inspection and excision of the prostate gland and urinary bladder. The prostate was serially sectioned by freehand technique in transverse planes. These planes were considered orthogonal to the quasi-sagittal planes used for transrectal US-coupled optical tomography. Routine histology with hematoxylin and eosin stain for light microscopy was performed on specimens selectively sampled from the sectioned prostate, each of which contained tissues that were grossly expected to be normal, cystic or neoplastic.

3.3 Results
Among the US/NIR images, only the representative sets corresponding to 7-days and 31-days post-injection are presented in Fig. 3. Each group of images for the 7-days and 31-days were taken at two positions, as indicated by the ~25mm shift of the “face” landmark. On US, the “face” landmark was clearly visible by 7-days but distorted significantly by 31-days. The 7-day image revealed a region with higher [HbT] in NIR images and hypo-echoic, near the cranial injection site in the right lobe. That region-of-interest was not visible in images taken at 14-days and thereafter, most likely due to hemorrhage and inflammation at the injection site.
Figure 3. Image dimension---60mm×30mm (canial-caudal×dorsal-ventral). At 7-days post-injection, NIR detected a hyper-[HbT] region in the cranial injection site which later disappeared. In the left lobe the 7-days NIR image indicated a tumor growth. Both NIR and US later revealed more volume involvement in the left-lobe than in the right lobe.
The US images at 31-days post injection revealed a cluster of hypoechoic masses with irregular-boundaries in the caudal aspect of both right and left lobe, and overall greater volume of the hypoechoic masses in the left than in the right lobe. The spatial content of the NIR hyper-[HbT] regions generally agree with that of the US hypo-echoic regions in the caudal-to-middle-left aspect of the gland, but presented a different pattern in the cranial-to-right aspect of the gland. The US presented a large hetero-echoic mass dorsal-cranial to the pelvic bone and extending predominantly to the left lobe but also had right-lobe involvement. Near that location the corresponding NIR image revealed a cluster of hyper-[HbT] region, but the center of which seemed displaced slightly cranially with respect to that of US hypo-echoic mass. Retrospectively, in the 7-days NIR images, a smaller but stronger hyper-[HbT] region was found near that location. Also, when considering the 7-days US images, a substantially smaller hypoechoic region was weakly distinguishable near that location. Finally, in the 7-days images, the location of the hyper-[HbT] region was displaced slightly cranially with respect to that of the marked US hypoechoic mass. This hypoechoic mass, developing much more rapidly than other masses, presented marked enhancement of peripheral blood flow when imaged by Doppler US at 38-days post-injection.

Figure 4 illustrates the changes of [HbT] from baseline to 45-days post-injection in a marked 10mm-diameter region located in the right lobe, that correlated to the US hypo-echoic mass observed caudal to the prostate. The average [HbT] in this region changed from 120 μM to 375 μM, a nearly 300% change over the 45-days of development. The [HbT] values obtained in this study agree with the range indicated by other similar projects [10].

Figure 4. (a) Longitudinal [HbT] changes in the 10mm-diameter region-of-interest. (b) Gross examination of the canine prostate. The 7 slices of the prostate gland were sectioned from cranial to caudal, at an interval of approximately 15mm. TVT-transmissible venereal tumor.
The excised prostate (Fig 4(b)) was approximately 10cm in length × 5cm in width × 5cm in depth. The prostate was step-sectioned into approximately 1.5cm slices. The gross examination confirmed multiple coalescing foci of TVT in the caudal aspect of the gland, and significant infiltration of the tumor from the right to the left lobe. The histology confirmed TVT.

3.4 Comments and Conclusions

Angiogenesis is essential for tumor growth and metastasis. Recent longitudinal studies of the prostate cancer developmental phase suggested that neoangiogenesis or tumor-associated neovascularity must increase before rapid growth of tumor [11]. Retrospectively in this study, the lateral development of TVT was indicated earlier on NIR than on grey-scale US. The marked vascularity enhancement of the TVT seen on Doppler is primarily in the periphery of the hypo-echoic TVT foci, but the elevation of [HbT] on NIR was found almost always distributed in the entire TVT infiltrated region. This is an indication that the attenuation of NIR light is directly associated with [HbT]. The NIR imaging may therefore detect the onset of neo-vasculature before the size of the vessels are detectable using other noninvasive imaging techniques such as untrasound, providing earlier prediction of lateral and longitudinal changes.

In conclusion, this study demonstrated a non-invasive optical measurement of [HbT] changes associated with tumor development in the canine prostate. Using transrectal US-coupled spectral optical tomography the development and lateral involvement of the prostate cancer was detected earlier than using transrectal US alone.

4. Review of Optical Properties of Canine and Human Prostates

Using light to image prostate is underlined by that a benign and cancerous prostate tissues present different optical properties which can be resolved by means of optical interrogation. Revealing the contrast of prostate cancer over normal tissue will be challenging if significant base-line heterogeneities exist in the optical properties of benign tissues. There have been a number of studies on prostate optical properties in which certain consensuses have been made. Although these studies are conducted at different wavelengths, different samples, and different methods, spectrally these studies shall offer information invaluable to understanding the potentials of detecting prostate cancer as well as difficulties facing the optical imaging of prostate. In this section, we give a side-by-side review of the known optical properties of canine and human prostates.

4.1 Review of optical properties of canine prostate

Dogs have been used in a number of prostate studies because of the similarity between canine and human prostate glands. We have summarized the studies previous to ours on optical properties.

Tables 1 and 2 summarize what the authors have found to be existing methods, represented graphically by diagram (Table 1), and published values (Table 2) on optical properties of the canine prostate within the spectral range from 355nm to 1064nm. In Table 2, the attenuation coefficient is denoted by $\mu_a$, the reduced scattering coefficient by $\mu'_s$, and the effective attenuation coefficient by $\mu_{\text{eff}}$ that is defined as

$$\mu_{\text{eff}} = \sqrt{3} \mu_a (\mu_a + \mu'_s)$$

Oraevsky et al. presented in vitro $\mu_a$, $\mu'_s$, and $\mu_{\text{eff}}$ of prostate at 355, 532, and 1064 nm, respectively, using opto-acoustic time-resolved fluence rate measurements on slab samples of normal canine prostate tissues [12]. Another post-mortem study by Chen et al. estimated prostate $\mu_a$, $\mu'_s$, and $\mu_{\text{eff}}$ at 630 nm, by interstitial measurements on excised normal prostate [13]. In vitro $\mu_a$ and $\mu'_s$ of slab samples of normal canine prostate tissues were evaluated at 633 nm, by employing steady-state fluence rate measurements using the standard double-integrating sphere technique [15]. Other studies relied on steady-
state fluence rate measurements on tissues in situ, albeit involving surgical procedures to expose the prostatic tissue to the fiber, to determine $\mu_{\text{eff}}$ of the normal canine prostate. At wavelengths of 630, 665, 730, 732 nm, interstitial measurements on normal canine prostate in vivo were conducted before and after PDT [14, 17, 18, 20]. Perhaps the only in vivo study using reflection measurement upon exposed prostate, thereby maintaining the intactness of the gland itself, was performed at 732 nm on exposed normal canine prostate. Trans-perineal interstitial measurement [16-18], which in principle is more accurate than interstitial measurement on exposed prostate, demonstrated with statistical significance that the $\mu_{\text{eff}}$ of prostatic urethral regions is higher than that of the prostatic capsular regions [16, 17].

In Table 2, there were some individual values of $\mu_a$ and $\mu_s'$, but nevertheless most original values listed were regarding $\mu_{\text{eff}}$ only, which were readily available from steady-state fluence rate measurements. Because the data were clustered in a wide spectrum, summarizing all these studies to a single category for spectrally-resolved comparative evaluation can only be made by utilizing $\mu_{\text{eff}}$ since it represents the coupled effect of $\mu_a$ and $\mu_s'$. When the standard deviations of $\mu_a$ and $\mu_s'$, denoted by $\sigma_{\mu_a}$ and $\sigma_{\mu_s'}$, respectively, are available, the standard deviation of $\mu_{\text{eff}}$ in Table 2 is calculated based on (1) by

$$\sigma_{\mu_{\text{eff}}} = \sqrt{\left(\frac{\partial \mu_{\text{eff}}}{\partial \mu_a} \sigma_{\mu_a}\right)^2 + \left(\frac{\partial \mu_{\text{eff}}}{\partial \mu_s'} \sigma_{\mu_s'}\right)^2}$$  (4)

Table 1. Legend indicating the measurement methods used in Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Opto-acoustic on slab tissue</th>
<th>Integrating sphere on slab tissue</th>
<th>Interstitial on exposed prostate</th>
<th>Interstitial on excised prostate</th>
<th>Reflective on exposed prostate</th>
<th>Interstitial close to the capsule</th>
<th>Interstitial close to the urethra</th>
<th>Interstitial close to the base</th>
<th>Interstitial close to the apex</th>
</tr>
</thead>
</table>

Table 2. Optical properties of normal canine prostate tissue as reported in various published studies. $N$ is the number of samples. This table follows the template for human prostate in Ref. 10.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Sample</th>
<th>$N$</th>
<th>Method</th>
<th>$\lambda$ (nm)</th>
<th>$\mu_a$ (mm$^{-1}$)</th>
<th>$\mu_s'$ (mm$^{-1}$)</th>
<th>$\mu_{\text{eff}}$ (mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oraevsky et al. [12]</td>
<td>1997</td>
<td>In vitro</td>
<td>2</td>
<td>Opto-acoustic</td>
<td>355</td>
<td>0.852</td>
<td>5.22</td>
<td>3.94</td>
</tr>
<tr>
<td>Oraevsky et al. [12]</td>
<td>1997</td>
<td>In vitro</td>
<td>2</td>
<td>Integrating</td>
<td>532</td>
<td>0.233</td>
<td>2.45</td>
<td>1.37</td>
</tr>
<tr>
<td>Chen et al. [13]</td>
<td>1997</td>
<td>In vivo</td>
<td>17</td>
<td>Integrating</td>
<td>630</td>
<td>0.04±0.02</td>
<td>2.6±2.1</td>
<td>0.5±0.1</td>
</tr>
<tr>
<td>Chen et al. [13]</td>
<td>1997</td>
<td>Ex vivo</td>
<td>10</td>
<td>Integrating</td>
<td>630</td>
<td>0.030±0.007</td>
<td>2.6±0.8</td>
<td>0.48±0.09</td>
</tr>
<tr>
<td>Lee et al. [14]</td>
<td>1997</td>
<td>In vivo</td>
<td>7</td>
<td>Interstitial</td>
<td>630</td>
<td></td>
<td></td>
<td>0.47±0.05</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Nau et al. [15]    | 1999 | In vitro (fresh) | 10 | 633 | 0.073±0.007 | 0.225±0.005 | 0.256±0.015*  
| Nau et al. [15]    | 1999 | In vitro (frozen) | 13 | 633 | 0.076±0.003 | 1.00±0.11 | 0.495±0.027*  
| Lilge et al. [16]^ | 2004 | In vivo | 7 | 660 | 0.0030±0.000 | 0.02 ±0.012 | 0.184±0.040^  
| Lilge et al. [16]^ | 2004 | In vivo | 7 | 660 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0030±0.000 | 0.02 ±0.012 | 0.184±0.040^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2004 | In vivo | 13 | 665 | 0.0014±0.000 | 0.02 ±0.012 | 0.206±0.035^  
| Jankun et al. [17] | 2005 | In vivo | 5 | 665 | 0.0030±0.000 | 0.02 ±0.012 | 0.184±0.040^  
| Jankun et al. [17] | 2005 | In vivo | 5 | 665 | 0.0030±0.000 | 0.02 ±0.012 | 0.184±0.040^  
| Solonenko et al. [19] | 2002 | In vivo | 4 | 730 | 1.27±0.06 |   
| Zhu et al. [20]    | 2003 | In vivo | 12 | 732 | 0.003±0.058 | 0.1 ±0.2 | 0.03±0.49  
| Nau et al. [15]    | 1999 | In vitro (fresh) | 7 | 1064 | 0.027±0.003 | 1.76±0.13 | 0.381±0.026*  
| Nau et al. [15]    | 1999 | In vitro (frozen) | 10 | 1064 | 0.071±0.006 | 0.79±0.05 | 0.428±0.023*  
| Oraevsky et al. [12] | 1997 | In vitro | 2 | 1064 | 0.009 | 0.63 | 0.13  

* Calculation of the effective attenuation coefficient based on equations (1) and (2)

^ The values in the abstract of [16] are contrary to those in the text of [16]. The results in the text were used here.

^^ The results given in [17] were “0.176±0.314mm⁻¹”, which had the standard deviation larger than the mean value. The authors made a “reasonable” estimation of “0.176±0.0314mm⁻¹” for this set of literature data.
4.2 Review of optical properties of human prostate

The published values on optical properties of human prostate, all acquired invasively as illustrated in Table 3, are summarized in Table 4 [21], which enriched the template given in [10] with latest studies. The studies summarized in Table 4 include: (1) Ex vivo steady-state measurements of $\mu'_{\text{eff}}$ and $\mu'_{s} = \mu_{a} + \mu'_{s}$ at 633 nm in three whole, nonmalignant human prostates [22]; (2) Three post-mortem studies estimating prostate optical properties ($\mu_{s}$, scattering coefficient $\mu_{s}$, scattering anisotropy $g$, and $\mu'_{s}$) at 640nm (BPH) [23] and 1064 nm (normal prostate) [24, 25], by measuring through thin prostate slices; (3) $\mu_{\text{eff}}$ of prostate in vivo diagnosed with BPH or PCa estimated at 633nm by steady-state interstitial measurements [26, 27] that indicated similar $\mu_{\text{eff}}$ between benign and malignant prostate tissues; (4) At wavelengths of 630, 665, 732, 762nm, trans-perineal interstitial steady-state measurements on prostate in vivo with untreated BPH, untreated PCa, recurrent PCa conducted before and after PDT [27-31] to determine $\mu_{\text{eff}}$ or both $\mu_{s}$ and $\mu'_{s}$; (5) $\mu_{s}$, $\mu'_{s}$, and $\mu_{\text{eff}}$ of untreated PCa in vivo at 660, 786, 830 and 916 nm, respectively, using time-resolved fluence rate measurements [10, 32]; (6) a few studies on hemoglobin and oxygen saturation [10, 30, 31] indicating relatively small variations of oxygen saturation but large variations on total hemoglobin concentration within the same gland or different subjects. Recently interstitially measured 2-D or 3-D distribution of $\mu_{s}$, $\mu'_{s}$ in human prostate are reported [33, 34] for PDT dosimetry.

Studies [29, 31] have indicated that the optical properties of canine prostate and human prostate may be substantially different, specifically the absorption. It is noted that the studies of canine prostate optical properties have been performed all on normal gland, but that of human include both normal, benign hyperplastic, and malignant prostate tissues. It is also noted that these studies are conducted at different wavelengths, different methods, on ex vivo or in vivo samples. Direct wavelength-specific and tissue-specific comparisons of the canine and human prostate optical properties are thereby difficult, but nonetheless the spectra of the optical properties of canine and human prostate may reveal useful information. To facilitate spectral comparison, for those original measurements of human prostate shown in Table 4 that have only the absorption and reduced scattering coefficients available, the effective attenuation coefficient is calculated following the method in Table 2. Figure 5 (b) illustrates the spectra of $\mu_{s}$, $\mu'_{s}$, and $\mu_{\text{eff}}$ of human prostates that are averaged for existing data at a specific wavelength. The distributions of the optical properties of both canine and human prostates are substantially large as seen in Table 2 and Table 4, and are not plotted in Fig. 5.

<table>
<thead>
<tr>
<th>Table 3. Legend indicating the measurement methods used in Table 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrating sphere on slab tissue</td>
</tr>
</tbody>
</table>

The spectra shown in Fig. 5 are the invasively characterized optical properties of normal canine prostates and mostly malignant human prostates. The similarity or dissimilarity between canine and human prostate optical properties is difficult to draw as the optical properties of malignant canine prostate tissue were previously unavailable; however previous studies that are summarized in Tables 2 and 4 and seen in Fig. 5 have important implications to optical interrogation of the prostate in the following aspects: (1). The reduced scattering coefficient of prostate is approximately an order higher than the absorption coefficient of prostate. As this has been confirmed by time-resolved measurements, the prostate can be treated as a scattering-dominant tissue, thereby diffuse optical methods can be applied to modeling the photon propagation as in PDT and image reconstruction in trans-rectal imaging of the prostate.
Table 4. Current “invasive” knowledge of the optical properties of human prostate (expanded upon the template in [10]).

PCa—prostate cancer; BPH—benign prostatic hyperplasia; UT—untreated; RC—recurrent.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Sample</th>
<th>Path</th>
<th>N</th>
<th>Method</th>
<th>Photon</th>
<th>λ (nm)</th>
<th>μ_s (mm⁻¹)</th>
<th>μ_τ (mm⁻¹)</th>
<th>μ_eff (mm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee [28]</td>
<td>1999</td>
<td>In vivo</td>
<td>PCa</td>
<td>7</td>
<td></td>
<td></td>
<td>630</td>
<td>0.35±0.07</td>
<td>(0.22-0.44)</td>
<td></td>
</tr>
<tr>
<td>Pantelides</td>
<td>1990</td>
<td>Ex vivo</td>
<td>Normal</td>
<td>3</td>
<td></td>
<td></td>
<td>633</td>
<td>0.07±0.02</td>
<td>0.86±0.05</td>
<td>0.43±0.05</td>
</tr>
<tr>
<td>Whitehurst</td>
<td>1994</td>
<td>In vivo</td>
<td>BPH</td>
<td>11</td>
<td></td>
<td></td>
<td>633</td>
<td>0.35±0.02</td>
<td>0.36±0.02</td>
<td></td>
</tr>
<tr>
<td>Lee [27]</td>
<td>1995</td>
<td>In vivo</td>
<td>BPH</td>
<td>11</td>
<td></td>
<td></td>
<td>633</td>
<td>0.39±0.05</td>
<td>(0.24-0.42)</td>
<td></td>
</tr>
<tr>
<td>Wei [23]</td>
<td>2008</td>
<td>In vitro</td>
<td>BPH</td>
<td>?</td>
<td></td>
<td></td>
<td>640</td>
<td>0.44–0.96</td>
<td>1.12–1.66</td>
<td>2.09±0.54</td>
</tr>
<tr>
<td>Svensson [10]</td>
<td>2007</td>
<td>In vivo</td>
<td>PCa</td>
<td>9</td>
<td></td>
<td></td>
<td>660</td>
<td>0.05±0.01</td>
<td>0.87±0.19</td>
<td>0.36±0.08</td>
</tr>
<tr>
<td>Svensson [32]</td>
<td>2008</td>
<td>In vivo</td>
<td>PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>660</td>
<td>~0.032</td>
<td>~0.5–1.4</td>
<td>0.23–0.37</td>
</tr>
<tr>
<td>Lee [27]</td>
<td>1995</td>
<td>In vivo</td>
<td>BPH</td>
<td>11</td>
<td></td>
<td></td>
<td>665</td>
<td>0.32±0.05</td>
<td>(0.24–0.42)</td>
<td></td>
</tr>
<tr>
<td>Zhu [29]</td>
<td>2005</td>
<td>In vivo</td>
<td>RC PCa</td>
<td>13</td>
<td></td>
<td></td>
<td>732</td>
<td>0.037±0.024</td>
<td>(0.007—0.162)</td>
<td>1.40±1.10</td>
</tr>
<tr>
<td>Zhu [30]</td>
<td>2005</td>
<td>In vivo</td>
<td>RC PCa</td>
<td>2</td>
<td></td>
<td></td>
<td>732</td>
<td>0.011—0.16</td>
<td>0.12—4.0</td>
<td>0.019—0.63</td>
</tr>
<tr>
<td>Li [33]</td>
<td>2008</td>
<td>In vivo</td>
<td>RC PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>732</td>
<td>2-D map</td>
<td>0.01—0.1</td>
<td>2-D map</td>
</tr>
<tr>
<td>Wang [34]</td>
<td>2009</td>
<td>In vivo</td>
<td>RC PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>732</td>
<td>3-D map</td>
<td>0.01—0.07</td>
<td>3-D map</td>
</tr>
<tr>
<td>Weersink [31]</td>
<td>2005</td>
<td>In vivo</td>
<td>RC PCa</td>
<td>22</td>
<td></td>
<td></td>
<td>762</td>
<td>0.039±0.018</td>
<td>0.34±0.16</td>
<td>0.20±0.06</td>
</tr>
<tr>
<td>Svensson [10]</td>
<td>2007</td>
<td>In vivo</td>
<td>PCa</td>
<td>9</td>
<td></td>
<td></td>
<td>786</td>
<td>0.04±0.01</td>
<td>0.71±0.16</td>
<td>0.29±0.07</td>
</tr>
<tr>
<td>Svensson [32]</td>
<td>2008</td>
<td>In vivo</td>
<td>PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>786</td>
<td>0.025</td>
<td>0.35–1.2</td>
<td>0.17–0.30</td>
</tr>
<tr>
<td>Svensson [32]</td>
<td>2008</td>
<td>In vivo</td>
<td>PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>830</td>
<td>0.034</td>
<td>0.25–1.0</td>
<td>0.17–0.32</td>
</tr>
<tr>
<td>Svensson [10]</td>
<td>2007</td>
<td>In vivo</td>
<td>PCa</td>
<td>9</td>
<td></td>
<td></td>
<td>916</td>
<td>0.06±0.01</td>
<td>0.77±0.18</td>
<td>0.38±0.08</td>
</tr>
<tr>
<td>Svensson [32]</td>
<td>2008</td>
<td>In vivo</td>
<td>PCa</td>
<td>1</td>
<td></td>
<td></td>
<td>916</td>
<td>0.042</td>
<td>0.24–0.9</td>
<td>0.19–0.34</td>
</tr>
<tr>
<td>Essebpreis</td>
<td>1992</td>
<td>Ex vivo</td>
<td>Normal</td>
<td>?</td>
<td></td>
<td></td>
<td>1064</td>
<td>0.15±0.02</td>
<td>0.64</td>
<td>0.60</td>
</tr>
<tr>
<td>Roggan [25]</td>
<td>1995</td>
<td>Ex vivo</td>
<td>Normal</td>
<td>?</td>
<td></td>
<td></td>
<td>1064</td>
<td>0.03</td>
<td>0.4</td>
<td>0.2</td>
</tr>
</tbody>
</table>
There are noticeable inter-subject and intra-organ heterogeneities in optical properties of prostate. The intra-organ heterogeneity poses a substantial challenge to differentiating malignant tissue from normal tissue, since the optical contrast of the malignant tissue over the normal tissue must be greater than the background heterogeneity for the malignant lesion to be resolved. The intra-organ heterogeneity may also partially contribute to the previous finding that the effective attenuation coefficients of benign and malignant human prostate tissues were similar. It is noted that none of the previous measurements of prostate optical heterogeneities have been examined on intact prostate in vivo. Our approach of trans-rectal near-infrared diffuse optical tomography, which aims at imaging the intact prostate in its real-time in vivo condition, shall demonstrate if and which type of intrinsic optical property contrasts are available for differentiating the malignant prostatic tissue from benign tissue.

Figure 5. The optical properties, including absorption, reduced scattering, and effective attenuation coefficients, averaged for existing studies at available spectral band for canine (a) and human (b). The canine data is of normal tissue only, but the human data is of benign and malignant tissues.
5. Photon diffusion in a homogenous medium bounded externally or internally by an infinitely long circular cylindrical applicator---model advancement for prostate imaging

In this work the photon diffusion is analyzed in both external and internal imaging geometries, wherein the medium being interrogated is bounded either externally or internally by an infinitely long circular cylindrical applicator. These two geometries resemble imaging the breast using a ring-shape applicator and imaging the prostate using an endo-rectal probe, respectively. Photon diffusion models applicable to breast-imaging using a ring-shape applicator has been described, but that applicable to prostate-imaging using endo-rectal probe was not reported before. This work develops a unifying theory of photon diffusion that applies to both external and internal imaging when the applicator is an infinitely long circular cylinder---an idealized representation.

These studies are conducted initially for steady-state photon diffusion only, which is nonetheless adequate in terms of assessing the effect of the cylindrical interface on photon fluence rate when compared with semi-infinite boundary. The Green’s function of the photon diffusion equation in an infinite medium geometry is first expanded in cylindrical-coordinates to a closed form expressed by the modified Bessel functions. Then the extrapolated boundary condition is employed, to apply the image-source method, to the geometries of “concave” cylindrical applicator and “convex” cylindrical applicator, respectively. The analytic solutions are then simplified, valid for large cylinder diameters, to a format that includes the physical source and its image source with respect to the associated semi-infinite geometry, and a radius-dependent term to account for the shape and dimension of the cylinder. The simplified format reveals that, as the radius of the cylinder increases, the analytic solution of the photon diffusion for it approaches the well-known semi-infinite result. The analytic solutions and their simplified formats are then evaluated numerically for two specific geometries, one having the source and the detector on the surface positioned only along the azimuthal direction and the other along the longitudinal direction, respectively. Placing the source-detector either azimuthally or longitudinally demonstrates explicitly the effect of the applicator curvature, either concave or convex, and the radius of the applicator curvature on the decay of photon fluence rate as a function of the source-detector distance, in comparison to that in the semi-infinite geometry. As the radius of the cylindrical applicator increases, the numerically evaluated photon diffusion for it asymptotically approaches that for a semi-infinite geometry, as expected.

5.1 Summary of the solutions of steady-state photon diffusion in cylindrical-coordinates

Considering a source at \( r' \) of \((\rho', \varphi', z')\) and a detector at \( r \) of \((\rho, \varphi, z)\) in cylindrical-coordinates, the steady-state photon fluence rate in an infinite homogenous medium is:

\[
\Psi = \frac{S}{2\pi^2 D} \int_0^\infty dk \cos[k(z-z')] \sum_{m=0}^\infty e_m I_m(k_{\text{eff}} \rho_\ast) K_m(k_{\text{eff}} \rho_\ast) \cos[m(\varphi-\varphi')] 
\]

where \( S \) is the source, \( \Psi \) is the photon fluence rate at position \( r \), \( D = [\beta(\mu_a + \mu_s')]^{-1} \) is the diffusion coefficient, \( \mu_a \) is the absorption coefficient, \( \mu_s' \) is the reduced scattering coefficient, \( I_m(k_{\text{eff}} \rho) \) and \( K_m(k_{\text{eff}} \rho) \) are the first and second kinds of modified Bessel functions, respectively, and \( \rho_\ast \) indicate the smaller and larger radial coordinates of the source and the detector.

The steady-state photon fluence rate in a concave geometry imposed by an infinitely long circular cylindrical applicator for interrogating the medium internal to the applicator (e.g. breast imaging) is:
The steady-state photon fluence rate in a convex geometry imposed by an infinitely long circular cylindrical applicator for interrogating the medium external to the applicator (e.g. prostate imaging) is:

\[
\Psi = \frac{S}{2\pi^2D} \int_0^\infty dk \left\{ \cos[k(z-z')] \sum_{m=0}^\infty c_m I_m(k_{\text{eff}}(R_0 - R_a))K_m(k_{\text{eff}}R_0) \right. \\
\left. \cdot \left( 1 - \frac{I_m(k_{\text{eff}}R_0)K_m(k_{\text{eff}}(R_0 + R_b))}{I_m(k_{\text{eff}}R_0)K_m(k_{\text{eff}}(R_0 + R_b))} \right) \cos[m(\varphi - \varphi')] \right\} \quad (6\text{conC})
\]

If the concave or convex geometry has large radial dimension, the photon fluence rate expressed by (6conC) and (6conV) can be approximated to

\[
\Psi = \frac{S}{2\pi^2D} \int_0^\infty dk \left\{ \cos[k(z-z')] \sum_{m=0}^\infty c_m I_m[k_{\text{eff}}R_0]K_m[k_{\text{eff}}(R_0 + R_a)] \right. \\
\left. \cdot \left( 1 - \frac{K_m(k_{\text{eff}}R_0)I_m[k_{\text{eff}}(R_0 + R_b)]}{I_m(k_{\text{eff}}R_0)K_m(k_{\text{eff}}(R_0 + R_b))} \right) \cos[m(\varphi - \varphi')] \right\} \quad (6\text{conV})
\]

The geometries shown in Fig. 6 are chosen to study the effect of concave or convex boundary shape on photon diffusion for the source and detector located at the same azimuth plane. The “chord” distance between the source and the detector is considered in a range from (assuring diffusion treatment) to , for optical properties set at , , , and .

The geometries shown in Fig. 7 are chosen to study the effect of concave or convex shape on photon diffusion for the source and detector located longitudinally with the same azimuth angle. The optical properties are set the same as those used for Fig. 6.

Applying the solution in (5) leads to physically explicit interpretation in the two equations of (6) for a medium involving an external or internal cylindrical boundary. The
Figure 6. (a) Comparison of the solutions for concave and convex geometries with respect to the semi-infinite geometry, for source & detector located at the same azimuthal plane. (b) Comparison of the solutions for concave and convex geometries having large cylinder radius with respect to the semi-infinite geometry, for source & detector located at the same azimuthal plane.
Figure 7. (a) Comparison of the solutions for concave and convex geometries with respect to the semi-infinite geometry, for source & detector located longitudinally with the same azimuthal angle. (b) Comparison of the solutions for concave and convex geometries having large cylinder diameter with respect to the semi-infinite geometry, for source & detector located longitudinally with the same azimuthal angle.
The equations in (6) are composed of two parts in the brackets: the first part is associated with the “real” isotropic source, and the second part is the contribution of the “image” source term that is represented by the “real” source term scaled by a factor. The scaling factor is related to the radius of the cylinder and the reflective index mismatch of the cylinder-medium interface that determines where the extrapolated boundary shall be placed. The equations in (7), which are derived for large radius concave and convex boundaries, are given in a format similar to that for semi-infinite geometry but with a shape-curvature-associated term that approaches unity as the radius of the cylinder approaches infinity.

The numerical evaluations demonstrate the qualitative correctness of the analytic solutions in (6) for the two circular cylindrical geometries. It is clearly shown that the solutions given in (6) asymptotically approach the semi-infinite medium solution as the applicator radius reaches infinity. For the specific case of having the source and detector located azimuthally on the same axial plane, the photon fluence rate is greater than the semi-infinite geometry for the concave boundary and smaller for the convex boundary given the same source-detector distance. This can be interpreted by the fact that, for the same source-detector distance, more near-field photons from the source could scatter and reach the detector in the concave geometry than in the semi-infinite geometry, but in the convex geometry it does the opposite. For the specific case of having the source and detector located longitudinally on the same azimuthal angle, the photon fluence rate is smaller than the semi-infinite geometry for the concave boundary and greater for the convex boundary given the same source-detector distance. This again can be interpreted by the fact that, for the same source-detector distance, less near-field photons from the source could scatter and reach the detector in the concave geometry than in the semi-infinite geometry, but in the convex geometry it does the opposite.

KEY RESEARCH ACCOMPLISHMENTS

The following research accomplishments have been made during the 3rd year of this project:

1. A spectral trans-rectal NIR tomography system at dual-wavelength of 785nm and 830nm for coupling to TRUS probe is developed.

2. *In vivo* non-invasive light imaging of [HbT] changes associated with tumor development in the canine prostate is demonstrated. Using transrectal US-coupled spectral optical tomography the development and lateral involvement of the prostate cancer was detected earlier than using TRUS alone.

3. The optical properties of canine and human prostates reported in literature, which were all acquired by invasive or in vitro measurements, are comprehensively reviewed. There are noticeable intra-organ optical heterogeneities, which poses a substantial challenge to differentiating malignant tissue from normal tissue in real-time imaging condition. Our approach of trans-rectal near-infrared diffuse optical tomography, however, demonstrated that the prostate cancer can be differentiated from benign prostatic tissue by the intrinsic optical property contrasts.

4. A novel analytic treatment for photon diffusion in a homogenous medium bounded externally or internally by an infinitely long circular cylindrical applicator is presented. The geometry of a diffusive medium bounded externally by a cylindrical applicator resembles that of imaging externally-accessible biological tissue such as breast using a ring-type array. The geometry of a diffusive medium bounded internally by a cylindrical applicator resembles that of imaging internally-accessible biological tissue such as prostate using trans-rectal probe.
REPORTABLE OUTCOMES

The progress in the 3rd year of this project has results in following publications or manuscripts:

Journal Papers

Proceeding Papers and Conference Presentations
CONCLUSIONS

The research is to explore the technology of trans-rectal near-infrared (NIR) optical tomography that may benefit accurate, selective prostate biopsy. The research in the 3rd year has made important advancements. The advancements include the implementation of spectral trans-rectal NIR tomography for quantitation of hemoglobin concentration in prostate, the assessment of lateral involvement and longitudinal development of canine prostate TVT, the review of optical properties of canine and human prostates, and the establishment of a unified theory to account for the cylinder-applicator used in either external or internal imaging geometry. The future work will investigate if contrast of oxygen saturation can be imaged from canine TVT by transrectal optical tomography. Overall, the transrectal optical tomography has potential of improving the clinical diagnosis and biopsy of prostate cancer.
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This is the first tomography-presentation of the optical properties of a normal canine prostate, in vivo, in its native intact environment in the pelvic canal. The imaging was performed by trans-rectal near-infrared (NIR) optical tomography in steady-state measurement at 840nm on three sagittal planes across the right lobe, middle-line, and left lobe, respectively, of the prostate gland. The NIR imaging planes were position-correlated with concurrently applied trans-rectal ultrasound, albeit there was no spatial prior employed in the NIR tomography reconstruction. The reconstructed peak absorption coefficients of the prostate on the three planes were 0.014, 0.012, and 0.014 mm\(^{-1}\). The peak reduced scattering coefficients were 5.28, 5.56, and 6.53 mm\(^{-1}\). The peak effective attenuation coefficients were 0.45, 0.43, and 0.50 mm\(^{-1}\). The absorption and effective attenuation coefficients were within the ranges predictable at 840nm by literature values which clustered sparsely from 355nm to 1064nm, none of which were performed on a canine prostate with similar conditions. The effective attenuation coefficients of the gland were shown to be generally higher in the internal aspects than in the peripheral aspects, which is consistent with the previous findings that the urethral regions were statistically more attenuating than the capsular regions.

Keywords: Prostate; canine; optical property; optical tomography; trans-rectal ultrasound.

1. Introduction
The knowledge of tissue optical properties relevant to light diffusion or attenuation is important to both the dosimetry of photodynamic therapy (PDT)\(^{1-4}\) and the analysis based on near-infrared (NIR) diffuse optical imaging.\(^{5-10}\) The prostate of the dog is usually considered as a model closest to that of the human being, therefore a number of studies have been conducted on canine subjects to estimate the optical properties of prostate, in vitro or in vivo, over a wide range of spectrum (to be reviewed in more detail in Sec. 2 of this
study), A general consensus that has been made from these studies is that significant intra-organ and inter-subject variations of the prostate optical properties do occur. The optical properties being investigated include the absorption coefficient, the reduced or transport scattering coefficient, and the effective attenuation coefficient that is a combination of the above two properties. The reported intra-organ and inter-subject prostate optical heterogeneity imposes the need of individualized and localized measurement for PDT applications, as well as challenges to trans-rectal NIR tomography that aims to resolve the optical contrast, either endogenous or exogenous of prostate cancerous lesions over normal or benign prostate tissues.

It is also important in PDT to know the optical properties of peri-prostatic tissues, such as rectal or peri-rectal regions since the existence of any optical property gradient of the prostate over its peripheral tissue will influence the local peri-prostatic light distribution. For trans-rectal NIR tomography of the prostate, the NIR light is attenuated first by a condom (required for endo-rectal application), then by the rectal wall and the peri-rectal tissue before finally reaching the prostate. The degree of NIR light propagation into the prostate is dependent upon the optical property gradients between the prostate capsule and peri-prostatic tissue. The in vivo or in vitro optical contrast of the prostate with respect to peri-rectal or peri-prostatic tissue is therefore fundamental to PDT and prostate NIR tomography, yet to our knowledge it has rarely been evaluated on a single subject. Overall there is very limited information regarding the NIR attenuating features of peri-rectal tissues. Therefore, it is difficult to draw a comparison of the optical properties reported in different studies between the prostate and the peri-rectal tissue. Except the current reported in vivo investigation, all of the studies on normal prostate (canine and human) have been taken interstitially on exposed prostate or through trans-perineal imaging. The interstitial measurements, although very reliable and consistent, are likely to alter to some extent the optical properties natural to the tissue being measured.

In this work we present tomographic measurements of optical properties of a normal canine prostate, in vivo, in its native intact environment in the pelvic canal. The imaging was performed by trans-rectal NIR optical tomography in steady-state measurement at 840 nm, on three sagittal planes across the right lobe, middle-line, and left lobe, respectively, of the prostate gland. The NIR imaging planes were position correlated with concurrently applied trans-rectal ultrasound, albeit there was no spatial prior employed in the NIR tomography reconstruction. The prostate gland appears as a positive-contrast region in NIR images, particularly in the absorption and effective-attenuation images. The position and profile of the positive-contrast prostate-indicating region correlate well with those of the prostate in the concurrent trans-rectal ultrasound image. The peak absorption coefficients of the prostate-region on the three planes were found to be 0.014, 0.012, and 0.014 mm⁻¹. The peak reduced scattering coefficients were 5.28, 5.56, and 6.53 mm⁻¹. The peak effective attenuation coefficients were within the ranges that are predictable at 840 nm based on literature values which clustered sparsely from 355 nm to 1064 nm, none of which were performed on a prostate in similar conditions. It is also noted that effective attenuation coefficients of the gland are higher in the internal aspect than in the peripheral aspect, which is consistent with the previous findings of statistically more attenuating urethral regions than the capsuleal regions.

2. Review of the Optical Property Measurements on Canine Prostate

Tables 1 and 2 summarize what the authors have found to be existing methods, represented graphically by diagram (Table 1), and published values (Table 2) on optical properties of the canine prostate within the spectral range from 355 nm to 1064 nm. In Table 2, the attenuation coefficient is denoted by \( \mu_a \), the reduced scattering coefficient by \( \mu_s' \), and the effective attenuation coefficient by \( \mu_{\text{eff}} \) that is defined as

\[
\mu_{\text{eff}} = \sqrt{\left[ \mu_a + \mu_s' \right]}. \tag{1}
\]

Oraevsky et al. presented in vivo \( \mu_a \), \( \mu_s' \), and \( \mu_{\text{eff}} \) of prostate at 355, 532, and 1064 nm, respectively, using opto-acoustic time-resolved fluence rate measurements on slab samples of normal canine prostate tissues. Another post-mortem study by Chen et al. estimated prostate \( \mu_a \), \( \mu_s' \), and \( \mu_{\text{eff}} \) at 630 nm, by interstitial measurements on excited
normal prostate. In vitro $\mu_a$ and $\mu'_a$ of slab samples of normal canine prostate tissues were evaluated at 633 nm, by employing steady-state fluence rate measurements using the standard double-integrating sphere technique. Other studies relied on steady-state fluence rate measurements on tissues in situ, albeit involving surgical procedures to expose the prostatic tissue to the fiber, to determine $\mu_{\text{eff}}$ of the normal canine prostate. At wavelengths of 630, 665, 730, 782 nm, interstitial measurements on normal canine prostate in vivo were conducted before and after PDT. Perhaps the only in vivo study using reflection measurement upon exposed prostate, thereby maintaining the intactness of the gland itself, was performed at 732 nm on exposed normal canine prostate. Trans-perineal interstitial measurement, which in principle is more accurate than interstitial measurement on exposed prostate, demonstrated with statistical significance that the $\mu_{\text{eff}}$ of prostatic urethral regions is higher than that of the prostatic capsular regions.

In Table 2, there are some individual values of $\mu_a$ and $\mu'_a$, but nevertheless most original values listed are regarding $\mu_{\text{eff}}$, which are readily available from steady-state fluence rate measurements. Because the data are clustered in a wide spectrum, summarizing all these studies to a single category for spectrally-resolved comparative evaluation can only be made by utilizing $\mu_{\text{eff}}$, the standard deviation of which can be calculated based on Eq. (1) by

$$
\sigma_{\mu_{\text{eff}}} = \left( \left( \frac{\partial \mu_{\text{eff}}}{\partial \mu_a} \right)^2 + \left( \frac{\partial \mu_{\text{eff}}}{\partial \mu'_a} \right)^2 \right)^{1/2}.
$$

3. Methods and Materials

3.1 Trans-rectal US-coupled NIR tomography

The details of the trans-rectal US-coupled NIR tomography system can be found elsewhere.
Table 2. Optical properties of normal canine prostate tissue as reported in various published studies. N is the number of samples. This table follows the template for human prostate in Ref. 24.

<table>
<thead>
<tr>
<th>Study [Ref.]</th>
<th>Year</th>
<th>Sample</th>
<th>N</th>
<th>Method</th>
<th>λ (mm)</th>
<th>μₐ (mm⁻¹)</th>
<th>μₛ (mm⁻¹)</th>
<th>μₑₐ (mm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oraevsky et al. [12]</td>
<td>1997</td>
<td>In vitro</td>
<td>2</td>
<td></td>
<td>355</td>
<td>0.852</td>
<td>5.22</td>
<td>3.94</td>
</tr>
<tr>
<td>Oraevsky et al. [12]</td>
<td>1997</td>
<td>In vitro</td>
<td>2</td>
<td></td>
<td>532</td>
<td>0.233</td>
<td>2.45</td>
<td>1.37</td>
</tr>
<tr>
<td>Chen et al. [13]</td>
<td>1997</td>
<td>In vivo</td>
<td>17</td>
<td></td>
<td>630</td>
<td>0.04 ± 0.02</td>
<td>2.6 ± 2.1</td>
<td>0.5 ± 0.1</td>
</tr>
<tr>
<td>Chen et al. [13]</td>
<td>1997</td>
<td>Ex vivo</td>
<td>10</td>
<td></td>
<td>630</td>
<td>0.030 ± 0.007</td>
<td>2.6 ± 0.8</td>
<td>0.48 ± 0.09</td>
</tr>
<tr>
<td>Lee et al. [14]</td>
<td>1997</td>
<td>In vivo</td>
<td>7</td>
<td></td>
<td>630</td>
<td>0.47 ± 0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nau et al. [15]</td>
<td>1999</td>
<td>In vitro</td>
<td>10</td>
<td></td>
<td>633</td>
<td>0.073 ± 0.007</td>
<td>0.225 ± 0.005</td>
<td>0.256 ± 0.015*</td>
</tr>
<tr>
<td>Nau et al. [15]</td>
<td>1999</td>
<td>In vitro</td>
<td>13</td>
<td></td>
<td>633</td>
<td>0.076 ± 0.003</td>
<td>1.00 ± 0.11</td>
<td>0.495 ± 0.027*</td>
</tr>
<tr>
<td>Lilge et al. [16]</td>
<td>2004</td>
<td>In vivo</td>
<td>7</td>
<td></td>
<td>660</td>
<td>0.0030 ± 0.0021</td>
<td>0.92 ± 0.65</td>
<td>0.184 ± 0.040*</td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.171 ± 0.071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.192 ± 0.027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.259 ± 0.193</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.275 ± 0.131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.176 ± 0.031*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [17]</td>
<td>2004</td>
<td>In vivo</td>
<td>13</td>
<td></td>
<td>665</td>
<td>0.190 ± 0.065</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [18]</td>
<td>2005</td>
<td>In vivo</td>
<td>5</td>
<td></td>
<td>665</td>
<td>0.247 ± 0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jankun et al. [18]</td>
<td>2005</td>
<td>In vivo</td>
<td>5</td>
<td></td>
<td>665</td>
<td>0.203 ± 0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solonenko et al. [19]</td>
<td>2002</td>
<td>In vivo</td>
<td>4</td>
<td></td>
<td>730</td>
<td>1.27 ± 0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhu et al. [20]</td>
<td>2003</td>
<td>In vivo</td>
<td>12</td>
<td></td>
<td>732</td>
<td>0.003-0.058</td>
<td>0.1-2.0</td>
<td>0.03-0.49</td>
</tr>
<tr>
<td>Nau et al. [15]</td>
<td>1999</td>
<td>In vitro</td>
<td>7</td>
<td></td>
<td>1064</td>
<td>0.027 ± 0.003</td>
<td>1.76 ± 0.13</td>
<td>0.381 ± 0.026*</td>
</tr>
<tr>
<td>Nau et al. [15]</td>
<td>1999</td>
<td>In vitro</td>
<td>10</td>
<td></td>
<td>1064</td>
<td>0.074 ± 0.006</td>
<td>0.79 ± 0.05</td>
<td>0.428 ± 0.023*</td>
</tr>
<tr>
<td>Oraevsky et al. [12]</td>
<td>1997</td>
<td>In vitro</td>
<td>2</td>
<td></td>
<td>1064</td>
<td>0.009</td>
<td>0.63</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Note: *Calculation of the effective attenuation coefficient based on Eqs. (1) and (2). The values in the abstract of Ref. 16 are contrary to those in the text of Ref. 16. The results in the text were used here. **The results given in Ref. 17 were 0.176 ± 0.0314 mm⁻¹, which had the standard deviation larger than the mean value. The authors made a "reasonable" estimation of 0.176 ± 0.0314 mm⁻¹ for this set of literature data.
Fig. 1. Illustration of trans-rectal NIR/US of the prostate. Trans-rectal US is placed in the middle of the trans-rectal NIR applicator (optodes distributed longitudinally) to perform combined and correlated NIR/US imaging of the prostate at the sagittal plane.

Fig. 2. (a) Photograph of the trans-rectal Aloka US transducer and the completed NIR/US probe. (b) Schematic diagram of the trans-rectal NIR/US imaging system that consists of a custom-built NIR imager and a commercial ALOKA SSD-900V portable US scanner.

3.2. **Sensitivity features of the trans-rectal NIR imaging**

Since the purpose of this study was to examine the inherent NIR contrast that the prostate may demonstrate over the peri-prostatic tissue, the NIR image was reconstructed without any spatial prior information. The accuracy or the robustness of the NIR reconstruction is thereby dependent upon the sensitivity of NIR array to the heterogeneity of the optical properties within the volume being interrogated. Figure 3 illustrate the sensitivity profiles, with respect to the absorption, of the NIR applicator based on the previous study. The longitudinal sensitivity is relatively uniform over the entire NIR array dimension, but it tapers off at the distal and proximal edges of the NIR array. The lateral sensitivity peaks at the middle-sagittal plane that coincides with the sagittal TRUS plane, while the
depth sensitivity generally degrades along with the increase of the depth. The sensitivity to the scattering or total attenuation would have similar patterns. Based on these sensitivity features, one could expect that a target may be reconstructed with better contrast if it is located within the regions of higher NIR sensitivity. It is also anticipated that for multiple targets located longitudinally on the same sagittal plane, the contrast-comparison would be reliable.

3.3. Animal model

This study was approved by the Institutional Animal Care and Use Committee of Oklahoma State University. The protocol was also approved and underwent an on-site inspection by the US Army Medical Research and Material Command. A 20-kg sexually intact, adult mixed-breed dog, approximately four years of age, was anesthetized using an intravenous injection of propofol (8 mg/kg) followed by intubation and halothane/oxygen inhalation for anesthetic maintenance. The animal was placed in left lateral recumbency for bowel preparation and physical examination (rectal palpation) of the prostate. TRUS visualization was performed using the combined trans-rectal NIR/US probe with condom-and-gel coverage. Both the physical examination and ultrasound revealed a normal prostate for this dog. The prostate was examined weekly using similar procedures, with consistent evaluation results being classified as “normal,” until the dog was euthanized nine weeks after the initial exam with an overdose of pentobarbital sodium. A complete necropsy was performed and the prostate and peri-prostatic structures were submitted for histologic examination.

4. Results

Figure 4 displays one set of sagittal trans-rectal NIR tomography images and the correlated TRUS images performed at the right lobe, middle-line, and the left lobe of the normal canine prostate gland. The dimensions of the NIR and correlated TRUS images are 50 mm (cranial-to-caudal) × 30 mm (dorsal-to-ventral). Each of the images represents one of three highly consistent measurements taken at each location.

The NIR absorption coefficient images are displayed at a color-scale of [0.007 0.014] mm⁻¹. The NIR transport scattering coefficient images are displayed at a color-scale of [3.000 6.000] mm⁻¹. The NIR effective attenuation coefficient images are displayed at a color-scale of [0.250 0.500] mm⁻¹. The color-scales in all images represent a background threshold at 1/2 of the maximum value of the color-scale. At this scale, the locations of the NIR regions indicating the prostate had excellent position correlation with prostatic images obtained using TRUS. The urinary bladder is shown as an anechoic structure on TRUS, which is similar to images using NIR. Most of the peri-rectal tissues are also not identified using NIR except at the periphery of the urinary bladder. The prostate is consistently demonstrated in NIR images as having positive-contrast with respect to the peri-prostatic tissues, with an average of more than two-folds of contrast in absorption, reduced scattering, and effective attenuation. In addition, the prostate is more optically heterogeneous in the middle-line and more optically attenuating toward the internal aspects of the prostate than in the peripheral aspects of the gland.

At this scale setting, it is noted that areas of prostatic regions on NIR images resemble the actual cross-sections being interrogated on the gland. The cranial-caudal length dimensions of the prostate at the right lobe and left lobe NIR images are smaller than that at the middle-line NIR images. The dorsal-ventral thickness dimensions of the prostate in the right and left lobe NIR images are shown greater than that at the middle-line NIR images. Overall, the prostate is longitudinally elongated in the middle line than in the right and left lobes. This profile of the canine prostate interpreted from NIR regions implies a walnut-shape with lobular anatomy.

Figure 4 illustrates peak absorption coefficients of this prostate specimen on the three planes to be 0.014, 0.012, and 0.014 mm⁻¹; the peak reduced scattering coefficients to be 5.28, 5.56, and 6.53 mm⁻¹; and the peak effective attenuation coefficients to be 0.45, 0.43, and 0.50 mm⁻¹. The validity of these numbers has been examined in the context of values summarized in Table 2 and by the spectra plots in Fig. 5. The majority of the previous measurements in Table 2 were performed in the spectral range of 630 nm to 732 nm, with some extension to the ultraviolet end of 355 nm and the infrared end of 1064 nm. The data points of this study, performed at 840 nm, represent the values of absorption, reduced scattering, and effective attenuation averaged over the peak values of right lobe, middle line, and left lobe. It is noted that the absorption coefficients of this study are
narrowly distributed in a range predicted by the reported values closest to 840 nm. The reduced scattering values of this study are much higher (2–3 folds) than what may be estimated from the previously reported values, yet the effective attenuation coefficients of this study are narrowly distributed within the range predictable by reported values.

5. Gross and Histological Examination of the Prostate Gland

The prostate gland exhibited diffuse, symmetrical (and mild) enlargement (4.5 cm × 4.5 cm × 2.5 cm). On cross-section, the tissue was grossly normal with the exception of a discrete, 0.5 cm in diameter focus of grey/tan tissue [arrowhead, Fig. 6(b)] located in the region of the right prostatic lobe. Histologically, this focus corresponded to moderate interstitial fibrosis with infiltration by primarily lymphocytic inflammatory cells [arrow, Fig. 6(d)]. The remainder of the prostatic tissue exhibited diffuse slight enlargement of the prostatic epithelium with occasional papillary projections and cystic dilation of prostatic glands consistent with early benign prostatic hyperplasia/hypertrophy. Otherwise, the tissue was histologically unremarkable [Fig. 6(c)]. The histological results confirmed that the NIR optical contrasts presented in this work are of a normal canine prostate.

6. Discussions

This study revealed the in vivo optical properties of an intact normal canine prostate in its normal anatomic position in the pelvic canal. The absorption, reduced scattering and effective attenuation coefficients of the canine prostate at approximately 840 nm have not been reported previously. However,
Fig. 5. Spectra of the optical properties of canine prostate based on the values given in Table 2. The measurements by this work at 840 nm were the average of the peak values of the right lobe, middle line, and left lobe.

an examination of the spectra in Fig. 5 allowed estimation of these values to be around that value. Given that the prostate is a gland with relatively rich vasculature, it is not difficult to correlate the absorption spectrum of the prostate to that of the total hemoglobin content, which has a low NIR absorption at and above the near-infrared band, as well as a relatively leveled absorption at wavelengths greater than the isosbestic point of 805 nm. The reduced scattering spectrum is rather “noisy” in the NIR band, yet globally it seems to follow the empirical power-law model of $\mu'_s = A\lambda^{-b}$ where $A$ and $b$ are model parameters for scattering amplitude and scattering power, respectively. When there is a broad range of scattering particle sizes, the effective attenuation spectrum is close to that of the absorption, a result that may be anticipated from Eq. (1). Among the three optical properties being measured or calculated, both the absorption and effective attenuation coefficients are well within what can be predicted from the current literature.

The predicted average reduced scattering values at 840 nm from the literature may be much smaller than the measured values in this study but there is a fairly large error of distribution within the cited values of the spectra. It is thereby impractical to predict the reduced scattering coefficient at 840 nm within a narrow range based on the literature spectra. On the other hand, this study utilized non-prior guided pure optical-based reconstruction for trans-rectal optical tomography. Our previous study indicated that when an accurate spatial prior to trans-rectal NIR tomography reconstruction is not employed, the absorption coefficients may be under-estimated, and the reduced scattering coefficients may be over-estimated. The image reconstruction of trans-rectal NIR tomography in this study requires a 3D mesh being used due to the geometry of the NIR applicator. Extracting an accurate 3D prostate profile based on sagittal TRUS images, however, remains a challenging task. If the optical properties were reconstructed with an accu-
rate spatial prior, the reduced scattering coefficients could have better correlation with the literature predictions.

This study also revealed the optical property contrasts that a normal canine prostate has over other structures within the canine pelvic canal. The prostate is shown as having positive-contrast over its peripheral tissue in absorption, reduced scattering, and effective attenuation of the NIR light. There are a number of factors that could make the prostate hyper-attenuating on trans-rectal NIR tomography. First, the unique thin-layers of prostatic capsule may be refractive-index mismatched with respect to the peri-prostatic tissue, thereby causing specular reflection on the prostatic capsule that contributes to the elevated light attenuation of the prostate. Second, the prostate is known to have relatively rich vasculature that may impose stronger NIR absorption within the prostate. Third, the intra-prostatic parenchyma is known to be optically heterogeneous, a condition favorable to high scattering attenuation. The origin of the intra-prostatic optical heterogeneity is not well understood, but is likely due to multiple factors. These factors may include (1) the radially-distributed blood vessels giving non-uniform blood vessel count throughout the prostate; (2) the unique intra-prostatic anatomy that is complicated by the existence of urethra and ejaculation ducts, and (3) the different cellular structures in the different zonal areas of the prostate. Among these factors, the first and second may also cause the higher effective attenuation in the urethral region than in the capsular region that is clearly demonstrated in Refs. 15 and 16.

7. Conclusions
In conclusion, the optical properties of a normal canine prostate, in vivo, in its native intact environment in pelvic canal have been acquired for the first time by trans-rectal NIR optical tomography at 840 nm, under TRUS position-correlation but with
no spatial prior employed in the reconstruction. The absorption and effective attenuation coefficients are within the ranges predictable at 840 nm by literature values which clustered sparsely from 355 nm to 1064 nm. The effective attenuation coefficients are found higher in the internal aspects of the prostate than in the peripheral aspects, which agrees with the previous findings that the urethral regions were statistically more attenuating than the capsular regions.
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In vivo trans-rectal ultrasound–coupled optical tomography of a transmissible venereal tumor model in the canine pelvic canal

Zhen Jiang, G. Reed Holyoak, Kenneth E. Bartels, Jerry W. Ritchey, Guan Xu, Charles F. Bunting, Gennady Slobodov, and Daqing Piao

Abstract. In vivo trans-rectal near-infrared (NIR) optical tomography was performed concurrently, albeit reconstructed without spatial a priori, trans-rectal ultrasound (US) on transmissible venereal tumor (TVT) developed as a model in the canine pelvic canal. Studies were taken longitudinally at prior to, 14th after days, and 35th after the TVT injection. As the tumor grew, the nodules became increasingly hyperabsorptive and moderately hyperscattering on NIR. The regions of strong NIR contrast, especially on absorption images, correlated well with those of US hypoechoic masses indicative of tumors. Combining the information of trans-rectal NIR and US detected the tumor more accurately than did the US alone at 14 days postinjection. © 2009 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.3149852]

Keywords: prostate cancer; trans-rectal optical tomography; transmissible venereal tumor; trans-rectal ultrasound.

1 Introduction

Near-infrared (NIR) optical tomography is becoming increasingly important for functional imaging of biological tissues because the endogenous or exogenous NIR contrast could benchmark tissue physiology and functionality. NIR optical tomography has contributed to diagnosis and prognosis of cancer, understanding of cerebral response, characterization of rheumatologic dysfunction, and small animal imaging. In all these applications, the tissues have been interrogated non-invasively via external NIR applicators.

NIR optical tomography based on trans-rectal “noninvasive” probing has been investigated recently by the authors, attempting to augment trans-rectal ultrasound (TRUS) of prostate with the unique optical specificity. This approach was motivated by the hypothesis that optical properties of prostate cancer in vivo may be different from those of normal intact prostate tissues and was challenged by the difficulty of assessing the prostate in its in vivo real-time environment. This work demonstrates in vivo trans-rectal NIR optical tomography, conducted concurrently with TRUS, on a dog bearing transmissible venereal tumors (TVTs) in its pelvic canal. This study not only validates the utility of in vivo trans-rectal NIR tomography of the prostate but also reveals, for the first time, the NIR contrasts that TVT has over the normal tissues within the canine pelvic canal.

2 Methods and Materials

The studies were conducted under a protocol approved by the Institutional Animal Care and Use Committee of Oklahoma State University. The protocol was also approved and underwent an on-site inspection by the U.S. Army Medical Research and Material Command. For this study, the prostate of a 12-kg sexually intact adult purpose-bred Beagle dog estimated to be approximately four years of age was used. The TVT cell line was obtained cryopreserved from MD Anderson Cancer Center (Houston, Texas). Following two cycles of inoculation into the subcutis of non-obese-diabetic/severe-combined-immunodeficiency (NOD/SCID) mice, neoplastic cells were recovered and homogenized for injection into the canine prostate gland. Approximately 3 cc of TVT cells were aseptically injected transperineally into the right lobe of the prostate using a 6-in. 16-gauge hypodermic needle under TRUS visualization. During retraction of the injection needle, it was assumed that TVT cells could leak from the prostate injection site and be “seeded” along the needle insertion tract. During the first 14 days postinjection, there was no evidence of tumor growth on TRUS and rectal examination. The TRUS examination at 35 days postinjection showed hypoechoic masses in the prostatic parenchyma, periprostatically around the right lobe of the prostate, and perirectally along the track of needle injection. The dog underwent weekly monitoring for two more weeks and was then humanly euthanized for necropsy and histological examinations at 56 days postinjection.

The trans-rectal NIR/US system was described elsewhere. The NIR probe has been integrated with a 60-mm-long sagittal TRUS transducer. The 60-mm length of the NIR source/detector arrays limits the imaging depth to ~30 mm. The steady-state NIR measurements reconstruct the absorption and reduced scattering images without a priori structural information.

3 Results

Figure 1 presents the trans-rectal NIR and US images acquired at the middle of the right lobe, the middle line of the prostate, and the middle of the left lobe, which were obtained before the TVT injection, 14 days postinjection, and 35 days postinjection. The absorption [Fig. 1(a)] and reduced scattering [Fig. 1(b)] images correlate to the same set of US images. The image dimensions are 60 × 30 mm² (cranial-caudal × dorsal-ventral). On the day-35 US images of the right lobe...
and middle line, the hypoechoic region “L1” indicated an intraprostatic mass; the large hypoechoic region “L2” indicated a mass ventral and caudal to the prostate that could have a connection with L1; the needle track on the right lobe denoted the needle trajectory for introducing the TVT cells with longitudinal hypoechoic regions, including L3, seen along the NT. On the day-35 NIR image of the right lobe, the hyperabsorptive regions corresponded longitudinally to L1, L2, and L3. The day-35 NIR image of the middle line displayed less and smaller hyperabsorptive masses, indicative of L1, L2, and L3. Trans-rectal NIR/US images performed at the left lobe were shown with no abnormal features on US and no hyperabsorptive regions on NIR. At the day-14 NIR absorption images, hyperabsorptive regions were found intraprostatically in the right lobe only (L1) and dorsal to the pelvic bone in the right lobe (L2), with potential extension to the middle line. The longitudinal locations of these hyperabsorptive regions correlated well with those of the hypoechoic and hyper-absorptive regions found in day-35. Because the NIR array surface is 3 mm ventral to the TRUS surface, the nodules were shown to be slightly dorsal on the NIR versus on the US images. The change of the hyperabsorptive regions from day-14 to day-35 implied tumor growing in the right lobe and extending toward the middle line. The growth of the tumor was indicated earlier by the NIR absorption images than by the TRUS, and combining the information of NIR and TRUS led to earlier and more accurate findings of tumor growth than did TRUS alone.

The hyperabsorptive masses in Fig. 1(a) were shown in Fig. 1(b) with different patterns of the contrast. In Fig. 1(b), the L3 had much higher contrast than did the other masses corresponding to L1 and L2. The growth of tumors L1 and L2 at day-14 in Fig. 1(b) are not as evident as in Fig. 1(a).

The progressions of the peak NIR contrasts within the rectangular region corresponding to L1 as outlined in Fig. 1, with...
The cytological features are consistent with canine spicuous nucleoli, and moderate amounts of featureless cytoplasmic cells have large hyperchromatic nuclei, single contract during TVT inoculation. All masses consist of diffuse tracts with masses also located along the urethra and perirectal cavity, as shown on US. The overall NIR hypercontrast masses correlate well with the US hypoechoic regions.

The gross and histological findings (56 days postinjection) in Fig. 3 confirmed intra- and periprostatic neoplastic infiltrates with masses also located along the urethra and perirectal tissue; the latter related to dissemination along the needle track during TVT inoculation. All masses consist of diffuse sheets of a monomorphic population of neoplastic round cells dissecting through preexisting fibrovascular stroma. The neoplastic cells have large hyperchromatic nuclei, single conspicuous nucleoli, and moderate amounts of featureless cytoplasm. The cytological features are consistent with canine TVT.

4 Discussions and Conclusion

The intraprostatic TVT tumors were initiated in a non-immunosuppressed canine model in which the TVT nodules developed at multiple sites intraprostatically and periprostatically. Although not all TVT tumors were confined to the prostate, successful imaging of multiple TVT nodules implies the utility of detecting multiple intraprostatic tumors.

The feature of TVT as strongly hyperabsorptive on NIR tomography is likely due to the hyperchromatic nuclei unique to TVT. The relatively higher scattering of the TVT may be due to the hyperdensity and larger nuclei of the neoplastic cells. As the neoplastic cells are arranged into microlobules by the preexisting fibrovascular stroma, the TVT may also present certain polarization sensitivity. Overall, the NIR features of TVT may be comparable to those revealed by tissue angiogenesis. As studies of microvessel-density within the human prostate demonstrated a clear correlation of increased microvessel density with the presence of cancer, it can be expected that human prostate cancer may have notable contrast on trans-rectal NIR tomography.

In conclusion, this work reports in vivo imaging of TVT tumors in the canine pelvic canal by trans-rectal NIR tomography coupled with TRUS. The TVT tumor nodules were presented as hyperabsorptive and hyperscattering with respect to the normal prostate and other pelvic tissues. Correlation of the TVT locations is found between trans-rectal NIR and TRUS images. These demonstrations encourage testing of trans-rectal NIR tomography with additional animal studies and eventually to the human prostate.
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This work presents an analytic treatment for photon diffusion in a homogeneous medium bounded externally or internally by an infinitely long circular cylindrical applicator. Focusing initially on the steady-state condition, the photon diffusion in these two geometries is solved in cylindrical coordinates by using modified Bessel functions and by applying the extrapolated boundary condition. For large cylinder diameter, the analytic solutions may be simplified to a format employing the physical source and its image source with respect to a semi-infinite geometry and a radius-dependent term to account for the shape and dimension of the cylinder. The analytic solutions and their approximations are evaluated numerically to demonstrate qualitatively the effect of the applicator curvature—either concave or convex—and the radius on the photon fluence rate as a function of the source–detector distance, in comparison with that in the semi-infinite geometry. This work is subjected to quantitative examination in a coming second part and possible extension to time-resolved analysis. © 2010 Optical Society of America

OCIS codes: 170.3660, 170.5280, 170.6960.

1. INTRODUCTION

Using near-infrared (NIR) light to image large or deep tissue volumes non-invasively has largely been based on transport modeling with the diffusion approximation to the radiative transport equation [1]. Non-invasive diffuse optical imaging is always involved with some kind of applicator–tissue interface or air–tissue interface, because the light has to be delivered and detected at the surface of the tissue. For any specific applicator or imaging geometry, the analytic model predicting the photon fluence rate to be measured at the applicator–tissue interface dictates the accuracy of calibrating the system using a known homogeneous medium and recovering unknown optical properties of a heterogeneous medium. The analytic solutions to photon diffusion in an infinite homogeneous medium are the least complicated approach, and are solved straightforwardly in spherical coordinates. For a homogeneous medium bounded by an infinite plane edge, which conventionally is referred to as the semi-infinite geometry, the analytic solution to photon diffusion is also well-studied [2] and has been applied widely to analyze raw data measured from surface tissue applicators and for image reconstruction.

When NIR light diffusion is utilized for imaging of the breast, neonatal brain, joints, rodents, etc., the geometry of the applicator often has a planar or concave (with respect to the direction of source illumination) boundary. When a medium is enclosed by a ring-shaped applicator, the photon diffusion within the medium has been modeled as in an infinite medium for a ring applicator of considerable size [3]. For this type of ring applicator, the photon intensity measured at a site on the applicator interface and 180° to the source may resemble that measured in an infinite medium; however, the photon intensity measured at a site on the applicator interface but closer to the source should resemble more that measured in a semi-infinite medium. This inconsistency implies the inaccuracy of modeling the photon diffusion for a ring applicator based on either infinite or semi-infinite geometry. Accurate treatment of the circular concave boundary, as for a ring applicator, requires analysis in cylindrical coordinates. The model of photon diffusion in a medium bounded externally by a circular cylindrical applicator has been investigated previously in several elegant studies. Arridge et al. [4] used a boundary condition of zero fluence at the applicator interface to derive the time-domain and frequency-domain solutions for finite and infinite cylinders using Bessel functions and modified Bessel functions. The more accurate extrapolated boundary condition [5,6] was applied to similar concave applicator geometry by Pogue and Patterson [7] for a finite cylinder and Sassaroli et al. [8] for an infinite cylinder to express the time-domain solutions by use of Bessel functions. These studies provided important insight into photon diffusion in a medium bounded by a concave applicator, which mostly applies to diffuse optical imaging of the breast. Sassaroli et al. [8] also studied the effect of a concave boundary with diameters of 30–50 mm, in comparison with the semi-infinite plan boundary in the perspective of an inverse problem. The time-domain results for a
concave applicator have been applied to the frequency domain by Fourier transformation as in [7], and can be extended to the steady state by temporal integration. Recently work by our group [9,10] as well as others [11,12] has investigated different aspects of applying diffuse optical tomography to imaging internal organs such as the prostate using an endo-rectal probe. This type of imaging geometry requires a convex-shaped applicator. The analytic model of photon diffusion in compliance with such convex geometry, simplified by a diffusive medium bounded internally by a cylindrical applicator, has not been derived previously. Accurate modeling of photon propagation in a specific convex geometry could certainly be rendered by Monte Carlo methods [8]. The finite element solution of photon diffusion [10,11] in such convex geometry may also prove sufficiently accurate in the diffusion regime. Given the availability of numerical means, finding the analytic model of photon diffusion is still imperative and important, as it ultimately is beneficial to calibrating measurement data and improving reconstruction accuracy. What and how accurately such diffusion-based model could predict at the smaller scale of the convex geometry for applications such as endo-rectal imaging is especially interesting.

In this work the photon diffusion is analyzed in both external and internal imaging geometries, in which the medium being interrogated is bounded either externally or internally by an infinitely long circular cylindrical applicator. These two geometries resemble imaging the breast using a ring-shaped applicator and imaging the prostate using an endo-rectal probe, respectively. These studies are conducted initially for steady-state photon diffusion only, which is nonetheless adequate in terms of assessing the effect of the cylindrical interface on photon fluence rate when compared with a semi-infinite boundary. The initial works are to be presented in two papers. In this the first part, the Green’s function of the photon diffusion equation in an infinite medium geometry is first expanded in cylindrical coordinates to a closed form expressed by modified Bessel functions. Then the extrapolated boundary condition is employed to apply the image-source method to the geometries of a “concave” cylindrical applicator and a “convex” cylindrical applicator, respectively. The analytic solutions are then simplified to a format, valid for large cylinder diameters, that includes the physical source and its image source with respect to the associated semi-infinite geometry and a radius-dependent term to account for the shape and dimension of the cylinder. The simplified format reveals that, as the radius of the cylinder increases, the analytic solution of the photon diffusion for it approaches the well-known semi-infinite result. The analytic solutions and their simplified formats are then evaluated numerically for two specific geometries, one having the source and the detector on the surface positioned only along the azimuthal direction and the other along the longitudinal direction. Placing the source–detector either azimuthally or longitudinally demonstrates explicitly the effect of the applicator curvature, either concave or convex, and the radius of the applicator curvature on the decay of photon fluence rate as a function of the source–detector distance in comparison with that in the semi-infinite geometry. As the radius of the cylindrical applicator increases, the numerically evaluated photon diffusion for it asymptotically approaches that for a semi-infinite geometry, as expected. The features of steady-state photon diffusion for concave and convex applicators analyzed theoretically and evaluated qualitatively in this first part will be examined quantitatively in the second part. The study may also be extended to time-resolved analysis in the future.

2. ANALYTIC APPROACH AND GEOMETRIES EXAMINED

A. Steady-State Photon Diffusion in an Infinite Medium: Solution in Cylindrical Coordinates

The steady-state photon diffusion equation is expressed by [2–6]

\[
\nabla^2 \Psi(\vec{r}) - \frac{\mu_a}{D} \Psi(\vec{r}) = -\frac{S(\vec{r})}{D}, \tag{2.1.1}
\]

where \(\Psi\) is the photon fluence rate at position \(\vec{r}\), \(\mu_a\) is the absorption coefficient, \(D=\left[3(\mu_a+\mu'_s)\right]^{-1}\) is the diffusion coefficient with \(\mu'_s\) being the reduced scattering coefficient, and \(S\) is the source. Considering a source at \(\vec{r}'\) of \((\rho', \varphi', z')\) and a detector at \(\vec{r}\) of \((\rho, \varphi, z)\) in cylindrical coordinates, the equation for the Green’s function of Eq. (2.1.1) is

\[
\nabla^2 G(\vec{r}, \vec{r}') - k_0^2 G(\vec{r}, \vec{r}') = -\delta(\vec{r} - \vec{r}'), \tag{2.1.2}
\]

where \(k_0 = \sqrt{\mu_a/D}\) is the effective attenuation coefficient. The Dirac delta function in Eq. (2.1.2) is

\[
\delta(\vec{r} - \vec{r}') = \frac{1}{(2\pi)^2} \sum_{m=-\infty}^{\infty} e^{im(\varphi - \varphi')} \tag{2.1.3}
\]

where the delta functions for \(\varphi\) and \(z\) can be written in terms of inverse Fourier series and inverse Fourier transform, respectively, by

\[
\delta(\varphi - \varphi') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{im(\varphi - \varphi')},
\]

and

\[
\delta(z - z') = \frac{1}{2\pi} \int_0^\infty dk e^{ik(z-z')} = \frac{1}{\pi} \int_0^\infty dk \cos[k(z-z')].
\]

Substituting Eqs. (2.1.3)–(2.1.5) into Eq. (2.1.2) and expanding \(\nabla^2\) in Eq. (2.1.2) in cylindrical coordinates lead to

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial G(\vec{r}, \vec{r}')}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 G(\vec{r}, \vec{r}')}{\partial \varphi^2} + \frac{\partial^2 G(\vec{r}, \vec{r}')}{\partial z^2} - k_0^2 G(\vec{r}, \vec{r}') = -\frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_0^\infty dk e^{im(\varphi - \varphi')} \cos[k(z - z')].
\]

The Green’s function can be expanded to a form similar to the right-hand side of Eq. (2.1.6) as
We define

\[
G(\mathbf{r}, \mathbf{r}') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} dk \cdot g_m(k, \rho, \rho') \cdot e^{i m (\varphi - \varphi')}
\times \cos[k(z - z')],
\]  

(2.1.7)

where \(g_m(k, \rho, \rho')\) is the radial Green’s function to be solved. Substituting Eq. (2.1.7) into Eq. (2.1.6) leads to

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial g_m(k, \rho, \rho')}{\partial \rho} \right) - \left( k^2 + \frac{m^2}{\rho^2} \right) g_m(k, \rho, \rho') = - \frac{1}{\rho} \delta(\rho - \rho').
\]

(2.1.8)

We define

\[k_{\text{eff}}^2 = k^2 + k_0^2\]  
or  
\[k_{\text{eff}} = \sqrt{k^2 + k_0^2}.\]

(2.1.9)

Then Eq. (2.1.8) becomes

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial g_m(k, \rho, \rho')}{\partial \rho} \right) - \left( k_{\text{eff}}^2 + \frac{m^2}{\rho^2} \right) g_m(k, \rho, \rho') = - \frac{1}{\rho} \delta(\rho - \rho').
\]

(2.1.10)

Equation (2.2.2) indicates a linear relationship between the natural logarithm of the product of the fluence rate and the source–detector distance with respect to the source–detector distance, a characteristic useful for calibration with a homogeneous medium when an isotropic point source can be assumed. For the same homogeneous medium and source–detector geometry, the solutions given by Eqs. (2.2.1) and (2.1.13) will be identical to each other, which will be numerically validated in Section 4.

C. Steady-State Photon Diffusion in a Semi-infinite Medium: Solutions in Spherical Coordinates

The effect of an applicator boundary on photon diffusion has been rigorously modeled by the index-mismatched Robin-type (or Type III) boundary condition of

\[
\Psi - 2AD \nabla \cdot \Psi \cdot n = 0,
\]

(2.3.1)

where \(A = (1 + R_{\text{eff}})/(1 - R_{\text{eff}})\) and \(R_{\text{eff}}\) is the effective reflection coefficient [3] representing the percentage of the outgoing radiance integrated over all directions pointing toward the ambient medium that is converted to incoming radiance integrated over all directions pointing toward the scattering medium [15]. The Type III boundary condition (2.3.1), which is evaluated on the physical boundary, can be surrogated by an almost equally accurate but more convenient approach by use of a Type I boundary condition that is being evaluated on an “imaginary” boundary. The “imaginary” boundary, referred to as the “extrapolated” boundary [5,6], is located \(2AD\) from the physical boundary and away from the medium. It is with respect to this extrapolated boundary that the negative “image” [16] of the source is introduced to set zero the fluence rate on this boundary.

We follow the notations introduced by Fantini et al. [2] for the semi-infinite geometry having a directional source and an isotropic detector located on a planar boundary, as illustrated in Fig. 1(a). The directional source is modeled as an isotropic source placed one reduced scattering distance into the medium. Then, based on the extrapolated boundary approach, the steady-state photon fluence rate reaching the detector located on the physical boundary is determined by the equivalent “real” isotropic source and its image source with respect to the extrapolated boundary in spherical coordinates as

\[
\Psi = \Psi_{\text{real}} - \Psi_{\text{imag}} = \frac{S}{4\pi D l_{\text{real}}} e^{-k_{\text{real}} r} - \frac{S}{4\pi D l_{\text{imag}}} e^{-k_{\text{imag}} r},
\]

(2.3.2)

where

\[
l_{\text{real}} = \sqrt{d^2 + R_a^2}, \quad R_a = 1/\mu_\alpha'^e;
\]

(2.3.3)
\[ l_{\text{imag}} = \sqrt{d^2 + (2R_\beta + R_a)^2}, \quad R_\beta = 2AD. \]  
\hfill (2.3.4)

The \( d \) in relations (2.3.3) and (2.3.4) is the distance between the physical directional source and the detector, both located at the physical boundary, as in Eq. (2.2.2). For \( d \gg R_a, R_\beta \), Eq. (2.3.2) converts \[ \text{Fig. 1. (Color online) (a) Semi-infinite geometry [2]. The diffuse medium is to the right of the physical boundary, and the light is incident from the left. (b) The two cylindrical geometries in comparison with the semi-infinite geometry. The convex boundary represents that of a cylindrical applicator enclosed by the diffuse medium (e.g., imaging the prostate by a trans-rectal probe), and the concave boundary represents that of a cylindrical applicator enclosing the diffuse medium (e.g., imaging the breast by a ring probe).} \]

\[ \ln(\Psi \cdot d^2) = -k_0 \cdot d + \ln \left( \frac{s}{2\pi D} \cdot k_0(R_a + R_\beta) \right), \]  
\hfill (2.3.5)

which is the model-basis for calibrating in a semi-infinite homogeneous medium.

D. Cylindrical Interface Geometries Being Investigated in this Study

In this work, the “concave” geometry is defined as having the diffusive medium enclosed by an infinitely long cylindrical applicator, and the “convex” geometry as having the diffusive medium enclosing an infinitely long cylindrical applicator. The physical directional source is always modeled as an isotropic source placed one reduced scattering distance into the medium, as shown in Fig. 1(b). Usually, the extrapolated boundary condition is applicable when a diffusive medium bonds with a non-scattering region—a valid representation of either an external-imaging or an internal-imaging optical applicator. Since the distance of the extrapolated boundary from the physical boundary, \( R_\beta = 2AD \) as in the semi-infinite geometry, is derived from the general expression of the boundary condition in Eq. (2.3.1), this distance will be considered as geometry-independent; therefore in the concave or convex geometry the extrapolated boundary will also be located at a radial distance \( R_\beta = 2AD \) from the physical boundary and away from the diffusive medium. Obviously, as the radius reaches infinity both concave and convex geometries approach the semi-infinite geometry. This feature serves as both the qualitative and quantitative measure of the analytic solutions derived for the concave and convex probe geometries.

3. STEADY-STATE PHOTON DIFFUSION ASSOCIATED WITH CONCAVE OR CONVEX INFINITE CYLINDRICAL APPLICATOR

This section derives the cylindrical-coordinate solutions to steady-state photon diffusion in the concave and convex cylinder geometries. The same analytic principles apply to both the concave and convex geometries; however, the detailed analytic derivations of the two geometries are separately listed for completeness and for facilitating qualitative comparison between them.

A. External “Concave” Boundary: Analytic Solution

The concave geometry for a medium bounded externally by an infinitely long circular cylindrical applicator with
radius $R_0$ is illustrated in Fig. 2(a). The physical source is located at $(R_0, \varphi', z')$ and the detector is located at $(R_0, \varphi, z)$, both on the physical boundary.

1. Photon Diffusion under the Extrapolated Boundary Condition

As shown in Fig. 2(a), the equivalent "real" isotropic source must be located at $(R_0 - R_a, \varphi', z')$ based on the symmetry of the geometry, and the extrapolated boundary will be located at a radial distance of $R_b = 2AD$ outside the physical boundary. Based on the symmetry of the geometry, the image source of the "real" isotropic source with respect to the extrapolated boundary must also be located along the radial direction of the "real" isotropic or the physical source. This image source and the "real" isotropic source collectively set zero the photon fluence rate on the extrapolated boundary.

Based on Eq. (2.1.13), the photon fluence rate associated with the "real" isotropic source and evaluated on the extrapolated boundary, for which the source is located at $r_{c-} = R_0 - R_a$ and the detector is located at $r_{c+} = R_0 + R_b$, is

$$
\Psi_{real|extr} = \frac{1}{2\pi^2D} \int_0^\infty dk \cdot \cos(k(z - z')) \left\{ \sum_{m=0}^{\infty} \epsilon_m S^m I_m[k_{eff}(R_0 - R_a)] K_m[k_{eff}(R_0 + R_b)] \cdot \cos[m(\varphi - \varphi')] \right\}, \quad (3.1.1)
$$

where the notation "left" indicates evaluating the "left" as a source on the "right" as a boundary. Similarly, the photon fluence rate associated with the image source and evaluated on the extrapolated boundary for which the source is located at an unknown or yet-to-decide $r_{c-}$ but the detector is located at $r_{c+} = R_0 + R_b$, is

$$
\Psi_{imag|extr} = \frac{1}{2\pi^2D} \int_0^\infty dk \cdot \cos(k(z - z')) \left\{ \sum_{m=0}^{\infty} \epsilon_m S^m I_m[k_{eff}(R_0 + R_b)] K_m[k_{eff}(R_0 - R_a)] \cdot \cos[m(\varphi - \varphi')] \right\}. \quad (3.1.2)
$$

In Eq. (3.1.2), the $S^m$ terms are also unknown or yet-to-decide, besides $r_{c+}$. Based on the essential concept of "image–source" [16,18], the two unknown terms $S^m$ associated with the $n$th order "image" source (the $K_m$ component) can be expressed by a single unknown term of $S_m$ associated with the same-order "real" source (the $I_m$ component); that is,

$$
S^m K_m[k_{eff}r_{c+}] = S_m I_m[k_{eff}r_{c-}] = S_m I_m[k_{eff}(R_0 - R_a)]. \quad (3.1.3)
$$

Applying Eq. (3.1.3) to the extrapolated boundary condition of $\Psi_{real|extr} - \Psi_{imag|extr} = 0$, we have

$$
S_m = \frac{K_m[k_{eff}(R_0 + R_b)]}{I_m[k_{eff}(R_0 + R_b)]}, \quad m = 0, 1, 2, \cdots. \quad (3.1.4)
$$

Now for the "real" isotropic source but evaluated at the physical boundary, the source is still located at $r_{c-} = R_0 - R_a$, but the detector is located at $r_{c+} = R_0$. For the "image" source, also evaluated at the physical boundary, the detector is located at $r_{c-} = R_0$, and the source terms are known through Eqs. (5.1.3) and (5.1.4). Collectively the photon fluence rate sensed by a detector at the physical boundary becomes

$$
\Psi = \Psi_{real|phys} - \Psi_{imag|phys} = \frac{S}{2\pi D^2} \int_0^\infty dk \left\{ \cos(k(z - z')) \right\} \left\{ \sum_{m=0}^{\infty} \epsilon_m I_m[k_{eff}(R_0 - R_a)] K_m[k_{eff}(R_0 + R_b)] \cdot \cos[m(\varphi - \varphi')] \right\}. \quad (3.1.5)
$$

2. Concave Geometry with a Large Cylinder Diameter: Approaching the Semi-infinite Geometry

As shown in Fig. 2(b), if a plane tangential to the cylinder at the physical source position is considered an imaginary semi-infinite planar boundary, then the "real" isotropic source in this semi-infinite geometry is still located at $(R_0 - R_a, \varphi', z')$, but the image source of the "real" isotropic source with respect to this semi-infinite boundary will be at $(R_0 + R_a + 2R_b, \varphi', z')$.

According to Eq. (2.1.13) the photon fluence rate sensed by a detector on the cylinder boundary due to the image source of the "real" isotropic source associated with the semi-infinite boundary is

$$
\Psi_{imag|phys} = \frac{S}{2\pi D^2} \int_0^\infty dk \cos(k(z - z')) \left\{ \sum_{m=0}^{\infty} \epsilon_m I_m[k_{eff}(R_0 - R_a + 2R_b)] K_m[k_{eff}(R_0 + R_b)] \cdot \cos[m(\varphi - \varphi')] \right\}. \quad (3.1.6)
$$

The photon fluence rate sensed by a detector on the cylinder boundary due to the image source of the "real" isotropic source associated with the cylinder boundary as seen in Eq. (3.1.5) can be rewritten to

$$
\Psi_{phys|phys} = \frac{S}{2\pi D^2} \int_0^\infty dk \cos(k(z - z')) \left\{ \sum_{m=0}^{\infty} \epsilon_m I_m(k_{eff}R_0) K_m[k_{eff}(R_0 + R_a + 2R_b)] \cdot \eta_m \cos[m(\varphi - \varphi')] \right\}. \quad (3.1.7)
$$

where
\[ \eta_m = \frac{I_m[k_{\text{eff}}(R_0 - R_a)] - K_m[k_{\text{eff}}(R_0 + R_b)]}{I_m[k_{\text{eff}}(R_0 + R_b)]K_m[k_{\text{eff}}(R_0 + R_a + 2R_b)]}. \]  
(3.1.8)

If the cylinder diameter is sufficiently large, the modified Bessel functions in Eq. (3.1.8) can be simplified by their asymptotic expressions [14]; then Eq. (3.1.8) becomes

\[ \eta_m = \sqrt{\frac{R_0 + R_a + 2R_b}{R_0 - R_a}}. \]  
(3.1.9)

Substituting Eq. (3.1.9) into Eq. (3.1.7) and comparing with Eq. (3.1.6) we have

\[ \Psi_{\text{imag}}|_{\text{phys}} = \Psi_{\text{semi}}|_{\text{imag}} \psi \sqrt{\frac{R_0 + R_a + 2R_b}{R_0 - R_a}}. \]  
(3.1.10)

Hence, for the cylinder of sufficiently large diameter, Eq. (3.1.5) approximates to

\[ \Psi = \Psi_{\text{real}}|_{\text{phys}} - \Psi_{\text{imag}}|_{\text{phys}} = \Psi_{\text{real}}|_{\text{phys}} - \Psi_{\text{semi}}|_{\text{imag}} \psi \sqrt{\frac{R_0 + R_a + 2R_b}{R_0 - R_a}}. \]  
(3.1.11)

As \( R_0 \rightarrow \infty \), the \( \Psi_{\text{real}}|_{\text{phys}} \) of Eq. (3.1.11) essentially becomes the \( \Psi_{\text{real}} \) in Eq. (2.3.2), \( \sqrt{\frac{(R_0 + R_a + 2R_b)/(R_0 - R_a)}{1}} \rightarrow 1 \), and the \( \Psi_{\text{semi}}|_{\text{imag}} \psi \) of Eq. (3.1.11) becomes the \( \Psi_{\text{imag}} \) in Eq. (2.3.2) because the detector located at \( (R_0, \varphi, z) \) reaches the imaginary semi-infinite boundary. This agrees with the physical aspect that an infinitely long concave cylindrical boundary becomes a semi-infinite boundary as the radius of the cylinder becomes infinity. By using the spherical-coordinate expression of the photon fluence rate given in Eq. (2.2.1), we can rewrite Eq. (3.1.11) as

\[ \Psi = \frac{S}{{4\pi}D} \frac{e^{-k_D r}}{I_r} - \frac{S}{{4\pi}D} \frac{e^{-k_D l}}{I_i} \sqrt{\frac{R_0 + R_a + 2R_b}{R_0 - R_a}}. \]  
(3.1.12)

B. Internal “Convex” Boundary: Analytic Solution

The convex geometry for a medium bounded internally by an infinitely long circular cylindrical applicator with radius \( R_0 \) is illustrated in Fig. 3(a). The physical source is located at \( (R_0, \varphi, z) \) and the detector is located at \( (R_0, \varphi, z) \), both on the physical boundary.

1. Photon Diffusion under the Extrapolated Boundary Condition

As shown in Fig. 3(a), the equivalent “real” isotropic source must be located at \( (R_0 + R_a, \varphi, z^\prime) \) based on the symmetry of the geometry, and the extrapolated boundary will be located at a radial distance \( R_b = 2AD \) inside the physical boundary. Based on the symmetry of the geometry, the image source of the “real” isotropic source with respect to the extrapolated boundary must also be located along the radial direction of the “real” isotropic or the physical source. This image source and the “real” isotropic source collectively set zero the photon fluence rate on the extrapolated boundary.

On the basis of Eq. (2.1.13), the photon fluence rate associated with the “real” isotropic source and evaluated on the extrapolated boundary, for which the source is located at \( \rho_{\text{c}} = R_0 - R_b \) and the detector is located at \( \rho_{\text{c}} = R_0 + R_a \), is

\[ \Psi_{\text{real}}|_{\text{extr}} = \frac{1}{{2\pi}^2 D} \int_0^\infty dk \cdot \cos[k(z - z^\prime)] \sum_{m=0}^\infty \epsilon_m S_m[k_{\text{eff}}(R_0 - R_b)]K_m[k_{\text{eff}}(R_0 + R_a)] \times \cos[m(\varphi - \varphi^\prime)] \]  
(3.2.1)

where we use the same notation “left” “right” as in Eq. (3.1.11). Similarly, the photon fluence rate associated with the image source and evaluated on the extrapolated boundary, for which the source is located at an unknown or yet-to-decide \( \rho_{\text{c}} \) but the detector is located at \( \rho_{\text{c}} = R_0 - R_b \), is

\[ \Psi_{\text{imag}}|_{\text{extr}} = \frac{1}{{2\pi}^2 D} \int_0^\infty dk \sum_{m=0}^\infty \epsilon_m S_m[k_{\text{eff}}(R_0 + R_a)]K_m[k_{\text{eff}}(R_0 - R_b)] \times \cos[m(\varphi - \varphi^\prime)] \cdot \cos[k(z - z^\prime)]. \]  
(3.2.2)
In Eq. (3.2.2), the \( S' \) terms are also unknown or yet-to-decide, besides \( \rho_{r<} \). Following the approach of \([16,18]\) as in Eq. (3.1.3), we have

\[
S_m^* = S_m K_m [k_{eff} R_0 - R_a],
\]

(3.2.3)

which expresses the two unknown terms \( S_m^* \) and \( \rho_{r<} \) associated with the \( n \)th order “image” source (the \( I_m \) component) by a single unknown term of \( S_m \) associated with the same-order “real” source (the \( K_m \) component). Applying Eq. (3.2.3) to the extrapolated boundary condition of \( \Psi_{real} \) or \( \Psi_{imag} \) gives

\[
S_m = S_m [I_m k_{eff} (R_0 - R_b)]/K_m [k_{eff} (R_0 - R_b)],
\]

(3.2.4)

Now for the “real” isotropic source but evaluated at the physical boundary, the source is still located at \( \rho_{r=} = R_0 + R_a \), but the detector is located at \( \rho_{r<} = R_0 \). For the “image” source also evaluated at the physical boundary, the detector is located at \( \rho_{r=} = R_0 \), and the source terms are known through Eqs. (3.2.3) and (3.2.4). Collectively the photon fluence rate sensed by a detector at the physical boundary becomes

\[
\Psi = \Psi_{real} - \Psi_{imag} = S \int_0^\infty dk \left\{ \begin{array}{c}
\cos[k(z - z')] \\
\eta_m \cos[m(\varphi - \varphi')] \\
\end{array} \right\}
\]

(3.2.5)

2. Convex Geometry with a Large Cylinder Diameter: Approaching the Semi-infinite Geometry

As shown in Fig. 3(b), if a plane tangential to the cylinder at the physical source position is considered an imaginary semi-infinite planar boundary, then the “real” isotropic source in this semi-infinite geometry is still located at \( (R_0 + R_a, \varphi', z') \), but the “image” source of the “real” isotropic source with respect to this semi-infinite boundary will be at \( (R_0 + R_0 - R_b, \varphi', z') \).

According to Eq. (2.1.13) the photon fluence rate sensed by a detector on the cylinder boundary due to the image source of the “real” isotropic source associated with the semi-infinite boundary is

\[
\Psi_{imag} = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z - z')]
\]

\[
\times \sum_{m=0} \eta_m I_m [k_{eff} (R_0 - R_a + 2)] K_m [k_{eff} (R_0 - R_b)]
\]

\[
\times \cos[m(\varphi - \varphi')].
\]

(3.2.6)

The photon fluence rate sensed by a detector on the cylinder boundary due to the image source of the “real” isotropic source associated with the cylinder boundary, as seen in Eq. (3.2.5), can be rewritten to

\[
\Psi_{imag} = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z - z')]
\]

\[
\times \sum_{m=0} \eta_m I_m [k_{eff} (R_0 - R_a - 2)] K_m [k_{eff} (R_0 + R_b)]
\]

\[
\times \cos[m(\varphi - \varphi')].
\]

(3.2.7)

where

\[
\eta_m = I_m [k_{eff} (R_0 - R_a)] K_m [k_{eff} (R_0 + R_b)]
\]

(3.2.8)

Substituting Eq. (3.2.9) into Eq. (3.2.7) and comparing with Eq. (3.2.6) we have

\[
\Psi_{imag} = \Psi_{imag} = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z - z')]
\]

\[
\times \sum_{m=0} \eta_m I_m [k_{eff} (R_0 - R_a + 2)] K_m [k_{eff} (R_0 - R_b)]
\]

\[
\times \cos[m(\varphi - \varphi')].
\]

(3.2.9)

Hence, for the cylinder of sufficiently large diameter, Eq. (3.2.5) approximates to

\[
\Psi = \Psi_{real} - \Psi_{imag} = \Psi_{real} - \Psi_{imag}
\]

(3.2.10)

As \( R_0 \to \infty \), the \( \Psi_{real} \) of Eq. (3.2.11) essentially becomes \( \Psi_{imag} \) in Eq. (2.3.2), \( \sqrt{(R_0 - R_a - 2R_b)/(R_0 + R_a)} \to 1 \), and the \( \Psi_{imag} \) of Eq. (3.2.11) becomes the \( \Psi_{imag} \) in Eq. (2.3.2) because the detector located at \( (R_0, \varphi, z) \) reaches the imaginary semi-infinite boundary. This agrees with the physical aspect that an infinitely long convex cylindrical boundary becomes a semi-infinite boundary as the radius of the cylinder becomes infinite. By using the spherical coordinate expression of the photon fluence rate given in Eq. (2.2.1), we can rewrite Eq. (3.2.11) as

\[
\Psi = \frac{S e^{-kD}}{4\pi D} \frac{e^{-kD}}{4\pi D} \frac{\sqrt{R_0 - R_a - 2R_b}}{R_0 + R_a}
\]

(3.2.12)

C. Summary of the Solutions in Cylindrical Coordinates

In cylindrical coordinates, the steady-state photon fluence rate in an infinite homogeneous medium is
\[
\Psi = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z-z')]
\]

\[
\cdot \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}} p) K_m(k_{\text{eff}} p_m)\cos[m(\varphi - \varphi')].
\]

(3.3.1)

The steady-state photon fluence rate in a concave geometry imposed by an infinitely long circular cylindrical applicator for interrogating the medium external to the applicator (e.g., breast imaging) is

\[
\Psi = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z-z')]
\]

\[
\cdot \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}}(R_0 - R_a)) K_m(k_{\text{eff}} R_0)
\]

\[
\cdot \left\{ 1 - \frac{I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}}(R_0 + R_a))}{K_m(k_{\text{eff}} R_0) I_m(k_{\text{eff}}(R_0 + R_a))} \right\} \cos[m(\varphi - \varphi')].
\]

(3.3.2conC)

where “conC” stands for “concave” and “conV” for “convex” (below).

The steady-state photon fluence rate in a convex geometry imposed by an infinitely long circular cylindrical applicator for interrogating the medium external to the applicator (e.g., prostate imaging) is

\[
\Psi = \frac{S}{2\pi D} \int_0^\infty dk \cos[k(z-z')]
\]

\[
\cdot \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}} R_0 + R_a)
\]

\[
\cdot \left\{ 1 - \frac{K_m(k_{\text{eff}} R_0) I_m(k_{\text{eff}}(R_0 + R_a))}{I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}}(R_0 + R_a))} \right\} \cos[m(\varphi - \varphi')].
\]

(3.3.2conV)

If the concave or convex geometry has a large radial dimension, the photon fluence rate expressed by Eqs. (3.3.2conC and 3.3.2conV) can be approximated to

\[
\Psi = \frac{S}{4\pi D} e^{-k_{\text{eff}} d_r} - \frac{S}{4\pi D} e^{-k_{\text{eff}} d_i} \sqrt{\frac{R_0 + R_a + 2R_b}{R_0 - R_a}},
\]

(3.3.3conC)

\[
\Psi = \frac{S}{4\pi D} e^{-k_{\text{eff}} d_r} - \frac{S}{4\pi D} e^{-k_{\text{eff}} d_i} \sqrt{\frac{R_0 - R_a - 2R_b}{R_0 + R_a}},
\]

(3.3.3conV)

where \(d_r\) is defined as the distance from the detector to the “real” isotropic source and \(d_i\) as the distance from the detector to the image source of the “real” isotropic source associated with the semi-infinite geometry that is tangential to the concave or convex geometry on the physical source point.

4. STEADY-STATE PHOTON DIFFUSION IN THE INFINITE GEOMETRY: NUMERICAL VERIFICATION OF THE CYLINDRICAL-COORDINATE SOLUTION

This section validates the cylindrical-coordinate solution (2.1.13) of the steady-state photon diffusion in a homogeneous infinite medium, since Eq. (2.1.13) sets the foundation for the analytic derivations thereafter. As evaluating entities like Eq. (2.1.13) involves half-sided integration and summation to infinity, the numerical approaches must provide sufficient accuracy within the framework imposed by the precision of the computer and the algorithm arithmetic.

For an infinite medium it is practical to define a source point arbitrarily at \((0,0,0)\) and a field point at \((\rho,0,0)\). Then the spherical-coordinate solution (2.2.1) can be rewritten as

\[
\Psi = (S/4\pi D) e^{-k_{\text{eff}} d},
\]

(4.1)

where \(d\) is the source–detector distance. Equation (4.1) can be implemented in terms of the linear relationship between \(\ln(\Psi d)\) and \(d\) as indicated in Eq. (2.2.2). Similarly the cylindrical-coordinate solution (3.3.1) in the same homogeneous infinite medium becomes

\[
\Psi(\rho,\varphi) = \frac{S}{2\pi D} \int_0^\infty dk \sum_{m=0}^{\infty} \epsilon_m I_m(0) K_m(k_{\text{eff}} p_m).
\]

(4.2)

The adaptive Gauss–Kronrod quadrature in MATLAB (Mathworks Inc, Natick, Massachusetts) is used to calculate the integrations in Eq. (4.2) as well as all the integrations appearing later. To effectively implement the integration and the infinite-summation terms in Eq. (4.2), it is necessary to evaluate the range for the integration or the summation to be executed. Based on the asymptotic expression of the modified Bessel functions for large argument [14], we have that for sufficiently large \(k\), hence large \(k_{\text{eff}}\),

\[
I(k_{\text{eff}} p_m) K(k_{\text{eff}} p_m) = \frac{1}{2k_{\text{eff}} e^{\varphi p_m}} e^{-k_{\text{eff}}(\rho - p_m)}.
\]

(4.3)

which asymptotically and quasi-exponentially reaches zero as \(k\) increases. Therefore for a given accuracy Eq. (4.2) can be numerically implemented with an upper limit of \(k\), because it also sets the upper limit of the integration. The contributions of higher \(k\) to the integration in Eq. (4.2) are evaluated in Fig. 4(a) for the first \(m\) term of \(m\) = 0 using realistic optical and geometry parameters, including \(\mu_s = 0.01 \text{ cm}^{-1}\), \(\mu_p = 10 \text{ cm}^{-1}\), \(\varphi = 0\), and \(d = 0.5–10 \text{ cm}\). The use of \(\ln(\Psi d)\) versus \(d\) is necessary for evaluating Eq. (4.2) with respect to Eq. (4.1). The difference of setting the upper limit of \(k\) at 50 or 100 is indistinguishable for a source–detector distance greater than 1 mm, at the scale shown. The integration in Eq. (4.2) is therefore executed for \(k=50\), as the source–detector distance practically is much greater than 1 mm.

To evaluate the choice of \(m\), we first check the following terms in Eq. (4.2) and denote them \(\Omega:\)
In Eq. (4.4), \( I_m(0) \) will be nonzero only when \( m = 0 \). Hence, only the first \( m \) term need be summed. Overall, Eq. (4.2) can be evaluated by integrating up to \( k = 50 \) and summing the first \( m \) terms.

Figure 4(b) evaluates Eq. (4.2) with respect to Eq. (4.1) for the parameters of \( \mu_a = 0.01 \text{ cm}^{-1}, \mu'_a = 10 \text{ cm}^{-1}, \varphi = 0 \), and \( \rho = 0.5 \text{ to } 10 \text{ cm} \) as in Fig. 4(a), and integrating \( k \) up to 100 for \( m = 0 \). Figure 4(b) demonstrates that Eq. (4.2) is identical to Eq. (4.1) within the precision of the MATLAB arithmetic.

\[
\Omega \equiv \sum_{m=0}^{\infty} I_m(0) K_m(k_{\text{eff}} \rho). \tag{4.4}
\]

For large \( k \), hence large \( k_{\text{eff}} \), the integrands of Eqs. (5.1.1conC and 5.1.1conV) become the following [14]:

\[
\Psi = \frac{S}{2\pi^2 D} \int_0^\infty dk \left\{ \sum_{m=0}^{\infty} \frac{I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}} R_0 + R_b)}{K_m(k_{\text{eff}} R_0) I_m(k_{\text{eff}} R_0 + R_b)} \cos(m(\varphi - \varphi')) \right\}, \tag{5.1.1conC}
\]

\[
\Psi = \frac{S}{2\pi^2 D} \int_0^\infty dk \left\{ \sum_{m=0}^{\infty} \frac{K_m(k_{\text{eff}} R_0) I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}} R_0 + R_b)}{I_m(k_{\text{eff}} R_0) K_m(k_{\text{eff}} R_0 + R_b)} \cos(m(\varphi - \varphi')) \right\}. \tag{5.1.1conV}
\]

For large \( k \), hence large \( k_{\text{eff}} \), the integrands of Eqs. (5.1.1conC and 5.1.1conV) become the following [14]:

---

**5. STEADY-STATE PHOTON DIFFUSION IN THE “CONCAVE” AND “CONVEX” GEOMETRIES: NUMERICAL EVALUATION OF THE CYLINDRICAL-COORDINATE SOLUTIONS**

This section numerically evaluates the general solutions in Eq. (3.3.2) for geometries having smaller cylinder radius and their approximations in Eq. (3.3.3) for geometries having very large cylinder radius. These evaluations, for simplicity, are limited to two cases: (1) the source and detector are located at the same azimuth plane; (2) the source and detector are located longitudinally with the same azimuthal angle. The results will indicate how the circular boundary affects the photon fluence rate with respect to a semi-infinite boundary, and justify qualitatively these analytic solutions and their approximations.

**A. Specific Geometry: Source and Detector Located at the Same Azimuth Plane**

The geometries shown in Fig. 5 are chosen to study the effect of concave or convex boundary shape on photon diffusion for the source and detector located at the same azimuth plane. Then the “chord” distance between the source and the detector is considered in a range from 0.5 cm (assuring diffusion treatment) to 2\( R_0 \) for optical properties set at \( \mu_a = 0.01 \text{ cm}^{-1}, \mu'_a = 10 \text{ cm}^{-1}, A = 1 \), and \( S = 1 \) (these parameters are used throughout the rest of the studies).

1. **Numerical Approaches**

In this case, both the source and detector are on the same azimuthal plane, that is \( z = z' \); therefore Eqs. (3.3.2conC and 3.3.2conV) can be rewritten as
It is again noted that as \( k_{\text{eff}} \) becomes sufficiently large both Eqs. (5.1.2c and 5.1.2v) asymptotically and quasi-exponentially approach zero. Therefore in Eqs. (5.1.2c and 5.1.2v) the contribution of the integrands associated with \( k \) greater than a certain limit can be neglected. However, according to the IEEE standard for floating-point arithmetic [19], there is a limit for the largest number and the smallest number to be stored. In MATLAB the criterion [20] for overflow is \( 1.7977 \times 10^{308} \) in decimal, and for underflow is \( 2.2251 \times 10^{-308} \). In Eqs. (5.1.2c and 5.1.2v), the modified Bessel functions of the first and second kinds are exponentially growing and decaying functions, for which overflow will readily occur for a large order \( m \) and underflow for a large argument \( k \). To evaluate source and detector located longitudinally with the same azimuthal angle a large argument \( k \) also becomes crucial. In both Eqs. (5.1.2c and 5.1.2v), since all the modified Bessel functions of the first and second kinds appear in pairs in the same order when multiplying with each other, a strategy of “pre-enlarge” and “pre-reduce” is implemented to ease the numerical manipulation. The principle is that instead of evaluating each modified Bessel function individually, the modified Bessel function of the first kind can be “pre-reduced” for large order \( m \) and the modified Bessel function of the second kind can be “pre-enlarged” by the same degree, by which the product of each pair will remain unchanged. The outcome of this pre-enlarge and pre-reduce manipulation is demonstrated in Fig. 6(a) for a convex boundary of \( R_0 = 2 \) cm, \( d \) changing from 0.1 cm to 4 cm, \( k \) cutoff at 70, \( \mu_s = 0.01 \) cm\(^{-1} \), \( \mu_v = 10 \) cm\(^{-1} \), \( A = 1 \), and \( S = 1 \). The \( m \) is summed from 0 to 150 (the dotted curve with ripples), which was the limit to avoid overflow and underflow without applying the pre-enlarge and pre-reduce approach. After pre-enlarge and pre-reduce, the summation can be made for \( m \) up to 500. Figure 6(a) indicates that this method of pre-enlarge and pre-reduce enables summing modified Bessel functions up to a large order of \( m \) by eliminating the ripples or noise seen when no such manipulation is employed.

Additionally, it is also found for Eqs. (5.1.1c and 5.1.1v) that the radius \( R_0 \) has a great effect on the evaluation outcome. For instance, when \( R_0 \) is as large as 8 cm in Eq. (5.1.1c), for \( k = 40 \), the integration does not converge sufficiently even for summing \( m \) up to 500 [the optical parameters are the same as used for Fig. 6(a)], but for a smaller radius \( R_0 = 1 \) cm the same integrand converges quickly at \( m = 100 \). A method of “repeated averaging” is thus employed to improve the convergence. The principle is to first examine if there is an oscillating pattern. If there is, the envelope of the maxima and minima of the oscillation is implemented to form a finite converging alternative series, and the last maxima and minima are averaged to become the value of the integrand. If an oscillating pattern is not formed, the last result is chosen as the value of the integrand. The results of applying such “repeated averaging” when evaluating Eq. (5.1.1c) are shown in Fig. 6(b), in which \( m \) is summed up to 540 for \( R_0 = 8 \) cm.

Based on these specific approaches of improving the outcome of numerical evaluations, the upper limits of \( k \) and \( m \) are evaluated individually for each set of computations conducted. For example, at a parameter setting of \( m \) terms up to 150, the effects of a finite \( k \) cutoff value when evaluating Eq. (5.1.1) are shown in Fig. 7(a) for the concave boundary and Fig. 7(b) for the convex boundary. The difference between integrating \( k \) from 0 to 50 and from 0 to 100 is indistinguishable at the given scale, for both con-

\[
I_m[k_{\text{eff}}(R_0 - R_d)]K_m[k_{\text{eff}}R_0] \\
\times \left(1 - \frac{I_m(k_{\text{eff}}R_0) K_m[k_{\text{eff}}(R_0 + R_d)]}{K_m[k_{\text{eff}}R_0] I_m[k_{\text{eff}}(R_0 + R_d)]}\right) \\
= \frac{e^{-k_{\text{eff}}Ra}}{2k_{\text{eff}}R_0(R_0 - R_d)}(1 - e^{-2k_{\text{eff}}R_d}), \quad (5.1.2c) \\
I_m(k_{\text{eff}}R_0)K_m[k_{\text{eff}}(R_0 + R_d)] \\
\times \left(1 - \frac{K_m[k_{\text{eff}}R_0] I_m[k_{\text{eff}}(R_0 - R_d)]}{I_m[k_{\text{eff}}R_0] K_m[k_{\text{eff}}(R_0 - R_d)]}\right) \\
= \frac{e^{-k_{\text{eff}}Ra}}{2k_{\text{eff}}R_0(R_0 + R_d)}(1 - e^{-2k_{\text{eff}}R_d}). \quad (5.1.2v)
\]

It is again noted that as \( k_{\text{eff}} \) becomes sufficiently large both Eqs. (5.1.2c and 5.1.2v) asymptotically and quasi-exponentially approach zero. Therefore in Eqs. (5.1.1c and 5.1.1v) the contribution of the integrands associated with \( k \) greater than a certain limit can be neglected. However, according to the IEEE standard for floating-point arithmetic [19], there is a limit for the largest number and the smallest number to be stored. In MATLAB the criterion [20] for overflow is \( 1.7977 \times 10^{308} \) in decimal, and for underflow is \( 2.2251 \times 10^{-308} \). In Eqs. (5.1.1c and 5.1.1v), the modified Bessel functions of the first and second kinds are exponentially growing and decaying functions, for which overflow will readily occur for a large order \( m \) and underflow for a large argument \( k \). To evaluate source and detector located longitudinally with the same azimuthal angle a large argument \( k \) also becomes crucial. In both Eqs. (5.1.1c and 5.1.1v), since all the modified Bessel functions of the first and second kinds appear in pairs in the same order when multiplying with each other, a strategy of “pre-enlarge” and “pre-reduce” is implemented to ease the numerical manipulation. The principle is that instead of evaluating each modified Bessel function individually, the modified Bessel function of the first kind can be “pre-reduced” for large order \( m \) and the modified Bessel function of the second kind can be “pre-enlarged” by the same degree, by which the product of each pair will remain unchanged. The outcome of this pre-enlarge and pre-reduce manipulation is demonstrated in Fig. 6(a) for a convex boundary of \( R_0 = 2 \) cm, \( d \) changing from 0.1 cm to 4 cm, \( k \) cutoff at 70, \( \mu_s = 0.01 \) cm\(^{-1} \), \( \mu_v = 10 \) cm\(^{-1} \), \( A = 1 \), and \( S = 1 \). The \( m \) is summed from 0 to 150 (the dotted curve with ripples), which was the limit to avoid overflow and underflow without applying the pre-enlarge and pre-reduce approach. After pre-enlarge and pre-reduce, the summation can be made for \( m \) up to 500. Figure 6(a) indicates that this method of pre-enlarge and pre-reduce enables summing modified Bessel functions up to a large order of \( m \) by eliminating the ripples or noise seen when no such manipulation is employed.

Additionally, it is also found for Eqs. (5.1.1c and 5.1.1v) that the radius \( R_0 \) has a great effect on the evaluation outcome. For instance, when \( R_0 \) is as large as 8 cm in Eq. (5.1.1c), for \( k = 40 \), the integration does not converge sufficiently even for summing \( m \) up to 500 [the optical parameters are the same as used for Fig. 6(a)], but for a smaller radius \( R_0 = 1 \) cm the same integrand converges quickly at \( m = 100 \). A method of “repeated averaging” is thus employed to improve the convergence. The principle is to first examine if there is an oscillating pattern. If there is, the envelope of the maxima and minima of the oscillation is implemented to form a finite converging alternative series, and the last maxima and minima are averaged to become the value of the integrand. If an oscillating pattern is not formed, the last result is chosen as the value of the integrand. The results of applying such “repeated averaging” when evaluating Eq. (5.1.1c) are shown in Fig. 6(b), in which \( m \) is summed up to 540 for \( R_0 = 8 \) cm.

Based on these specific approaches of improving the outcome of numerical evaluations, the upper limits of \( k \) and \( m \) are evaluated individually for each set of computations conducted. For example, at a parameter setting of \( m \) terms up to 150, the effects of a finite \( k \) cutoff value when evaluating Eq. (5.1.1) are shown in Fig. 7(a) for the concave boundary and Fig. 7(b) for the convex boundary. The difference between integrating \( k \) from 0 to 50 and from 0 to 100 is indistinguishable at the given scale, for both con-

Fig. 6. (Color online) (a) Outcome of applying pre-enlarge and pre-reduce methods for \( R_0 = 2 \) cm in convex geometry. (b) Outcome of applying “repeated averaging” for \( R_0 = 8 \) cm in concave geometry.
cave and convex boundaries. Therefore the cutoff value for \( k \) is set at 50 for this set of evaluations.

2. Numerical Evaluation of the General Solutions for a Cylinder Applicator of Radius up to 10 Cm

The general solutions (5.1.1conC and 5.1.1conV) are evaluated numerically with respect to a semi-infinite geometry in Fig. 8(a). The radius \( R_0 \) is chosen as 0.5, 1, 2, 5, and 10 cm. The figure is plotted for \( \ln(\Psi d^2) \) versus \( d \) as this is the linear relationship implied by Eq. (2.3.5) of semi-infinite geometry. It is noted again that \( d \) is assigned as the chord distance between the physical source and the detector points on the circular boundary. Therefore the maximum \( d \) for a radius of 0.5 cm is 1 cm, of 1 cm is 2 cm, etc., and \( d \) is set to change from 0.1 to 4 cm for the remaining radii. On the azimuthal plane, the photon fluence rate associated with a given source–detector distance in a concave geometry is greater than that in a planar geometry for the same source–detector distance, and in a convex geometry it is smaller than that in a planar geometry. The overall qualitative feature, as anticipated, is that as the radius of the cylinder geometry increases, the photon fluence rate for the concave and convex boundaries asymptotically approaches that for a semi-infinite boundary.

3. Numerical Evaluation of the Solutions Approximated for a Cylindrical Applicator of Very Large Radius

For the azimuthal geometry with large cylinder diameter, the distance terms in Eqs. (3.3.3conC and 3.3.3conV) can be expressed by

\[
l_r = \left[ R_a^2 + d^2 - (R_a d^2/R_0) \right]^{1/2},
\]

(5.1.4conC)

\[
l_i = \left[ (R_a + 2R_b)^2 + d^2 + (R_a + 2R_b) (d^2/R_0) \right]^{1/2}
\]

(5.1.5conC)

for concave boundary, and

\[
l_r = \left[ R_a^2 + d^2 + (R_a d^2/R_0) \right]^{1/2},
\]

(5.1.4conV)

\[
l_i = \left[ (R_a + 2R_b)^2 + d^2 - (R_a + 2R_b) (d^2/R_0) \right]^{1/2}
\]

(5.1.5conV)

for convex boundary. The comparison of the two azimuthal geometries with respect to the semi-infinite geometry is given in Fig. 8(b), where the radius \( R_0 \) is chosen as 500, 600, 800, 1000, and 2000 cm. The results are shown only for \( d \) from 2.2 to 4 cm to illustrate that both the concave and convex boundary asymptotically approach the “linear” feature of the planar boundary for \( \ln(\Psi d^2) \) and \( d \), but with radius-dependent differences in the slope and
potentially in the intersection, both of which clearly will vanish as the radius becomes infinity.

### B. Specific Geometry: Source and Detector Located Longitudinally with the Same Azimuthal Angle

The geometries shown in Fig. 9 are chosen to study the effect of concave or convex shape on photon diffusion for the source and detector located longitudinally with the same azimuth angle.

#### 1. Numerical Approaches

For $\varphi = \varphi'$, we rewrite Eqs. (3.3.2conC and 3.3.2conV) as

$$
\Psi = \frac{S}{2\pi D} \int_{0}^{\infty} dk \left\{ \cos[k(z - z')] \right. 
- \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}}R_0 - R_a)K_m(k_{\text{eff}}R_0) 
\left. - \left( 1 - \frac{I_m(k_{\text{eff}}R_0) K_m(k_{\text{eff}}R_0 + R_a)}{K_m(k_{\text{eff}}R_0) I_m(k_{\text{eff}}R_0 + R_a)} \right) \right\},
$$

(5.2.1conC)

$$
\Psi = \frac{S}{2\pi D} \int_{0}^{\infty} dk \left\{ \cos[k(z - z')] \right. 
- \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}}R_0)K_m(k_{\text{eff}}R_0 + R_a) 
\left. - \left( 1 - \frac{K_m(k_{\text{eff}}R_0) I_m(k_{\text{eff}}R_0 - R_a)}{I_m(k_{\text{eff}}R_0) K_m(k_{\text{eff}}R_0 - R_a)} \right) \right\},
$$

(5.2.1conV)

The previous analysis given for numerical evaluation of Eqs. (5.1.2conC and 5.1.2conV) still holds here; therefore the contribution due to large $k$, hence large $k_{\text{eff}}$, is neglected.

The numerical manipulation methods of pre-enlarge and pre-reduce as well as repeated averaging discussed in Subsection 5.A are also applied here. The settings of $k$ values are shown in Fig. 10(a) for concave boundary and Fig. 10(b) for convex boundary, where the parameters used are $R_0 = 1$ cm with $d$ ranging from 0.5 cm to 2 cm and $m$ summing from 0 to 100. It is observed that the plots for $k$ cutoff at 100 and 200 are indistinguishable at the given scale. For this set of computations the upper limit for $k$ is then set at 100. This upper limit of $k$ is higher than that used for evaluating the azimuthal plane. It is also found that the upper limit for $m$ can be chosen much lower than that used for evaluating the azimuthal plane. Again the upper limits of $k$ and $m$ are evaluated individually for each set of computations.

#### 2. Numerical Evaluation of the General Solutions for a Cylindrical Applicator of Radius up to 6 cm

The general solutions (5.2.1conC and 5.2.1conV) are evaluated numerically with respect to semi-infinite geometry in Fig. 11(a). The radius $R_0$ is chosen as 1, 2, 3, and 6 cm. The figure is again plotted for $\ln(\Psi d^2)$ versus $d$, as it is the linear relationship implied by Eq. (2.3.5) for a semi-infinite geometry, and $d$ is the longitudinal distance between the physical source and the detector points on the circular boundary. The $d$ in this geometry is not limited in range, but a range from 0.1 to 4 cm is chosen for comparison with the azimuthal geometry of Fig. 8. Along the longitudinal direction, the photon fluence rate associated with a given source–detector distance in a concave geometry is smaller than that in a planar geometry for the same source–detector distance, and in a convex geometry it is greater than that in a planar geometry. The overall qualitative feature, as anticipated, is that as the radius of the cylinder geometry increases, the photon fluence rate for the concave and convex boundaries asymptotically approaches that for a semi-infinite geometry.

#### 3. Numerical Evaluation of the Solutions for a Cylinder Applicator of Very Large Radius

For the longitudinal geometry with larger cylinder diameter, the distance terms in Eqs. (3.3.3conC and 3.3.3conV) can be expressed by

$$
l_r = (R_a^2 + d^2)^{1/2},
$$

(5.2.2)

$$
l_i = [(R_a^2 + 2R_b)^2 + d^2 + ]^{1/2}
$$

(5.2.3)

for both concave and convex geometries. The comparison of the two longitudinal geometries with respect to the semi-infinite geometry is given in Fig. 11(b) with the rest of the parameters the same as in Fig. 8(b). Again, both the concave and convex geometry asymptotically approach the “linear” feature of the planar boundary for $\ln(\Psi d^2)$ and $d$, but with radius-dependent differences in the slope and potentially in the intersection, both of which clearly will vanish as the radius becomes infinity.

Finally in terms of the computation time, for each single curve in Fig. 8 or Fig. 11 that includes on average 300 data points, it takes approximately 5 min to formulate on a 2.8 GHz CPU with 1.0 GB of memory.

### 6. DISCUSSION

The solution to photon diffusion in an infinite homogeneous medium derived in cylindrical coordinates likely will involve two Bessel functions. The solution could have different expressions, depending on the type (normal or modified, the first kind, or the second kind) of Bessel functions used and the way these functions are integrated into
the solution. In Eq. (3.3.1), we have expressed the solution using the modified Bessel functions. The integration part of Eq. (3.3.1) is identical to that of the solution to the Poisson equation in cylindrical coordinates given in [13], except that the argument contains $k_{\text{eff}}$ instead of $k$ as in [13]. This solution may be advantageous as it demonstrates clearly the different roles of the source and the field points in the solution by differentiating the radial coordinates of the source and field points into the arguments specific to different kinds of the modified Bessel functions, such that both of the modified Bessel functions will become valid in the geometry of interest.

Applying the solution in Eq. (3.3.1) leads to physically explicit interpretation in the two equations of (3.3.2) for a medium involving an external or internal cylindrical boundary. These equations in (3.3.2) are composed of two parts in the curly brackets: the first part is associated with the “real” isotropic source, and the second part is the contribution of the “image” source term that is represented by the “real” source term scaled by a factor. The scaling factor is related to the radius of the cylinder and the reflective index mismatch of the cylinder–medium interface that determines where the extrapolated boundary will be placed. The equations in (3.3.3), which are derived for large-radius concave and convex boundaries, are given in a format similar to that for semi-infinite geometry but with a shape-curvature-associated term that approaches unity as the radius of the cylinder approaches infinity.

The numerical evaluations in Section 5 demonstrate the qualitative correctness of the analytic solutions in Eqs. (3.3.2) for the two circular geometries, within the limits of the current computer arithmetic. It is clearly shown that the solutions given in the two Eqs. (3.3.2) asymptotically approach the semi-infinite medium solution as the applicator radius reaches infinity. For the specific case of having the source and detector located azimuthally on the same axial plane, the photon fluence rate is greater than the semi-infinite geometry for the concave boundary and smaller for the convex boundary given the same source–detector distance. This can be explained by noting that, for the same source–detector distance, more near-field photons from the source could scatter and reach the detector in the concave geometry than in the semi-infinite geometry, but in the convex geometry they do the opposite. For the specific case of having the source and detector located longitudinally on the same azimuthal angle, the photon fluence rate is smaller than the semi-infinite geometry for the concave boundary and greater...
for the convex boundary given the same source–detector distance. This again can be explained by noting that, for the same source–detector distance, fewer near-field photons from the source could scatter and reach the detector in the concave geometry than in the semi-infinite geometry, but in the convex geometry the opposite is true.

7. CONCLUSIONS

The steady-state photon diffusion in a homogeneous medium bounded externally or internally by an infinitely long circular cylindrical applicator has been analyzed. The geometry of a diffusive medium bounded externally by a cylindrical applicator resembles that of imaging externally accessible biological tissue such as the breast using a ring-type array. The geometry of a diffusive medium bounded internally by a cylindrical applicator resembles that of imaging internally accessible biological tissue such as the prostate using a trans-rectal probe. Solutions to steady-state photon diffusion in these two geometries are derived in cylindrical coordinates by applying the extrapolated boundary condition and are expressed in modified Bessel functions of the first and second kinds. Approximate solutions for large cylinder radius are also derived in the format close to that for semi-infinite geometry by including a shape-radius-associated term. Numerical evaluations are provided for the cases of having the source and the detector positioned only along the azimuthal or longitudinal directions. The results demonstrate that compared with a semi-infinite boundary, the concave boundary has smaller photon fluence decay in the azimuth direction but greater photon fluence decay along the longitudinal direction compared with a semi-infinite geometry having the same source–detector distance. On the other hand, the convex boundary has greater photon fluence decay in the azimuth direction but smaller photon fluence decay along the longitudinal direction. As the radius of the concave or convex circular applicator becomes infinitely large, the results for these specific geometries reach the well-known condition for a semi-infinite geometry having the same source–detector distance. This again can be explained by noting that, for the same source–detector distance, fewer near-field photons from the source could scatter and reach the detector in the concave geometry than in the semi-infinite geometry, but in the convex geometry the opposite is true.

APPENDIX A: SOLUTION TO EQ. (2.1.10) FOLLOWING JACKSON’S APPROACH IN [13]

Equation (2.1.10) is rewritten here:

\[ \frac{1}{p} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial g_m(k, \rho, \rho')}{\partial \rho} \right) = \left( k_{\text{eff}}^2 + \frac{m^2}{\rho^2} \right) g_m(k, \rho, \rho') = - \frac{1}{\rho} \delta(\rho - \rho'). \]

(A.1)

For \( \rho \neq \rho' \), Eq. (A.1) is the equation for the modified Bessel functions \( I_m(k_{\text{eff}}) \) and \( K_m(k_{\text{eff}}) \). According to Jackson [13], assume that \( \psi_1(k_{\text{eff}}) \) is some linear combination of \( I_m \) and \( K_m \) satisfying the boundary conditions for \( \rho < \rho' \), and \( \psi_2(k_{\text{eff}}) \) is a linearly independent combination of \( I_m \) and \( K_m \) satisfying the boundary conditions for \( \rho > \rho' \); then

the symmetry of the Green’s function in \( \rho \) and \( \rho' \) requires that

\[ g_m(k, \rho, \rho') = \psi_1(k_{\text{eff}} \rho) \psi_2(k_{\text{eff}}), \]

(A.2)

where \( \rho_+ \) and \( \rho_- \) indicate the smaller and larger radial coordinates of the source and the detector.

The normalization of the product \( \psi_1(k_{\text{eff}} \rho) \psi_2(k_{\text{eff}}) \) requires that \( g_m(k, \rho, \rho') \) satisfy the discontinuity in slope implied by the delta function in Eq. (A.1):

\[ \frac{dg_m}{d\rho} \bigg|_+ - \frac{dg_m}{d\rho} \bigg|_- = -\frac{1}{\rho}, \]

(A.3)

where \( |_+ \) means “evaluated at \( \rho = \rho' \mp \epsilon \).” Then we have

\[ \frac{dg_m}{d\rho} \bigg|_+ - \frac{dg_m}{d\rho} \bigg|_- = k_{\text{eff}}(\psi_1 \psi_2' - \psi_2 \psi_1') = k_{\text{eff}} W[\psi_1, \psi_2], \]

(A.4)

where \( W[\psi_1, \psi_2] \) is the Wronskian of \( \psi_1 \) and \( \psi_2 \). Equation (A.1) is of the Sturm–Liouville type

\[ \frac{d}{dx} \left[ p(x) \frac{dy}{dx} \right] + g(x)y = 0, \]

(A.5)

and it is known that the Wronskian of two linearly independent solutions of such an equation is proportional to \( [1/p(x)] \). Hence the possibility of \( g_m(k, \rho, \rho') \) satisfying Eq. (A.3) for all values of \( \rho' \) is assured, so it requires that the Wronskian has the value

\[ W[\psi_1(x), \psi_2(x)] = \frac{1}{x}, \]

(A.6)

which normalizes \( \psi_1(k_{\text{eff}} \rho) \psi_2(k_{\text{eff}}) \). If there is no boundary surface, \( g_m(k, \rho, \rho') \) must be finite at \( \rho = 0 \) and vanish as \( \rho \to \infty \). Consequently we can define

\[ \psi_1(k_{\text{eff}} \rho) = \Omega I_m(k_{\text{eff}} \rho) \quad \text{and} \quad \psi_2(k_{\text{eff}}) = k_m(k_{\text{eff}}), \]

(A.7)

where the constant \( \Omega \) is to be determined from the normalization requirement of Eq. (A.6). Substituting Eq. (A.7) into Eq. (A.6) by changing the argument \( k_{\text{eff}} \rho \to x \) we have

\[ \Omega \cdot W[I_m(x), K_m(x)] = -\frac{1}{x}, \]

(A.8)

which can be evaluated at any value of \( x \). Based on the asymptotic expressions for the modified Bessel functions [14], we have for either small \( x \) or large \( x \)

\[ W(I_m(x), K_m(x)) = -\frac{1}{x}, \]

(A.9)

which leads to \( \Omega = 1 \) in Eq. (A.8); thereby Eq. (A.2) changes to

\[ g_m(k, \rho, \rho') = I_m(k_{\text{eff}} \rho) K_m(k_{\text{eff}}), \]

(A.10)

Substituting Eq. (A.10) into Eq. (2.1.7) gives the Green’s function of Eq. (2.1.3) in cylindrical coordinates as
\[ G(f, f') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} dk e^{\imath m(\varphi - \varphi')} \times \left[ I_m(k_{\text{eff}} p_{\text{c}}) K_m(k_{\text{eff}} p_{\nu}) \right] \cdot \cos[k(z - z')]. \] (A.11)

Writing in terms of the real function:
\[ G(f, f') = \frac{1}{2\pi} \int_{0}^{\infty} dk \cdot \left\{ \sum_{m=0}^{\infty} \epsilon_m I_m(k_{\text{eff}} p_{\text{c}}) K_m(k_{\text{eff}} p_{\nu}) \right\} \cdot \cos[k(z - z')], \] (A.12)

where \( \epsilon_m = \begin{cases} 2, & m \neq 0 \\ 1, & m = 0 \end{cases} \). (A.13)
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Abstract—This paper presents a transrectal dual-modality near-infrared (NIR) diffuse optical tomography technique coupled with ultrasonography that provides an integrated method for detecting prostate cancer (PCa). The study that provides an alternative transrectal prostate imaging system stems from the perceived inadequacy of conventional transrectal ultrasound (TRUS) in PCa imaging. The transrectally applied diffuse optical tomography aims to characterize the spatially resolved optical properties of the intact prostate that are known to have intraprostatic and intersubject heterogeneities. A canine model of PCa using canine transmissible venereal tumor was used to demonstrate the utility of this technology in detecting PCa. Tumors in the pelvic canal, including tumors in the prostate, were found to be detectable at 2-week postinjection based upon the NIR absorption contrast, which was detected a few weeks earlier than using NIR-reduced scattering and effective attenuation contrasts, as well as TRUS. Transrectal optical tomography detection of cancerous tissues in vivo in intact canine prostate based upon NIR contrasts may prove useful for diagnostic imaging of PCa and potentially aid in pretreatment planning for phototherapy applications.

Index Terms—Biomedical acoustics, biomedical optical imaging, diffuse optical tomography, prostate cancer (PCa).

I. INTRODUCTION

THE PROSTATE gland may not be considered as a life-sustaining organ, but prostate cancer (PCa) claims the lives of about 28,000 American men every year [1]. Lifetime risks for a diagnosis of PCa and as the cause of death for American men are 16% and 3%, respectively [2], [3]. Although the death rate of PCa has declined steadily in the past decade [1], [4], PCa remains a compelling medical health problem in American men [5].

There is broad consensus that current methods of diagnosing, staging, and treating PCa are inadequate [5], [6]. The diagnosis of PCa currently involves determination of prostate-specific antigen (PSA) and digital rectal examination (DRE), recommended to begin at 50 years of age for men with general risk or at 40 years of age for men with high risk, such as those individuals having a family history of PCa [7]. An abnormal PSA or DRE that provides a presumptive diagnosis of PCa is typically followed by biopsy procedures (illustrated in Fig. 1), which are performed on approximately 1 million American men each year. Prostate biopsy involves ultrasound (US)-guided transrectal needle insertion that provides at least six cores of tissue samples. Sampling 12–16 cores is the most commonly used template, but when indicated, saturation biopsies of up to 24–50 cores may be performed [8]–[10]. These multiple needle cores or “chips,” each ~1 mm wide and ~2 cm long, are sampled systematically from the entire gland, with some preference given to the peripheral zone of the prostate wherein most cancers are found [11]. Sampling of more than one core during the biopsy procedure is necessary because up to 85% of PCa is multifocal [12]; however, current systematic biopsy techniques have an overall cancer-positive rate of only 20%–25% [11], [13]. This low “positive” biopsy rate illustrates shortcomings to reliably detect and localize PCa using current outpatient imaging modalities.

Of the ~200,000 patients diagnosed with PCa each year, men with high-grade disease have a significantly greater survival rate with radical treatment (total excision), but men with low-grade PCa have a smaller absolute survival rate with radical treatment that is further compromised by the potentially adverse effects of current radical therapies [14]. Optimal treatment is thus directed...
toward eradicating clinically relevant cancer, while at the same time leaving nonpathologic structures surrounding the prostate intact [14]. The optimal “targeted treatment” may include therapeutic choices, such as photodynamic therapy (PDT) [15] or photothermal therapy [16], for localized or recurrent PCa. The efficacy of phototherapy is dependent upon many factors, including the accuracy of profiling the cancer in the prostate, which is largely based upon transrectal ultrasound (TRUS) during treatment monitoring.

The need for more accurate imaging modalities, for both “targeted biopsy” and “targeted treatment,” have evoked investigation and development of a number of novel imaging technologies besides the standard modalities, such as US, MRI, computed tomography (CT), etc. Some of these novel approaches, which will be briefly reviewed in this paper, have emerged as alternative prostate imaging methods that provide new insights valuable in differentiating PCa from benign tissues. Among these emerging alternative prostate imaging technologies, the approach using near-infrared (NIR) light has seemed to provide unique information regarding optical properties of the intact prostate that may be useful for detecting malignant tissue and pretreatment dosimetry planning. Interpretation of the “noninvasively” acquired optical tomography images of the prostate relies on previous knowledge of prostate optical properties; therefore, a summary of what is known regarding the optical properties of both the canine and human prostate is also necessary.

This paper comprises following sections. In Section II, a brief review is provided regarding emerging alternative transrectally applicable prostate imaging modalities. In Section III, the known optical properties of canine and human prostates are summarized. The remaining sections discuss the transrectal diffuse optical tomography approach that is integrated with standard TRUS, and demonstrate the capability of detecting PCa in vivo in the canine model using transmissible venereal tumor (TVT).

II. EMERGING ALTERNATIVE TRANSRECTAL IMAGING TECHNOLOGIES FOR PROSTATE IMAGING

The deep intrapelvic position of the prostate dictates employing “transrectal” application in most prostate imaging modalities. Unlike MRI or CT scanners that are capable of imaging the whole body, but with the option of imaging a specific organ or tissue volume (such as in MRI using surface coils) for improved resolution, US is optimal for imaging a specific organ like the prostate gland, since the tissue–ultrasonic interaction requires dedicated transducer designs. The TRUS has become a “gold standard” for outpatient evaluation of the prostate because of its ability to reveal in real time the prostate morphology as well as the blood flow or tissue harmonic responses within the gland. For any alternative prostate imaging modalities developed for outpatient use, it is most likely that the modality would have to integrate with or rely on TRUS, unless the modality itself has real-time capability of visualizing the identifiable prostate morphology. A number of new approaches for prostate imaging, most of which have been demonstrated “transrectally” and some of which are in the stage of advancing to “transrectal” mode, are briefly reviewed later to provide a “side-by-side” comparison of these modalities and their potential for PCa detection.

A. Alternative Transrectal Prostate Imaging Approaches Based on Tissue Mechanical Properties

The conventional TRUS images are formed based on the echogenicity originating from the acoustic index mismatches within the tissue. By taking advantages of tissue mechanical properties other than the acoustic indexes and other forms of tissue–ultrasonic interactions, a number of modalities are under development for prostate imaging.

The prostate mechanical imaging unit developed by Artann Laboratories, Trenton, NJ, employed a transrectal probe fitted with pressure sensor arrays and a 3-D orientation sensor. The pressure sensor array in the head of the probe evaluates spatial distribution of tissue hardness by measuring changes in pressure pattern in response to palpation of the prostate. The technique permitted real-time, cross-sectional imaging of the prostate and produced 3-D reconstructed elasticity images of the gland [17], [18].

The elastography or strain imaging is based on the fact that the backscattered US signal changes its local characteristic pattern only to a comparably small extent if the insonified tissue is slightly compressed and decompressed during the examination [19]. The time or space differences between local regions of interest under different compression ratios change with differences in compressibility of the insonified tissue. As the compressibility of local tissue regions is dependent upon the surrounding tissue and the applied compression force, estimation of tissue elasticity helps to discriminate hard-tissue from soft-tissue regions [19]. Prostate imaging has also been investigated by use of acoustic radiation force that produces a map of the mechanical response of an object to a dynamic force applied at each point. The method remotely exerts a localized acoustic stress field, at a desired frequency, within or on the surface of an object, and records the resultant acoustic response or acoustic emission. Depending on the elastic properties of the object, the radiation force may cause the object to vibrate at a predetermined frequency. Such acoustic response is a measure of the tissue viscoelasticity that has shown differences between malignant and benign prostate tissues [20], [21].

All these modalities have relied upon mechanical signatures that PCa may have. The advantages of these modalities, for those employing ultrasonic energy, are the minimal modification necessary to the US transducer, signal detection, and image formation when comparing with other approaches.

B. Alternative Transrectal Prostate Imaging Approaches Based on Tissue Electrical Properties

The electrical property of tissue is primarily a result of its underlying morphology [22]. The relative intracellular and extracellular fluid volumes and ionic concentrations, and the cellular membrane extent in the tissue, respectively, constitute a frequency-dependent reactive component of bioimpedance, which also has a relatively frequency-independent resistive component [23]. The complex electrical properties represented by
bioimpedance include conductivity and relative permittivity. Imaging of these electrical properties [24] have been proposed by using transrectal electrical impedance tomography [22], [23] coupled with TRUS that may act as a screening device secondary to PSA monitoring or serve as an imaging technique with enhanced lesion specificity for biopsy guidance. Such development has been based on pilot studies suggesting that the electrical properties of PCa may be noticeably different from those of benign tissues within the gland; specifically, the conductivity of malignant tissue in the prostate is found less than that of benign tissues [22], [23].

C. Alternative Transrectal Prostate Imaging Approaches Based on Tissue Optical Properties

Recently, there are several investigations into using NIR light to detect PCa. All these methods are based on optical contrasts of chromophores, either intrinsic or exogenous, which have different concentration in malignant and benign tissues. If the intrinsic optical contrast comes from the difference of hemoglobin content (e.g., total hemoglobin and proportion of oxygenated hemoglobin), it is considered to be associated with angiogenesis and hypoxic changes that are characteristic for a proliferating tumor. One example of utilizing the intrinsic optical contrast is a hybrid laser optoacoustic and ultrasonic imaging method [25], [26]. Transient acoustic signals are generated by pressure that precedes thermal expansion of tissue following the absorption of a short laser pulse. The optoacoustic imaging reconstructs ultrasonic images of intrinsic light absorber that shows regions of tissue with enhanced absorption contrast. Some other approaches have implemented optical contrasts that are exogenously administered, such as utilizing gold-nanorod contrast agent [27], Cytate [28], and other fluorescent imaging approaches [29]. All these modalities are suited for transrectal development.

The aforementioned approaches involve using NIR light. It is noted that the efficacy of light-based imaging modalities not only depends upon the existence of an intrinsic or exogenous optical contrast associated with the cancer, but also the optical properties of the normal tissue, which determines if the photon illumination can reach a specific tissue volume, and if the optical contrast of the malignant tissue over normal tissue is resolvable out of any background heterogeneity. In this regards, it is necessary to examine the current knowledge of the prostate optical properties.

III. OPTICAL PROPERTIES OF CANINE AND HUMAN PROSTATES

Using light to image prostate cancer will not be achievable unless a benign and cancerous prostate tissues present different optical properties that can be resolved by means of optical interrogation. Revealing the contrast of PCa over normal tissue will be challenging if significant baseline heterogeneities exist in the optical properties of benign tissues. There have been a number of studies on prostate optical properties in which certain consensuses have been made. Although these studies are conducted at different wavelengths, in different samples, and using different methods, spectrally these studies shall offer information invaluable to understanding the potentials of detecting PCa as well as difficulties facing the optical imaging of prostate. In this section, we give a side-by-side review of the known optical properties of canine and human prostates.

Dogs have been used in a number of prostate studies because of the similarity between canine and human prostate glands. In [30], we have summarized the studies previous to ours, on optical properties, including absorption coefficient $\mu_a$, reduced scattering coefficient $\mu_s'$, and effective attenuation coefficient $\mu_{att}$ of canine prostate within the spectral range from 355 to 1064 nm. These measurements, all performed invasively, include the following:

1) coefficients $\mu_a$, $\mu_s'$, and $\mu_{att}$ of normal canine prostate tissue in vitro at 355, 532, and 1064 nm, respectively, using optoacoustic measurements of slab tissue samples [31];
2) coefficients $\mu_a$, $\mu_s'$, and $\mu_{att}$ at 630 nm by interstitial measurements on excised normal prostate [32];
3) in vitro $\mu_a$ and $\mu_s'$ of slab samples of normal canine prostate tissues evaluated at 633 nm by using the standard double-integrating sphere technique [33];
4) coefficient $\mu_{att}$ at 630, 665, 730, 732 nm by interstitial measurements on normal canine prostate in vivo before and after PDT [34]–[37];
5) coefficient $\mu_{att}$ at 732 nm by reflection measurement upon exposed normal canine prostate in vivo [38];
6) transperineal interstitial measurement [35], [36], [39], [40] demonstrating that $\mu_{att}$ of prostatic capsular regions is statistically higher than that of the prostatic capsular regions.

These measurements together constitute the spectra of the optical properties of normal canine prostate [30], as replotted in Fig. 2(a), after averaging at each band.
Following [30], the published values on optical properties of human prostate, all acquired invasively, as illustrated in Table I, are summarized in Table II, which enriched the template given in [41] with latest studies. The studies summarized in Table II include the following:

1) *ex vivo* steady-state measurements of $\mu_{\text{eff}}$ and $\mu'_s = \mu_a + \mu'_s$ at 633 nm in three whole, nonmalignant human prostates [42];

2) three postmortem studies estimating prostate optical properties ($\mu_a$, scattering coefficient $\mu_s$, scattering anisotropy g, and $\mu'_s$) at 640 [benign prostatic hyperplasia (BPH)] [43] and 1064 nm (normal prostate) [44], [45] by measuring through thin prostate slices;

3) coefficient $\mu_{\text{eff}}$ of prostate *in vivo* diagnosed with BPH or PCa estimated at 633 nm by steady-state interstitial measurements [46], [47] that indicated similar $\mu_{\text{eff}}$ between benign and malignant prostate tissues;

4) at wavelengths of 630, 665, 732, 762 nm, transperineal interstitial steady-state measurements on prostate *in vivo* with untreated BPH, untreated PCa, and recurrent PCa conducted before and after PDT [47]–[51] to determine $\mu_{\text{eff}}$ or both $\mu_a$ and $\mu'_s$;

5) coefficients $\mu_a$, $\mu'_s$, and $\mu_{\text{eff}}$ of untreated PCa *in vivo* at 660, 786, 830 and 916 nm, respectively, using time-resolved fluence rate measurements [41], [52];

6) a few studies on hemoglobin and oxygen saturation [41], [50], [51] indicating relatively small variations of oxygen saturation, but large variations on total hemoglobin concentration within the same gland or different subjects.

### TABLE I

<table>
<thead>
<tr>
<th>Integrating sphere on slab tissue</th>
<th>Interstitial on excised prostate</th>
<th>Interstitial trans-perineally on prostate</th>
<th>Steady-state fluence rate measurement</th>
<th>Time-resolved fluence rate measurement</th>
</tr>
</thead>
</table>

### TABLE II

**CURRENT “INVASIVE” KNOWLEDGE OF THE OPTICAL PROPERTIES OF HUMAN PROSTATE (EXPANDED UPON THE TEMPLATE IN [41])**

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Sample</th>
<th>Path</th>
<th>N</th>
<th>Method</th>
<th>$\lambda$ (nm)</th>
<th>$\mu_a$ (mm$^{-1}$)</th>
<th>$\mu'_s$ (mm$^{-1}$)</th>
<th>$\mu_{\text{eff}}$ (mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee [48]</td>
<td>1999</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>630</td>
<td>—</td>
<td>0.35±0.07 (0.22-0.44)</td>
</tr>
<tr>
<td>Pantelides [42]</td>
<td>1990</td>
<td><em>Ex vivo</em></td>
<td>Normal</td>
<td>3</td>
<td>—</td>
<td>—</td>
<td>633</td>
<td>0.07±0.02</td>
<td>0.86±0.05</td>
</tr>
<tr>
<td>Whitehurst [46]</td>
<td>1994</td>
<td><em>In vivo</em></td>
<td>BPH PCa</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>633</td>
<td>—</td>
<td>0.35±0.02</td>
</tr>
<tr>
<td>Lee [47]</td>
<td>1995</td>
<td><em>In vivo</em></td>
<td>BPH PCa</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>633</td>
<td>—</td>
<td>0.39±0.05</td>
</tr>
<tr>
<td>Wei [43]</td>
<td>2008</td>
<td><em>In vitro</em></td>
<td>BPH</td>
<td>?</td>
<td>—</td>
<td>—</td>
<td>640</td>
<td>0.44–0.96</td>
<td>1.12–1.66</td>
</tr>
<tr>
<td>Svensson [41]</td>
<td>2007</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>9</td>
<td>—</td>
<td>—</td>
<td>660</td>
<td>0.05±0.01</td>
<td>0.87±0.19</td>
</tr>
<tr>
<td>Svensson [52]</td>
<td>2008</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>660</td>
<td>~0.032</td>
<td>~0.5–1.4</td>
</tr>
<tr>
<td>Lee [47]</td>
<td>1995</td>
<td><em>In vivo</em></td>
<td>BPH UT PCa</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>665</td>
<td>—</td>
<td>0.32±0.05</td>
</tr>
<tr>
<td>Zhu [49]</td>
<td>2005</td>
<td><em>In vivo</em></td>
<td>RC PCa</td>
<td>13</td>
<td>—</td>
<td>—</td>
<td>732</td>
<td>0.017±0.024 (0.007–0.162)</td>
<td>1.40±1.10 (0.11–4.4)</td>
</tr>
<tr>
<td>Zhu [50]</td>
<td>2005</td>
<td><em>In vivo</em></td>
<td>RC PCa</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>732</td>
<td>0.011–0.16</td>
<td>0.12–4.0</td>
</tr>
<tr>
<td>Li [53]</td>
<td>2008</td>
<td><em>In vivo</em></td>
<td>RC PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>732</td>
<td>2-D map 0.01–0.1</td>
<td>2-D map 0.5–4.5</td>
</tr>
<tr>
<td>Wang [54]</td>
<td>2009</td>
<td><em>In vivo</em></td>
<td>RC PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>732</td>
<td>3-D map 0.01–0.07</td>
<td>3-D map 0.1–5.5</td>
</tr>
<tr>
<td>Weersink [51]</td>
<td>2005</td>
<td><em>In vivo</em></td>
<td>RC PCa</td>
<td>22</td>
<td>—</td>
<td>—</td>
<td>762</td>
<td>0.039±0.018</td>
<td>0.34±0.16</td>
</tr>
<tr>
<td>Svensson [41]</td>
<td>2007</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>9</td>
<td>—</td>
<td>—</td>
<td>786</td>
<td>0.04±0.01</td>
<td>0.71±0.16</td>
</tr>
<tr>
<td>Svensson [52]</td>
<td>2008</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>786</td>
<td>0.025</td>
<td>0.35–1.2</td>
</tr>
<tr>
<td>Svensson [52]</td>
<td>2008</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>830</td>
<td>0.034</td>
<td>0.25–1.0</td>
</tr>
<tr>
<td>Svensson [41]</td>
<td>2007</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>9</td>
<td>—</td>
<td>—</td>
<td>916</td>
<td>0.06±0.01</td>
<td>0.77±0.18</td>
</tr>
<tr>
<td>Svensson [52]</td>
<td>2008</td>
<td><em>In vivo</em></td>
<td>PCa</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>916</td>
<td>0.042</td>
<td>0.24–0.9</td>
</tr>
<tr>
<td>Essebpreis [44]</td>
<td>1992</td>
<td><em>Ex vivo</em></td>
<td>Normal</td>
<td>?</td>
<td>—</td>
<td>—</td>
<td>1064</td>
<td>0.15±0.02</td>
<td>0.64</td>
</tr>
<tr>
<td>Roggan [45]</td>
<td>1995</td>
<td><em>Ex vivo</em></td>
<td>Normal</td>
<td>?</td>
<td>—</td>
<td>—</td>
<td>1064</td>
<td>0.03</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Recently, interstitially measured 2-D or 3-D distribution of \( \mu_a \) and \( \mu_s' \), in human prostate, are reported [53], [54] for PDT dosimetry.

Studies [49], [51] have indicated that the optical properties of canine prostate and human prostate may be substantially different, specifically the absorption properties. It is noted that the studies of canine prostate optical properties have been performed on all normal glands, but that of human include both normal, benign hyperplastic, and malignant prostate tissues. It is also noted that these studies are conducted at different wavelengths, using different methods, on \textit{ex vivo} or \textit{in vivo} samples. Direct wavelength-specific and tissue-specific comparisons of the canine and human prostate optical properties are, thereby, difficult, but nonetheless, the spectra of the optical properties of canine and human prostates may reveal useful information. To facilitate spectral comparison, for those original measurements of human prostate shown in Table II that have only the absorption and reduced scattering coefficients available, the effective attenuation coefficient is calculated following the method in our previous study [30]. Fig. 2(b) illustrates the spectra of \( \mu_a \), \( \mu_s' \), and \( \mu_{\text{eff}} \) of human prostates that are averaged for existing data at a specific wavelength. The distributions of the optical properties of both canine and human prostates are substantially large, as seen in [30] and Table II, and are not plotted in Fig. 2.

The spectra shown in Fig. 2 are the invasively characterized optical properties of normal canine prostates and mostly malignant human prostates. The similarity or dissimilarity between canine and human prostate optical properties is difficult to draw as the optical properties of malignant canine prostate tissue were previously unavailable; however, previous studies that are summarized in [30] and Table II, and seen in Fig. 2, have important implications to optical interrogation of the prostate in the following aspects.

1) The reduced scattering coefficient of prostate is approximately an order higher than the absorption coefficient of prostate. As this has been confirmed by time-resolved measurements, the prostate can be treated as a scattering-dominant tissue, thereby diffuse optical methods can be applied to modeling the photon propagation as in PDT and image reconstruction in transrectal imaging of the prostate.

2) There are noticeable intersubject and intraorgan heterogeneities in optical properties of prostate. The intraorgan heterogeneity poses a substantial challenge to differentiating malignant tissue from normal tissue, since the optical contrast of the malignant tissue over the normal tissue must be greater than the background heterogeneity for the malignant lesion to be resolved. The intraorgan heterogeneity may also partially contribute to the previous finding that the effective attenuation coefficients of benign and malignant human prostate tissues were similar. It is noted that none of the previous measurements of prostate optical heterogeneities have been examined on intact prostate \textit{in vivo}. Our approach of transrectal NIR diffuse optical tomography, which aims at imaging the intact prostate in its real-time \textit{in vivo} condition, shall demonstrate if and which type of intrinsic optical property contrasts are available for differentiating the malignant prostatic tissue from benign tissue.

IV. METHODS AND MATERIALS

A. Transrectal NIR Imaging Probe

Due to the limitation of spatial resolution and the time needed for image formation in diffuse optical tomography, it is imperative to give transrectal NIR prostate imaging a real-time positioning guidance, which most conveniently can be rendered by TRUS. The need of dual-modality endorectal application leaves limited options as to what can be done to the NIR applicator designs. There has to be a clear window for the TRUS transducer, and there has to be a relatively longitudinal NIR array to allow co-parallel imaging into deeper tissue. The NIR probe design is shown in Fig. 3. The longitudinal NIR source array and detector array are placed lateral to the sagittal TRUS transducer of a biplane TRUS probe [55]. This NIR array geometry allows imaging a tissue volume that is dissected by the sagittal TRUS imaging plane. As the NIR array has a dimension of 60 mm \( \times \) 20 mm (longitudinal \( \times \) lateral), the NIR image reconstruction is performed in 3-D in a volume of 80 mm \( \times \) 70 mm \( \times \) 50 mm (longitudinal \( \times \) lateral \( \times \) depth). Since the sagittal US performs only 2-D imaging, obtaining a 3-D morphological profile of the prostate from US becomes unreliable using single sagittal US image. Therefore, no spatial \textit{a priori} information has been implemented in the transrectal NIR tomography image reconstruction, which utilizes a mesh of uniform density. The NIR wavelength is chosen at 840 nm.

B. Image Reconstruction

As the transrectal NIR optical tomography system takes continuous-wave measurement [55], the forward computation is based upon the steady-state photon diffusion equation

\[
\nabla \kappa(\vec{r})\nabla \Phi(\vec{r}) - \mu_a(\vec{r})\Phi(\vec{r}) = -q(\vec{r})
\]

where \( \kappa \) is the diffusion coefficient that is equal to \( 1/[3(\mu_a + \mu_s')] \), \( \Phi \) is the photon fluence rate at position \( \vec{r} \), and \( q \) is the source at \( \vec{r} \).

The probe–tissue boundary is represented by an index-mismatched type-III condition (also known as the Robin boundary condition), in which the photon fluence existing at the edge...
of the tissue does not return [56], [57]. This boundary condition is described by
\[ \Phi(\vec{r}_1) + 2A\kappa \hat{n} \cdot \nabla \Phi(\vec{r}_1) = 0 \]  
(2)
where \( \vec{r}_1 \) corresponds to the point on the boundary, \( \hat{n} \) is a unit vector pointing outward (from the tissue to probe) and normal to the tissue–probe interface, and \( A \) is determined by the relative refractive index mismatch between the tissue domain and the probe (air) domain. Specifically
\[ A = \frac{(2/(1 - R_0)) - 1 + |\cos \theta_c|^3}{1 - |\cos \theta_c|^2} \]  
(3)
\[ R_0 = \frac{((n_{\text{tissue}}/n_{\text{air}}) - 1)^2}{((n_{\text{tissue}}/n_{\text{air}}) + 1)^2} \]  
(4)
\[ \theta_c = \arcsin \left( \frac{n_{\text{air}}}{n_{\text{tissue}}} \right) \]  
(5)
where \( n_{\text{tissue}} \) is the refractive index of tissue (chosen as 1.33) and \( n_{\text{air}} \) is the refractive index of the probe/air (chosen as 1.0).

Equation (1) is solved by finite-element method (FEM) formulated as [1]
\[ [K(\kappa) + C(\mu_a) + \xi F] \Phi = Q_0 \]  
(6)
where \( \xi = (2A)^{-1} \) is a constant to implement the boundary condition in (2). For each element of the FEM mesh
\[ K_{ij}^e = \int_{\Omega} \kappa(r) \nabla u_i(r) \cdot \nabla u_j(r) d\Omega \]  
(7)
\[ C_{ij}^e = \int_{\Omega} \mu_a(r) u_i(r) u_j(r) d\Omega \]  
(8)
\[ F_{ij}^e = \int_{\Omega} u_i(r) q_j(r) d\Omega \]  
(9)
\[ Q_{ij}^e = \int_{\Omega} u_i(r) q_j(r) d\Omega \]  
(10)
where \( u = a + bx + cy + dz \) is a linear shape function for each node, \( K, C, \) and \( Q \) are the volume integrals of each element, and \( F \) is the surface integral of the boundary element. Following the FEM routine of matrix assembly and fluence rate calculation, the boundary measurements are interpolated as weighted averages of the fluence rates of the nodes adjacent to the measurement points.

The inverse problem involves Levenberg–Marquardt algorithm implemented as
\[ x_{k+1} = x_k + \alpha [J^T(x_k)J(x_k) + \lambda I]^{-1} J^T(x_k)\Delta v(x_k) \]  
(11)
where \( x \) is the optical properties to be reconstructed, \( \Delta v \) is the forward projection error, \( \lambda \) is a regularization term, \( J \) is the Jacobian or the weight matrix containing the first-order derivative of the measurements with respect to the changes of optical properties, and \( \alpha \) is a damping factor in the range of \((0, 1)\) used for preventing over-adjustment of optical properties and rendering stable convergence [58]. The iteration stops when the projection error changes less than 1% or negative values in \( x \) occur.

The Jacobian in (11) is calculated by an adjoint method [1] based on the following equations with the basis matrix of FEM:
\[ J_{ij}^\kappa = \frac{\Psi_j^T V(\kappa) \Phi_i}{v_{i,j}} \]  
(12)
\[ J_{ij}^{\mu_a} = \frac{\Psi_j^T V(\mu) \Phi_i}{v_{i,j}} \]  
(13)
where \( \Phi_i \) is the fluence rate at each node in the FEM mesh generated by the \( i \)th source, \( \Psi_j \) is the fluence rate generated by assuming an adjoint source at the position of the \( j \)th detector, \( v_{i,j} \) is the computed measurements at the \( j \)th detector for the \( i \)th source. \( V(\kappa) \) and \( V(\mu) \) are the finite-element system basis of
\[ V_{ij}^\kappa(\kappa) = \int_{\Omega} \nabla u_i(r) \cdot \nabla u_j(r) d\Omega \]  
(14)
\[ V_{ij}^{\mu_a}(\mu_a) = \int_{\Omega} u_i(r) u_j(r) d\Omega \]  
(15)
The assembled Jacobian in (11) contains two parts as
\[ [ J_{ij}^\kappa \quad J_{ij}^{\mu_a} ] = \left[ \frac{\partial I_{i,j}}{\partial \mu_a} \quad \frac{\partial I_{i,j}}{\partial \kappa} \right] \]  
(16)
where \( i \) is the sequence number of the source and \( j \) is the sequence number of the detector. A mesh of 8881 nodes is used for the forward computation, and the inverse reconstruction basis contains a mesh of 832 nodes. After the \( \mu_a \) and \( \kappa \) are reconstructed, \( \mu_{\text{self}} \) is computed as \([(1/3\kappa) - \mu_a], \) and \( \mu_{\text{self}} \) is estimated by \( \sqrt{\mu_a/\kappa}. \)

C. Animal Models

The studies were conducted at Oklahoma State University under protocols approved by the University’s Institutional Animal Care and Use Committee, and approved by the US Army Medical Research and Material Command after an on-site inspection. For this study, the prostate of a 12-kg sexually intact adult purpose-bred Beagle dog, estimated to be approximately 4 years of age, was injected with canine TVT cells [59]. The TVT cell line was propagated in vivo in the subcutis of nonobese-diabetic (NOD)/severe-combined-immunodeficiency (SCID) mice. When the subcutaneous tumor reached an appropriate volume, the neoplastic cells were recovered and homogenized for injection into the canine prostate gland. With the dog under general anesthesia, approximately 3 cc of TVT cells were aseptically injected transperineally into the right lobe of the prostate using a 6-in-16-gauge hypodermic spinal needle under TRUS visualization. The spinal needle was retracted without inserting the inner stylet; therefore, it was assumed that TVT cells could potentially leak from the prostate injection site and be “seeded” along the needle insertion tract. The dog underwent monitoring in 2, 5, 6, and 7 weeks postinjection, and was then humanely euthanized for necropsy and histological examinations at 8 weeks postinjection.
The three axial TRUS images were taken at the cranial edge of the prostate at a plane crossing L1, the caudal edge of the prostate at a plane crossing L2, and the perirectal region at a plane crossing L3, using the axial TRUS transducer. The axial US images show a small hypoechoic intraprostatic mass at the cranial aspect of the prostate, the distortion of the right lobe boundary, and the extension of L2 over the prostate midline. These correlate with the findings on other sagittal US performed at midline, and the imaging of a large perirectal hypoechoic mass cranial to the perineum. The locations of axial NIR images are comparable to those of the axial transrectal US. The axial NIR image A2 should contain L1, and the axial NIR image A5 should contain L3. The coronal NIR images are reconstructed at planes of 5, 10, and 15 mm ventral to the rectum. On coronal images, the hyperabsorptive mass, indicative of L1, is seen medial to the hyperabsorptive masses indicative of L2 and L3. The masses indicative of L2 and L3 are seen to align longitudinally, a feature corresponding to tumors developed along the needle track running parallel to the rectum or the transrectal probe surface.

At the week-2 NIR absorption images, hyperabsorptive regions were found intraprostatically in the right lobe and dorsal to the pelvic bone. The longitudinal locations of these hyperabsorptive regions correlated well with those of the US hypoechoic and NIR hyperabsorptive regions found in week-5. The change of the hyperabsorptive regions from week-2 to week-5 implied tumor growing in the right lobe and potentially extending toward the middle line of the prostate. The growth of the tumor was indicated earlier by the NIR absorption images than by the TRUS, and combining the information of NIR and TRUS could lead to earlier and more accurate findings of tumor growth than with TRUS alone.
Fig. 5. Transrectal NIR optical tomography of canine TVT tumor images of absorption coefficient.
Fig. 6. Transrectal NIR optical tomography of canine TVT tumor images of reduced scattering coefficient.
Fig. 7. Transrectal NIR optical tomography of canine TVT tumor images of effective attenuation coefficient.
seen in Fig. 8. The changes of the reconstructed optical properties at the three regions with respect to the background value (averaged on the sagittal plane with the three circular regions excluded) over the 5-week time line are shown in Fig. 8. The absorption coefficients at all the three regions show moderate increase at week-2 and substantial increase in week-5. However, the increase of the reduced scattering and effective attenuation coefficients are seen for regions 1 and 3 only, and at week-5, but not at week-2.

D. Confirmation of the Tumor Growth

The gross and histological findings confirmed intra- and periprostatic neoplastic infiltrates with masses also located along the pelvic urethra and perirectal tissue; the latter related to dissemination along the needle track, as the needle was withdrawn following TVT inoculation in the prostate. Histologically, all masses consisted of diffuse sheets of a monomorphic population of neoplastic round cells dissecting through pre-existing fibrovascular stroma. The neoplastic cells have large hyperchromatic nuclei, single conspicuous nucleoli, and moderate amounts of featureless cytoplasm—features histologically consistent with canine TVT.

VI. DISCUSSIONS

It is noted that the NIR probe consists of a linear source array and a linear detector array separated 20 mm laterally and symmetrically parallel to the TRUS imaging plane. The NIR lateral detection sensitivity is thereby peaked at the midline plane [30]. As the 6-cm-long NIR array performs side-way imaging, the detection sensitivity is optimal at approximately 1.5 cm from the probe surface. In the transrectal NIR image reconstruction, a uniform meshing throughout the entire imaging volume is implemented, therefore, the target located at regions with higher detection sensitivity may be recovered successfully, but targets located at regions with much lower detection sensitivity may not be fully resolved. This accounts for the lack of visualized lesions on the 15-mm coronal plane and those extending ≥15 mm lateral to the midline plane. Improvement in the recovery of the lesions at deeper region and more lateral aspect may be achieved by advanced reconstruction approaches, such as applying accurate spatial prostate profile information to the reconstruction process, which nonetheless requires 3-D TRUS capability for this study.

The advanced TVT tumors developed in the canine prostate and elsewhere in the pelvic canal are shown as highly absorbing and more scattering, thereby more attenuating, over the peripheral tissues. However, it seems that the TVT tumor development induced a detectable NIR absorption contrast much earlier than the detectable reduced scattering and effective attenuation contrasts. Previous studies revealed similar effective attenuation properties between benign and malignant prostatic tissues, which are in agreement with this study for the...
measurements made at the earlier stage of tumor development. However as the tumor becomes much advanced, the effective attenuation contrast of the tumor becomes elevated substantially over the background.

The TVT is a round cell tumor that has characteristics such as distinct tumor boundary, higher and homogenous cell density, large hyperchromatic nuclei, single conspicuous nucleoli, etc. All these characteristics could contribute to the elevation of optical properties as revealed by transrectal NIR optical tomography. The higher cell density and large hyperchromatic nuclei could increase both the absorption cross-section and scattering cross-section of the NIR light being used. The distinct tumor boundary may introduce specular light reflection at the tumor boundary, as the refractive indexes will highly likely have an abrupt change between the normal tissue and the high-density tumor. The specular reflection, if it occurs, may be reconstructed as elevated absorption, as seen distinct to the TVT nodules. As the specular reflection scatters more light into the tissue peripheral to the tumor, the “true” scattering of the peripheral tissues may be reconstructed with artifacts that may reduce the overall scattering contrast of the tumor over its peripheral tissues, as may have been shown in the figures.

We recognize that since the cellular and subcellular structures of the TVT tumor are distinctly different from those of prostate adenocarcinoma, the absorption, scattering, as well as effective attenuation features of the prostate adenocarcinoma may become much different from those of TVT, as seen in this study. If the PCAs develops into larger cells, the absorption and scattering cross sections may be decreased, but the malignant irregular cellular structures may increase the scattering, and the onset of angiogenesis may increase the absorption. As the PCAs typically does not have a distinct boundary as the TVT tumor does, the influence of specular reflection may be minimized under light interrogation; thereby, the PCAs may be presented with its more unaltered absorption contrast if imaged by NIR light. There are limited studies on the contrast of the optical properties of PCAs versus benign tissue from which controversial observations are often implicated. The introduction of this transrectal optical tomography, which aims to spatially resolve the optical properties of intact prostate, may help to first discover which type of optical contrast exists between the adenocarcinoma and benign tissues in prostate at the intact real-time status. If the TRUS of the prostate can be augmented by such fundamental “optical” signatures for PCAs, the likelihood that the biopsy of PCAs will be image-targeted is greatly improved. The knowledge of intact optical properties of adenocarcinoma and benign tissues may also improve the pretreatment light dosimetry in phototherapy applications.

VII. CONCLUSION

This paper presented an overview of the current alternative technologies for prostate imaging, and demonstrated a transrectal dual-modality NIR diffuse optical tomography and ultrasonography-integrated method of detecting PCAs. The technology of endorectally applied NIR diffuse optical tomography in combination with the conventional TRUS aims to characterize the spatially resolved optical properties of the intact prostate that are known to have intraorgan and intersubject heterogeneities. A canine model of PCAs using canine TVT was used to demonstrate the utility of this technology in detecting PCAs. The tumors in the pelvic canal, including the prostate were found detectable at 2-week post-injection based upon the NIR absorption contrast, which was earlier than using NIR-reduced scattering and effective attenuation contrasts and US. Transrectal NIR tomography can potentially render pathognomonic “optical” contrast information to the standard US of the prostate.
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IN VIVO OPTICAL ABSORPTION, REDUCED SCATTERING, AND EFFECTIVE ATTENUATION TOMOGRAPHY OF INTACT NORMAL AND CANCEROUS CANINE PELVIC CANAL INCLUDING THE PROSTATE
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ABSTRACT

Spatially-resolved optical properties, including absorption coefficient, reduced scattering coefficient, and effective attenuation coefficient of the normal canine prostate and those from a dog with an induced canine prostate tumor model were assessed in vivo by trans-rectal ultrasound-coupled near-infrared optical tomography at 840nm. Three optical properties were reconstructed from steady-state measurements using a model-based iterative approach. Normal prostatic tissues revealed much greater intra-organ and inter-subject heterogeneity for reduced scattering and effective attenuation coefficients compared to the absorption coefficient. Such tissue heterogeneities correlated well with the fact that tumor growth in the pelvic canal, including tumors in the prostate, were detectable earlier using NIR absorption contrast than with using NIR reduced scattering and effective attenuation contrasts by themselves. Results suggest that an earlier diagnosis of prostatic cancer than is currently available is possible using this novel imaging approach.
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Photon Diffusion Associated with a Cylindrical Applicator Boundary for Axial Trans-lumenal Optical Tomography: Experimental Examination of the Steady-State Theory
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Abstract: A new approach for steady-state photon diffusion modeling associated with a cylindrical applicator boundary for trans-luminal optical tomography was evaluated numerically and experimentally. In the diffusion regime the theoretical predictions agree well with experimental findings.

OCIS codes: (170.3660) Light propagation in tissues; (170.5280) Photon migration; (170.6960) Tomography

1. Introduction

Using near-infrared (NIR) light to image deep tissue volumes non-invasively has largely been based upon transport modeling with the diffusion approximation to the radiative transport equation [1]. The photon diffusion in a medium enclosed by a circular cylindrical applicator has been analyzed previously in two elegant studies [2, 3]. The analytic results of these studies, however, were not in an explicit format that could guide the data calibration, and it has also been difficult to assess from these results how much the circular applicator boundary affects the photon diffusion when compared with the more studied semi-infinite boundary. Recent work by our group [4] has investigated the photon diffusion theory as applied to the geometries corresponding to an external ring-structure applicator or an internal cylinder probe, which leads to analytic solutions of the photon diffusion in a homogenous medium bounded externally or internally by an infinitely long circular cylindrical applicator. These analytic solutions can be further developed into the form that includes an isotropic “physical” source & its image source, with respect to a semi-infinite boundary that is tangential to the circular boundary at the location of directional physical source. As well, there is a radial-dependent term that approaches unity as the circular cylindrical geometry reaches semi-infinite case. Given that this theory qualitatively makes sense, the current paper attempts to confirm that the theory matches experimental data. Initial experimental work was conducted along the azimuthal plane of the cylindrical boundary, corresponding to a “convex” axial-imaging application, like that used in trans-luminal diffuse optical tomography.

2. Analytic Approach and Its Numerical Evaluations

Using the modified Bessel functions of the 1st and 2nd kind, the cylindrical-coordinate solution of the steady-state photon fluence rate in a concave geometry for an infinitely long circular cylindrical applicator with radius $R_o$, is [4]:

$$\Psi = \frac{S}{2\pi^2D_o}\int_0^\infty dk\left\{\cos[k(z-z')]\sum_{m=0}^\infty I_m[k_{\text{eff}}(R_o-R_i)]K_m[k_{\text{eff}}R_i](1-I_m[k_{\text{eff}}R_o]/I_m[k_{\text{eff}}(R_o+R_i)])\cos[m(\phi'-\phi)]\right\} (1-\text{conc})$$

This latter geometry is commonly seen when the sources and detectors are on the exterior of the cylindrical volume. Similarly, the cylindrical-coordinates solution of the steady state photon fluence rate in a convex geometry imposed by an infinitely long circular cylindrical applicator with radius $R_o$, as seen in trans-rectal prostate imaging, is [4]:

$$\Psi = \frac{S}{2\pi^2D_o}\int_0^\infty dk\left\{\cos[k(z-z')]\sum_{m=0}^\infty I_m[k_{\text{eff}}R_o]K_m[k_{\text{eff}}(R_o+R_i)](1-I_m[k_{\text{eff}}R_o]/I_m[k_{\text{eff}}(R_o+R_i)])\cos[m(\phi'-\phi)]\right\} (1-\text{conv})$$

where in both (1-conc) and (1-conv) $\Psi$ is the photon fluence rate at position $(R_0, \phi', z')$ with source at $(R_0, \phi, z)$, $D = [3(\mu_s - \mu_t)]^{-1}$ is the diffusion coefficient with $\mu_t$ being the reduced or transport scattering coefficient, $\mu_s$ is the absorption coefficient, $S$ is the source term, $R_o = 2AD$, $R_i = 1/\mu_t$, and $A$ is a constant depending on the relative refractive index mismatch between cylindrical applicator and tissue.

For a cylindrical applicator, a virtual “semi-infinite” image source can be introduced, as shown in Fig. 1(a) for “concave” geometry and in Fig. 1(b) for “convex” geometry. The virtual “semi-infinite” image source is defined as the image of the equivalent isotropic source of the physical source with respect to the semi-infinite boundary that is tangential to the circular boundary at the location of the physical source. Using the asymptotic expressions of the
modified Bessel functions, one can have $\Psi_{\text{imag}}^{\text{conc}} = \Psi_{\text{imag}}^{\text{conv}} = \sqrt{(R_0 + R_a + 2R_i)/(R_0 - R_a)}$ for concave geometry and $\Psi_{\text{imag}}^{\text{conc}} = \Psi_{\text{imag}}^{\text{conv}} = (R_i - R_a)/(R_i + R_a)$ for convex geometry, where $\Psi_{\text{imag}}$ is the fluence rate associated with the image of the isotropic source with respect to the actual circular boundary, and $\Psi_{\text{imag}}$ is the fluence rate associated with the virtual “semi-infinite” image source. Then for a source-detector separation of $l$, (1-conc) and (1-conv) can be converted to the spherical-coordinate forms, given as:

$$\Psi = \frac{S}{4\pi D} \int_l e^{-k_l} \frac{R_0 + R_a + 2R_i}{R_0 - R_a} \quad \Psi = \frac{S}{4\pi D} \int_l e^{-k_l} \frac{R_i - R_a - 2R_0}{R_i + R_a} \quad (2)$$

both of which asymptotically approach the solution for a semi-infinite boundary as the radius of the applicator $R_0$ becomes infinity.

![Figure 1. Details of the cylindrical boundary geometry indicating the equivalent isotropic source, the extrapolated boundary, and the virtual “semi-infinite” image source. (a) Concave geometry (b) Convex geometry.](image)

The original form of the analytic solution in (1-conc) and (1-conv) are evaluated numerically for the specific geometries of having the source and the detector on the surface positioned only along the azimuthal or the longitudinal directions. Placing the source-detector either azimuthally or longitudinally helps demonstrate explicitly the effect of the applicator curvature shape, either concave or convex, and the radius of the applicator curvature on the decay of photon fluence rate as a function of the source-detector distance, in comparison to that in the semi-infinite geometry. In both (1-conc) and (1-conv), for sufficiently large $k$, hence large $\lambda_{\text{eff}}$ [4], the modified Bessel functions in the integrands approach their asymptotic expressions which drop to zero. Therefore the contribution of the integrands associated with $k$ greater than a certain limit can be neglected. According to the IEEE standard for floating-point arithmetic [5], there is a limit for the biggest number and the smallest number to be stored in computer. In Matlab the criterion [6] for overflow is $1.7977 \times 10^{308}$ in decimal, and for underflow is $2.2251 \times 10^{-308}$. In (1-conc) and (1-conv), the modified Bessel function of the 1st and 2nd kinds are exponentially growing and decaying functions, respectively, for which overflow will readily occur for a large order $m$ and underflow for a large argument $k$. A strategy of “pre-enlarge” and “pre-reduce” is implemented, based on the principle that before evaluating each modified Bessel function individually, the modified Bessel function of the 1st kind is “pre-reduced” for large order $m$ and the modified Bessel function of the 2nd kind is “pre-enlarged” by the same degree, by which the product of each pair remains unchanged. Additionally, it is also found in (1-conc) and (1-conv) that the radius $R_0$ has a great effect on the evaluation outcome. When $R_0$ is as large as 8cm as an instance in (1-conc), for $k = 40$, the integrand does not converge sufficiently even for summatung $m$ up to 500, but for a smaller radius $R_0 = 1cm$, the same integrand converges quickly at $m = 100$. A method of “repeated averaging” is thus employed to improve the convergence when computing the integrand. The principle is to first examine if the integrand presents an oscillating pattern. If there is an oscillation, the envelop-profile of the maxima and minima of the oscillation is implemented to form a finite converging alternative series, and the last series of maxima and minima are averaged to get the value of the integrand. If not, the last result is chosen as the value of the integrand.

These numerical techniques were implemented to evaluate the analytic solutions given in (1), to examine if the theoretical predictions agree with experimental findings.

3. Experimental Examination

The initial experimental examinations were conducted for the “convex” cylinder geometry only. The experimental setup is shown in Fig. 2(a). A 0.5% bulk Intralipid solution was used as the diffusive medium. The cylinder probe was made of black acetal. In terms of the A parameter in diffusion approximation, a value of 2.82 is often assigned for a tissue-air interface [7][8], which is less-likely to be true for the cylinder probe material and the probing
geometry used in this study. To determine the $A$ value associated with the cylinder material, we used both an infinite geometry to determine the optical properties of the Intralipid medium and a semi-infinite geometry using a material identical to that of the cylinder probe to determine $A$, based on the well-known semi-infinite theory. It was found that $A = 1.86$.

![Figure 2. System diagram for the convex geometry experiments (a) and the experimental results (b)](image)

The experimental data were compared in Fig. 2(b) with the numerical evaluations based on (1-conv), which corresponded to photon diffusion in a homogenous medium bounded internally by a cylindrical probe that was infinitely long, not as the finite-length probe used in experiments. The optical properties of the medium were $\mu_0 = 0.025 \text{cm}^{-1}$, $\mu'_s = 5 \text{cm}^{-1}$ and $A = 1.86$. The results in Fig. 2(b) indicated that: (1) As the radius $R$ increases, the photon diffusion gradually reached that in a semi-infinite medium (a straight-line in Fig. 2(b)); (2) At larger source-detector separation that renders valid diffusion process, the theory accurately predicted the change of the photon fluence rate versus the source-detector distance and versus the boundary radius; (3) At smaller source-detector separation, which shall be in non-diffuse regime, the theoretical prediction was inaccurate as expected.

### 4. Discussions and Future Work

Experimental work were conducted to examine the predictions based on the theory derived for photon diffusion associated with an infinitely-long cylindrical applicator for axial trans-lumenal optical tomography. For finite-length applicator, the theory could be improved by considering the effects of two longitudinal boundaries. The experimental results, however, demonstrate that the current theory may be sufficiently accurate in the diffusion regime. Our future plans include experimental examinations with a “concave” cylinder probe applicable to external imaging, to further simplify the theory into a closer form to the well-known logarithm-form of the semi-infinite geometry, and to amend the experimental examinations with Monte Carlo methods.
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1. INTRODUCTION

Diffuse optical tomography (DOT) utilizes near-infrared (NIR) light to interrogate biological tissues at a depth up to several centimeters to recover the distribution of internal optical properties based on boundary measurements. The image reconstruction of DOT is most often rendered by diffusion-model-based forward computation and iterative non-linear optimization [1], which is inevitably computationally expensive. Consequently, using application-specific computer architecture to accelerate the DOT computation becomes attractive. A number of computer architectures useful for accelerating the data acquisition and processing in optical imaging have been demonstrated recently. Examples include using field-programmable gate array (FPGA) technology to accelerate raw data processing in optical imaging [2, 3], using FPGAs or graphic processing units (GPUs) to accelerate Monte Carlo computation of photon migration [4-6], using FPGAs to solve partial differential equations (PDEs) governing heat transfer [7] or wave propagation [8], and using GPU to perform finite-element-method (FEM) computation [9].

In this work the FEM solution to photon diffusion in biological tissue is implemented using an FPGA. The FPGA executes conjugate gradient (CG) solver of 12 linear equations formulated in an FEM framework, which are associated with 6 sources and 6 detectors, for computing the photon fluence rate and the adjoint fluence rate. Preliminary results demonstrate that a lower-end FPGA outperforms a higher-end PC in CG-based solution of the 12 linear equations, thereby encouraging further exploration toward efficient DOT image reconstruction using FPGA.

2. METHOD AND MATERIALS

2.1 Development of an open-code FEM-based forward solver for steady-state diffuse optical tomography

Implementing the DOT image reconstruction routine in FPGA requires an algorithm architecture that is transparent to FPGA. An open-code forward FEM solver for steady-state DOT reconstruction is developed. The solver is based on the steady-state photon diffusion equation [1] \( \nabla \cdot (k \nabla \Phi) - \mu_a \Phi = -q \) (where \( \mu_a \) is the absorption coefficient, \( k \) is the diffusion coefficient, \( \Phi \) is the photon fluence rate, and \( q \) is the source), and the boundary condition [1] of \( \Phi(\vec{r}_0) + \frac{2 \kappa}{\kappa + \sigma_T} \nabla \cdot \Phi(\vec{r}_0) = 0 \) (where \( \vec{r}_0 \) corresponds to the point on the boundary, \( \hat{n} \) is a unit vector pointing outward (from the tissue to probe) and normal to the tissue-probe interface, and \( A \) is the boundary mismatch factor determined by the relative refractive indices of the tissue domain and the probe (air) domain). These equations formulate into the FEM framework \( [K(k) + C(\mu_a) + B/(2A)]\Phi = Q_0 \), where the \( K \), \( C \) and \( Q \) are volume integrals of each element with regard to \( k, \mu_a \) and \( q \), and \( B \) is the surface integral of the boundary element. The FEM forward solver results in a set of linear equations containing sparse matrices. The inverse problem performs a non-linear optimization of the objective function of \( h = \| \Phi_{\text{measured}} - \Phi_{\text{estimated}} \| \) by updating the pixel or voxel-wise values of \( \kappa \) and \( \mu_a \). The inverse solver requires finding \( \partial \Phi / \partial k \) and \( \partial \Phi / \partial \mu_a \), which are integrated into the forward computation process by using the adjoint method of deriving the Green’s function associated with an impulse source at the detector position, as shown in Fig. 1(a) (b). Therefore, the number of sources, \( s \), and the number of detectors, \( s \) generate \( 2s \) sets of linear equations for solving by the CG method.

Our open-code FEM-solver is developed in MATLAB (Mathworks, Inc. Natick, MA) platform. A comparison of our solver with the NIRFAST package [10] is given in Fig. 1(c), where the target has an absorption coefficient of 0.02 mm\(^{-1}\) and a reduced scattering coefficient of 1.2 mm\(^{-1}\), in a background of 0.002 mm\(^{-1}\) absorption and 0.8 mm\(^{-1}\) reduced scattering. The performance of our solver is comparable to that of NIRFAST, at the same 1% noise-level.

2.2 Implementation of the conjugate gradient solution of the linear equations in FPGA
The FPGA implementation of the linear equations for DOT forward computation is composed of four modules. The calculation module, which includes two floating point adders and two floating point multipliers, is capable of two simultaneous floating point vector operations with an approximately throughput of four floating point operations per clock cycle. The memory modules utilize on-chip block memory. And the sparse FEM matrix is stored by compressed row storage (CRS) [11]. The DOT sources are considered Gaussian and the adjoint sources are impulse, which also lead to sparse structure.

We have temporarily used the RS232 protocol for the data transfer between the FPGA and PC (shown in Fig. 2). We have also temporarily implemented only the forward computation in FPGA, and performed the inverse solver algorithm on a PC. The control module, which is a finite state machine (FSM), controls the data flow in forward computation, as shown in Fig. 3. The data flow starts from loading FEM matrix from PC and then clears all the intermediate memories. The source profile is restored as originally vector sequence according to the address offset and address index. At the same time, the initial calculation of residual norm, or $\alpha_0$, which is out of the CG loop, is calculated. Then it enters the CG iteration and three states, updates $\alpha$, $\beta$, and $\Phi$, runs iteratively until $\alpha_0$ is below a threshold. Then the FSM jumps out of the CG iteration, sends the computed fluence to PC, clears the state, and loads the next source or adjoint source profiles. The complete fluence data set are transferred to PC for running the inverse solver that leads to a new set of FEM matrices for being transferred to FPGA for the next iteration.

3. RESULTS AND DISCUSSIONS
The FEM solver is implemented on PC only and on FPGA-PC unit as specified above for comparison of the speed. On PC, the FEM-solver is executed on an Intel® quad-core 2.33 GHz processor. The linear equation is solved by using “bicgstab” function in Matlab with the FEM matrix being specified as sparse, which means the nonzeros in the matrix are stored together in main memory and the low spatial-locality caused by the zeros in sparse matrix is solved. A 2-D mesh with 1,705 nodes and 11,593 non-zeros in the corresponding FEM matrix, for an imaging dimension of 54mm×30 mm with 6 sources and 6 detectors on the boundary, is generated for DOT image reconstruction. The background is set at absorption coefficient of 0.01mm$^{-1}$ and reduced scattering of 1mm$^{-1}$, with a target of 0.025mm$^{-1}$ absorption and 1.75mm$^{-1}$ reduced scattering. A Xilinx VirtexII Pro FPGA (XC2VP30 Package ft896 Speed Grade -7) is used, which contains 30,816 logic cells, 136 18×18 multipliers and 2,448 Kbits of Block RAM [12] with maximum clock frequency of 150MHz (the actual clock frequency being used is 100MHz). The execution speeds of PC-only and FPGA-PC unit, both in IEEE 754R double precision, are given in Fig. 4 (red and blue bars). The bars #1 and #2 correspond to CG algorithms with 50 and 100 iterations, respectively, for a 1705×1705 matrix. The bars #3 correspond to solving one above-mentioned FEM-associated linear equation. The bars #4 correspond to one complete forward computation of solving 12 linear equations. For each group of the bars, there are two FPGA-runtime settings. The “one-instance” corresponds to using 32 out of 136 on-board DSP modules that is necessary to computing the linear equation one by one, and the “two-instances” corresponds to using 64 out
of 136 on-board DSP modules to compute two linear equations simultaneously. Compared with PC running time, there is a 1.8 folds and 3.6 folds of speed improvements with the “1-instance” and “2-instances”, respectively. The 136 DSP modules ideally allow simultaneous computation of 4 linear equations that could lead to 7.2 folds of speed improvement at the given clock frequency, but the insufficient on-chip memory has limited implementing more than 64 DSP modules for this study. The images reconstructed by PC only and by FPGA-PC unit are compared in Fig. 5.

It is noted that the FPGA used in this study is a low-end sample unit with limited on-board resources. Using high-end FPGAs with more on-board resources could further speed up the above computations. Higher-end FPGAs such as Virtex 5 and Virtex 6 families has more DSP resources which accommodate 25×18 instead of 18×18 multipliers, thereby could further improve the speed. Table 1 lists the performance improvement that could be expected, with the present study listed as the first one, by using the existing higher-end FPGAs.

![Figure 4. Runtime comparison between FPGA and PC](image1)

![Figure 5. Images reconstructed by PC and using FPGA](image2)

<table>
<thead>
<tr>
<th>FPGA</th>
<th>VirtexII Pro XC2VP30 136 18×18 DSPs</th>
<th>VirtexII Pro XC2VP100 444 18×18 DSPs</th>
<th>Virtex 5 XC5VX240T 1056 25×18 DSPs</th>
<th>Virtex6 VSX475T 2016 25×18 DSPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speedup</td>
<td>1.8 folds</td>
<td>1.8 folds</td>
<td>32.4 folds(*)</td>
<td>108 folds(*)</td>
</tr>
<tr>
<td>100M, 1 instance</td>
<td>10.8 folds</td>
<td>10.8 folds</td>
<td>150M, 4 instances</td>
<td>150M, 4 instances</td>
</tr>
</tbody>
</table>

*(1) the maximum speed improvement for system employs 6 detectors and 6 sources
*(2) the expected speed improvement for a DOT geometry with 20 detectors and 20 sources
*(3) the expected speed improvement for a DOT geometry with 38 detectors and 38 sources

The use of RS232 protocol in this initial study has resulted in overall slower DOT iteration due to the initial and final data transmissions between the FPGA and PC. There are a number of approaches to improve the overall performance, including implementing a real-time data transmission protocol such as USB or Ethernet, developing a stand-alone on-board operating system, and performing both the forward and inverse solver algorithms on the FPGA.

4. CONCLUSION AND FUTURE DIRECTION

In summary, FPGA implementation of FEM based forward computation for steady-state DOT is demonstrated. For a system employing 6 sources and 6 detectors with a mesh having 1,705 nodes, forward computations involving 12 linear equations solved by CG method are performed by FPGA. The preliminary results, even though hindered by the slow RS232 data transfer protocol and limited resources on the FPGA, encourage implementing complete forward and inverse iteration on FPGA for efficient reconstruction.
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1. Introduction
Prostate cancer is the leading cause of death in American men. Since its introduction [1, 2], trans-rectal ultrasound (TRUS) guided biopsy has evolved to become a standard procedure used in prostate cancer diagnosis when indicated by elevated serum prostate-specific antigen (PSA) levels or abnormal digital rectal examination (DRE). However, TRUS of the prostate has limitations. The ultrasonographic finding of the classic hypoechoic peripheral zone lesion has a sensitivity of 85.5%, specificity of 28.4%, positive predictive value of 29%, negative predictive value of 85.2% and overall accuracy of 43% [3] in prostate cancer detection. The prevalence of isoechoic or nearly invisible prostate cancers visualized with TRUS ranges from 25 to 42% [4]. As a result, the overall cancer detection rates for patients undergoing repeat prostate needle biopsy with various biopsy templates range from 10% - 38% [5]. Improving the cancer detection rate using TRUS-guided biopsy requires TRUS imaging be augmented or aided with a potentially pathognomonic indicator of prostate cancer development that can be detected non-invasively.

Recently there have been several approaches utilizing endogenous [6] or exogenous [7] near-infrared (NIR) absorption of the tissue to assist detecting prostate cancer. We have developed a TRUS-coupled NIR optical tomography probe, and with which the development of a transmissible venereal tumor (TVT) within the canine prostate was detected in vivo [8]. In that study, the optical information aiding TRUS was the NIR absorption and reduced scattering of the prostatic tissue at a single wavelength of 840nm. The tumor progression was associated with significant elevation of the NIR absorption earlier in the tumor development, and heterogeneous/moderate elevation of NIR reduced scattering that was resolved later than the NIR absorption at that wavelength. The significant elevation of NIR attenuation, as a result of combined absorption and reduced scattering elevations, in the tumor has been attributed partially to substantially denser cellular structure and morphology changes at sub-cellular level that could increase the NIR attenuation cross-sections. However, as the tumor aggression is associated with angiogenesis [9], the elevation of the total hemoglobin concentration ([HbT]) could have been observed in that study if we had had the capability of spectral optical tomography in a band covering the isosbestic point of hemoglobin.

Based on this hypothesis, we have upgraded our trans-rectal NIR tomography system to spectroscopic detection, at dual-bands of 785nm and 830nm only. Although it is theoretically feasible to quantify both hemoglobin concentration and oxygen saturation using these two bands, providing that the absorptions by other chromophores could be neglected in these bands, it has been reported that the accuracy of oxygen saturation based on only these two bands or in their vicinity is limited [10]. We therefore have focused on quantifying the [HbT] only, in the prostatic tissue. This study is the first demonstration of non-invasive optical tomographic detection of [HbT] in the canine prostate in vivo, which reveals significant increase of the [HbT] at the cancer foci in a time-course of 6-weeks of tumor development. Such non-invasively acquired information of the hemoglobin contrast of prostate cancer over that of benign prostatic tissue, which shall be a result of tumor vasculature change, may improve the overall accuracy of prostate cancer detection by coupling the ultrasonography with NIR tomography.
2. Materials and Methods
The system is upgraded from our previously demonstrated integrated trans-rectal NIR/US sagittal-imaging system [11]. The outputs from one 785nm and one 830nm laser diodes (Thorlabs Inc.) are combined by a bifurcated fiber (FiberTech Optica Inc.), as shown in Fig. 1 (a), and sequentially delivered to the 7 source channels of NIR applicator via a fiber switch made with a linear translation stage (Zaber Technology Inc.). The 7 detection channels are coupled to a 300mm focal-length spectrometer (Acton Research) for separating the two bands of remitted light. The acquisition of the spectrally separated light by a 16-bit intensified CCD camera (Princeton Instruments) is synchronized with the sequential source illumination. The acquisition time for one set of data was 3 seconds.

The calibration of the measurement of [HbT] was conducted with fresh bovine blood, whose optical absorption spectra in 600-850nm are very close to that of human blood [12]. The blood was held in a cylinder-container with μa=0.006mm\(^{-1}\) and μs'=1.0mm\(^{-1}\), which was embedded in a 1% bulk Intralipid solution (μa=0.0023mm\(^{-1}\) and μs'=1.0mm\(^{-1}\)). The blood was diluted with an isotonic saline solution to establish a hemoglobin concentration gradient. The [HbT] of the fresh bovine blood is 12.8±0.8 grams per 100cc [13]. The absorption coefficients at the two bands were reconstructed without spatial prior information of the cylinder, then the [HbT] was calculated by:

\[
[HbT]=\left[HbO_{\text{Oxy}}\right]+\left[HbO_{\text{Deoxy}}\right]-\frac{\mu_{a\text{HbO}}}{\mu_{a\text{Hb}}}-\frac{\mu_{s'\text{HbO}}}{\mu_{s'\text{Hb}}}
\]

where \(e\) denotes the extinction coefficient. The measurements given in Fig. 1(b) reveal a residue error in the reconstructed [HbT] when no blood was present, albeit it indicates a linear relationship between the reconstructed [HbT] above that residue value and the actual [HbT], which thereafter was applied to calibrating the \(in\) \(vivo\) results.

The animal protocols were approved by the Institutional Animal Care and Use Committee of Oklahoma State University. The canine protocol was also approved after an on-site inspection by the U.S. Army Medical Research and Material Command. For this study, the prostate of a 20-kg sexually intact mix-bred Beagle dog estimated to be approximately six years of age was used. The TVT cell line was propagated in non-obese-diabetic/severe combined-immunodeficiency (NOD/SCID) mice. The neoplastic TVT cells were recovered and homogenized for injection into the canine prostate gland. Approximately 3 cc of TVT cells were aseptically injected transperineally into the right lobe of the prostate using a 6-in. 16-gauge hypodermic needle via TRUS visualization. The TVT cells were confined within the right prostatic lobe during the injection in two locations, one near the cranial aspect, and the second slightly caudal to the mid-point of the right lobe as the needle was withdrawn. The dog underwent weekly monitoring, including physical rectal examination, TRUS, and trans-rectal NIR tomography, for 7 weeks and was then humanly euthanized for necropsy and histological examinations. Color and power Doppler TRUS evaluations performed at and after 5-weeks revealed blood circulating to the clearly hypo-echoic tumor masses.

3. Results
The sagittal TRUS/NIR imaging view taken across the right lobe of the prostate is given in Fig. 2 (a), and the NIR [HbT] images are presented in Fig. 3. The image dimension is 60mm×30mm (cranial-caudal×dorsal-ventral) for both US and NIR. A cluster of prostatic cysts looking like a “face” were used as a landmark to facilitate multiple images to be taken in the same relative areas over time throughout the course of the imaging study. Week 0 was the baseline images measured before the TVT cell injection. The base-line [HbT] is approximately 150uMol, that is in the lower range of the values of human prostate obtained by invasive time-resolved method [14]. At week 3, the tumor in the right lobe became visible in NIR images with a higher contrast while it was ambiguous in US images. The TVT continued to expand and became a large, infiltrative mass by week 6. Post mortem examination confirmed multiple coalescing foci of TVT in the caudal aspect of the prostate, and significant infiltration of the tumor from the
right lobe to the left lobe that was also indicated earlier by other NIR images. Histological examination of prostate sections confirmed TVT. Fig. 2(b) depicts the changes of the peak and averaged [HbT] in a 10mm-diameter region-of-interest specified in Fig. 3. Approximately 300% increase of the [HbT] has been indicated.

Fig. 2 (a). The view of sagittal US/NIR of the right lobe; (b) The changes of [HbT] at the region specified in Fig. 3, in week 0, 3 and 6

Fig. 3 The US and NIR images acquired at the right lobe, longitudinally in the middle-point and the caudal side, from week 0 to 6.

4. Discussions and Conclusions
This study reveals the first time non-invasive optical measurement of [HbT] changes associated with tumor development in the canine prostate. If spectral trans-rectal optical tomography can be implemented with an improved arrangement of the dual-bands or with more wavelength bands, the changes of oxygen saturation associated with tumor progression may be detected along with the elevations of [HbT], thereby providing another dimension of information for non-invasively characterizing the prostate cancer.
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1. Introduction

Diffuse optical tomography quantifies the spatial heterogeneities of NIR absorbing chromophors and scattering particles by measurement of light diffused through biological tissue. Steady-state and frequency-domain (FD) measurements are most commonly utilized to reconstruct the tissue absorbance and scattering distributions. Steady-state system only measures the attenuation of the direct-current (DC) amplitude of the photon while frequency domain system ideally acquires the same DC, the amplitude of the modulated light intensity (AC), and the phase of the modulation of the light intensity (referred to as “Phs” in this paper). The role of DC component in FD reconstruction has yet to be comprehensively analyzed and the confidence level of reconstruction with only the DC information available has yet to be clearly understood.

This paper compares the image reconstructions using three sets of measurements, which are DC only, AC/Phs and DC/AC/Phs, to evaluate the role of DC information in diffuse optical tomography reconstruction. It is found that, DC-based method outperforms FD method in background artifacts, at the known cost of increased coupling between absorption and scattering, and the differences of the methods diminish when spatial priors can be implemented.

2 Theory

Under the assumption of accurate forward computational model to describe the light propagation, it is necessary to consider two factors when evaluating the overall performance of the reconstruction: First, the assembled measurement error that could be mapped to the uncertainty in image reconstruction; Second, the determinacy of the inverse problem.

2.1 Analyses of the parameter recovery uncertainty caused by assembled measurement error (PRUAME)

The measurements for both FD and CW systems are typically governed by the diffusion approximation to the radiative transfer equation[1]. For the simplest case of recovering the optical properties of an infinite homogeneous medium, the photon densities for DC and FD measured at a position $\vec{r}$ from a source at $\vec{r}'$ are:

$$U_{dc}(\vec{r},0) = \frac{S_{dc}(\vec{r}',0)}{4\pi d^2} \exp(-\sqrt{\frac{\mu_a}{D}}d)$$ (1)

$$U_{ac}(\vec{r},\omega) = \frac{S_{ac}(\vec{r}',\omega)}{4\pi d^2} \exp(-d \sqrt{\frac{\mu_a}{2D} \left( 1 + \frac{\omega^2}{v^2 \mu_s^2} + 1 \right)}) \cdot \exp(i d \sqrt{\frac{\mu_a}{2D} \left( 1 + \frac{\omega^2}{v^2 \mu_s^2} - 1 \right)})$$ (2)

Therefore the measurements made at source-detector separations of $d_1$ and $d_2 = d_1 + \rho$, respectively, may result in the following parameters: $\delta$ --attenuation of steady state light intensity (DC); $\alpha$ --attenuation of the amplitude of the modulated light intensity (AC); $\phi$ --phase shift of the modulation of the light intensity (Phs), as

$$\delta = \ln \left( \frac{d_2 U_{dc}(d_2)}{d_1 U_{dc}(d_1)} \right) = -\rho \sqrt{\frac{\mu_a}{D}}; \quad \alpha = \ln \left( \frac{d_2 U_{ac}(d_2)}{d_1 U_{ac}(d_1)} \right) = -\rho \sqrt{\frac{\mu_a}{2D}} \left( 1 + \frac{\omega^2}{v^2 \mu_s^2} + 1 \right); \quad \phi = \Phi(d_2) - \Phi(d_1) = \rho \sqrt{\frac{\mu_a}{2D}} \left( 1 + \frac{\omega^2}{v^2 \mu_s^2} - 1 \right)$$ (3)
For small variations of the source-detector distance among different source-detector pairs, the signal variations may actually be sensed as the “assembled measurement error” [2]. Suggested by [2], the "parameter recovery uncertainty caused by assembled measurement error" (PRUAME) is derived for the reconstruction methods of DC, AC/PHs, and DC/AC/Pha, with respect to each unknown quantities, as shown in Table 1.

The sensitivity matrices (Jacobian) are structured as the one in below, for each measurement category in Fig. 1 formulated with finite element method based on diffusion approximation and Robin type boundary condition [6].

### 3 Simulations

Image reconstruction performs as compared to the cases of having FD information available. The simulation is to solve

\[ \frac{\partial L_{EC}}{\partial \mu_a} \; \frac{\partial L_{EC}}{\partial \sigma_\mu} \; \frac{\partial \phi}{\partial \sigma_\phi} \; \frac{\partial \phi}{\partial \delta} \; \frac{\partial \ln \sigma_{\sigma_\mu}}{\partial \sigma_\mu} \; \frac{\partial \ln \sigma_{\sigma_\phi}}{\partial \sigma_\phi} \]

with respect to each unknown quantities, as shown in Table 1.

**Table 1 PRUAME expressions.**

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_{\sigma_\mu}/\mu_a$</th>
<th>$\sigma_\mu/\mu_a$</th>
<th>$\sigma_{\sigma_\phi}/\mu_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>$2 \left( \frac{\sigma^2}{\sigma} \right)^{1/2}$</td>
<td>$2 \left( \frac{\sigma^2}{\sigma} \right)^{1/2}$</td>
<td>$2 \left( \frac{1}{3D} \right)^{1/2} \left[ \frac{1}{3D} - \mu_a \right]^{1/2}$</td>
</tr>
<tr>
<td>Est. Val.</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>AC/Phs</td>
<td>$\alpha^2 + \phi^2 \left( \frac{\sigma^2}{\sigma} + \frac{\sigma^2}{\sigma} \right)^{1/2}$</td>
<td>$\left( \frac{1}{3D} \right)^{1/2} \left( \frac{\sigma^2}{\sigma} + \frac{\sigma^2}{\sigma} \right)^{1/2}$</td>
<td>$\left( \frac{1}{3D} \right)^{1/2} \left[ \frac{1}{3D} - \mu_a \right]^{1/2}$</td>
</tr>
<tr>
<td>Est. Val.</td>
<td>1.6189</td>
<td>1.4142</td>
<td>1.4142</td>
</tr>
<tr>
<td>AC/DC/Phs</td>
<td>$\left( \frac{\sigma^2}{\phi} + \frac{\sigma^2}{\phi} + \frac{\sigma^2}{\phi} \right)^{1/2}$</td>
<td>$\left( \frac{1}{3D} \right)^{1/2} \left( \frac{\sigma^2}{\sigma} + \frac{\sigma^2}{\sigma} \right)^{1/2}$</td>
<td>$\left( \frac{4}{3D} \right)^{1/2} \left[ \frac{1}{3D} - \mu_a \right]^{1/2}$</td>
</tr>
<tr>
<td>Est. Val.</td>
<td>2.4495</td>
<td>1.4142</td>
<td>1.4142</td>
</tr>
</tbody>
</table>

To quantitatively compare the magnitude of the expressions, optical properties close to those of actual tissue, $\mu_a=0.005\text{mm}^{-1}$, $\mu_t=0.005\text{mm}^{-1}$, and detector separation of $\rho=10\text{mm}$ are substituted into the previous equations. Further assumptions are made by the assumption that the error magnitudes are the same for all the measurements $(\sigma^2 \approx \sigma^2 \approx \sigma^2)$ as indicated in [2]. By normalizing the values along column 2 and 3 with $\sigma_\phi/\sigma_\phi$ and column 4 with $\sigma_\phi/\sigma_\phi$, the reconstruction uncertainties are given in Table 1 as the “estimated value”.

Comparison in Table 1 indicates that from only the PRUAME perspective, AC/Phs possesses the least overall reconstruction uncertainty, followed by AC/DC/Phs and DC only.

With ref [3,4], the above analyses for the PRUAME comparisons based on infinite medium can be extended to semi-infinite medium and reaches qualitatively similar estimations.

### 2.2 Inverse problem determinacy

The inverse problem includes two scenarios. When the spatial prior is unavailable, more independent measurements are desired to reduce the under-determinacy condition of piecewise reconstruction. Under such consideration, DC/AC/Phs measurement could be the most deterministic measurement combination, although DC components are sometimes ignored in the sense that it may be redundant to the AC components. However, by comparing the 2nd and 3rd sub-equations in equ (3), it can be concluded that the AC attenuation usually is not linearly proportional to the DC attenuation seperation, therefore DC information may be necessary for complete recovery of tissue properties.

When a complementary imaging modality is available to provide a hard a priori to the image reconstruction [5], the inverse problem becomes over-determined. Under such condition, it is imperative to know how well DC-based image reconstruction performs as compared to the cases of having FD information available.

### 3 Simulations

Numerical methods are conducted to investigate the validity of the above theoretical analyses. The forward model is formulated with finite element method based on diffusion approximation and Robin type boundary condition [6]. The sensitivity matrices (Jacobian) are structured as the one in below, for each measurement category in Fig. 1.

\[
J = \begin{bmatrix}
\frac{\partial \ln L_{EC}}{\partial \mu_a} & \frac{\partial \ln L_{EC}}{\partial \sigma_\mu} & \frac{\partial \phi}{\partial \sigma_\phi} & \frac{\partial \phi}{\partial \delta} & \frac{\partial \ln \sigma_{\sigma_\mu}}{\partial \sigma_\mu} & \frac{\partial \ln \sigma_{\sigma_\phi}}{\partial \sigma_\phi}
\end{bmatrix}
\]

The DC/AC/Phs combination utilizes all the measurements so it contains all terms shown in equ. (4); while for CW method, only the last two terms in equ (4) are used and the first four terms are retained for AC/Phs method. The Levenberg-Marquardt algorithm is integrated as the inverse solver for the simulative evaluations.

### 3.1 Piece-wise simulation

The simulation is to solve for the optical properties at 2760 nodes in FEM mesh 240 (16×15), the location and maximum optical properties (shown on the bar chart) within each target region are shown in Fig.1. For the target profile and optical property recovery, DC only reconstruction demonstrates lowest accuracy and most significant
crosstalk. DC/AC/Phs outperforms AC/Phs in most cases, especially for the \( \mu_a \) contour of target 3 and \( \mu_a'/D \) value recovery of target 2. However, the background variations (\( \sigma^2 \) value of each reconstructed image) indicate that DC only reconstruction presents the best background homogeneity, followed by DC/AC/Phs and AC/Phs. The background homogeneity in image reconstruction is especially important for DOT of prostate cancer, because the cancer target is to be resolved within the optically heterogeneous prostatic tissue.

3.2 Region-wise simulation
With the same setup as the piecewise simulation and the assumption that the target region can be accurately segmented, region-wise reconstructions found that the DC only method, having less measurements, performs equivalently to the two methods with the FD information included.

4 Conclusions
The theoretical analysis and numerical studies have several implications to make: (1) DC-only piece-wise reconstruction outperforms other methods in background artifacts reduction but its performance on the target recovery accuracy and cross coupling suppression is less desirable; (2) DC/AC/Phs approach shows superiority over AC/Phs in piecewise reconstruction; (3) DC only region-wise reconstruction is equivalent to that based on FD system when the spatial a priori constraint is available.
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