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Deterrence of terrorism is best approached as part of a broader effort to influence elements of the terrorist system. Although efforts to deter or otherwise influence will only sometimes succeed, to forgo attempting influence because of uncertainty would be to squander the possibility of extremely valuable effects (e.g., averting a terrorist mass-casualty attack). That is, deterrence and other influence efforts are desirable because of their upside potential rather than the certainty or expectation of good results. This paper selectively reviews prior work on such matters and then goes on to argue that a useful way to find influence stratagems with high upside potential is to construct plausible alternative models of adversary decisionmaking and behavior—models that also allow for variability. A stratagem found worthless if assessed with a best estimate of adversary behavior might instead look attractive when viewed with plausible alternative models. This is significant because best estimates are often wrong when made about people in different cultures and settings being viewed emotionally from afar. Further, the mind-sets and behaviors of terrorists—like those of people more generally—vary with circumstances and recent history. Thus, opening our minds to possibilities can be valuable and alternative models can help. To protect against wishful thinking and other problems, of course, a proposed stratagem must also be assessed by its cost and potential side effects.
1. Introduction

Approach Taken in This Paper

This paper builds on a 2002 monograph (Davis and Jenkins, 2002) and a good deal of more recent research. It has been most influenced by lessons from a recent project reviewing the social science of terrorism (Davis and Cragin, 2009), but also by a book describing the perspectives of participants in al-Qaeda and related movements (Stout, Huckabey, and Schindler, 2008), a book on terrorism and political violence (Gupta, 2008), a new edition of an overview of terrorism (Hoffman, 2006), a book on prospects for nuclear terrorism (Jenkins, 2008), several sources drawing on Israeli experience (Doron, 2004; Ganor, 2005; Bar, 2008), and a recent paper focused on homeland security (Morral and Jackson, 2009).

The paper proceeds as follows. The remainder of Section 1 reviews past work briefly and selectively. Section 2 introduces the idea of using models of human decisionmaking to identify possible targets of influence actions. Section 3 lays out a system model that sets the stage for Section 4, which shows conceptual models of what motivates terrorists and their supporters. Section 5 discusses potential mechanisms for affecting decisionmaking and behavior at different levels of the terrorist system; it ends by illustrating the use of models to help think about possibilities. Section 6 discusses some possible next steps for related research.

Background

Limitations of Classic Deterrence

In the months following the attacks of September 11, 2001, I wrote a monograph with colleague Brian Jenkins on the deterrence and influence components of the struggle with al-Qaeda (Davis and Jenkins, 2002). We concluded that the dominant Cold-War interpretation of deterrence was largely irrelevant for dealing with al-Qaeda as an entity or with al-Qaeda leaders. That classic deterrence concept promised severe punishment in the event of certain actions and withholding that punishment in the absence of the actions. In the instance of al-Qaeda, however, such a deterrent option made little sense: September 11 had already happened and the United States was determined to eradicate al-Qaeda—to hunt down its leaders in any case. The United States was not about to ease up merely if al-Qaeda promised to forgo further attacks. To make things worse, the rationality of al-Qaeda leaders was quite different from that of Cold-War leaders. Such true believers as Osama bin Laden and Ayman al-Zawahiri would apparently accept a martyr’s death rather than bend. For these and other reasons, classic deterrence theory (i.e., deterrence by threat of punishment) was not an appropriate focal point for strategy.
Decomposing the Threat System

Because of this gloomy conclusion we redefined the problem. Our most important point was that al-Qaeda is not a single entity but rather a system with many components, as suggested by Figure 1.1. Al-Qaeda’s top leaders are different from its lieutenants, foot soldiers, logisticians, financiers, religious supporters, and so on. Some of those elements might well be subject to deterrence—a theme subsequently discussed by other authors (Whiteneck, 2005; Trager and Zagorceva, 2005; Stevenson, 2008).

The significance of decomposing the system was soon recognized in U.S. strategy for combating terrorism (Bush, 2006) and is now part of the mainstream view of seeing al-Qaeda as a terrorist network (or, better, as a number of somewhat overlapping networks). The seminal and more general work on netwars (Arquilla and Ronfeldt, 1996, 2001) occurred before September 11, but the concept is now part of the general vocabulary for discussing terrorism (Sageman, 2004, 2008; Rabasa et al., 2006). That said, terrorists tend to see themselves somewhat differently; they recognize that they work in networks, of course, but they may think of themselves as hero warriors in a movement—and a movement ordained by God (Stout, Huckabey, and Schindler, 2008, pp. 33–34 ff.). Terrorism, after all, is a tactic or strategy, not usually an end in itself. Indeed, we limit our own understanding if we characterize those who use terrorism as though terrorism is all that defines them.

Moving from Classic Deterrence to the Broader Concept of Influence

The other major theme in our 2002 monograph was to reconceive the “nonkinetic” challenge as one of influence rather than classic punishment-based deterrence (Figure 1.2).

We had two reasons for urging adoption of the influence emphasis: to include all versions of deterrence and to include other relevant instruments of coercive and noncoercive diplomacy that were relevant. Both had precedents in the older literature.

Figure 1.1

Seeing al-Qaeda as a System, Not an Entity
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Other Versions of Deterrence and Requirements for Deterrence. More general deter-
rent concepts had been developed during the Cold War itself. Thomas Schelling high-
lighted the role of uncontrollability—leaving something to chance (Schelling, 1960); William
Kaufmann and Glenn Snyder included deterrence by denial (Kaufmann, 1958; Snyder, 1961); Defense Secretary James Schlesinger introduced limited nuclear options to improve overall deterrence—by making nuclear war more likely if conventional deterrence failed (Schlesinger, 1974)—a proposition sometimes known as the devil’s dilemma. NATO also made doctrinal
changes recognizing that even if deterrence failed, it might be reestablished short of general nuclear war (Legge, 1983). Throughout the Nixon, Ford, and Carter administrations, much
attention was paid to the special requirements for deterrence implied by the possibility that some Soviet leaders thought quite differently than did American leaders and might actually
believe that nuclear war was winnable in some meaningful sense. The result was articulated
by the countervailing strategy (Slocombe, 1981; Brown, 1983). The roles of perceptions and
limited rationality were also discussed in depth (Jervis, 1976; Jervis, Lebow, and Stein, 1985;
Davis and Arquilla, 1991a, 1991b). In the late 1980s, the concept of discriminate deterrence
was introduced in anticipation of what was becoming possible with modern technology (Iklé
and Wohlstetter, 1988). In subsequent years, various authors discussed extended conventional
deterrence and both deterrence and self-deterrence in a world with nuclear-armed rogue states
(Davis, 1994; Cimbala, 1994; Watman et al., 1995; Wilkening and Watman, 1995; National
Academy of Sciences, 1996).

Regrettably, few of these enrichments come to most people’s minds when the term “deter-
rence” is used. Instead, they often think immediately of classic threat-of-punishment deter-
rence. This causes communication problems that will not go away merely because some schol-
ars want to redefine “deterrence.” It is better, in my view, to use different terminology, as
discussed below.

Other Forms of Persuasion. The other reason for moving to the influence concept is
that, as indicated by Figure 1.2, influence is more comprehensive than even the broader inter-
pretation of “deterrence”; it includes additional forms of coercive diplomacy (e.g., economic
sanctions) and other forms of persuasion that are not coercive (George and Smoke, 1973, Chapter 11; George, 2003). This broader concept of influence effectively increased the battle space in which planning could operate. This was important because some elements of organizations using terrorism eventually rejoin society and become part of political processes (Davis and Jenkins, 2002). That is, even if such figures as bin Laden and al-Zawahiri are “beyond the pale,” that will not be the case for everyone associated with or supporting al-Qaeda.
2. Modeling Decisionmaking to Think About Influence

If deterrence is ultimately about affecting the behavior of others, then it makes sense to construct models of decisionmaking to help us do so. The models should go well beyond the particular rational-analytic model beloved by economists. They should be constructed to help us avoid both mirror-imaging and its opposite—imagining that our adversaries are so completely different from us as to be utterly insusceptible to particular types of influence.

Lessons from Work During the Cold War

One version of this approach can be called synthetic cognitive modeling (Davis, 2002): “synthetic” because it draws on diverse factors affecting decisionmaking and “cognitive” because it attempts to reflect the factors at work in a real human’s mind (although not the often-tortuous process of reaching a judgment). My work on such matters began when I was leading an effort to build an ambitious analytic war game (the RAND Strategy Assessment System or RSAS) that could be fully automated as a computer simulation or that could have human teams making many of the important decisions. Our Red, Blue, and Green “agents” were computer models of decisionmaking for the Soviet Union and Warsaw Pact, the United States and NATO, and numerous other individual countries. The Red and Blue agents would decide, for example, whether to escalate or deescalate once a war began, depending on what was happening, or projected for later, in that war; they would also select and fine-tune the war plan to be used at a given time—whether in Europe, Southwest Asia, or globally. Our efforts to build the various models were successful in many ways, and we learned a great deal from their construction (Davis, 1989a). Alas for the research (although not for the world), the Soviet Union was falling apart just as the project became successful, and government interest in such work waned in the years that followed. The lessons lingered, however, some of which bear reviewing.

Use Alternative Models to Open Minds

The first lesson was the importance of developing alternative models to reflect uncertainties about the mind-set being represented. One image of Red (Ivan 1) was that of the hard-nosed warfighter who would pursue nuclear war with the expectation of winning. Much support for that type of thinking could be found in the Soviet professional military literature, in observations regarding how the Soviets trained and exercised, and in seeing the unequivocal counterforce character of Soviet strategic forces. Another image of Red (Ivan 2) was one of cautious political leaders no less concerned than American leaders about the potential consequences of war, and no more sanguine about the feasibility of controlling, much less “winning,” such a war. Although the former was perhaps more in vogue within military circles, there was much
evidence for the latter as well, including in studies of Soviet crisis behavior (Adomeit, 1982) and in authoritative military discussions (Sokolovsky, 1984), if read with care, as in an idiosyncratic but insightful book by Nathan Leites (1982, pp. 356–368). The issue here was not which image was “right” (as though more intelligence would resolve the issue), but that governments (and even individuals) can have or move between different mind-sets. Looking inward, we could see the same issues within the U.S. government, so we also had alternative Blue agents (Sam 1 and Sam 2). One conclusion from this work was this:

- In an actual real-world crisis of significant duration, we should expect to see a mix of behaviors, rather than a single behavior such as that of Ivan 1 or 2.

It is an error to assess the adversary (or ourselves) as being single-minded, consistent, coherent, and logical. Anyone reviewing what is now known about the Cuban Missile Crisis should resonate with this conclusion.12

Focus on Real Factors Rather Than Math Calculations

A second lesson was that discussions of deterrence and first-strike stability that reduced to mathematical calculations focused on nuclear-weapon exchange ratios were exceedingly misleading (and a terrible basis for decision support). I offered my view of the real issues in a monograph that sought to imagine plausible circumstances in which real-world human beings would actually initiate nuclear war (Davis, 1989b). Such circumstances might include fear, desperation, honor, or a sense of ultimate duty. One example contemplated the commander of a nuclear-missile submarine who had been given a tentative launch order, was being trailed by an enemy attack submarine, and then lost communications.13 Another vignette involved the prospect of a national leader, involved in a crisis, being advised that an enemy attack was certain and that—because of possible command and control vulnerabilities—“the cost of going second” was intolerable. Thus, the “only chance for national survival” (even if low) was a first strike. I referred to these as dangerous ideas—ideas that might include some truth but that were potentially disastrous. In modern times, one might consider the analogy of the “preemptive doctrine” (more properly called a “preventive-war” doctrine),14 which was formulated with an inexorable logic to be found in both Clinton and Bush administrations (Slocombe, 2003; Bush, 2006), but which, if applied improperly, can be a recipe for terrible mistakes. Emphasizing related capabilities is problematic for reasons discussed in depth elsewhere (Mueller et al., 2006).

In the context of the struggle with al-Qaeda, dangerous ideas abound. These are part and parcel of the religious extremism that characterizes much of the al-Qaeda rant, especially the claim that God demands violent jihad and that the rewards of martyrdom will be glorious. It is hardly unique to jihadis to be willing to die in direct defense of one’s country, people, or cause, but it is especially troublesome when the exhortation is for indiscriminate offensive violence and martyrdom to be rewarded handsomely (as distinct from death bringing a vague eternal peace).

Use Simple Models

The third lesson that I derived was that the most important insights gained from decision modeling could be obtained with simple models that could be reduced to figures, tables, and a story. That approach was demonstrated in work with John Arquilla that focused on understanding
Saddam Hussein and nuclear “proliferators” (Davis and Arquilla, 1991a, 1991b; Arquilla and Davis, 1994), some of which is summarized elsewhere (National Academy of Sciences, 1996).

Reconciling Rational-Analytic and Naturalistic (Intuitive) Decisionmaking Theories

More recently, some colleagues and I reviewed much of the literature bearing on decision science, including the contrasts between the rational-analytic and naturalistic approaches on which psychologists such as Daniel Kahneman have done so much valuable work (Kahneman, 2002). It has long been customary—perhaps to avoid conflict—to treat the former as prescriptive and the latter as descriptive. That is wrong-headed because some of the most powerful methods of decisionmaking have little relationship to stereotypical rational-analytic styles. Our review and a subsequent report suggested approaches to decision support that drew on both strands of work and considered the strengths, weaknesses, and preferences of decision-makers being served (Davis, Kulick, and Egner, 2005; Davis and Kahan, 2006). As part of this work, we reviewed first-person accounts by decisionmakers in numerous national-security crises. We concluded that decisionmakers are doing well if they are “merely” able to identify appropriate options and characterize those options for their best-estimate, best-case, and worst-case outcomes. Further, as shown in earlier work on Saddam Hussein, the potential errors of flawed decisionmakers can often be understood in terms of the same model, but with different assessments of and weightings of those various outcomes.

Extending Modeling to Organizations and Groups

It is already a stretch to use models of decisionmaking to represent individuals under the hypothesis that they may decide that, or at least act “as though,” they considered the various factors simultaneously. In what follows, I make the further stretch of assuming that organizations or other groups act as though they make collective decisions using similar aggregate factors. This is clearly a gross oversimplification, but it may be useful nonetheless. In reality, we take this stretch constantly—whenever we talk as though our government, the public, a terrorist organization, or a foreign public that may or may not support terrorism is an entity.
3. A System View of the Problem

In contemplating how influence can be brought to bear on al-Qaeda, it is useful to have one or more “system” pictures, such as Figure 3.1 (Davis, 2009a). Reading left to right, support for terrorism (both willingness to join in terrorism and public support of terrorism) strengthens the terrorist organization and adds to its resources. That leads to the organization’s having operational capabilities. Support also contributes to a demand function calling for action. Further, supporters can point out vulnerabilities in defenses or become part of those vulnerabilities. The terrorist organization, of course, creates a good deal of its own demand as well—not only by terrorist senior leaders, but also by hotheads eager for action even when ill-advised (Stout, Huckabey, and Schindler, 2008, p. 53). Given capabilities and demand, there will be decisions to attack. The effectiveness of the attacks will depend on the targets’ vulnerabilities and counterterrorism activities.

Figure 3.1
A System View

![Diagram showing the system view of the problem involving support for terrorism, operational capabilities, decisionmaking propensity to attack, terrorist attacks, and effectiveness.]

SOURCE: Adapted from Davis and Cragin (2002).
If the attacks are successful, they may increase support for terrorism generally; but they may instead trigger backlash. Further, the attacks may cause targets to be hardened further, they may weaken the ability to defend (e.g., by weakening defensive structures and killing security people), or both. The system, then, is dynamic, with considerable feedback and some conflicting effects resulting in even the sign of some influences being uncertain.

What matters to this paper’s story is that the node “Support for terrorism” and the node for “Decisionmaking propensity to attack” are both natural focal points for influence-related counterterrorism. If we know the factors that lead people to become terrorists (or to disengage), that generate support for terrorism, and that influence terrorist decisions to attack, then we may know targets for influence efforts. Let us next discuss such issues.
This section draws largely from a recent review of the social-science literature (Davis and Cragin, 2009); it shows conceptual models of how different factors influence terrorism—so-called root-cause factors, factors in individual motivations, and factors in public support.

### Root Causes

Figure 4.1 is a conceptual model in the form of a “factor tree” that gives a first-order depiction of root-cause factors, adapted slightly from a literature review by Darcy Noricks (2009).15

* A factor tree (Davis, 2009b) lays out the factors affecting a phenomenon and may also indicate first-order combining relations by “ands” (all factors are necessary) or “ors” (combinations are sufficient). They are akin to simplified influence diagrams. If an arrow bears a + or – sign, an increase in the factor at the base of the arrow tends to increase or decrease the node at the tip, respectively.
The root-cause factors can be seen as creating the environment in which terrorism may flourish. Efforts to reduce the root-cause factors using “influence” will, in most cases, be uphill and long-term in nature. Moreover, it is far easier to influence things negatively than positively. U.S. blunders in foreign policy can cause a great deal of difficulty (negative influence) overnight. With this in mind, some cautions can be noted, which would be banal except for their continuing relevance and related dilemmas. Looking at the left-most node, the United States surely does not want to be perceived as a foreign occupier; nor does it want to be seen as proping up an illegitimate regime or as opposing a region’s dominant religion. It is one thing to express these cautions, but quite another to honor them amid the complexities of real-world foreign policy and past history.

One lesson that may be drawn from history about root-cause issues is that governments that succeed in “defeating” insurgents who use terrorism will find that their victory is only temporary unless they attend to root causes.

Individual Motivations

Motivations for Becoming a Terrorist
The next place we may look for targets of influence efforts is the factors contributing to the motivations of individuals as they become terrorists. In many cases, there is no single decision to become a terrorist, but rather a process in which such radicalization occurs (Horgan, 2009, p. 63 ff.). Analytically, however, we may see what happens “as if” there had been a decision.

Figure 4.2 shows a factor tree based on a literature review by Todd Helmus (Helmus, 2009). Starting at the left, Helmus emphasizes the critical role in the radicalization process of mobilizing groups, which may be either bottom-up as emphasized in work by Marc Sageman (Sageman, 2004, 2008), more top-down (Hoffman, 2008), or—most commonly—a mixture of both. Next we see “Real and perceived rewards.” These may range from financial incentives (e.g., for laying improvised explosive devices) to fervently accepted visions of paradise with 72 virgins (Stout, Huckabey, and Schindler, 2008, p. 48), and to more high-minded but grandiose visions (Stout, Huckabey, and Schindler, 2008, p. 39.) On the right portion of the factor tree are the “positives,” the motivations. These may be rather in the nature of personal or collective grievances, a passion for political or other change, or both.

Motivations for Disengagement
If various factors can be identified that encourage individual terrorism, so also factors can be identified that encourage individuals to disengage (Noricks, 2009). These include disillusionment with violence, personally traumatic events, weariness, and a desire for normalcy. Research in this domain is relatively new, as noted by Noricks, but two good sources have emerged recently (Bjorgo and Horgan, 2009; Horgan, 2009). The first of these is an edited volume with some case histories. The second is a summary account of John Horgan’s thinking, based on interviewing current and former terrorists. One of his important observations is that disengagement often occurs without deradicalization. Horgan also notes that there is much more similarity than might have been expected between those disengaging from al-Qaeda and the much-studied Irish Republican Army (Horgan, 2009, p. 77).
Public Support

Perhaps the most obvious focus for an influence campaign is the public support for terrorism. The importance of public support has often been powerful—both in feeding the rise of a terrorist organization and in contributing to its decline (Crenshaw, 1995; Bjorgo and Horgan, 2009; Gupta, 2008; Gvineria, 2009; Cronin, 2006; Jones and Libicki, 2008). How much and what kind of public support is necessary is a complicated matter (Byman, 2005) and is discussed in a review by Christopher Paul (Paul, 2009); the issue is also front and center in the U.S. counterinsurgency manual associated with General David Petraeus and General James Mattis (Petraeus and Amos, 2006). Let us discuss direct and indirect support separately.

Direct Support

\textit{State} support is a natural focus for deterrence and other influence actions. Deterring state support of terrorism looms large in the minds of Indian, Israeli, Afghan, and Iraqi leaders. The United States made it clear soon after 9/11 that it would not tolerate state support of al-Qaeda. It then followed up by invading Afghanistan and displacing the Taliban. Subsequently, of course, the United States invaded Iraq—mainly because of worries that at some point Saddam Hussein would cooperate significantly with al-Qaeda, perhaps even to the extent of making weapons of mass destruction available. Another important consideration was general concern about Saddam as a regional threat and long-standing supporter of terrorism (e.g., paying the families of “martyrs” in Palestine) who was likely to break loose as international sanctions weakened. Had the invasion of Iraq and its aftermath been successful, one expected conse-
quence would have been increased credibility for the Bush administration’s preemptive strategy (actually a strategy of preventive war).

It is difficult to prove that states have been deterred from direct support, since their actions typically reflect a mix of motives. However, the United States has certainly put pressure on a number of states (e.g., Pakistan, Saudi Arabia, Yemen) that have either cracked down themselves or cooperated in attacks on al-Qaeda and its affiliates. In other cases, deterrence efforts have not worked (i.e., Iran’s support of Hezbollah and Hamas continues).

Direct support by a nonstate organization is likely also to be deterrable, so long as that nonstate actor is targetable. Even the Taliban, if it regained power in Afghanistan, might well be very cautious because infrastructure used by al-Qaeda would likely be targeted. It is to be hoped that no opportunity to test the speculation arises, but it may be that the only actors inclined to overtly support al-Qaeda directly are actors that are already maintaining a covert existence.

Direct support by individuals (e.g., financiers, logisticians, security personnel) is certainly subject to traditional deterrence as well as other influences. This is especially true if they are not truly devoted to the cause or if they have family, friends, income, or status that can be held at risk or if they can be deprived of things or opportunities that they value highly.

Indirect Support

Indirect public support may take a variety of forms (Paul, 2009). For example, a population may be the source of recruits, finances and goods, or covert shelter. Even if the public merely turns a blind eye to the presence of al-Qaeda members or affiliates, that may be quite enough. Conversely, if the public turns against al-Qaeda, there may be huge improvements in intelligence—e.g., in tips to the police or security forces, and in responses to reward offers. This is likely to be especially significant if the terrorists or direct supporters are easily distinguishable, as are foreign fighters who have moved into other countries. So also it is not necessarily easy for terrorists and their sympathizers to hide their activities from neighbors in dense communities. It is perhaps easier in places such as Britain, France, or Germany, which have large populations of immigrants and disaffected second-generation children with freedom and mobility. Even there, however, terrorist plots are frequently being uncovered in significant measure as a result of tips to the police.

A Factor Tree for Public Support

If public support matters, then what are the factors contributing to it? Figure 4.3 is a factor tree based on Paul’s work (Paul, 2009). Viewing the factors, one may think of influence efforts to mitigate the population’s sense of a need to resist, to reduce its respect for and identification with the terrorist group (i.e., to undercut the sense that the group is leading an important movement), and to reduce social pressures and incentives to support the terrorism. That may include reducing the terrorists’ opportunities to intimidate the population. The thickened arrow in Figure 4.3 indicates the particular importance of “identification.” Another specific point worth highlighting is at the bottom (above the box)—group provision of social services. Efforts to influence public support must recognize that some terrorist organizations (e.g., Hezbollah) provide important services and gain a significant degree of legitimacy (Stevenson, 2008, pp. 54–56). Unless the government competes well against these organizations, influence effects will suffer. One reason that al-Qaeda has lost favor in some countries is that it provides grief but not—so far—services. The Taliban, in contrast, was at least admired by some when it
ruled in Afghanistan because it allegedly provided a kind of order and security (truth was more ugly, even about that, as discussed in a recent book [Crews and Tarzi, 2009]).

A Composite View

Looking across the previous sections, it is possible to put together a composite view constructed so as to tell a story. Figure 4.4 is my effort to do so; it corrects some errors in a previously published version (Davis, 2009a, 2009b). Moving left to right, Figure 4.4 asserts that the propensity to join in or support terrorism depends on (1) an underlying cause or activity that is deemed attractive; (2) the perceived legitimacy of terrorism per se (i.e., violence against civilians); (3) the de facto perceived acceptability of costs and risk; and (4) the existence of mobilizing groups providing mechanisms for that support.

This factor tree was constructed to explain that those supporting the terrorism are often motivated by what they see as positives (e.g., the need to act against oppression or in support of one’s religion that is seen as under attack) and by necessity. That is, by and large, people do not engage in or support terrorism because they favor attacks on civilians, but because they see it as either necessary (there are no alternatives), natural (violence is merely part of everyday life), a tolerable aspect of exciting activity (i.e., being a “warrior”), or as part of a religious duty. As for calculations, the tree’s depiction asserts that it is more a matter of there being strong pressures or desires to act at a time when the costs and risks are perceived as tolerable (or not much thought about). That is, there may be no conscious and informed balancing of benefits and costs. Those disengaging or withdrawing support may be doing so in part because the costs and risks have become more prominent in their thinking. Those costs and risks may be personal, societal, or related to the cause itself.
At this point it seems useful to collect some observations in each of several groups, drawing both on Figure 4.4 and the earlier discussions.

**Effects of Religion**

The attractiveness of the cause may have a great deal to do with extremist religion . . . or very little at all. As indicated in Figure 4.4, alternative mechanisms provide requisite attractiveness, and which mechanism applies may vary with neighborhood and point in history, not merely country.

Figure 4.4 applies at a slice in time and should not be construed to mean that cause proceeds neatly left to right. For example, al-Qaeda recruits may join for such mundane reasons as the opportunity to join relatives or friends in exciting activities. In the course of being indoctrinated, however, they may pick up the strong religious views necessary to becoming part of the organization. They may come to believe fervently even if they have given religion no thought at all before becoming involved. They may also lose their religious fervency if they disengage (Horgan, 2009).

Others, in contrast, may have started with strong religious leanings and heeded what they felt as the clarion call of jihad from local religious authorities. The saddest version of this is perhaps when poor and ignorant school children are recruited in this way by religious leaders in the infamous madrases. Lest we underestimate the power of religious extremism per se, however, perhaps imagining it to be mere pap fed to foot soldiers, we should remember that bin Laden and al-Zawahiri were strongly influenced by religion from their early years (Wright, 2007, pp. 35–45, 75–80). Most recently, the “Christmas-Day” terrorist was apparently motivated by religious beliefs.
Influences for Different Population Segments

One consequence of there being very different motivations is that influence campaigns need to be targeted with different messages for different targets within a population, as discussed by Christine MacNulty (MacNulty, 2008, 2009) and in a study on strategic influence led by Kim Cragin (Cragin and Gerwehr, 2005).

Dynamics

Many of the factors are subject to change. Terrorists may become more or less enthralled with a cause over time; they may be more or less convinced of terrorism's necessity; and, certainly, they can become more or less viscerally aware of the costs and risks involved. And, of course, the ubiquity and effectiveness of the radicalizing, mobilizing groups can rise and fall dramatically in the course of time as counterterrorism activities take their toll.

Cross-Cutting Factors

Some factors are cross-cutting. For example, a perceived threat to the homeland or one’s people affects both motivation and a sense of legitimacy. Such a sense of threat has sometimes been much underestimated, as discussed by Robert Pape (Pape, 2005).

Although juxtaposing factors in a tree is helpful for understanding the phenomenon, many important factors are so cross-cutting as to be best shown as, at the bottom, affecting “everything.” One of these is the charisma of leaders; others are “exogenous” to the narrow terrorism-counterterrorism problem, as when wars or economic shocks occur for their own reasons.

Taking all these factors as a whole, then, this section lays out a way to identify targets for an influence campaign, and to do so systematically. However, the influencing itself remains very difficult. It is also seriously complicated by the potential—sometimes the near certainty—of unwanted side effects counter to those intended. This problem is familiar as well to those who have studied so-called effects-based operations.

Adding More Detail to the Model

Table 1 is a more detailed (although still notional) model of the ideas represented in Figure 4.4. Implicit in Figure 4.4 is the notion that the factors are binary (e.g., yes or no; or high or low). However, Table 1 allows each factor to have three values, Low, Medium, or High. The table is to be read from the top down (in what a computer person would refer to as an If-Then-Else statement). That is, one cannot read an arbitrary row because a higher row may have already covered the case. This permits condensation: Instead of 81 rows, we have only about 24. The symbol — means “any value” (i.e., the result is independent of this factor’s value).

The logic asserted by the table is equivalent to the following:

\[
\begin{align*}
\text{If } A, B, C, \text{ or } D \text{ is Low} & \quad \text{Then Low} \\
\text{Else} & \quad \text{If } A, C, \text{ and } D \text{ are High, and } B \text{ is at least Medium} \\
& \quad \text{Then High} \\
& \quad \text{Else Medium.}
\end{align*}
\]
The suggested algorithm, then, is simple. The content, however, depends on understanding and defining what Low, Medium, and High mean for each factor. How would we recognize a factor as being Medium rather than Low? Tightening up such matters is always a major social-science challenge when dealing with qualitative factors. Given such tightening, it may be possible to test the model empirically.

Let me now turn to the part of this discussion that is most directly related to generalized deterrence theory—attempts to influence the decisionmaking of the terrorist organizations themselves.
An Overview

Figure 5.1 uses a factor tree adapted from a body of work by Brian Jackson (Jackson, 2009) to depict the considerations that enter into the decision of a terrorist organization about whether to go ahead with a particular operation. The figure assumes that the organization exists and has strategic objectives. The depiction conveys the imagery of the rational-analytic perspective, but can allow for many aspects of more limited rationality. For example, the reader should imagine the word “perceived” as a modifier for almost everything in the figure. Also, Jackson refers to sufficiency of information. The “sufficiency” may be misestimated and the quality of the information may turn out to be poor. The model also included such concepts as “group risk tolerance,” which may be interpreted with a utility function compatible with rational-actor modeling, or may include subjective and circumstance-dependence heuristics.

Figure 5.1
Terrorist Decisionmaking

SOURCE: Adapted and simplified from Jackson (2009).
For the purposes of this paper, the following points are germane:

- The benefits may be judged not through the lens of a single all-powerful leader, but with consideration paid to perceived benefits to the relevant public audience and the terrorist organization as a whole. Does the proposed action advance the strategy of the organization or the desires of the group itself? This is nontrivial, since some members of the group are likely to be more eager for action than others.
- The assessment of risks depends on the defenses (to be broadly construed to include counterterrorism activities as well as immediate target hardening), the group’s thinking about risks, and the capabilities of the group itself (e.g., whether it has the requisite materials, talent, and opportunity).
- The “cost” of the cost-benefit calculation includes not merely the financial expense, but the likely expenditure of technology, people, and time. Although al-Qaeda has a long waiting line of would-be recruits, it has many fewer capable and accomplished leaders and many fewer specialists in such skills as bomb-making and penetration of security systems, or people with enough local knowledge to succeed in an operation.
- In this connection, there is a good deal of rationality in how terrorist organizations use suicide bombers, the competent ones being special resources to be used against hard targets (Berman and Laitin, 2005; Berrebi, 2009).

Modeling Decisions at Different Levels

General Observations
Figure 5.1 is an overview of terrorist decisionmaking from a top-down perspective, primarily about particular operations, but it is useful to think about deterrent and other influences at different levels of issue, organization, and operation. The traditional distinctions are among strategic, operational, and tactical levels. These distinctions are no longer as neat as they were in past centuries because even the actions of an individual can have horrific consequences, but they remain useful for our purposes.

Figure 5.2 shows an alternative way to decompose the risk factors appearing in the overall tree (Figure 5.1). Like Figure 5.1, however, it is structured to relate to whether or not to go ahead with a proposed operation. The most important feature of Figure 5.2 is that it distinguishes among operational risks (e.g., of being intercepted), the risk of negative effects internal to the organization (e.g., dissension resulting either from ideological disagreements or from members’ fear of retaliatory consequences for their families and community), and the risk that the strategic consequences of an attack will be negative even if the operation is a success operationally (“strategic effects risk”). For example, there may be more casualties than intended or more casualties to Muslims than intended. The public reaction, including that of al-Qaeda supporters, may be one of shock and horror rather than one of acclaim. There may be extraordinary retaliation by local states, the United States, or both—even to include what amounts to collective punishment.
Some general statements are possible, based on empirical evidence as well as common sense:

- Those executing attacks may be deterred from particular attacks by operational risks—even if they are committed to the cause and willing to sacrifice their lives (Morral and Jackson, 2009).
- If enough specific attacks are deterred over time, the net effect may be as though deterrence had worked at a higher level. It would not be proper to interpret that as “deterring further attack on the United States” if efforts continued apace to find a workable plan, but it would be accurate to refer to “deterring further attacks so far.” That would hardly be nothing. Would al-Qaeda be increasingly discouraged and reduce effort, in which case cumulative deterrence would be working (Doron, 2004); would the United States become more apathetic and sloppy; or both? If time is on our side with the al-Qaeda movement fading, then even temporary deterrence is effective deterrence.

It is also possible to make observations rooted in specific cases and specific empirical sources of information. For example:

- Senior leaders sometimes argue against certain kinds of violent attacks, fearing back-reactions from the public, as in the aftermath of the 2003 Riyadh attack, which killed numerous Muslims rather than numerous westerners (Stout, Huckabey, and Schindler, 2008, p. 54). The public beheadings ordered by Abu Musab al-Zarqawi were seen by Ayman al-Zawahiri as counterproductive: It was “better to kill the captives by bullet” (al-Zawahiri, 2005).
- Those planning specific operations intend them to be successful and often do not like risks. They may proceed with an operation known to be risky, but they would prefer not to do so even if this means delay, diversion, or abandonment of a mission (see the examples cited in Morral and Jackson, 2009).
- Individual terrorist members can sometimes be deterred or dissuaded by knowledge that participation would bring severe harm to their families. Examples of this are described
by Israeli authorities who have systematically interviewed large numbers of current and would-be terrorists (Doron, 2004).

- In other domains, such as drug smuggling, the deterrent effect is a nonlinear function of perceived risk (with deterrence increasing faster than risks). Indeed, that has been empirically demonstrated (Anthony, 2004).

**Lest We Be Too Optimistic**

Unfortunately, it is easy to come up with counterexamples, such as that some attacks may be deemed “successful” by the terrorist organization even if foiled, if the attack demonstrates that the organization is still in business and has the ability to penetrate anywhere in a country. Nonetheless, partial success in deterrence will typically be better than none.23

**Some Examples with Alternative Models**

Another way to see the potential value of broader forms of deterrence is to use relatively simple decision models. Let us now walk through some examples contrasting the assessment of options that might be reached by senior leaders of al-Qaeda according to two models. The models may represent different mind-sets at work at one time or another because of then-recent developments, our uncertainty as to how “al-Qaeda” reasons, or some combination. Such models can open our minds as to how the adversary leaders may reason.

Each model assesses the option for its expected outcome, its best-case outcome, its worst-case outcome, and confidence that the worst-case outcome really is as bad as it could plausibly be.24 Scores of 0 to 10 are assigned to each assessment, corresponding to Very poor, Poor, Medium, Good, and Very good. The models differ in their individual assessments and how they combine them to reach a net judgment. Model 1 is more willing to take risks. Model 2 is somewhat less willing to take risks and tends to see more risks than Model 1—whether by worrying about the unknown or worrying about whether the consequences of “success” will be more negative than expected.25

The hypothetical assessments for Models 1 and 2 are given in Tables 2 and 3. The first attack proposal shown corresponds to the September 11 attack, perhaps as assessed relatively soon before the attack. Al-Qaeda, having studied the plans and discussed issues with team leaders along the way, and having had no serious problems in preparing the attack, Model 1 rates the option highly. After all, the individual assessments assert that the attack will probably be quite successful; could be spectacularly successful; and is very unlikely to be anything like a failure because even if three of the airplanes fail, and the other airplane merely causes serious damage to its target, the overall effect will still be dramatic—a daring strike into the U.S. homeland. Model 1 regards anything less successful than that as implausible, as indicated by High in the confidence column.

Now let us consider how Model 2 would assess the same option (shown in Table 2). Model 2 is inherently less confident because it worries about “unknown unknowns”; it gives more weight to the downside possibility than will Model 1. In shorthand, it is more cautious. In this case, however, even Model 2’s assessment is “marginal”—inclined to action, perhaps, but just barely. If unanticipated problems began to arise, Model 2 would tilt to a negative assessment.
Affecting the Decisionmaking and Behavior of Terrorist Systems

Table 2
Model 1’s Assessments of Possible Attacks at Different Times

<table>
<thead>
<tr>
<th>Proposed Attack</th>
<th>Best-Estimate</th>
<th>Best-Case Outcome (Upside Potential)</th>
<th>Worst-Case Outcome (Downside Risk)</th>
<th>Confidence in Assessments</th>
<th>Model 1’s Net Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/11 attack</td>
<td>7</td>
<td>10</td>
<td>5</td>
<td>High</td>
<td>9</td>
</tr>
<tr>
<td>Cyanide attack on subway system</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>Moderate</td>
<td>7</td>
</tr>
<tr>
<td>Nuclear attack on a city</td>
<td>10</td>
<td>10</td>
<td>5 (backlash)</td>
<td>Medium</td>
<td>8</td>
</tr>
</tbody>
</table>

NOTE: Scores are from 0 to 10 with 0 being very bad, 5 being marginal, and 10 being very good.

Table 3
Model 2’s Assessments of Possible Attacks at Different Times

<table>
<thead>
<tr>
<th>Proposed Attack</th>
<th>Best-Estimate</th>
<th>Best-Case Outcome (Upside Potential)</th>
<th>Worst-Case Outcome (Downside Risk)</th>
<th>Confidence in Assessments</th>
<th>Model 2’s Net Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/11 attack</td>
<td>7</td>
<td>10</td>
<td>5*</td>
<td>High</td>
<td>5</td>
</tr>
<tr>
<td>Cyanide attack on subway system</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>Low</td>
<td>3</td>
</tr>
<tr>
<td>Nuclear attack on a city</td>
<td>10</td>
<td>10</td>
<td>0 (extreme backlash/retaliation)</td>
<td>Low</td>
<td>1</td>
</tr>
</tbody>
</table>

NOTE: Scores are from 0 to 10 with 0 being very bad, 5 being marginal, and 10 being very good.
* This assumes that even Model 2 has been convinced previously that attacking the U.S. homeland is necessary.

In this hypothetical use of models, then, either model of al-Qaeda senior leaders would have gone ahead with the 9/11 attack. The reason is that both models attempt to reflect the extreme ambition and ruthlessness of actual al-Qaeda leaders, both models are seeing the same “facts” (e.g., success in training runs, and the absence of strong warning signals), and both models are the same with respect to such relatively objective matters as estimating potential damage if an airplane hits its target.

The next row of the tables contemplates a cyanide attack on the New York subway system. The best-estimate outcome is not as high as with 9/11 because of technical uncertainties, but the upside potential is very strong and the worst-case outcome seems at least marginal from a direct-effect perspective (e.g., deaths caused and disruption achieved), meriting a 5. In this case, the information available for the assessment is poor because the security system is not fully understood and there are technical uncertainties about how well the gas would disperse and about whether there are damage-limitation mechanisms in place. Further, a downside assessment should perhaps recognize the possibility of extreme negative reactions by the entire Muslim world (Figure 5.2). Perhaps the United States would have an extreme reaction—even more than immediately after 9/11 with the invasion of Afghanistan. It might flail out indiscriminately and inflame anti-American attitudes (that would be good from the al-Qaeda perspective), but perhaps it would make no such mistakes and the Muslim world—including many segments traditionally supportive of al-Qaeda—would become strongly antagonistic. In this case, then, Models 1 and 2 see things quite differently. Model 1 favors the attack; Model 2 does not.
In fact, it has been reported that a cyanide attack was planned for January 2003 but called off for reasons unknown, apparently by al-Zawahari himself. This was originally described in a reporter’s book (Suskind, 2007), which was greeted by some with skepticism, but the account was later confirmed by George Tenet (Tenet, 2007, pp. 273–274), who stated that al-Zawahiri’s ostensible reason was that “we have something better in mind.” Perhaps the actual reasoning of al-Qaeda leaders was less about risk than about the perceived need to do something more spectacular. The incident, then, suggests that we may need additional models if we are to contemplate the potential range of thinking among al-Qaeda leaders.

The last row contemplates a nuclear bomb being set off in an American city. In this case, Models 1 and 2 are even more at odds—even if attack preparations and technical considerations are favorable. The primary reason is that Model 2 has more imagination (Model 1 might call it paranoia) about the ultimate consequences of “success.” Model 2 asks whether the United States and its allies might respond by collective punishment of the Muslim world—perhaps with nuclear weapons or with the unleashing of some sinister disease that would be devastating to the region.26 Model 2 is less sanguine than Model 1 about the wisdom of an apocalypse or about the certainty with which God will protect against it’s happening. Model 2 may also be convinced that the anger against al-Qaeda for making the attack might be extreme and general, including in the Muslim world.

The same uncertainties could have been discussed without mentioning the word “model,” but using models adds structure and a degree of consistency and coherence:

- The essential feature is giving alternative constructs serious weight rather than focusing on the alleged best-estimate construct. An “analytic doctrine” that called for creating alternative models as part of assessment, and developing strategy to honor all of the possibilities, might prove fruitful.

Many have argued over the years for something superficially similar, such as having a devil’s advocate present an alternative case. The effectiveness of that tactic, however, has often been underwhelming, perhaps because “everyone knows” that it is merely checking a box rather than intended truly to be persuasive. Having the core notion that strategy should routinely hedge against possibilities—even if regarded as relatively unlikely—is more radical, although difficult to dispute (Davis, Kulick, and Egner, 2005).

**Thinking Again About Deterrence-and-Influence Measures**

Having been through this notional exercise, let us now think again about the value of various deterrence-and-influence measures. Imperfect defenses may look useless to a conservative planner and yet be worrisome to the would-be attacker. Public-diplomacy efforts to encourage Muslim leaders’ fierce rejection of attacks using weapons of mass destruction, even revolutionary leaders, might be derided as unlikely to affect al-Qaeda leaders, but perhaps such efforts would be just enough, on the margin, to make a difference. Is there not enough evidence about people in general, and even current al-Qaeda leaders in particular, to imagine that they may disagree about evidence, disagree about risk-taking, and differ about what the downsides may be? Is this not even more obviously true when we recognize that individual people also perceive and reason differently as a function of their recent history and physical condition?
Next we might ask the same kinds of question about lower-level tiers of lieutenants and facilitators, and even supportive elements of the general population. Again, we should not fail to recognize the potential value of our efforts, even if they relate to deterrence or to forms of influence that some experts believe are implausible when dealing with religious extremists.

Finally, it can also be argued that deterrence is cumulative over the years and that viewing it as such can be very helpful. Almog Doron (a retired major general of the Israel Defense Forces) argues that case, drawing on the decades of struggle between Israel and Palestinian terrorists (Doron, 2004). He and Schmuel Bar (Bar, 2008) argue that over time terrorist organizations are forced by repeated defeats to reduce their objectives. Boaz Ganor also draws heavily on the Israeli experience (Ganor, 2005), providing a veritable text on the subject of counterterrorism, albeit one heavily laden with dilemmas, as befits the subject.
6. Some Next Steps

This paper has sketched the case for using simple conceptual models to help guide thinking about how to deter or to otherwise influence potential, actual, or disengaging terrorists and the many people who support terrorist organizations directly or indirectly. Much more can and should be done. More analytic depth can be added to the models using decision-table methods, explicit characterization of uncertainty, and alternative models to reflect different mind-sets. I would like to highlight some particular analytic challenges, however, on which some breakthroughs need to occur. These include

- **Adding rigor.** How do we characterize reproducibly the “values” to be taken by the various factors at play? Can these be characterized with reasonable objectivity and consistency?
- **Aggregation.** How should aggregate factors such as “public support” for terrorism be understood in relation to the attitudes and behaviors of the many subgroups and individuals within the public? For example, how much support must exist in a community before the aggregate effect should be regarded as large? How does that depend on the nature of society and various state controls?
- **Validation.** What methods should be used to draw on empirical and subjective information to “validate” the kinds of models at issue here?
- **Collective punishment.** To raise an odious subject that scholars cannot reasonably ignore when purporting to discuss deterrence, what variants of collective punishment, or instigating fear of collective punishment, are both relevant and morally acceptable? If such issues are modeled, how can the deterrent effects be maximized and negative consequences minimized? Such matters are not hypothetical. The Israelis, for example, took vigorous but imperfect measures during the Gaza campaign to warn civilian inhabitants before attacking buildings in which important Hamas infrastructure was deliberately commingled with civilian apartments (Cordesman, 2009, p. 17 ff.). One purpose was to demonstrate that hiding among civilians was not necessarily sufficient. Discussion of what is necessary, moral, and permissible has been much discussed within Israel (Ganor, 2005, p. 172), where the immediacy and constancy of the terrorist threat preclude avoiding difficult subjects.
- **Cumulative deterrence.** If “cumulative deterrence” is an important phenomenon, as argued by some Israeli observers and, for example, by those who have studied the history of the Irish Republican Army, how is it best represented in simple models?

In summary, I have attempted in this paper to lay out the dimensions of a theory of how to use influence (including deterrence) to affect elements of a terrorist system, touching on root causes, individual motivations, public support, and likely factors in the decisionmaking of terrorist organizations. Next steps will require a good deal of additional theoretical and empirical research.
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Endnotes

1 A version of this paper was presented at a conference, “Deterring Terrorism: Theory and Practice,” held at the Center for Security Studies, Zurich, Switzerland, November 6–8, 2009.

2 The monograph stemmed from a study conducted jointly with a team from the Institute for Defense Analyses led by Victor Utgoff. The study was requested by the Director of the Defense Advanced Research Projects Agency, who also sponsored a parallel effort by the National Academy of Sciences (National Academy of Sciences, 2002).

3 Another difficulty with classic deterrence was that al-Qaeda leaders seemed not to hold anything targetable so dear that threatening its attack would cause them to cease. To be sure, some people suggested threatening to respond to further attacks by bombing Muslim holy cities or major cities in the Muslim world. We regarded such suggestions as both immoral and irresponsible, as did the U.S. government. After all, the United States was at war with al-Qaeda, not Islam or the billion or so Muslims throughout the world.

4 However, there are many types of networks; disagreements continue about how best to view al-Qaeda and its affiliates. One interesting interpretation is through the lens of segmented tribalism (Ronfeldt, 2005).

5 Two recent reviews look back at the early literature (Morgan, 2003; Long, 2008). Both note the weight given to fear and the related threat of extreme punishment.

6 Deterrence by denial is deterring attack by convincing the adversary that his objectives cannot be achieved. Defenses, invulnerable retaliatory capabilities, ability to fight effectively at any scale of conflict, and perceived toughness (i.e., indomitability) could all play a part. The latter point plays an important role in a recent book (Jenkins, 2006).

7 A good exposition of Schlesinger’s thinking appears in Schlesinger (1968).

8 As a participant at the time, I felt that the countervailing strategy had done a very good job of squaring circles, even though it was criticized by some distinguished academics (Jervis, 1984). I still hold that view. Arguably, the critics underestimated the need to overcome the illogic of our adversaries.

9 A recent book drawing on historical examples also reminds us that some of the lessons drawn from the success of Cold-War deterrence by threat of punishment do not apply well now (Payne, 2008).

10 Many colleagues contributed to building these agents (Davis and Winnefeld, 1983; Steeb and Gillogly, 1983; Schwabe and Jamison, 1982; Ben-Horin et al., 1986; Davis and Stan, 1984; Davis, Bankes, and Kahan, 1986). The idea of an automated war-gaming system traces back to Carl Builder (Graubard and Builder, 1980), influenced by the work of William Jones, who had discussed alternative Soviet models in the early 1970s, each with different propensity scores for war initiation and escalation (Jones, 1980).

11 Unclassified summary discussions in support of the warfighting model are hard to find, but an article by Richard Pipes was influential (Pipes, 1977). Pipes headed the famous Team B effort during the Ford administration.

12 The literature on the Cuban Missile Crisis includes informative but less-than-fully-candid accounts by participants (Kennedy, 1971), White House tape recordings (May and Zelikow, 2002), historical accounts based on both U.S. and Soviet records (Fursenko and Naftali, 1997), discussions of the nature of decisionmaking as viewed through different lenses (Allison and Zelikow, 1999), and journalism. A recent book (Dobbs, 2008) revealed information even more troubling in some respects than what had emerged in the previous 40 years.
A consistent implication of the books is that Soviet and American leaders were conflicted with what (for the purposes of this paper) amounted to be “multiple minds.”

13 This was uncannily similar to the theme of the later movie, *Crimson Tide*, with Gene Hackman and Denzel Washington.

14 “Preemption” refers to attacking in the belief that an attack by the adversary is imminent. “Preventive war” refers to going to war in anticipation that the adversary is becoming a threat and is better dealt with now rather than later.

15 I have added explicit mention of intolerance to the factor tree, since that is arguably a root cause (Davis and Jenkins, 2002), although it is sometimes regarded as impolite to discuss.

16 This process occurs sometimes in a bottom-up way, as emphasized in Marc Sageman’s work (Sageman, 2008), but there continues to be a significant top-down influence within al-Qaeda and its affiliates (Hoffman, 2008).

17 Considerable evidence exists about the significance of such beliefs to rank-and-file members (Stout, Huckabey, and Schindler, 2008, p. 48), in at least some contexts. The belief in the virtues and blessedness of martyrdom is arguably even stronger and more prevalent. This said, it has been argued that, even to more sophisticated members, the theological aspects of the “Global Salafi Jihad” may be the most important component of knowing the enemy (Stout, Huckabey, and Schindler, 2008, drawing on the work of Jeffrey Cozzens).

18 In part because of this, Horgan argues for effecting change at the social, organizational, and political levels, rather than focusing only on efforts to “deradicalize.”

19 This is discussed by Feith (2008, pp. 491–92), who reviewed contemporary records of debate within the administration, and accords with my understanding. Publicly released reasons varied greatly. More definitive records from all of the various officials will emerge over time.

20 Such “logic tables” can be the basis of comprehensible computer models, as demonstrated with the RAND-ABEL language developed in the 1980s (Hall et al., 1985).

21 This adaptation includes moral self-restraint, which is sometimes a consideration in the decisionmaking of terrorist organizations (Jenkins, 2008).

22 The criteria for assessing risks are subsumed in the implicit function that turns the lower-level risk factors into an overall assessment of risks.

23 The word “typically” is a hedge. Some deterrent actions could encourage a shift to what ultimately would be a more lucrative target for the terrorists (Morral and Jackson, 2009).

24 This structuring is documented elsewhere (Davis, 2002; Kulick and Davis, 2004).

25 A possible example is that al-Qaeda reportedly decided against having the 9/11 attackers go after nuclear power plants for fear it would “get out of control” (Jenkins, 2006, p. 187). Jenkins was referring to claims by an Arab reporter.

26 It is sometimes argued that such an attack is implausible because disease can propagate as people travel globally. However, biological weapons, such as anthrax, are not contagious. The conspiratorial mind-set that is so much part of the Middle East might in this case be useful.