(» i E &~ DEFENSE TECHNICAL INFORMATION CENTER

I/f:)r.«.uiom for the Defease € onc.«.uu't)'

DT!C®has determined on & [/ /3470 that this Technical Document has the

Distribution Statement checked below. The current distribution for this document can
be found in the DTIC® Technical Report Database.

%DISTRIBUTION STATEMENT A. Approved for public release; distribution is
unlimited.

[] © COPYRIGHTED; U.S. Government or Federal Rights License. All other rights
and uses except those permitted by copyright law are reserved by the copyright owner.

[l DISTRIBUTION STATEMENT B. Distribution authorized to U.S. Government

agencies only (fill in reason) (date of determination). Other requests for this document
shall be referred to (insert controlling DoD office)

] DISTRIBUTION STATEMENT C. Distribution authorized to U.S. Government

Agencies and their contractors (fill in reason) (date of determination). Other requests for
this document shall be referred to (insert controlling DoD office)

] DISTRIBUTION STATEMENT D. Distribution authorized to the Department of

Defense and U.S. DoD contractors only (fill in reason) (date of determination). Other
requests shall be referred to (insert controlling DoD office). ~

[ DISTRIBUTION STATEMENT E. Distribution authorized to DoD Components only

(fill in reason) (date of determination). Other requests shall be referred to (insert
controlling DoD office).

] DISTRIBUTION STATEMENT F. Further dissemination only as directed by
(inserting controlling DoD office) (date of determination) or higher DoD authority.

Distribution Statement F is also used when a document does not contain a distribution
statement and no distribution statement can be determined.

] DISTRIBUTION STATEMENT X. Distribution authorized to U.S. Government

Agencies and private individuals or enterprises eligible to obtain export-controlled
technical data in accordance with DoDD 5230.25; (date of determination). DoD
Controlling Office is (insert controlling DoD office).



SCIENTIFIC COUNCIL THE STATE RESEARCH CENTER
OF THE RUSSIAN ACADEMY OF SCIENCES OF THE RUSSIAN FEDERATION

- ON THE PROBLEMS OF MOTION CONTROL CENTRAL SCIENTIFIC AND RESEARCH
AND NAVIGATION INSTITUTE ELEKTROPRIBOR

' TNTERNATIONAL CONFERENCE
ON INTEGRATED
NAVIGATION SYSTEMS

t wm

27 - 29 MAY, 2002

RUSSIA

CO-SPONSORED BY:

B THE INTERNATIONAL PUBLIC ASSOCIATION ACADEMY ON NAVIGATION
AND MOTION CONTROL (ANMC)

B THE AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS (AIAA)

B THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS (IEEE), USA

B L'ASSOCIATION AERONAUTIQUE ET ASTRONAUTIQUE DE FRANCE (AAAF)

M LINSTITUT FRANCAIS DE NAVIGATION (IFN)



SCIENTIFIC COUNCIL THE STATE RESEARCH CENTER

OF THE RUSSIAN ACADEMY OF THE RUSSIAN FEDERATION
ON THE PROBLEMS OF MOTION CONTROL CENTRAL SCIENTIFIC AND RESEARCH
AND NAVIGATION INSTITUTE “ELEKTROPRIBOR”

9th SAINT PETERSBURG
INTERNATIONAL CONFERENCE
ON INTEGRATED
NAVIGATION SYSTEMS

27 - 29 MAY, 2002
RUSSIA, ST. PETERSBURG

20100311159

CO-SPONSORED BY:

= THE INTERNATIONAL PUBLIC ASSOCIATION ACADEMY OF NAVIGATION AND MOTION CONTROL
(ANMC)

THE AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS (AIAA)
THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS (IEEE), USA
L'ASSOCIATION AERONAUTIQUE ET ASTRONAUTIQUE DE FRANCE (AAAF)

= L'INSTITUT FRANCAIS DE NAVIGATION (IFN)



In the present publication the materials of the 9th Saint Petersburg International
Conference on Integrated Navigation Systems (May 27-29, 2002) are presented.

This publication includes the full texts of plenary papers and abstracts of poster
presentations (marked with * in the Contents).

Editor-in-Chief

Viadimir G. Peshekhonov

ISBN 5-900780-37-6 © State Rescarch Center of Russia * Elcktropribor™, 2002



(4

CONTENTS

SESSION I: SATELLITE SYSTEMS

Yu.P. Semenov, V.P. Legostaev, B.Ye. Chertok, V.P. Gavrilov, G.A. Berzin ,V.A.Udaloy,
S.G. Revnivykh, V.N. Pochukaev
High Elliptical Orbit-Based Informational and Navigational Functional Augmentation of Global

Navigation Satellite SYStEMS.......ciiiiii e ettt 9
I.K. Konarzhevsky, S.B. Pisarev, B.V. Shebshaevich
GNSS Function in Navigation and Control Systems: Trends of Improvement and Development ........ 16
M. Markgraf, O. Montenbruck, S. Leung
A Flexible GPS Tracking System for Sub-Orbital and Space Vehicles.........cccoovveviineinenniiineniveennnn, 18
A. Dolgopolow, Z. Kozlowski, M. Kaczmarek, T. Turczyn, A.Wolski
The Accuracy of DGPS System in the Area of Zalew SzczecCinski™ ...........cccevieienninecesre, 28
Yu. L. Fateev
Solution of Phase Ambiguity in a One-Base Interferometer™.................ccocvuviverinienienienieeerecieeeee e 30

V.E. Hertzman, V.V. Chistyakov
Anomaly Measurements Rejection Technique for Space Vehicle Trajectory Determination

BasedontGPS/GUONASSTDANAT tnricemics svmmes s mies s b i st s it s e 33

V.D. Dishel, A.K. Bykov, D.K. Churikov
Onboard Ballistic-Navigational Support of Spacecraft S0/ar Sail” ..........ccoceceevevinevennnnicneneneieneennns 36

A.V. Grebennikov, M.Yu. Kazantsev, Yu.L. Fateev
Estimating lonospheric  GLONASS and GPS Signal Delay by Single Frequency

N S LT ETIVE TN TS vt momstiersrostutiss et 50 AR 6 e YT T T S S A A s S AW T S A A S e 37
Johann Furthner
GALILEO - Only a Better GPS or More? Performance Analyse with the Tool NAV-SIM .................. 46

J. Hammesfahr, A. Dreher, A. Hornbostel, Z. Fu
Assessment of Using C-Band for Navigation Signals ............ccccuveiiiiiiiiiiicciee i 53

N. A. Golovanov Yu.V. Gavrilenko, V.V. Groshev, N.A. Zaitseva, LV. Kalinina,
E. V. Kochneva, V.G. Potekhin, T. P. Tkacheva
Airborne Monitoring System of Integrity of Navigational Data Based on Statistical Processing........... 63



i o _{

Lo )

Bernd Eissfeller, Christian Tiberius, Thomas Pany, Robert Biberger, Torben Schueler,
Gunter Heinrich
Instantaneous Ambiguity Resolution for GPS/Galileo RTK Positioning.......ccccccvvevieviiiceiiieiiiie e, 72

Michael Mittnacht, Mark Hartrampf, M.V. Vasilev, N.V. Mikhailov
Precise Relative Navigation of Space Vehicles with GPS .............cooiooiioii e 87

Tom Willems, Alain De Wulf, Marijke Brondeel
Integration of Multi-Station Long-Bange DGNSS Data...........cccociiiiiiiiiiiiiiieriieie e 88

Nicola Crocetto, Salvatore Ponte
Blunder Detection and Estimation with Fuzzy Logic: Application to GPS Code- and Carrier-
RS EEV A S UTETINEINTS. . - e e v T ol T e et oSt S ST T S SIS ST D e 95

SESSION II: INTEGRATED SYSTEMS

M. Beliaev, D. Rulev, T. Matveeva,V. Sazonov, S. Foeckersperger, H. Frank, W. Paeffgen
Experience of Investigations Performed with the Help of Navigation System Aboard the
Research Priroda Module on the Mir Space Station............ccceiiiiiiiieeciie i 105

Q. Ladetto, B. Merminod
Digital Magnetic Compass and Gyroscope Integration for Pedestrian Navigation .................cccccoeve. 111

A.A. Koshevoy, A.S. Grib, V.V. Ivanov, |.E. Nagirnaya, A.V. Maranov
The Marine Simulation System PANORAMA TS .......oooiiiiiiieitice vttt st ir v 121

Armin U. Schmiegel
Application of a Stabilized Vehicle Model Based Navigation Filter on the Autonomous

Underwater VehiCle DEEPC.......co..o ettt e e et 126
Ch. Hajiyev
RKF Based Integrated Radio/INS AIMETEr™ .............cooeieiiiieiieieereee st seseeseeseenissesessesensessssesessesenrs 134
V.B. Larin, A.A. Tunik
Algorithms of Low Cost INS and INS/GPS Integrated Systems for Short-Range Navigation™........... 137
P.K. Plotnikov, A.l. Sinev, V.B. Nikishin, A.P. Ramzaev
Application of SISON — GPS for the Positioning of Line of Underground Pipeline” ...........ccc..ccceuuu... 140
Andon D. Lazarov
Iterative MMSE Method for ISAR Image Reconstruction™ ................coouvveerinieniererinnesnennsesnaeseseseenenes 143
D. Klinec
Applications and Navigation Systems for Pedestrians in Urban Areas™ ............ccccoecueeecivncniceeencene 146

Vladimir N. Pilishkin, Ingmar Tollet
Exact Systems Pointing with the Help of Intelligent CONtrol™ ............ccooininnnnnniieecececcreeenes 148

A.V. Zbrutsky, O.l. Nesterenko N.l. Lykholit, S.K. Fedorenko, B.P. Goncharov
Astroinertial Navigation System for Aircraft Applications™...........c.cocoeiniiiierenieunineneeser e 152

V.B. Kostousov, 1.G. Onuchin
Efficient Algorithm of Geometric Modeling for the Problem of Navigation and Guidance of
¢ AN OBTIENEP o R i T vomasoms sob s aspe et S B RN oo S B S O ST i 155

/
V.A Tikhonov., V.E. Plekhanov
The Results of the Research on the Measuring Block of the Integrated System for Motor

TTERATAGTIOTE T ettt 125l T R e i S5 A Bl o S o ST o5 St 757 157



1

L

D. Musicki, R. Evans
LinearJeint RRA(LJIRDA) Algo M rrrr i e el i e T T T T R e

G.P. Anshakov, Yu.G. Antonov, A.. Manturov, Yu.M. Ustalov, B.Ye. Landau,
V.G. Peshekhonov
Integrated Angular Motion Control System of a Remote Sensing Satellite........c.ccooveieiiiiinn,

Ernst Kesseler, Ronald Grosmann, Rudy Ehrmanntraut
Integrating Navigation and Communication Systems for Innovative Services...........ccoovviviiiinnnae.

A.A. Koshevoy, A.V. Maranov, O.T Chigirin, Y.T Chigirin, A.A. Ostapov
Creation of Hyperbolic System for Search of Distress Moving Objects in the Sea, in the Air, on
the Land using Radiation from Their Transmitters™ ..............ccceeveevveeeeniesesieneneeeeercscennens

A.A. Koshevoy, A.S. Grib, V.M Konshin, A.V. Maranov, V.Ph. Medvedev, V.N. Sadiy,
I.P. Smaglyuk, G.I. Reshetnikov
Universal Hardware and Software Complex for Processing and Displaying Radar and Chart

R R I ™ e i i e I T A e S s s s s

A.V. Nebylov
Restriction of Maximum Errors in Guidance, Navigation and Motion Control Systems” ..................

A.A. Fomitchev, A.B. Koltchev, K.Yu. Schastlyvets, V.B. Uspensky V.V. Timofeev
Estimation of Gyrocompassing Accuracy and Techniques of Course and Gyro Drift Correction
in-integrated NaViGRION SYSIBM” . irvermvrmrmersrssmeiwssvrmsesssssismmoss s ssirisrsaissessismsimsiesasmeisss

D.A. Antonov, A.. Chernomorsky, A.l. Peterburg, A. Tuvin, K.K.Veremeenko,
R.Yu. Zimin

Mobile VERIEIe TraCking SYSUEI TBEYE™ . cu.wssuussousmimmmmmmssasmasssasins sensesisimesesssis sasiisasssiussiessvsaamsssemsss

A.L. Fradkov, B. R. Andrievsky
Adaptive Flight Control Based on Parametric Identification in Sliding Mode™...........ccccoceoenriinennennn.

Carlos Rodriguez Casal
Privacy Concerns When Introducing Telematics in the Market * ...........coooiriiveievieeeicieiiees

V.. Kremer, A.V. Molchanov, E.F. Polikovsky, V.A. Troitsky
Using Post-Processing Methods for Signal FIlFation™ ............cccooieiiiii i

Yu.Yu. Broslavets, A.A. Fomichev, A.B. Kolchev, V.B. Uspensky
Simulstion Mode! of ihe Aireraft MIOVEBOTENT" . mmmmmmrmims i msmssisass sn i s St

0.S Amosov
Numerical Realization of Adaptive Algorithm for Nonlinear Filtering of Maneuvering Object
Tirajecton Paramelersy o s e s A e A ST S e S R s

Steven Frain, Garth Van Sickle
CNSIATM for Tactical Militany. AlTerafl s s e e e o T R e

B.A. Blazhnov, L.P. Nesenjuk, V.G. Peshekhonov, A.V. Sokolov, L.S. Elinson.
L.K.Zheleznyak

An Integrated Mobile Gravimetric System. Development and Test Results ...........cccoeeveeiiiniincan

V.N. Berzhitzky , V.N. llyin , E.B.Saveliev, Y.L. Smoller, S.S. Yurist , Yu.V. Bolotin,
A.A.Golovan, N.A.Parusnikov, G.V. Popov, M.V. Chichinadze
GT-1A Inertial Gravimeter System Design Experience and Results of Flight Tests...........................

wn



—
—
,_'.i
__"

]

G.P. Anshakov, Yu.G. Antonov, A.l. Manturov, Yu.M. Ustalov, A.E. KKovaltsova,
Yu.N. Gorelov, S.B. Danilov

Ballistic Support and Supervision of Research and Technological Experiments of Foton SC* ......... 243

Yu.G. Antonov, Ya.A. Mostovoi, V. N. Filatov, I. D. Yakushev

Fault-Tolerant Onboard Computer for Satellite CoNtrol LOOP ™..........ococoeeiiiierieieieeeeeee e 246
Yu.V. Bolotin, A.A. Golovan, N.A. Parusnikov
Off-Line Processing Tasks for Inertial Gravimetry System GT-1A" .........ccoviiiviieicieeceeeeeeeeie e 248
V.A. Tupysev
Using Wiener Models for Describing Gyro Drifts and Measurement Errors in INS State

B U IS it st i e e RS e e AR P AN T o T S BN RO 250

G.V. Antsev, V.A. Sarychev, V.A. Tupikov, L.S. Tournetsky
The Use of an Airborne Electronically Agile Radar during Autonomous Landing of Planes™ ........... 254

O.A. Stepanov, B.A. Blazhnov, D.A. Koshaev
The Efficiency of Using Velocity and Coordinate Satellite Measurements in Determining

Gravityiaboardian AIrerafl  rrospeisns iemesrammn s o e s s s e 255
B. Leach, R. Rahbari, J. Dillon
Low Cost Strapdown IMU/DGPS Integrated Navigator with Fuzzy Logic Adaptive Tuning ............... 264
V.D. Dishel

Integrated Inertial-Satellite Systems of Navigation, Attitude Control and External Trajectory
Monitoring of the Orbital Injection Vehicles. Strategy of Synthesis, Creation Experience
and On-Earth Development BESUIS .......cc..oiiiiiiiiiie et e 274

Bernd Eissfeller, Christian Kreye, Daniel Sanroma, Thorsten Luck
Development and Performance Analysis of a Tightly Coupled GNSS/INS System..........ccccceeveeeen. 284

F. Napolitano, T. Gaiffe, Y. Cotreau, T. Loret
PHINS: the First High Performances Inertial Navigation System Based on Fibre Optic
EYTOSCOPE'S v owrsisesr stmmesteieatso e S e T T T e e e e ST S e S 296

V.I. Baburov, N.V. Ivanszevich,‘ E.A. Panov, N.V. Vasileva
Local Navigation Integrated System on the Base of GNSS and Pseudolites Network....................... 305

Chang Sun Yoo, lee Ki Ahn, Sang Jeong Lee
Implementation and Testing of GPS Integrity Monitoring with Supplementary Navigation
SEMSONE tirrmvesmrrats miwvra s ST ST Tan e T o DT T PO AT A e i T e T B S TS T e 312

0. Schiele, A. Kleusberg, R. Horn
A Comparison of Two Integrated Airborne Positioning and Orientation Systems ............cccccevevenennne 320

SESSION lil: INERTIAL SYSTEMS AND SENSORS

V. Logozinski, I. Safoutine, V. Solomatin
A Miniature FOG with Built-In Diagnostics and Instant Start-Up ..., 327

V.E. Prilutskii, Yu.K. Pylaev, A.G. Gubanov, Yu.N. Korkishko, V.A. Fedorov, E.M. Paderin
Precision Fiber Optical Gyroscope with Linear Digital Output ..........coeoiiveeieiiiie e 333

S.P. Kryukov, G.l. Chesnokov, V.A. Troitskiy

Experience in Developing and Certifying a Strapdown Inertial Navigation System for Civil
Aviation (SINS-85) and Creating on its Basis Modified Systems for Controlling Marine,
Ground-Based and Aerospace Objects and Solving Geodetic and Gravimetry Problems....... 343



G.A. Sapozhnikov, S.V. Bogoslovsky, A.O. Kadkin
Particularities of Multi-Component Electromagnetic Measuring Suspensions Design™......................

V.Z. Gusinsky, O.l. Parfenov, S.V. Shipilov
Active Damping of ESG Rotor Nutation By Dry FriCtion ............c.cooiiiiieee e,

M.A. Barulina, V.E. Dzhashitov, V.M. Pankratov
Mathematical Models of Thermal Control Systems for Micromechanical Gyros™ ................c..c..c.......

Yu.A. Yatsenko, V.V. Chikovani
High-Q Quartz Resonator Using Piezo-Electric Excitation.and Control of the Third Oscillation

MOAE ™ e e =

S.A Kharlamov
On the Micromechanical Vibratory Gyro MOtONS™ ............cccovieueuiuiiinininireseieiniesee s ee s

V.D. Sharov, Yu.N. Saraiskii -
The Probability Distribution of the Inertial Dead Reckoning Errors ™ .........cocoevveieveeeceiveieeceeen

D.M. Kalihman, L.Ya. Kalihman, N.A. Kaldymov, S.Ph. Nahov
The Linear Acceleration Meters Unit with Precision Quartz Accelerometers as Sensing

VIS ™ ..ottt et et eete e e e e eat e e et ate e ana e aaae et aeeertereeeanee e

R. Giroux, R. Jr. Landry, R. Gourdeau
Simulation Software and Hardware Implementation for a Low Cost Electronic Inertial
NaVIgation SYStET: TSV SBIETIGIN i e s eisisabiassies o1 e i 65 o e £ S5 st

A.Ye. Sinelnikov, V.N. Kudryavtsev, P.A. Paviov
A New Russian Standard in the Field of Low-Frequency Motion Quantities Measurements .............

V.Ya. Raspopov, Yu.V. lvanov, S.A. Zotov
Dynamics of the Sensitive Element of the Micromechanical Accelerometers™.............ccccccoeeeeeeueenee.

L.V. Vodicheva
INS Initial Alignment and Calibration on Moving Base: Aligned and Reference System

Interaction” srssnmrenmesmm s s e s e e e

Zhang Qiaoyun, Lin Rile, Zhang Ting, Li Maochen, Lu Zhiging
Application of Quartz Micromachining to the Realization of Micro-Gyro...........ccccveeeevvivvieccveeeeeeeeen.

V.V. Kozlov, A.A. Konovchenko, A.P. Mezentsev, L. A. Dudko, A.l Tereshkin,
N.Yu. Mezhuev

High-Precision Land-Based GyroCOMPASS™ .........ccccieieirieriiiiieiesiereseesesessseseseseesesaseesessssssesessisesessennas

A.P. Panov, M.V. Sinkov, N.N. Aksenov
The General Methods for Synthesis and Analysis of High-Precision Algorithms for Quaternions

G SR B AR oo s sttt Sommt i o T AR S s IR e S S A SR S

A.G.Andreev, V.S.Ermakov, S.M.Yakoushin
Multivariate Analysis of Different Inertial Navigation Systems — the Way to Their Versatility* ...........

V.S.Ermakov, A.G.Maksimov, V.F.Kroupnov, |.A.Dedok
On Application of the Modulating Gyroscope in Marine GyroCompass * ..........ceceeeeveeeieeivereereeneenns

N.A. Lookin
Function-Oriented Processors as the Basis for Digital Electronics of the Intelligent Sensors for

T R R I ™ e o e R e e T e T A oo e i



A.A Elizarov, B.S. Konovalov, S.F. Konovalov, D.T. Mayorov, A.V. Polynkov,
A.A. Trunov, V.V.Yurasov , Kwan Sup Lee

System of Diagnostics of a Construction Structure State .........c.cevvviiriininiini .

A.V. Chernodarov, S.A. Bystrov, V.V. Enyutin, A.P. Patrikeev Yu.D. Golyaeyv,
M.S. Drozdov
Calibration of Laser Inertial Measurement Units on the Basis of Guaranteeing Estimation

P O C U e S e i st e masiee e aisaisae i SO e e S S TS § SRS S SR T e S e S

A.V. Sorokin, N.l. Bashkeev, V.V. Yaremenko, Yu.G. Antonov, N.A. Kuroedov,
B.K. Suchkov, Ye.l. Somov

A Power Gyroscopic Attitude Control System of a Space Vehicle Resource — DK ...




Session |: SATELLITE SYSTEMS

HIGH ELLIPTICAL ORBIT-BASED INFORMATIONAL AND NAVIGATIONAL FUNCTIONAL
AUGMENTATION OF GLOBAL NAVIGATION SATELLITE SYSTEMS

Yu.P.Semenov*, V.P.Legostaev¥**, B.Ye.Chertok***, V.P.Gavrilov**** G A Berzin*****,
S.P.Korolev Rocket and Space Corporation Energia,
4a, Lenina st., 141070, Korolev, Moseow Region, Russia
Phone 7095 5138242, Fax: 7095 5138620; e-mail: post2@rsce.ru.

V.A.Udaloy****** § G Revnivykh******% YV N Pochukaey****k**
Mission Control Center
4, Pionerskaya st., 141070, Korolev, Moscow rcgton, Russia
Phonc 7095 5135806; Fax: 7095 5868380: e-mail: CNSS@ mce.rsa.ru.

Abstract
Keywords: satellite. navigation, user, augmentation, corrections.

This paper presents a concept for a Russian space-based wide-area functional augmentation of global navigation
satellite systems (GNSS). This augmentation was given the name of Informational and Navigational Functional
Augmentation (INFA). In contrast to WAAS and EGNOS systems using for relay satellites SC in GEO, the space segment of
INFA consists of SC based on Yamal bus flving in High Elliptical Orbits (HEO) of Tundra tvpe. The paper provides a
rationale for the desirability of creating INFA for Russia, with its large area and northerly location.

Introduction

There are plans for the near future (2008-2011) to introduee in Russia a Positioning and Time Support (PTS)
system based on the use of global navigation satellite systcm GLONASS (as well as GNSS GPS, GALILEO), 10
provide control to all kinds of mobile objects.

The key elements of the PTS system arc: navigation satellites (NS), uscr equipment (UE). functional
augmentations to GNSS (FA), monitoring and control eenters, communieations lines.

The task of integrated optimization of the following problcms must be addressed: providing the maxtmum
achievable positioning aceuracy to the PTS system uscrs, eontinuity and reliability of positioning, including
uscrs located in difficult environments (cities, mountains, etc.), providing communications to traffic control,
servieing and other kinds of ecnters: minimization of total costs.

In the interests of accomplishing this task. this paper proposcs a eoneept for Russian wide-area funetional
augmentation. Informational and Navigational Functional Augmentation (INFA), the space segment of which
consists of satellites in HEO.

It shows the architeeture of INFA and funetions of its elements. possible options for satellite constellations of
SC in HEO. orbital paramcters for these SC.

It demonstrates the advantages of SC in HEO as eompared to relay satellitcs in GEO.

It providcs performanee data for HEO satellite that is being designed at RSC Energia to be used as a space
eomponent of INFA
INFA effeetiveness analysis has been eompleted.

1. INFA architecture and functions of its elements
Major INFA elements are: Navigation Data Proeessing and Generation Center or Navigation Center (NC); a

network of Monttoring and Correction Stations (MCS) equipped with multi-ehannel GLONASS/GPS/GALILEO
reeeiving hardware; HEO satellitc constellation: Satellite Communteations Ground Stations (SC GS); Central

* Full member of RAS. chief designer.

" Corresponding member of RAS, first deputy chief designer.

" Full member of RAS. honorary member of the Academy of Navigation and Motion Control, chief scientific adviser.
" Senior scientist

""" Leading engineer.

Ph.D, first deputy leader.

Head of department.
’ Doctor of sciences, leading scientist.
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Station, which is a system that includes JEO SC mission control center, Monitoring and Control System Ground
Station, transmitting station based on GLONASS SC transmitter, etc.

MSC continuously receive radio signals from navigation satellites. All the received data are transmitted to
NC via SC in HEO (other communications channels may also be involved). NC generates: data on the integrity
of NS that are being controlled; current corrections to the ephemeris and time data stored on-board navigation
satellites; ephemeris and time data for SC in HEO.

The generated data array is distributed throughout the entire coverage area of HEO SC via transmitting
station and HEO SC which serves as a relay for these data.

Transmitting station also generates a navigation signal similar to GLONASS SC signal which is also
distributed via HEO SC over its entire coverage area. This signal is also received by an MCS located near
transmitting station. The processing of this signal together with the signal generated by the transmitting station
allows to factor in the time it takes for the radio signal to travel between the transmitting station and HEO SC
with high degree of accuracy. Thus, the HEO SC becomes a conventional navigation satellite. It goes without
saying that an accurate geodetic fixation of the transmitting station and the MCS will be required.

The number of MCSs is an issue which needs to be determined. There are plans to use both specialized
MCSs, and Monitoring and Correction Stations for local augmentations.

Top-level INFA architecture is shown in Fig.1.

SC in HEO

o G 4 /

Y2, e .
‘:‘/{/ \b\‘g\ Fig.1. Top-level architecture of the
@ Information and Navigation Functional
a4 Sm e i st ot om0 Augmentation
SCGS MCS MCS SCGS

NC has the following additional functions: continuous monitoring and periodic certification of navigation
fields over Russia and adjoining territories; it is possible to integrate INFA with other wide-area augmentations.

Additional functions of SC in HEO are: transmission of digital data on the location and status of objects that
are the users of the navigational data to monitoring and control centers; transmission of command data in the
opposite direction.

2. Parameters of the satellite constellation in high elliptical orbits

The orbital constellation of relay satellites is to be built on the basis of Yamal SC flying in HEO with the
following parameters:

period T~24h,

apogee altitude H_, ~47-50 thou. km,
perigee altitude H_ ~ 25-22 thou. km,
inclination 1~63°

argument of perigee . ~270°

The advantages of these orbits are: high perigee altitude, which allows the SC to fly above radiation belts;
large coverage area with the minimal number of satellites in the constellation; less propellant required to put the
SC in such an orbit as compared with putting SC in GEO.

There are several options for HEO constellation: a constellation which consists of 3, 4 SC flying over the
same ground track; a constellation consisting of 4 SC flying over two different ground tracks.

Fig. 2-4 shows these constellation options, their respective orbital parameters, (H; - apogee altitude, U
perigee altitude), SC ground tracks, active SC change latitudes (er‘g), one-moment critical coverage areas. It is
assumed that, taking into account external obstacles (urban environments, mountains), navigation and

10



communications services must be provided to the user at mask angle y of up to 25°. It can be seen that such

constellations provide a 100% coverage of the Russian territory at y=25°.

Fig.5 shows similar coverage areas for two SC in GEO. They demonstrate that it would be disadvantageous

to use such SC for a Russian wide-area functional augmentation.

..
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Fig.2 Satellite Constellation in HEO consisting of three SC flying over the same ground track
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Fig.5 Coverage areas of two SC in GEO (y=25°).

3. Properties of the SC based on Yamal bus and used as a space component of the INFA

Fig.6 provides key performance data on a high-apogee SC (Tundra-type orbit) based on Yamal bus, which is
being designed in RSC Energia as a radio broadcast and communications satellite, and which can be used as a
space component of INFA.

Fig.7 shows the architecture of the on-board radio system of that SC.

The functions of this SC on-board radio system are: radio broadcasts in L-band. mobile communications in
Ku-band on the CIS territory, mobile communications in Ku-band in the area of northern air-routes,
implementation of INFA functions.

Energy and mass resources of the on-board radio system spent on the implementation of the INFA functions
does not exceed 10-15% of the total on-board radio system resources.



Q Mass 1600 kg

Q Mass of the Applications Payload 450 kg
Q Power required for the Applications Payload 5.5 kW
Q Transponder bands C.Ku, L
. O Stabilization in three axes
. A = Q Life in orbit 12 years and more
. (I -
Q Can be put into a high elliptical orbit using Soyuz LV with
Fregat upper stage
Fig.6 SC based on Yamal bus in HEO
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Fig.7 Block-diagram of the SC on-board RF system

4. INFA efficiency evaluation

One of the most important functions of INFA is to accumulate at NC all the navigation data from MCS, and,
based on its processing, to provide real-time monitoring of GNSS GLONASS, GPS, GALILEO navigation field
parameters. It is expected that providing the data from such monitoring to all interested parties, will allow to
reduce work load at monitoring centers at the level of specific regions and industries.
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Introduction of INFA will also allow integration with other wide-area augmentations (WAAS, EGNOS).

The next important function of INFA is to provide communications services between PTS system users and
centers for controlling mobile objects via HEO SC. This task is important for Russia because of its large territory
and underdeveloped infrastructure of ground communications lines.

And finally, INFA functions include improving navigation accuracy for PTS system users.

Let us review this problem in more detail.

We shall proceed from the following assumptions.

No later than 2008, NSs of the GLONASS, GPS, GALILEO systems will be transmitting navigation signals
on two (three) frequencies available to all the users. The user will have multi-channel (12 channels and more)
equipment capable of receiving signals from GLONASS, GPS, GALILEO, as well as signals relayed via HEO
SC. It is assumed that the design performance data of the upgraded GLONASS and GPS systems, as well as of
the new GALILEO GNSS will be achieved.

Expected navigation accuracy of the upgraded GLONASS GNSS (GLONASS K). GPS (GPS III) and
GALILEO system, as well as GLONASS K GNSS plus INFA are given in Table 1.

For the purposes of comparison, the Table also lists accuracy data for the previous phases of GLONASS and
GPS GNSS (one- and two-frequency signal options).

Table | lists major sources of errors in pseudo range measurements, total pseudo range errors, horizontal and
vertical errors in one-moment positioning (15) in meters. Positioning errors were determined as a result of using
the method of geometric dilution of precision at mask angles y=5+10°.

Table 1
GLONASS GPS
Pseudo range EL(?ESA[S“S GLONASS
error sources . ; ¢ K +INFA
GLONASS GLONASS GPS GPS 11 GPS 11 GALILEO
M RM F
Positioning
Anch Tt 9.2 26:3.4 23 23 125 | 06508 0.2:0.4
Support of
NS
lonosphere 10 - 7 = g = e
Troposphere 0.2+2.5 0.2+2.5 0.2+2.5 0.2+2.5 0.2:2.5 0.2+2.5 0.1+0.5
Hardware
errors and 52 4 1.6 251 2.1 0.57+2.3 0.1:2.0
multi-paths
Tufl psauds 14.7 4858 7.5 3:39 [ 25:35| 0935 0.25:2.1
range error
Horizontal
positioning 22.0 7.2+8.7 11.2 4.5+5.8 3.7+5.2 1.4+5.2 0.4+3.2
error
Vertical
positioning 29.5 9.6+11.6 15.0 6+7.8 5.0+7.0 1.8+7.0 0.5-4.2
error

The above data demonstrate that one can expect a significant effect from introduction of INFA,

In order to achieve this, in our opinion, one must purposefully carry out a large amount of work on
procedures and experiments.

One must solve the problems of improving models of NS motion and operating conditions of mobile objects
using navigation information, models of slowly and quickly changing errors in navigation parameter



measurements. eontents of the information transmitted from MCS to NC and from NC to the users. optimization
of algorithms for the measured data preproeessing. evaluation algorithms in NC and user hardware.

One neeessary eondition is coordination of ealculation methods between NC and user equipment. which
must support INFA operation in a way similar to a local FA in case where a navigation data user is located near
one of MCSs.

It is assumed that the user equipment will simultaneously proeess radio signals from all visible NSs or from
a maximum number of them (taking into aceount constraints on the number of user equipment ehannels). From
this standpoint, the optimal option is to use the total navigation field ereated by GNSS GLONASS. GPS.
GALILEO.

The wide spread of navigation aeeuraey estimates in the last two eolumns of Table | is eaused. firstly, by
different levels of external interferenee (troposphere. multipath). secondly, by our eurrent lack of knowledge.

Also done was a preliminary effieicney analysis of ineluding HEO SC into the Russian GNSS as additional
navigation satellites. Compared were a eomplete (24 SC) and an ineomplete GLONASS systems. and extended
systems (eomplete or ineomplete GLONASS systems plus one or two aetive HEO SC).

The analyses were performed in aeceordance with the following proeedure.

First. aecessibility areas were ealeulated at N = 4, 6 for all the navigation system options under review in the
ease of mask angles y=5°-20°.

Where N is the number of satellites simultaneously observed by the user.

Then, for various locations on the Russian territory, the horizontal (HDOP) and vertical (VDOP) geometric
dilutions of precision were calculated as funetions of time. Geometric dilutions of precision were taken as
criteria for the navigation data user positioning accuracy.

The following preliminary results were obtained:

1. Adding one or two HEO navigation satellites to the complete GLONASS constellation on the average
improves the positioning aeeuracy on the Russina territory by 10+20% and 15+30% for y = 5° and y = 20°.
respeetively.

2. A system of 18 GLONASS SC and two aetive HEO SC is roughly equivalent to a complete GLONASS
system of 24 SC. In ease one GLONASS SC fails. additional HEO navigation satellites will allow to preserve
high charaeteristies of the Russian navigation field over Russia.

As aresult, the effeet of introducing INFA and HEO SC based on Yamal bus ean be summarized as follows:

- a eentralized monitoring of all navigation fields over Russia is provided. thus allowing to reduce the
amount of work in departmental and regional monitoring and eontrol centers;

- acapability for integration with wide-area FA of other eountries is provided:

- mobile objects navigation accuracy is significantly increased, which, in our opinion, will allow 10 forgo
the deployment of regional FAs and to reduee the number of loeal FAs in Russia:

- HEO SC as a navigation satellite will improve the aceuraey and reliability of the Russian GNSS:

- SCbased on Yamal bus will provide additional eommunications and traffic control serviees:

- costs of the additional HEO SC payload that supports INFA operation are eomparatively low

Conclusion

It is expected that the implementation of the INFA eoneept will clear the way for creation of a common
navigation field over Russia, which will support mobile objeet positioning accuracy of | to several meters. this
objeetive ean be achieved by both the use of the common navigation field created by GLONAS. GPS. GALILEO
systems. and by means of only the Russian GNSS

Implementation of INFA will solve the problems of centralized monitoring of navigation ficlds over Russia
and of integration with wide-area funetional augmentations of other countries.

Radio broadeast and eommunications satellite based on Yamal bus that is currently under development at
RSC Energia fits nicely into the INFA concept.
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GNSS FUNCTION IN NAVIGATION AND CONTROL SYSTEMS:TRENDS OF IMOPROVEMENT
AND DEVELOPMENT

I.K. Konarzhevsky, S.B. Pisarev, B.V. Shebshaevich

The russian institute of radionavigation and time, St. Petersburg, Russia

The outstanding performances of the Global Navigation Satellitc Systems /GNSS/ demonstrated and
approved by GPS and GLONASS during about 20 years clearly defined GNSS function as an integral part of the
most navigation and control systems all over the world.

Accuracy on the global basis was the initial object of interest nevertheless availability and integrity of GNSS
function becamc the main objects of critical studies, dcvelopment and improvement soon.

GNSS function availability, as probability of PVT (Position, Velocity, Time) determination everywhere and
every time it is necessary, depends on the current status of space and ground control segments and user
equipment segment as well. The GPS Block II R satellites now, GLONASS-M for the nearest future, GALILEO
for the future can provide more than 99,99 % availability. Actually GNSS function availability is strongly
influenced by user equipment capabilities and quality in changing environment and operational conditions such
as:

. signal shadowing /low power signal/;

Signal reception in standard conditions implies free path signal propagation from satellite transmitter to
users receiver. Actually, various shadowing for example foliage or constructions and buildings in urban
conditions reduce signal power level and make difficult signal reception and processing. In addition only some
signals may be shadowed while others are of standard power level. That means that dynamic signal power range
may exceed the standard automatic gain control range of the users equipment or cross correlation products may
mask the auto correlation products and bring to fault signal acquisition.

J multipath signal propagation /multipath effect/;

Signal reflections from various natural objects and construction elements result in the situation when the
signal at antenna comprises the superposition of direct path signal and multiple reflected signals (multipath
effect). The discriminator of code locked loop becomes then distorted and introduces significant crrors into
pseudorange measurements and correspondingly to position and time determination.

. intentional and non intentional electromagnetic intcrference/EMI/
and signal jamming;

Intentional and non intcntional EMI is a rcal problem especially now when satellite and mobile
telecommunication standards are compcting with GNSS for frequency- band and special aids for radio
counteraction against GNSS signals have already demonstrated jamming efficiency in various local conflicts.
The GNSS improvement in particular implies the transmitted signal power increase but still the user equipment
is the final border of protection against EMI.

J high dynamics;
Correctly designed GNSS signal phase locked loops and code locked loops can bear highest dynamics

coming out of reasonable applications, with corresponding losscs in noisc protection indicators due to locked
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loops bandwidth expansion. Nevertheless. spatial rotations raise one more prohtem, namely, the iterruptions m
signat continuous reception in the rotation phase when the satellite 1s out of radio vision from users antenna.
° short term missions bringing strict limitation to the time to first PVT fix.

Standard first PVT fix procedures are finite in tume. Nevertheless some applications are even shorter n time.
Special first PVT fix procedures with reduced time are necessary to use GNSS function in short time missions.

The presence of these factors or their combination can ruin the GNSS function availability never the less the
GNSS signals are available. The counter — measures comprise. a set of hardware and soft ware advanced
techmques discussed in the present report.

In particular:

o tow power signal processing techniques:

o multipath effect reduction techniques:

o signal spatial and frequency selection techniques:

. redundant and external measurements (long range navigation based on LORAN-C/CHAYKA

low frequency radionavigation systems. inertial navigation) processing techniques;
. signal processing technique under high dynamics conditions including spatial rotation;
o fast signal acquisition and reacquisition techniques.

Integrity as the ability of a system to provide timely warnings to the user when the system should not be
used is the main system performance characterizing output data reliability.

GNSS integrity monitoring carried out hy ground control segment does not meet the strictest requirements.
The additional failure detection and exclusion capabilities rely on corresponding user equipment internal and
external data processing techniques.

The internal data processing techniques well known as Receiver Autonomous Integrity Monitoring (RAIM)
15 based on redundant GNSS measurements processing. Depending on the number of redundant measurements
RAIM enables to detect and exclude the faulty measurements that are inconsistent to the measurement majority.
The consistency checks based on the history of measurements and on the instantaneous processing of the
redundant number of satellite signals are discussed m the present report.

External data processing techniques is based on an independent GNSS monitor network and space-hased
and ground-based transmitters for integrnty information broadcasting such as:

. Wide Arca Augmentation System (WAAS)
. European Geostationary Navigation Overlay System (EGNOS)
. LORAN-C/CHAYKA network
° Marine Radiobeacon network
These augmentations to the GNSS function are also discussed in the present report.
Internal and external data processing techmques in comhination with inertial navigation teads to a correct

integrity problem solution in applications with the strictest requirements for integrity level.
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Abstract

Key words: GPS. navigation, satellite, sounding rocket

This paper describes the development of a GPS based navigation system for the use on highly dynamical platforms,
comprising sounding rockets, re-entry velicles and low earth orbit satellites. The tracking system comprises the GPS
receiver itself as well as a mission specific antenna system. So far, the system has successfully been tested during several
sounding rocket campaigns and on a small radio amateur satellite. In the near future the first flight onboard a re-entry
capsule will be performed. For all three mission types a brief introduction to the employed system is provided. Besides this, a
performance valuation based on actual flight resudis is presented where available.

Introduction

GPS based tracking systems for all kind of vehicles have become increasingly important over the recent
years. Even though a major effort has been put into the development of GPS systems for mass market
applications, there is still a strong demand for receiver for high dynamic platforms. While a large number of GPS
systems for ground based and civilian acronautic applications can nowadays be purchased at low prices all over
the world. commercial-off-the-shelf systems for highly dynamical environment are still rare and costly. Nearly
all of these systems are produced in the US and access to those systems is limited due to rigorous export
limitations resulting at least in unacceptably long delivery times.

Motivated by these restrictions and the need for GPS based tracking systems within DLR internal projects,
the development of an independent GPS system for high dynamics applications has been initiated. A first goal of
the project was to build up a receiver system for the use on sounding rockets [1]. The Mobile Rocket Base
(MORABA) of DLR’s German Space Operation Centre plans, prepares and carries out sounding rocket missions
and balloon campaigns in the whole world. Traditionally tracking services for those vehicles are provided
utilizing bulky and costly C-band radar equipment. As an alternative, a GPS based tracking system can help to
minimize expenses and the maintenance requirements. In 2001, such a system has successfully been flown
onboard three sounding rockets (TestMaxus-4, Maxus-4 and Texus-39) launched from Kiruna, Sweden. The
results obtained from these flights are presented and discussed to demonstrate the actual receiver performance.

Aside from the use on sounding rockets, a nearly identical system will be flown on an experimenial re-entry
vehicle IRDT-2 in 2002. The mission serves for the conceptual validation of a download system that has been
developed by German and Russian space industry as an alternative for returning small payloads from the
International Space Station. The Orion GPS navigation system has been supplemented by a dedicated data
handling unit for this mission. Due to differing mission requirements in comparison with the sounding rocket
campaigns, a software adaptation to the new constraints became necessary. Aside from a short mission and
system description, the results of various signal simulator tests, performed to assess the receivers tracking
performance during all mission phases, will be presented.

Aside from ballistic flight trajectories the GPS tracking system can likewise support the navigation of
satellites in low Earth orbit. As part of a demonstration project a taylored Orion system has been made available
to the US Naval Academy (USNA) for the flight onboard the Pcsat radio amateur satellite. Several additional
working payload has been activated and started providing highly accurate navigation data. The paper provides a
short system overview as well as an analysis of the so far received tracking data. steps had to be carried out to
adapt the hardware to the satellite’s environment. PCsat has successfully been launched on 30 September 2001
from Kodiak Island, Alaska. One month after the launch the GPS receiver.

1. Receiver System

Despite obvious differences in the characteristics of the various space applications demanding a GPS
tracking system, all missions described in the following share the common problem of host vehicle dynamics
and environmental conditions. This suggests the development of a single GPS platform supporting a wide range
of different mission types. Traditional GPS systems are mainly designed for usage near the Earth’s surface and
onboard of relatively slow host vehicles. Furthermore. in accordance to the regulations of the US department of



defcnee (DoD), all GPS reeeiver built for export purposes must have height and velocity limits implemented,
disabling the computation of a navigation solution above these limits. Henee. almost all available eommercial
systems are unsuitable for use onboard sub-orbital and space vehieles. Moreover, signal simulator tests with
various GPS receiver showed big problems in aequiring new satellites at high velocity, even if continuous
tracking at high velocities is possible.

The Mitel Orion reeeiver has been selected as base for the development of a GPS based tracking system for
space applications, since on the onc hand the availability of detailed design information allowed a fast
manufaeturing of the required hardware platform in the DLR workshop. On the other hand, a development kit [2]
could earlier be obtained from Mitel. The kit included the source code for a simple ground based application,
resulting in an essential simplification of the development of a firmware version cnsuring accurate and reliable
tracking under a highly dynamical environment. Thc GPS Orion receiver (Fig. 1) makes use of the GP2000 (3]
ehipset, which comprises a GP2015 RF down-converter, a DW9255 SAW filter, a GP2021 eorrelator and a 32-
bit ARM-60B mieroprocessor. Using a single active antenna and RF front-end, the reeeiver supports C/A code
tracking of up to 12 channels on thc L1 frequency. The main receiver board is supplemented by an interface
board, which comprises a power regulator, a backup battery for real-time clock operation and memory retention
as well as a TTL-t0-RS232 serial interface converter.

RF Down- " _L Code/Phase Navigation | y
converter i Measurement Solution f-

OLUFLL

Tracking Module (12x)

]
Froquency | |\DoDPler S VIR lg .o st

Scan Prediction (
i
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Fig. 1. Orion GPS uni1 for the Maxus-4 mission Fig. 2. Doppler and visibility prediction for code and frequency

tracking on highly dynamical host vehicles. An open-loop prediction
based on the nominal flight path (bold line) replaces the cold siart
frequency search and the feed back of the receiver’s navigation
solution (dashed line)

Numerous modifieations have been applied to the standard receiver software in order to adapt the system to
the requirements of a use in a spaee mission. Above all, a pronouneed improvement of the aequisition capability
under high dynamics could be achieved by implementing a novel position-velocity-aiding algorithm, making use
of a piece-wise polynomial approximation of the nominal flight path in Cartesian WGS84 eoordinates [4). To
minimize the computational workload of the ARM processor, second-order polynomials in position have becn
seleeted, which provide a first-order approximation of the sounding rocket velocity.

Up to 15 polynomials ean be eonfigured and stored via a suitably modified eommand interface, whieh is
sufficient to provide a position accuracy of about 2 km and a velocity accuracy of roughly 100 m/s. Based on the
polynomial approximation of the nominal trajectory, the reference position and velocity of a sounding rocket or a
re-entry vehiele in the WGS84 reference frame are eomputed onee per second. The result is then used to obtain
the line-of-sight velocity and Doppler frequeney shift for each visible satellite, which in turn serve as initial
values for the stecring of the delay and frequency locked loops (Fig. 2). The position-velocity aiding thus assists
the reeeiver in a fast aequisition or re-acquisition of the GPS signals and ensures near-continuous tracking
throughout the all flight phases.

For satellite applieations, the above deseribed piece-wise approximation is replaced by an SGP4 analytieal
orbit model for the prediction of the receiver’s coarse position and veloeity required for the prediction of visible
satellites and the steering of the Doppler seareh [5]. The model is fed by standard two line elements that are for
most satellites routinely generated by NORAD and distributed for public use. At the orbiting altitude of LEO
satellite, updates of the twoline elements need to be commanded at intervals of about one to two weeks, which
provides an only minor effort for the ground operations.

Further modifieations eomprise correetions to software limits for altitude and velocity, an extension of the
Doppler computation to properly account for the reeeiver veloeity and a replacement for the kinematie position
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and velocity determination. By default the least-squares estimation of the host vehicles state vector is carried out
in spherical coordinates to support the implementation of an altitude hold-mode in case of lacking GPS satellite
visibility. Since the frame rotation of the co-moving North-East-Up system is not properly accounted for in the
original firmware, the velocity estimation exhibits a severe degradation in case of fast moving host vehicles. This
is particularly notable for near-polar trajectories and high ground velocities. As a remedy, a traditional, Cartesian
formulation has been implemented, which does not support fixed-altitude operation but provides accurate
navigation solutions (WGS84 position and velocity) even for ballistic trajectories and orbiting spacecraft.

Besides, several hardware modifications have been performed, mainly concerning the interface module, to
adapt the system to the particular requirements of each envisaged mission. A short description of these mission
specific modifications can be found in the following chapters. Likewise, specific antenna concept has been
developed for each application. Since the antenna has to be considered as the “eye” of the GPS sensor, the
importance of the antenna subsystem as an integral part of each GPS unit and therewith the influence on the
performance of the entire system may not be neglected. In particular notable effort has been put into the design
of a sophisticated antenna concept for sounding rocket missions. A brief introduction to the various, mission
specific antenna systems is provided within each corresponding chapters.

2. Sounding Rockets

The first assessment of the modified GPS Orion system in a real mission has been performed during three
sounding rocket flights, conducted in 2001. All missions have been carried out from the European rocket range
Esrange near Kiruna, Sweden. The qualification flights were performed on an Improved Orion rocket (Test
Maxus-4 campaign [6]), a Castor-4B rocket (Maxus-4), and a dual stage Goldfinch/Raven rocket (Texus-39)).
The results obtained throughout the three flights convincingly demonstrated the great benefit of the soft- and
hardware modifications applied to the Orion receiver regarding the tracking and acquisition capability under
high dynamic. In all missions the receiver kept lock throughout the entire flight except during outages caused by
an intentional switching of GPS antennas. Re-acquisition times after interrupts amounted to at most five seconds.
The number of tracked GPS satellites was sufficient for a stable and continuous determination of a 3-D
navigation solution. As a representative example for all test flights, the Test Maxus-4 mission will be presented
in more detail with a discussion of the achieved results.

2.1 Test Maxus-4 Campaign

The first flight valuation of the GPS Orion receiver was performed on 19 February 2001 during the test
flight of an Improved Orion rocket in Kiruna. The primary mission goal consisted in the validation of existing
range safety facilities (radar and one-way slant-range system) prior to the Maxus-4 campaign.

The Test Maxus-4 rocket was powered by a single stage Improved Orion motor (note: by accident the rocket
motor and the GPS receiver shared the same name). During the 24s boost phase, the rocket built up a spin rate
of 3.8 Hz along the longitudinal axis. Accordingly, the rocket maintained a constant and stable attitude with a
near zenith-facing tip. During the first 6s boost phase a maximum acceleration of 18g was reached, followed by
a sustenance phase of 1g and 5g. After burnout a maximum rate of climb of 1100 m/s and a speed over ground of
280 mv/s were measured. The rocket reached the apogee 2 minutes and 17 seconds after lift-off at an altitude of
81 km. Briefly thereafter the spin was removed by a yo-yo system and the top cone as well as the motor have
been separated (Fig. 3). The service and recovery module started a tumbling motion from about h=40 km
downwards. Between 25 and 15 km altitude the module decelerated to sub-sonic speed before parachute
deployment at h=5 km. The payload and nose cone landed at a distance of 60 km from the range and were finally
recovered by helicopter.

The Orion receiver was placed inside a DLRMORABA provided service module, which housed a data
handling unit and telemetry system. To support the different mission phases and to assess the suitability of
different antenna concepts, the rocket was equipped with the multi-antenna system illustrated in Fig. 4 [7]. A
helical antenna mounted in the tip of the rocket cone provides a near hemispherical coverage during the ascent
trajectory. After separation of the cone, an R/F switch connects the GPS receiver to a pair of antennas mounted
opposite to each other at the walls of the service module and combined via a power divider. This results in a near
omni-directional coverage and can thus be applied even in case of a tumbling motion of the module. Compared
to wrap-around antennas that are otherwise used for GPS tracking of launchers, a blade antenna system can be
manufactured at less than 10% of the overall system cost and does not require special milling of the sounding
rocket structure for mounting. Finally, a separate antenna was mounted on the arm of the launch pad and
connected to the receiver through a supplementary R/F switch prior to lift-off. Thus the receiver could be
properly initialized and acquire all visible GPS satellites prior to launch.

In addition to the ORION receiver, an Ashtech G12 HDMA receiver and a BAE (Canadian Marconi) Allstar
receiver, both connected to a wrap-around antenna, have been flown on the same rocket as part of an
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independent experiment provided by the Goddard Space Flight Center. This allowed an in-depth verification and
trade-off of different receiver and antenna concepts.
Analysis of the Orion GPS data recorded during the Test Maxus-4 campaign shows that the receiver and the
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antenna system worked well during the entire flight. The receiver has continuousiy been in 3D-navigation mode
from payload activation on the launch pad (20 minutes before lift off) to the time when DLR telemetry lost
contact near landing. Typically, the receiver had 10 to 11 GPS satellites in lock. Oniy during the first few
seconds of the boost phase and during the reentry into the atmosphere a loss of some satellites can be observed
(Fig. 5). Continuous tracking was even available near apogee, where short outages had to be expected due to the
antenna switching at this time. Likewise, the tracking behavior during atmospheric reentry was expected to be
critical due to the uncontrolled tumbling motion of the payload and the pronounced sensitivity gaps in the
antenna diagram described above. While the performed ground tests indicated a moderate robustness in case of
single axis rotation, the actual body motion and system performance during reentry could neither be simulated
nor tested on ground prior to the mission.
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Since GPS is usually more accurate than ground based radar tracking, its absolute accuracy is difficult to prove if
only one GPS receiver is flying on a sounding rocket. As mentioned above, in the case of the Test Maxus-4
flight three different and independent GPS receivers were providing data. This gave the unique chance to make a
detailed analysis of the accuracy of the obtained GPS solutions. Likewise it was a good opportunity to find out
the pro and cons of each individual sounding rocket tracking systems. The Ashtech G12 HDMA flown by NASA
in combination with a commercial wrap-around antenna can be considered as a reference in performance and
accuracy for the other systems, since from a technical point of view it is the most advanced and best evaluated
GPS receiver for the use on highly accelerated vehicles.
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Fig. 6. Difference between the Ashtech G12 and the Orion position solution.

The differences between the Ashtech G12 on-board computed single point solution and the unfiltered Orion
single point solution recorded during the TestMaxus-4 flight is illustrated in Fig. 6. In addition the r.m.s. values
for the total position difference are given in Table I, for the different flight phases.

Table 1 R.M.S. values for the difference between Ashtech G12
and Orion position solution

# Time / UTC R.M.S Remarks
From To {m]

1 6:00:00 6:01:59 0.9 Before lift-off

2 6:02:00 6:02:24 90.0Boost phase

3 6:02:27  6:05:52 1.5Free-flight phase

4 6:05:55 6:06:44 29.0Re-entry (h=39..14km)

5 6:07:00 6:09:19 3.4Descent (h=12..2km)

During the periods of good tracking the GPS solutions obtained from the two receivers match each other to
better than 6.5 meters, which is well in accord with the expected overall accuracy of a GPS tracking system. The
large perturbations after lift-off and during the re-entry phase can be attributed to frequency variations of the
reference oscillator as well as a temporary loss of satellites during the descent. Furthermore, deficiency the
receiver tracking loops has been identified, which contributes to the degradation of the obtained navigation
solution. A further verification flight with a modified receiver software and a better suited quartz oscillator is
planned for September, 2002.

22



3. Re-entry Experiment

Under contract of ESA and the European Community the German Astrium GmbH 1s presently preparing the
second test flight (Inflatable Rentry and Descent Technology IRDT-2) for the demonstration of a novel reentry
technology making use of an inflatable acrobraking shield [8]. The project conducted jointly with the Babakin
Space Center, Moscow, aims at the development of a download system for the International Space Station,
which 1s able to return small payloads to the ground independent of the US Space Shuttle. IRDT makes use of
technologies originally developed within the Russian Mars program and differs from common recovery systems
for reentry capsules or sounding rockets. Instead of a parachute an inflatable heat shield is employed to
decelerate the capsule and land it safely on ground.

The launch has oniginally been scheduled for 2001 but had to be postponed to the year 2002 due to a failure
in the electronic of the sensor module found during the final check-out at the launch site in Severomorsk.
Presently, the IRDT-2 capsule is planned to be launched in the last week of May 2002 by a Volna rocket from a
Kalmar type submarine in the Baltic sea north of Murmansk and injected into a ballistic trajectory passing across
the arctic sea and northern Siberia (Fig. 7). Following deployment of the first shield, the capsule reaches the
rentry point at a 100 km altitude and a velocity of roughly 7 km/s. Here, a second shield is deployed which
introduces a steep descent of the capsule. The actual landing takes place on the Kamshatka peninsula within
25 mun after separation.

3 " VOLNA 1.5t stage separation

V,,.=7000m/s, 0, =-6,04+05°

Irflation of the 180 2-
VOLNA launch from i gt
the KALMAR type subrnanne

Fig. 7. IRDT-2 mission profife

As part of the IRDT-2 payload, a DLR/GSOC provided Orion GPS receiver system will be flown and the
resulting navigation data will complement other sensors and experiments in the post mission analysis [9]. Within
the IRDT flight unit, the main receiver board is supplemented by a tailor-made interface unit, which comprises
basic support functions (power regulator, backup battery and serial interface converters) as well as a dedicated
data handling system (Fig. 8). It provides a separate micro-controller and an EPROM memory, which are used to
store GPS navigation data during the flight of the IRDT-2 capsule for read-out after landing. The available
storage volume of 900 kByte is sufficient to hold 2 Hz samples of position and velocity as well as raw data
(pseudoranges, pseudorange rates) and status information at a reduced data rate. Thus a dynamical post mission
adjustment of the reentry trajectory is even possible in case of limited tracking conditions with less than 4
satellites in lock. The receiver and interface board measure 95 x 50 mm each and are stacked on top of each
other inside the housing shown in Fig. 9. The power consumption of the complete GPS unit amounts to roughly
3W. Even though the mission scenario resembles a sounding rocket flight at first sight, it involves a much higher
maximum speed and critical differences in the receiver initialization. In a sounding rocket campaign the receiver
is switched on several minutes prior to lift-off, which allows a proper initialization of the system at the launch
pad. In contrast to this, the activation of the GPS system onboard the re-entry capsule takes place shortly after



separation when the vehicle has reached its maximum speed. Furthermore, the exact taunch time and thus the
receiver boot time is not known in advance. Due to these facts, a slightly different initialization procedure had to
be implemented in the receiver software. Prior to the final integration the receiver will be briefly activated and
connected to an outside antenna.

This allows the receiver to synchronize itself to the current time and to receive a recent almanac of the GPS
constellation. Following the subsequent power-down the correlator’s internal real-time clock is kept alive by a
backup battery. Likewise, relevant auxiliary data like the almanac and the IRDT reference trajectory are stored in
a non-volatile part of the memory. Using the above information, the absolute time is available to the receiver at
start-up with an accuracy of a few seconds, which in turn allows the prediction of the GPS satellite constellation.
Likewise the time since boot (i.e. the time since separation) is available within the receiver, which 1s required to
read-out the nominal trajectory. In this way the receiver is both able to predict its approximate position and
velocity as well as the position and velocity of the GPS satellites. Using these data the channel allocation and the
Doppler offset for the signal acquisition are determined. This allows a full warm start of the receiver irrespective
of the actual launch date and time of the mission. Based on corresponding signal simulator tests, it is expected
that position, and velocity measurements are available within a minute after activation, provided that the
tumbling of the capsule after separation does not impose major restrictions to the GPS satellite visibility.

Using a GPS signal simulator, different hardware-in-the-loop simulations were carried out to validate the
receiver design and operations concept. The simulation scenario was configured to start at separation of the
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Fig. 8. Schemaiic view of the IRDT GPS sysiem. Fig. 9. IRDT-2 GPS flight unit.

IRDT capsule from the upper stage and continue up to the time of landing. In accord with the operations concept
described above, the IRDT GPS receiver had to be switched on simultaneously with the start of the simulator
and it had to be ensured that the time propagated by the battery buffered real-time clock matched the simulated
separation epoch.

An initial test that matched these requirements to within about a second provided an overall conceptual
verification of the receiver design and showed that the receiver is nominally able to perform a warm start under
the given conditions. Within 15 s, the receiver achieved frame lock for eight satellites but was still unable to
produce a navigation solution due to the lack of suitable broadcast ephemeris parameters. At 37 s after the boot,
3D navigation was obtained with 7 satellites in use. Since then the receiver provided uninterrupted tracking
troughout the free-flight phase and atmospheric reentry down to the landing point.

Additionally, an off-nominal test has been performed, simulating a complete loss of real-time clock and
non-volatile memory as a consequence of a battery failure. In addition an offset of roughly 11 s was introduced
between the simulator start and the receiver boot. As a result the receiver started with a default date (2000/07/30)
and an 80 km position offset, but was nevertheless able to acquire a first satellite after 23 s and adjust its clock to
the scenario time. Using the hardcoded almanac and reference trajectory, the receiver started searching for other
visible GPS satellites in highest elevation mode and achieved 3D navigation within about 2 minutes.
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4. Satellite Application

While space borne GP’S recervers can i general be considered as a well established tracking ool tor fow Earth
orbit (LEEO) satellites. therr use on miero- or nano-satellites poses multiple problems Irom a systems engineering
point of view. Representative examples mclude the mass budget, the lack of a sunable attitude stabihzation
antenna allocation problems. restricted comnumd and telemetry links as well as hmited onboard power
resources. The recent tlight of a DLR built GPS system onboard the PCsat Prototype Communications satellite
(Fig. 10) provides an illustrative example of GPS operations on a 25 kg class ol micro-satellites.

Fig. 10. The Prototype Communication Saiellite (PCSat)
built bv the US Naval Academy

The Prototype Communication satellite PCsat has been designed and built by midshipmen of the US Naval
Academy (USNA), Annapolis. It serves as a space borne extension of the terrestrial Amateur Radio Automatic
Position Reporting System (APRS), which allows the distribution of position/status reports and short messages
using handheld or mobile radios. PCsat is a cubic satellite ol 10™ (25 cm)size. Solar cells on five faces ol the
spacecraft provide a typical power of 7 W in full Sun, which is buffered in a set of 12 NiCd cells to allow
operations during eclipses (with minimum GPS receiver activities). The minimum power consumption amounts
to 3 W when sending only sale mode beacon messages, thus leaving a best case value of 4 W lor thermal control,
digipeating, and experiment operations. PCsat has been launched on an Athena | rocket on 30 September 2001
from Kodiak Island, Alaska. It orbits the Earth at an altitude of 800 km and an inclination of 67° with respect 10
the equator. US and European radio amateurs can access the satellite for up to six passes of 10-15 min each per
day.

Fig. 11 PCsat GPS Orion flight unit Fig. 12 Monopole antenna (A/4) tor
GPS reception

While the main purpose of PCsat consists in the relaying of APRS communication messages, it also carrics
an experimental Orion GPS receiver provided by DLR/GSOC (Iig. 11). Prior 1o the integration into the satellite,
the position-veloeity-aiding concept for LEO satelhtes has extensively been tested i a signal simulator
environment. These tests have demonstrated that the reeeiver is able to perform hot starts with a typical time to
first fix of better than 20s under adequate GPS visibility conditions. During the actual mission, where the output
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sampling interval was reduced to 30-60 s, the receiver was found to be back on track within 60 s after various
power cyclings due to temporary battery shortages. In case of extended off times that exceeded the validity of
broadcast ephemeris parameters stored in non-volatile memory, representative times-to-first fix of 3 minutes
were observed during the actual mission.

Compared to terrestrial or big LEO applications, the signal acquisition onboard PCsat is seriously hampered
by the use of a low gain antenna and the uncontrolled attitude of the spacecraft. Due to lacking surface area for
the accommodation of a standard antenna patch, a quarter-wavelength monopole mounted in the corner of the
cubic spacecraft structure is used instead (Fig. 12). It provides a roughly toroidal antenna diagram with a
sensitivity dip in the boresight direction, but allows tracking down to negative elevations with respect to the
antenna equator. Other than a patch or helical antenna, the monopole is linearly polarized and does not provide a
proper impedance matching. As a result of the sub-optimal antenna system, signal-to-noise ratios are, on
average, 4-5 dB less than observed otherwise with the same receiver.
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Fig. 13 Position residual plo1 (from single point code range solutions) for a 12 hour data arc
recorded in mid-January, 2002

A near continuous activation of the GPS receiver became possible in mid-January, when PCsat was in a full-
Sun orbit for about on week. NMEA type GPGGA position message as well as state vectors, raw measurements
(pseudorange and Doppler), and channel status data were collected by a worldwide net of radio amateurs. Batch
filtering of the GPS position data in a dynamical orbit determination system indicates an 3-D r.m.s. accuracy of
15 m (Fig. 13). This is slightly worse than observed in other missions but can be understood by the large fraction
of low (including negative) elevation pseudoranges that are affected by media effects (ionospheric path delay)
and tracking errors near signal acquisition.

5. Summary and Outlook

Starting from a prototype design of a terrestrial receiver, a GPS tracking system for high dynamics
applications has been developed. A preliminary qualification of the Orion GPS receiver has been performed in
vartous test flights onboard sounding rockets and a small low Earth satellite. A first flight on a re-entry capsule is
planned in the summer of 2002. Compared to commercial receivers, the in-house developments offers a notably
improved flexibility and a reduced time to mission. Aside from sounding rocket missions benefiting from a
robust tracking under high dynamics, the receiver is also well suited for small satellite missions in view of its
small size and power requirements. New applications under study include the onboard computation of the
expected impact point of a sounding rocket to improve range-safety operations at the launch site [10] and the
precision relative navigation of spacecraft in close proximity [11].
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THE ACCURACY OF DGPS SYSTEM IN THE AREA OF ZALEW SZCZECINSKI*
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Abstract
Key words: navigation, accuracy

The safety of navigation, hvdrographic survey and water engineering work requires constant accurate positioning of the
craft. The area of Zalew Szczecinski is covered by the radionavigational system located at the Dziwnow station.

In spring 2001 the transmitting aerial of the station was modernized to improve transmission conditions. In summer 2001
the levels of signal strength (SS) and the signal to noise ratio (S/N) were examined in order 10 evaluate the effectiveness of
the modernization.

The rescarch was carricd out in summer 2001 with the use of two Leica receivers:

- GPS MX 9400N receiver,

—  MX 52R corrections receiver.

The reception aerials of the two receivers were installcd at the elevation of 4 metres above the water level.
The CDU 5.10 program was used for rccording data, whilst the information was entcred through a port enabling
raw data logging. The research method was the same as applied during routine sounding, i.e. the vessel
proceeded along north-south and east-west profiles at 2.5 km intervals (Fig. 1).

Fig. 1. Tracks of the survey ship during
measurement

* Researchers of Maritime Office.

** Researchers of Maritime Office.
*** Researchers of Maritime Office.
**** Researchers of Maritime Office.
**xkx Ags. Prof. (docent).
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Fig. 2. Zalew Szczecinski. Signal strength (SS) [dB/uV] Fig. 3. Zalew Szczecinski. Signal to noise ratio (S/N) [dB]

The measurement results were recorded every minute by using the data line no 799, recording ¢, A, SS and
S/N. The research vessel moved at the average speed of 7 knots, that is the distance between readout was 215 m.

Gathered data were processed, then maps with measurement profiles in the 1:5000 scale were done, including
the values of SS (Fig. 2) and S/N (Fig. 3). Both maps were plotted for the co-ordinate system WGS 84 UTM -
zone 33 with basic navigational marks.

According to the manufacturer, the receivers used in the research work in the DGPS mode if the signal
strength is not Icss than:

SS =9 dB/pV,
S/N =6dB

The reference receiver of the Dziwndw station located 40 metres away from the transmitting aerial shows
maximum values that are, respectively, SS = 99 dB/uV and S/N = 25dB.
The minimum values obscrved in the arca of Zalew Szczecinski were as follows: SS = 44 dB/uV and S/N = 13
dB. The respective maximum values equalled 52 dB/uV and 13 dB. The values of SS and S/N were not found to
drop below the minimum admissible values. Records of minimum and maximum SS and S/N values in the
Zalcw Szczcecinski area can be summarised as follows:
— the minimum valucs, found in the western part of Zalew Szczecifiski. The level of these valucs, however,
is good and equal to at least: SS — 44 dB/uV and S/N = 13 dB;
— in the area of greatest traffic intensity, where measurements are performcd most frequently, i.e. within
the Swinoujscie-Szczecin fairway, the level of signals reachcd, respectively: SS — 46 to 48 dB/uV and
S/N =13 dB;
— the maximum values of SS and S/N occurred in the northeast part of the examined area;
— no sudden disappearance or oscillation of the signal have been found in the whole examined area of
Zalew Szczecinski.

The research results lead to a concluston that over the entire Zalew Szczecinski area the lcvel of corrections
signals transmitted by the Dziwnéw station is at least good. A range of hills between the location of the aerial
and Zalew Szczecinski only slightly affects the levels of SS and S/N.

The results of research have justified the changes in aerial parameters and aerial field. It has been found that
the power and stability of GPS corrections signal have been improved.
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SOLUTION OF PHASE AMBIGUITY IN ONE-BASE INTERFEROMETER
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Abstract

In the report the algoritlun of a solution of pliase ambiguity for an one-base interferometer which is included in a
structure angular of the satellite navigational equipment TJTIOHACC/GPS is analysed. The solution is selected on a criterion
of a maximum probability. The cumulative distribution function of errors, probability of skip of a right solution and gross
errors, and also choice of an optimum threshold level for a various structure of constellations of navigational space velhicles
and various level of noise of measurements is analysed. The potential possibilities of algorithm of a solution of phase
ambiguity, in particular, maximum admissible measurement error of phase shifts are determined, and also maximum length
of basis of an interferometer at specific noise of measurements, ar which the work of algorithm is possible.

Now large interest is represented by equipment of customers of navigational satellite systems I'JTOHACC
and GPS, which measure space orientation of plants. To a measurement of space orientation in quality by an
antenna of a system are applied one and two-base interferometers. The equation of an one-base interferometer,
with the help of which is determined it orientation has an aspect

i P,
k.XiX + k)'iy +kz,-Z= BI 2;['-

where kx, y, zi — direction cosines of a vector — direction on a navigational satellite (NS), X, ¥, Z — direction
cosines of a vector — basis, i = 1,2, ... N — serial number observed NS, A; — wavelength of signals NS, B — length
of basis, @; — measured phase shift between antennas.

At angular measurements the serious problem is made by a solution of ambiguity of a measurement of a
phase shift, as length of basis In much exceeds a wavelength | signals NS. One from modes of a solution of
phase ambiguity is the method of a maximum probability, in which the redundancy of constellation NS is used.

At angular measurements the serious problem is made by with a solution of ambiguity of a measurement of a
phase shift, as length of basis In much exceeds a wavelength 1 signals NS. One from methods of a solution of
phase ambiguity is the method of a maximum probability, in which the redundancy of constellation NS is used.

The purpose of researches is the definitions of potential possibilities of algorithm of a solution of phase
ambiguity at one-time measurements, in particular, maximum admissible measurement error of phase shifts, and
also maximum length of basis of an interferometer at specific noise of measurements, at which the work of
algorithm is possible.

The researches were carried out by a method of the analysis of function of a probability. It is possible to set
an angular position of a vector — basis by two parameters, therefore function of a probability will be two-
dimensional. At a solution of phase ambiguity the special interest represents probability of gross errors, i.e.
cases, at which the phase ambiguity is determined with errors. The gross errors arise then, when the function of a
probability has accessory maximums, which magnitude is commensurable with magnitude of a basic maximum
appropriate to a valid solution. Such situation is characterised by Fig.1, where the function of a probability for
one NS is reduced. From Figure follows, that the solution of phase ambiguity at a measurement on one basis on
everyone NS is impossible, as the function of a probability accepts extreme, besides greatest possible values, in
the whole areas.

At magnification of number observable NS the log of function of a probability represents a weighed sum of
quadrates of discrepancies on all NS. The discrepancies on everyone NS represent wavy function, which
extremes in space K, g draw closed curves. The summarised discrepancy represents a sum of wavy functions and
grows out interference’s of these functions. On Fig. 2 the function of a probability is reduced at four observable
NS. Here basic and accessory maximums precisely differ.

*PhD, Research assistant.
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Fig. 1. The graph of function of a probability Fig. 2. The graph of function of a probability
at a measurement of signals one NS at a measurement of signals four NS

The function of a probability is rather complicated for the analysis, therefore there i1s a necessity of
introduction of onc parameter, on which it is possible to estimate probability of skip of a right solution and
probability of gross errors, i.e. acccptance of a falsc solution. For such parameter can be a summarised
discrepancy equal to a sum of quadrates of discrepancies on all NS, or radical square of this magnitude.

Discrepancies have two component: one from them is stipulated by discrepancies in accessory maximums at
the expense of acceptance of a false solution, and another — at the expensc of a variance of thc mcasured phasc
shifts. At the analysis noise component measurements of phase shifts on reliability of a method of a solution of
phase ambiguity we shall consider discrepancies originating in accessory maximums at a lack of noise of a
measurement as expectation of discrepancies, and discrepancies — distributed on the normal law.

If the expectations of magnitudes x; are equal to zero, and their varianccs are equal, the magnitude ¥* = x;” +

Xy> + ... +x,” is distributed under the law XZ with n by degree of freedoms. It has a place in a principal maximum
of function of a probability at uniformly precise measurements of phase shifts. In accessory maximums of

expectations arc not equal to zero, and in a classical aspect the law of distribution xz cannot be applied.
Unfortunately, at presence of expectations the cumulative distribution function of a summarised discrepancy
docs not express in clementary and special functions, expression in thc integrated form for a probability density
and integrated cumulative distribution function however was obtained which can be used for calculations.

On an integrated cumulative distribution function it is possible to define threshold values, at which the right
solution hits in the list of possible solutions with specific probability, by accepting m = 0.

Component discrepancies at the expense of an incorrect solution of phase ambiguity is determincd
magnitude, it can be calculated is a priori for each combination of phase ambiguities. Obviously, the concrete
values by this component depend on geometry of satellites and position of a vector — basis. However evaluation
of discrepancies for each concrete case meets significant difficulties, first of all because of largc number of
combinations of phase ambiguity. Researches with the purpose therefore were carried out to reveal common
regularities, in particular, distribution of values of discrepancies because of errors of a solution of phase
ambiguities in maximums of function of a probability. In a course of a research the discrepancies were analysed
at various constellations NS, from 4 up to 13 satellites in constellation, various positions and lengths of a vector
— basis and the following conclusions are made:

1). The distribution of discrepancies does not depend on length of a vector — basis. At a modification of
length of basis from 0.5 up to 100 m at constant constellation NS the cumulative distribution function practically
does not vary.

2). A cumulative distribution function at identical number NS and geometric factor less than 3 depend on
geometry of constellation NS and from a position of a vector — basis very little.

3). The square root from a sum of quadrates of discrepancies (summarised discrepancy) is enough precisely
described by normal distribution, and the average quadratic deviation does not depend about number NS in
constellation. The elimination makes case at a measurement on 4 NS.

4). The expectation of a summarised discrepancy at number NS more than 5 linearly depend on number NS
in constcllation. At 4-th NS she a little less and at 3-rd NS is equal to zero, as at an evaluation of discrcpancies
the algorithm with three unknown parameters was used.

It is necessary to mark, that the cumulative distribution function in this case is used not as thc probability
law, and for an evaluation of number of solutions having a summarised discrcpancy in a specific range.

The probability of acceptance of a false solution in many respects is characterised minimum discrepancy in
accessory maximums. Using an integrated cumulative distribution function of a summarised discrepancy, it is
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possible to calculate probability of acceptance of a false solution at a specific threshold and limiting averagc
quadratic error of a noise of a measurcment of phase shifts. By results of researches it is possible to make the
following conclusions:

1). Limiting average quadratic error of a noise of a measurement of phase shifts for one — times of mcthods it
is necessary to consider magnitude 50 ... 60°, that there correspond 25 ... 30 mm.

2). The limiting noise error of a measurement of a phase shift depends on number observable NS. For
example. by work on navigational constellation consisting from 4-th NS, the work one-time of algorithms is
impossible. At 5-6 observable NS the unambiguous solution is possible only at small noise of a measurement of
phase shifts (1-2° or 0.5-1mm). Optimum number NS in navigational constellation — 8 and more observable NS.

3). The probability of gross errors depends on length of basis. This association is explained by square-law
increase of number of possible positions of a vector — basis at increase of its length. At length of basis 1 m the
work of algorithm is possible already at 5 observable NS at a noise error of a measurement of a phase shift 5°,
while at length of basis 10 m at the same exactitude of a measurement of phase shifts the observation 7-8 NS is
necessary.

It is important to mark, that one-time the algorithm on one basis in practice is applied to compiling an initial
gang of solutions, therefore major performance is the probability of skip of a valid solution, which is determined
by a threshold value of function of a probability. The presence of false solutions in an initial gang does not mean
a gross error, if the valid solution also is present at an initial gang.
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A TECHNIQUE OF THE ANOMALY MEASUREMENTS REJECTION FOR SPACE VEHICLE
TRAJECTORY DETERMINATION BASED ON GPS/GLONASS DATA™

V.E. Hertzman*
(Science Engineering Center of St.Petersburg’s State Electro Technical University, Russia, c-mail:
nic@eltech.ru),
V.V. Chistyakov*”
(SoftNav Ltd St.Petersburg, Russia, e-mail: vchistyakov@mail.ru)

Abstract
Key words: GPS, GLONASS, RAIM. rejection. failure detection

The following aspects of the anomaly measurements rejection for the GPS/GLONASS user equipment based on a board
of the space boosters, are considered: the pre-computations of the signal reception conditions, the methods of the failure
detection and exchusion in real-time and post-mission processing. The pre-computations have the goal to determine the
trajectory sectors (flight time intervals) with critical conditions of the signal reception. The methods of the measurements
rejection in real-time processing are based on the analysis of the signal-to-noise density of the measurement errors and
comparison of the least-squares residual’s sum with the permissible bounds. Chi-square distribution of the probability is
used for determination of the permissible bounds. The methods of the measurements rejection in post-mission processing are
based on the analysis of the residuals, derermined by polynomial smoothing in the sliding time intervals. The resukts of the
anomaly measurements processing are illustrated on the data obtained from GPS/GLONASS receiver “Tenninator”.

1. The GPS/GLONASS user equipment, placed on a board of thc vehicles, is used to determine the
trajectory parameters of the space boostcr and orbital elements of the spacecraft. During the launch and insertion
into final orbit, measurement data (UTC time, satellite identification number, channel number, signal-to-noise
ratio, pseudorange, integrated Doppler shifts or carrier phase) are transmitted from the on-board user equipment
to the control center for real time and/or post-mission processing. The rejection technique includes threc stages
of the computations:

- A pre-computation on the stage of measurement séance planning,
- Data processing in real time,
- Post-mission data processing.

During space-booster launch and spacecraft orbit insertion the specific conditions of signal reccption can be
occurred, which cause the signal tracking failurc and/or appearance of anomaly measurement errors. Therefore
the corresponding time intervals should be dctcrmined on the stage of the séance planning.

In real time processing the anomaly measurements are detected and isolated on enscmble of the all-
simultaneous sighting GPS/GLONASS navigation satellite vehicles (NSV).

In post-mission processing the anomaly measurements are detected and isolated on ensemble of data are
transmitted from everyone during the measurement’s seance.

2. On the planning stagc a priory conditions of the signal reception along NSV-to-user tracing path are
calculated on the basis of the following data:

- Predetermined space-booster movement (translation and rotation) in celestial reference axis;
- Antenna pattern in body-fixed axis;
- GPS/GLONASS system almanac.
The critical measurement time intervals and NSV identification numbers are used in the post-flight analysis.
The following conditions of signal reception are presented for these time intervals and satellites:
- NSV-user sight line sets out boundary of the antenna pattern;
- Derivative of the acccleration, paralleled to sight line, exceeds the critical level;
- Component of the user's angular velocity, perpendicular to sightline, exceeds the critical level.
3. In the real-time processing the following criterions are used for detection of the anomaly measurements.
1) Comparison of the signal-to-noise density in receiver channels with permissible level.

SNk SSNlim,k=l.' N

2) Comparison of the least - squares residuals sum with the confidence bound on prescribed probability
significance.

*Ph.D., Leading Research Scietist.
** Engineer.
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R
( .4 j <%} p.N-4) - the measurements are normal.
s
Ry 2
j > (p N-4) - the measurements are anomalous.
wW=Y- - the N x 1 range residual vector, Y - the measurement's vector,
X - the least - squares estimate (single - point solution),
Ry = sqri( wl.w ) - the norm of the residual vector,
s - a priory root mean square of the measurement's erros,
X p.N-4) - the p — fractiles of % - distribution with (N-4 ) degrees of freedom,
p - prescribed probability significance,
N - the numbersof NSV in the work constellation .

The results of the residual’s norm calculation, obtained for real measurements, are presented on Fig. 1.
The curve 1 characterizes the quantities of the residual’s norm before the rejection, the curve 2 — after the
rejection (probability significance is equal 5%), in the sector 3 the anomaly measurements are absent.

Bl [R=agtes o e R i s Rt R e s gy
. - . . . " . " . . "

192 1922 192.4 1926 1928 193 193.2 1934 1836 193.8 1394
Flight time, sec

Fig.1. Residuals norma

The following criterions are used for detection and exclusion of the anomaly measurements.

- Criterion Kr1, based on QR-factorization of the connection matrix, described linearized measurement
equation, and on transformation of the N-dimensional least-squares residuals vector W with correlated
components to (N-4)-dimensional parity vector V with independent random components ("Parity” method [1]);

- Criterion Kr2 used one by one satellite exclusion from the work constellation with subsequent
calculation of the least-squares residuals sum, corresponding (N-1) remained NSV.

G=0Q-R - gr - factorization of the matrix G,

RECNL) o il ia=T il B)s <heid;

V=P-W,P=Q"(5:NI:N)V.=— ;
e ad norm{ P(1: N,i)} '

Kri(i)=max/VT -V,), Kr2(i)=max(W,T -W,)  -criterionsof the exclusion of failure NSV (SVID=1)

The results of the NSV-residuals calculation for one of the satellites (§VID=22), obtained before and after the

rejection anomaly measurements (satellite SVID=1), are presented on Fig. 2. The curve’s marks correspond to
Fig. 1.
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Fig.2. SV-residuals. SV =22

4. In post-mission processing the range residuals for each NSV dR(r;), determined by polynomial
smoothing in the sliding time intervals [r-7/2,1;+7/2 ], were represented as random time series on the entire
measurement’s seance. For this random process the estimates of the mean m(dR) and the root mean square
std(dR) are calculated and anomaly level excesses are found (Gaussian distribution of measurement's errors is
assumed) [2].

Gl /2
dR( 1, )=Y(1; )— IF(I)-Y(:,- +1)d,
=/
D = max gRey )—anl dRr—)‘ <PH(p)
i std( dR )
PH(p) - the p — fractiles of Pearson and Hartley Biometrika Tables.

Then out-of-tolerance time intervals are compared with the time intervals of critical signal reception,
determined on the planning stage. In the result NSV data, corresponding this conditions, are rejected out the
navigation solution.

The quantities dR of the NSV-residuals and the estimates of the root mean square std, obtained by polynomial
smoothing for two NSV (SVID=1;22), are presented on Fig. 3. The measurements for SV/ID=[ were passed in
the optimal conditions of signal reception, the measurements for SVID=22 — in the critical conditions.

fitesani
367 6 367

Flight time, sec

Fig.3. Smooth residual

5. The suggested technique of the anomaly measurements detection and isolation is implemented in the
real time processing and post-processing software for space vehicle trajectory determination based on
GPS/GLONASS measurements [3]. This software is utilized on the computing centers of the Russian experience
cosmodroms during the launch of missiles and spacecraft with the user equipment “Terminator” on a board.
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ONBOARD BALLISTIC-NAVIGATIONAL SUPPORT OF SPACECRAFT "SOLAR SAIL™
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The description of onboard ballistic - navigational support of a spacecraft " Solar sail " is given. Spaceeraft "Solar
Sail" is created for improvement of technology of control of a solar sail with the purpose of check of an opportunity of
formation of desirable trajectories of flight at thc expense of purposeful use of force of a solar wind. The system of
navigation is construction on the basis of subsystems with use of measurements:

- ground one point of system;

- onboard 12-channel receiver GPS of signals.

The system of navigation 1is intendcd for definition of parameters of movement with accuracy allowing to reveal and
to estimate influence of effect solar sail on movement of object in view of charaeter light exposure of this or that site of a
coil and orientation on it of blades solar sail. In the greatest measure these tasks are answered by opportunities, which has
GPS- receiver.

With the purpose of operative reception of estimations of parameters of trajectory the target data of the receiver are
processed directly in the onboard computer. The part of crude measurcments of the receiver together with the processed
onboard information in structure of telemetry acts in Mission Control Center.

After disclosing solar sail of the spacecraft twists concerning an axis of symmetry. As a result of it the axis Spaceeraft
"Solar Sail" continuously is guided on Sun. During each coil the antenna field of view of the receiver continuously varies
from as much as maximum disclosings up to complete a hidden by the Earth, and it is possible also by separate elements
of Spacecraft "Solar Sail". These circumstances are taken into account in algorithms of planning of sessions of
navigating definitions and formation of the telemetering information.

Each second from GPS of the receiver in the onboard computer the crude measurements act. These measurements are
processed in rate of flight. In result the set of qualitative residuals of measurements pseudorange and pseudospeeds on
32 second site of flight 1s formed.

During the subsequent interval on generated on the previous session average residual the estimation of parameters of
trajectory is made. The methodical basc of algorithms of an estimation is served by the special form of the Kalman filter ,
in which basis the idea of decomposition covariances of a matrix of error of an estimation on multipliers as diagonal and
two triangular matrixes lays. Due to this the preservation covariances by a matrix of property of positive definiteness is
guaranteed. It provides high quality of a filtration in conditions of limitcd length of a digit grid of onboard computer. The
elimination of probable instability of process of a filtration because of incomplete conformity to the accepted
mathematical model of movement to a physical pieture is achieved by a choice of the appropriate strueture of the filter
and adjustment of a number of its parameters.

Estimated is extended a veetor, the first 6 which components consist of errors of eoordinates (AL.AH.AZ) and speeds
((AVL,AVh,AVz ) object in orbital frame. Two others - regular errors of range and radial speed caused divergences of
phases both frequencies of generators of the GPS-reeeiver and GPS satellites.

In the same orbital frame the fundamental matrix of estimated dynamic system is construction. It has allowed its
account to carry out on analytical dependences, that has simplified and has sped up process of propagation of
covariances matrix (more precisely than its matrixes - multipliers) from one moment of binding average of measurements
to another.

The integration of the equations of movement is carried out by a method Runge-Kutta of the fourth order with a step
32 5. On a step of integration a trajectory approximate sedate near to factors being funetions from meanings of the right
parts of the equations of movemcnt. Due to this technique the high spced of algorithms of aceount of a vector of a
condition in internal points of a step is provided.

Onboard computer is constructed on the basis of 386 proccssors. The onboard software of the considered tasks is
developed in language C ++ in view of features of representation machine given as numbers with the fixed point.
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BY SINGLE FREQUENCY MEASUREMENTS

A.V. Grebennikov*, M.Yu. Kazantsev**, Yu.L. Fateev***
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Abstract
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Method of ionospheric delay determination by GLONASS/GPS one-frequency receiver is presented. it is based on using a
difference of increments of code and phase pseudoranges. Results of experimental researches are presented.

Introduction

The user equipment (receivers) of global satellite navigational systems is applied for creation of modern
integrated systems of navigation and orientation. It is stipulated first of all by their such performance as a
possibility of determination with a high exactitude of coordinates, velocity and orientation of object located in
any point of globe. Main defects of receivers are: a susceptibility to influence of an environment and parasites;
possible unauthenticity of satellite signals; miss of satellite signals, in particular, for origin of shadowings.

Noticeable influence to an exactitude of navigational determinations on signals of GLONASS and GPS
render the conditions of passing of a signal from satellite up to receiver. As show researches [I,2], the large
contribution to an error of GLONASS and GPS measurements is introduced by an ionosphere. In the report, the
mcthod of ionospheric delay determination for single-frequency receiver is represented.

1. Influence of ionosphere to an error of a measurements

The determination of coordinates and velocity using by GLONASS and GPS signals is carried out in an
outcome of processing measurements, such as

e  code pseudorange — pseudorange up to satellite, measured on a ranging code;

e  phase pseudorange — pseudorange up to satellite, measured on a phase of a carrier frequency of a signal;

e  range rate — radial velocity rather satellite.

To the grcatest degree ionosphere renders influence to an error of a measurement of code and phase
pseudoranges, that expresses through accordingly group and phase delay of signals. The systematic errors of a
measurement of code and phase pseudoranges up to satellite caused by influence of an ionosphere, will be equal,
but to have a different sign.

Ionospheric delay depends on sunspot activities (approximately 11-year cycle), seasonal and diurnal
variations of total electronic concentration in an ionosphere, the line of sight which includes elevation of the
satellite, and thc position of the observation site. Measured pseudorange may be wrong from about 0.15 m to 50
m [3].

2. Methods eliminating of ionospheric influence on single-frequency GLONASS and GPS receivers

Each GLONASS and GPS satellite transmits navigational signals in two frequency LI and L2. Two-
frequency receiver, working on two frequency signals, is capable to exclude influence of an ionospheric
refraction of radiowaves to an error of measurements. The access to GLONASS and GPS navigational signal on
frequency L2 is limited [4,5].

In the navigational messagc of GPS the parameters of a global model of an ionosphere — Klobuchar model
are transmitted, thus a single-frequency user can realize an ionospheric correction. Agrees [5], the application of
a Klobuchar model will provide at least a 50% reduction in the Standard Position Service user's RMS error due
to ionospheric propagation effects. GLONASS gives no possibility of a correction of influence of an ionosphere
for a single-frequency user.
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The error of majority of empirical models of ionospheric parameters (International Reference lonosphere,
Chiu, Bent) is high (20-40 %), empirical models are capable to work, only in mid-latitude areas and quiet
geomagnetic conditions.

Most perspective is the method of elimination of influence of an ionosphere on satellite signals in single-
frequency receiver, based on the account of contrast of signs of phase and group delay. The proposed approach
allows to determine delay of a signal in an ionosphere with the help of single-frequency receiver. 1t based on a
difference between code and phase pseudoranges[6,7]. A residual of code and phase pseudoranges is equal to the
double ionospheric delay of a signal, and can be used for determination of it

N i) -0 (k)+ N (kW
1 (k)= >
where I;(k) — ionospheric delay of a satellite signal at epoch k (k=12,...); r;(k) - code pseudorange

’

measured on a ranging code; ¢; (k) — phase pseudorange measured on a phase of a carrier frequency of a signal,

N;(k) - initial carrier phase cycle ambiguity; A; — wavelength of a satellite signal; i — serial number of

satellite, i = 1,n(k); n(k) — number observed satellites.

The given approach has received the development in the beginning of the 90-th years in works listed in [7].
To the present time in the foreign publications there are mentions of realization of the considered approach in
practice [8), the researches of the given approach were conducted and in our country [9].

Main obstacle in a path of realization of the considered approach of indemnification of ionospheric errors is
the problem of the determination of initial ambiguity of phase measurements N,-(k) in absence of additional

measuring frequencies [6,7]. One from methods of a solution of the given problem is the inclusion of initial
ambiguity of phase measurements N, (k) in a vector of estimated parameters of a Kalman filter, as it was made

in work [7). Such method of an evaluation N; (k) has some disadvantages, which explicitly are circumscribed in

{71.
3. Ionosphere Model

The purpose of construction or choice of a model of an ionosphere is, the possibility of determination, with
its help, delay of a signal in an ionosphere, having at the command of an only measurement NP on single
frequency. Height of working orbits of GLONASS and GPS satcllite is above than upper bound of an
ionosphere. As a rule, the main mass of the users is under a low bound of an ionosphere, behind an elimination
receivers, established on low-orbit space vehicle. The vertical profile of electronic concentration has essential
significance only for objects were in an ionospheric stratum. Therefore for the account of ionospheric errors
essential is all ionosphere. For air and ground objects the ionospheric single-error correction practically
completely is determined by significance by total electron content in a vertical direction. Therefore for a basis
we shall take, so-called, single-layer model of an ionosphere, where it is supposed, that all electrons are
concentrated in a lamina located at some height & Above a surface of the Earth [7, 10, 11].

lonospheric shell height h usually understand as height, where 50 % of total electron content in a vertical
direction [11] is reached. There is a daily variation of ionospheric shell height. In night time height & is higher,
than in day time. lonospheric shell height can will be changed in limits from 250 up to 500 km.

The magnitude of an error caused by influence of an ionosphere will dcpend on an expansion of a path § of
satellite signal in an ionosphere. For satellite with low elevation angles the expansion of a path of signal will be
more, than for satellite with high elevation angles. Thcrefore ionospheric error will be inversely proportional to

satellite elevation angle. Distinguish vertical delay (satellite elevation angle y =90°) and slant delay (satellite

elevation angle y <90 ). Their relation is determined by following expression [7, 10]
1 (k)= 0b(y; (k)N k), 3.1)
Where Ii(k) — (slant) ionospheric delay of signal in an ionosphere; Ob(}',-(k)) — mapping function; lv(k) -
vertical delay of a signal in an ionosphere; y,-(k) - satellite elevation angle. The mapping function is intended

for recalculation of vertical delay in slant and is determined as the relation of slant and vertical delay of a signal
in an ionosphere [10]

Ob(y; (k)= ji(k) = S (3.2)

) Jl—[Rf.’i o)

where Rg - radius of the Earth; h - ionospheric shell height.
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Depending on an elevation angle and ionospheric shell height, the significance of function Ob(y) will vary
an approximately range from 3.5 up to | (fig. 1).
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Fig. 1. Properties of mapping function: a) significance of mapping function 01)(}') depending on an elevation angle and ¥

ionospheric shell height /i ; 6) an increment of mapping function of magnification of an elcvation angle on 1 degree.

4. Algorithm description

Let's note input equations for determination of delay of a signal in an ionosphere. Code pseudorange is
determined by expression [3}]

ri(k)= pi(k)+ 1;(k)+ T (k) + bt (k)¢ + 8; (k) + & (k).
4.1)

where p;(k) - distance up to satellite; 7;(k) — delay of a satellite signal in troposphere; At(k)- receiver
clock error; ¢ — speed of light; §; (k) — part of a systematic error, which includes satellite orbit error, satellite
clock error, etc.; &; (k) - random error. The phase pseudorange is determined by expression [3]

0:i(k)= p; (k)= N (A = 1;(k)+ T (k) + B(k)- e+ 8; (k) + £ (k) . (4.2)

where {;(k) — random error.

a) b)
90 2 1
80 i 0
-1
]
g P e 22
S 60 E 3
0 &
? 50 a -4
o 40 § -5
-E 30 s -6
5 7
20 § -8
0 g -9
0 -10
20 21 22 23 24 25 20 21 22 3 24 25
Time, h Time, h
=
[=3=2=] 2

Fig. 2. The figures a) variation of satellile elevation anglc and b) increment of ionosphcric dclay
(1 - incremeni of vertical delay, 2 - increment of slant delay)

39



Proceeding from the equations (4.1) and (4.2), residual of incrcments of code and phase pseudoranges during
At=k-! (Ar - an interval of measuremcnts) is equal to the double increment of delay of a signal an
ionosphere for the same slice of time

(k)= rik =)= (osk)- s (k=)= 2- (1 (k)- 1k =1)).

First step of researches was experimental check of equality on magnitude and contrast on a sign of phase and
group delay of satellite signals in an ionosphere. The experimental researches were conducted and the
increments of delay of a signal in an ionosphere are obtaincd. In a fig. 2. the outcomes of measurements of a
GPS satellite signal are represented. The experiment has confirmed. that the diminution or magnification of
delay of a signal in an ionospherc for rather small spaces of time (1-2 hours) happens, mainly, at the expense of a
modification of an satellite elevation angle, much smaller influence renders a daily variation of an ionosphere.
The experimental researches have shown, that with the help of single-frequency receiver it is possible to observe
a variation of delay of a signal in an ionosphere.

Following pitch of researches was development of algorithm of determination of ionospheric delay. The
algorithm is divided into two stages. At first with the help of Kalman filter the vertical delay of a signal is
evaluated, and then it is recalculated for each satellite, with allowance for of its elevation angle. With allowance
for (3.1) we shall note the equations (4.1), (4.2) as follows

k)= i (k)+ Ob(y; ()1, (k)+ T (k) + Az (k) e + 8 (k) + & k), (4.3)
¢i (k)= pi (k)= N; (kW = 00y (D)1, (k)+ T (k )+ Az (k)-c + 8 (k) + £ k). (4.4)

Let's make a difference set of equations, deducting from each equation of a system (4.3) and (4.4) at epoch &

for i -th satellite the appropriate equation at epoch k—1. Let's define increments of pseudo-distances (4.3) and
(4.4)
81y (k)= 0, (0)- p =1+ (0bly W)= 00l (6 =), () )£,k ),

+8; (k)= &k -1),

where Ar; (k)= rj(k)— % (k —1) — increment of code pseudorange; Ap; (k)= ?; (k)- ?; (k = 1) - increment of

phasc pscudorangc; j — scrial number of satellite, which was obscrved at epochs & and k-1, j=1n(k); ﬁ(k)

— satcllitc numbcr, which were observed at epochs & and & —1. Then we shall define a residual of increments of
code and phase pseudoranges

2-(00ly ;(K)- obly ; (k =) 1, (k)= ar; (k) - A (k)+ £ (k), @.5)

where gj(k) — random error. In the total we have received a set of equations (4.5), where is absent of initial

phase ambiguity N,-(k). With the help of equations (4.5) the vertical delay of a signal in an ionosphere is

determined. The evaluation of vertical delay is made with the help of Kalman filter. Then the obtained vertical
dclay will be transformed to slant delay of a signal for i -th satellite in the correspondence with expression (3.1).
Obtained algorithm have a number of distinctive features. As measurcments not differences of pseudoranges,
but difference of increments of pseudoranges act. In an outcome the necessity in disclosure of initial phase
ambiguities disappears, the number of unknown variables decreases which are necessary for evaluating, on a
comparison with a method circumscribed in work [7], that considerably simplifies algorithm.
From a set of equations it is possible to find significance of vertical delay for j -th satellite

Ar;(k)-ap (k)
(

SR o7 o )y -

From expression (4.6) and properties of mapping function (Fig.1) follows, that the evaluation of magnitude
of vertical delay will depend on selected ionospheric shell height /. Ionospheric shell height can be given a
priory. The choice of optimum height of an ionosphere for mapping function was considered in work [10].
Leaning on the indicated outcomes of researches indicated in [10], was selected significance of ionospheric shell
height h=432.5 km.
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5. Outcomes of experimental researches

By closing stage were the experimental researches of the developed method, with the help of MRK receiver.
developed in Scientific & Research Institute of Radio Engineering placed in Krasnoyarsk State Technical
University (KSTU). GLONASS/GPS MRK receiver works on single-frequency L1. MRK receiver has important
for realization of the developed method in practice of performances

o Measurement of a phase of a carrier frequency of a signal;

¢  Low frequency of failures of tracing behind a phase of a carrier frequency of a signal;

¢ Low level of a random component error of a of code pseudorange measurement (RMS 0.2 — 0.3 m).

During of experiment, measurements, made with the help MPK receiver was recorded. Then, using by noted
information, the ionospheric delay of satellite signals was determined. During a 2001 some mecasuring
companies (see table) in various geomagnetic conditions (perturbed and quiet ionosphere) were conducted. In
the table for performance of geomagnetic activity the Ap-index is indicated.

For check of an exactitude of the developed method the information about ionosphere state of centre of data
storage Crustal Dynamics Data Information System (CDDIS) was used [12]. CDDIS gives for a free access the
data files of global distribution of total electron content (TEC) in a format IONEX [13]. These data are obtained
from Analytical Centres of International GPS Service (IGS). The correspondence of a information about state of
ionosphere for Krasnoyarsk is determined by that in KSTU is located two-frequency TurboRugue receiver.
included in structure of 1GS, it has allowed to accept data IGS as true measurements.

RMS error RMS error
Global magnetic of of O
Date Duration, h activity: single frequency Klobuchar model 0_—”
Ap-index, nT method ]
gy,M
O-( sy M
= ;
2> kil 26 6 0.49608723 1.84167667 3.71240494
26 April 6
28 April 40
29 April 29 3 0.81335721 2.02093429 2.3388889
16 May il
17 May 46 6 0.3878384 1.23400857 3.18175996
18 May 8
AT 24 4 1.08973087 2.24708779 2.06205756
9 October 18
Average 0.69675343 1.76357926 2.7712769

On the figures 3-4 the evaluation of vertical ionospheric delay obtained with the help of developed method.
Klobuchar model, and as evaluations of vertical delay on an information of 1GS Analytical Centres is indicated:
CODE (Center for Orbit Determination in Europe), Bern, Switzerland: JPL (Jet Propulsion Laboratory).
Pasadena, USA. On the figures on an axes of abscissas the number of hours, past from a beginning of the first
day of experiment is resulted. The beginning of day is determined on local winter time ZT =UTC + 6 h + | h, or
otherwise, ZT = GLONASS system time + 4 h).
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6. Influence of an ionospheré to an error of solution of a navigational problem
Let's try to clarify a character of influence of ionospheric delay on the measured coordinates of object. The
research of ionospheric delay by an one-frequency method has shown a rather good exactitude of a measurement

of vertical delay. At the same time to attempt of elimination of an ionospheric error the rather specific influence
on evaluated coordinate and time was clarified it.

15:59, 25.04.01 - 16:47, 26.04.01
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40
201

_20 p

height error, m

Time, h
without 1onospheric correction
— with ionospheric correchon

Fig. 5. Height error (without filtration)

The researches have shown, that the error of obtained coordinates caused by ionospheric delay, depends on a
configuration of satellite constellation very little. First of all the ionospheric error effects on altitude component
error of coordinates of object and time (fig. 5). Research of a character of influence of ionospheric delay for the
measured coordinates and time we shall conduct, proceeding from the following suppositions:

. The navigational equations, being nonlinear, at the same time in each point of space have a
very small curvature, that allows to linearize them in a point of a disposition of object. With an adequate
accuracy it is possible to consider, that the errors of a measurement of pseudoranges are connected to an
error of calculation of coordinates of object and time by linear transformation, i.e. the total error of a
measurement of coordinates and time is equal to the sum of errors caused separate component ionospheric
error of a pseudorange measurement. .

. Proceeding from linear transformation of an error of a measurement of pseudorange to an error
of coordinates and time, it is possible to consider an ionospheric error separately from a remaining
component error.

42



By aceepting a hypothesis that the ionospherie error influenees in main height and time, is separable an
ionospheric error on two eomponent. First eomponent ealls only deviation of height and time. Second
component — residual ionospheric error, in the sum with first eomponent they give a full ionospherie error.

First component of an ionospherie error ean be found as follows. Let's assume, that in a point with known
coordinates the pseudorange up to satellite are measured. The similar measurements are made in other point
located above first on the magnitude H . The linearization of the navigational equations eorresponds to the
supposition, that the satellite signals come from an indefinitely deleted point, having a flat wavefront set. A
residual of satellite signals between two points is equal

AR =~-H -siny (6.1)

Residual equal to an error of a measurement of pseudoranges. which displaces the measured coordinates up

on magnitude H . For a displacement of a time seale r;,,, it is enough to all pseudoranges to add the same

magnitude c-t;,,, . where ¢ —speed of light.
The resulting error of a measurement of pseudo-distanee displacing eoordinates up on magnitude H And time
on magnitude t;,,, Is equal

IHT =Clipno — H-siny . (6.2)
The residual ionospheric error is equal

1»
Ly=1-1yr = : = +H -siny. (6.3)

~ I()Il{)

R 2

L= £ eosy
R@ +h

It is necessary to select parameters H and 1;,,, so that to minimize a residual error. The minimization can

iono
be made on a criterion of minimum root-mean-square magnitude of a residual ionospherie error

n/2
[ (1,5 Vdy = min. (6.4)
0

For minimization of function (6.4) we shall take derivatives with parameters t;,,, and H and we shail

equate them to zero

n/2 n/2
/8
f( Pay= [ -2 ’ | =i + H sinY by =0, (6.5)
l()ll() 0 0 R@
= cosy
R@ +h
/
3 n/l n/2 !
[¢ " e g
oH [ Pav= | L = Coliono + H sinY |-siny-dy =0. (6.6)
0 0 Rg
li= -cosyY
] R@ +h

In an outeome have received two equations eoncerning two unknown parameters f;,., and H . The
integration of the equation (6.5) gives

r/2 I n/2 1Y
J 5 Ctipno + H -siny dy = ‘,J —Clipyo M2+ H , (6.7)
0 R 2 0 l—(X COS Y
- 2 cosy
R@ +h
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n/2

R
where o= 2 |.The integral il
Rg +h | -aZcos?y
/2
n &
= G2 2
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1s reduced to a kind

=Fn/2, 1-
Y

az
1-a2 |’

where F(-) - full elliptic integral of the 1-st kind. The integration of the equation (6.6) gives

n/2
1 . :
'[ . t = Clipno +H -siny smy-dyzlvB-arcsmé—c Ligno + H-T/4
0 Rg
- cosyY
R@ +h
\ 1
where = &;—M . In the total we have a set of equations
¥ (5]
tiono "M/ 2+H=-1,-F(a)
Liono ¥ H -m/d4=-I,-B-arcsin ©8)
Solution of a system (6.8)
‘ —J B-arcsin(1/B)- F(at)- /4
Cliono = 1y 1-12/8 ’
e [[3 arcsm(l/B)+F (o)1 - n/4)] n/2
1-n2/8

The factors @ And B of accepted model of an ionosphere ( Ry = 6371 km, i =4325 km) will be equal

a=1.067 B=1/0t=0.936. In this case c-1;,, =2.797-1,, H=1.913-1, And then the formula (6.2) will
look like

iono

Iyr =(2.797-1.913-siny)- 1, . (6.9)

In a fig. 6 the schedules of full ionospheric delay and its part responsible for high-altitude and temporary

component errors are represented. In a fig. 7 the residual ionospheric error is represented.
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From the figures it is visible, that is valid. the ionospheric error in main is determined by first component.
The residual error makes only 15-20 % from vertical delay. First component of ionospheric delay calls merging
coordinates on height and displacement of a time scale, and these effects do not depend on structurc and
configuration of satellite constellation, and bodily and completely are determined by magnitude of vertical dclay.
The residual error is recalculated in an error of coordinates and time scale through a matrix of linear
transformation, the magnitude of an error of coordinates depends on a concrete kind of this matrix. i.e. from a
configuration of constellation, and the magnitude is determined by magnitude of the appropriate geometric
factor. .

Let's evaluate magnitude of a residual error of coordinates. Normal conditions the magnitude of the
geometric factor makes magnitude from 1.5 up to 3, therefore residual error of coordinates will make 30-60 %
from vertical delay. For example, for want of to vertical delay I, =5 m the magnitude of a residual error will

make 1.5-3 m. At the same time, the magnitude of a vertical displacement will be equal 10.8 m.

Conclusions

I. The determination of ionospheric delay of satellite signal based on single-frequency GLONASS and
GPS measurements is possible.

2. The developed method has allowed in some times to increase an exactitude of definition(determination)
of vertical delay on a comparison with a Klobuchar model.

3. The developed method is stable works in various condition of an ionosphere (quiet and perturbed
ionosphere).

4. The ionospheric delay of satellite signal influences on error of determination of hcight and receiver time
error.
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Abstract
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Since the European Commission (EC) decided to built up an own civil global navigation satellite system called GALILEO,
many people are asking why the EC want 1o built up an additional system. They say that they can use without any costs the
U.S. navigation system GPS and, therefore, there is no need for the European GALILEO for the applications. But this is not
really true. For some special applications GPS is not utilisable because it is no guarantee for the availability of the system.

In this paper 1 want to present a few technical reasons, why GALILEO is necessary in addition to GPS. For
analysing the effects in navigation and positioning of a global navigation satellite system GNSS like GALILEO
and GPS or GLONASS the DLR developed an end-to-end software simulation system called NAV—S]M The
software package offers the possibility to-simulate simultaneously different satellite systems.

In many cases. we will be asked, what we ~understand undcr ‘end-to—end’ simulation tool. The
answer is very easy: we can simulate the signal propagation from the satellite down to the receivcr in two inter-
connected stmulation levels. The two levels are the signal simulation level and the application simulation level.
Both levels are necessary to determine the positioning performance of a GNSS under consideration of nearly
realistic conditions. A detailed description of this tool is given in the paper.

We are able to analyse with this tool, which global navigation satellite system of both GALILEO or GPS is the
better system for special applications or if it is needful to use both systems simultaneously.

1. Introduction

Existing navigation systems like GPS and GLONASS are well-known and have shown that the reachable ac-
curacy and availability in the navigation solution depends on the complexity of natural influences and used tech-
nical equipments. For some applications like flight navigation (CAT! .. CAT3) all the available satellite naviga-
tion system don’t fulfil the requirements in case of accuracy and availability. These are the gist’s why the Euro-
pean Commission decided to develop an own civil satellite navigation system called GALILEO. The verification
of the preliminary system specifications of GALILEO is necessary in its early development phase if the assumed
requirements can be fulfilled under the aspect of technical possibilitics and of costs for development and opera-
tion.

The allocated frequency bands for GALILEO are in the L-band which is used by a lot of other signals (c.g.
GPS, GLONASS, MLS). The bandwidth for the GALILEO signals are not so wide as in the case of GPS or
GLONASS and, therefore, different modulation schemas are discussed based on the definition, that a Code Divi-
sion Multiple Access (CDMA) is used by GALILEO. In addition, different services shall be available for the new
navigation system: Open Service, Safety—of-Life Service, Commercial Service and Public Regulated Service.
For all theses services the signal has to be optimised related to service requirements like accuracy, availability
and reliability.

The paper will give you at first an overview of the architecture of the NAV-SIM tool. show some rcsults con-
cerning errors introduced by multipath or atmospheric effects and display the

2.  Architecture of NAV-SIM

The German Aerospace Centre has developed a simulation tool for GNSS, because it was seen the need of a
suitable software tool for design, investigation and verification since a the last few years beginning at the first
ideas about an own European navigation system. The problem of simulating navigation systems is the GNSS
complexity considering on one hand the component and parameter variety in the space and user segment and on
the other hand the spatial and temporal variation of natural impacts during signal transmission and reception. The
projection of all processes into a simulation system contains a time—scale conflict resulting from the large physi-

* Scientific Staff Member.
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cal transmission bandwidth (thcrefore high sampling frequencies of several 10 MHz) and from the comparatively
slowly changing scenario determined by satellite tracks, user movement, ionospheric and tropospheric influ-
enccs, clock drifts and other effects. This conflict normally results in excessively long simulation times and in
the demand of large data storage capacities. To avoid this detected problem and to achieve a suitable handling of
the GNSS software simulation system, the project NAV-SIM uses a multi-layer architecture.

The multi-layer architecture has two levels: the first level is the signal simulation level (S§SL), and the second
application simulation level (ASL). The SSL is responsible for the estimation and modelling of the signal spe-
cific range performance. It allows to investigate the signal structures (e.g. spreading codes, pulse shaping, chip
rates) and the corresponding design of signal generation and receiver components (e.g. high power amplifier
HPA, delay or phase lock loops DLL/PLL). Based on these simulations, where essential transmission impacts
are considered (e.g. multipath), the system performance will be derived using a very short signal section (e.g. 30
seconds) for a sufficient number of carrier-to—-noise ratios C/No. Due the highly detailed simulation at sampling
frequencies of several 10 MHz and the high computational complexity each of these short time simulations takes
about one day on high performance workstation. With the results of these simulation — a set of statistical parame-
ters — a model of physical signal processing is generated.

The ASL simulates the very slowly changing system aspects compared to the signal simulation: The satellite
tracks, ser movement, atmospheric influences, system and satellite time behaviour and the solution of the naviga-
tion equation. This level is used, on the one hand, for generating the signal states characterized by C/No, ranges,
phases and the corresponding rates for the SSL and, on the other hand, for composing the delay measurements of
the natural and physical part and of the technical simulations to get the positioning solution. Because of the
flexible and block-based design an adaptation of changes can be quickly implemented. It is also possible to
change the implemented algorithms with new and test the influences of these new algorithms on the positioning
solution.

Fig.1 shows the block structure of the two layer navigation simulation system NAV-SIM. Both simulation
layers can be used independently of each other. Therefore, it is possiblc to decidc which level have to be used for
analysing a special problem.
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Fig.l, NAV-SIM architecture with the two layers for signal (SSL) and application simulation (ASL)

Each module is initialised by its own dialog window. The first window defines a set of global parameters like
time and region of simulation and makes the selection of optional modules. To guarantee the correct parameters
and its consistency of each module a parameter controlling is implemented. The simulation system can be used
in four different basic modes depending on the composed system and selected modules:
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e analysing the behaviour and influence of single components

» analysing the signal states like C/No, temporal and regional influence after estimation of attenuation,
noise, code and phase delays and the corresponding rates

e estimation the navigation accuracy without signal and receiver influences for statistical analyse of ac-
curacy and availability, and

¢ analysing the navigation solution including the signal level.

With these basic modes and the possibility of using each simulation level as a stand-alone tool the following
results are generated by the NAV-SIM tool.

3. Effects on ranging performance by usirig different signal types

To get an improved bandwidth efficiency a suitable pulse shaping has to be used for the navigation signals of
GALILEO. The Cramer Rao bound have to be determined to estimate the best ranging accuracy of a defined
modulation format [1]. The performance of the ranging signal in the case of a rectangular (RECT) and root
raised cosine (RRC) signal is shown in Fig.2. The RRC is the most promising option for the modulation pulse
for the new navigation system, because of the allocated frequency bands and their bandwidths. The performance
analysis of both options was calculated by simulations using an additive white Gaussian noise (AWGN) channel

" "—and an incoherent DLE. It can be-seen, that the RRC option achieves the same performance with a-lower C/No

ratio than the RECT option. The observed gain is in the order of 1 — 2 dB-Hz [2]. - =

To get a more realistic estimation of the achieved performance requires to look on the one hand on the influ-
ence of satellite components and on the other hand on the signal behaviour in the case of multipath afflicted en-
vironment. The first part is a point of interest for system engineers of satellite design and not discussed in this
paper. To evaluate the influence of multipath on the signal performance five different sample channels are used
in the simulation and their influence on the signal is shown in Fig.3 for selected C/No values. The most impor-
tant outcome is the fact, that faster channel variations corresponds with smaller errors and vice visa. That the
phase isn’t influenced in any case was shown by additional simulations [2]. These simulations show also that a
better ranging performance is achieved by using a RRC pulse shape instead of RECT pulse shape.
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4. Carrier-to—noise Ratio in Dependence on Ionosphere

To compare simulation results between the European navigation system GALILEO with the U.S. system GPS
we have to use a defined satellite constellation for GALILEO. The satellite constellation which is finally used is
still open. It looks like that a similar constellation is used to GPS, a so—called MEO-only Walker constellation
with 27 satellites. The satellites will be symmetrically distributed over three planes with an anomaly shift be-
tween 0 and 20 degrees (27/3/1) plus 3 in—orbit spares on an additiohal Walker constellation(3/3/F) with an in-
ter-plane phasing F of 0,1 or 2). For all simulation where a satellite constellation is necessary following scenario
is used:

e  Walker constellation 27/3/1
¢ anomaly shift 0 degrees
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e In-orbit spares 3/3/0
e 23600 km altitude of circular orbits

In the case for GPS simulations the actual constellation of 27 operable satellites 1s used.

One important task is the estimation of the signal states at the receiver input described by the carrier to noise
ratio C/No to analyse which signals should be used for positioning. The use depends on the occurred distur-
bances during transmission and on the tracking performance of the recciver equipment. Fig.4 shows the carrier to
noise distribution of GPS LS5 frequency at the Greenwich meridian over 12 hours. The simulation was done for
stand ionosphere without scintillations. The influence by the 10nosphere onto the carrier 10 noise ratio in middle
Lurope for the allocated GALILEO frequency bands El and E3 is displayed in Fig.5. For this simulation a trans-
mitting power of 18,4 dBW was used. C/No without ionospheric scintillations are distributed between 47 and 54
dB-Hz for the frequency El (red graph) and between 49 and 57 dB-Hz for the frequency E3 (blue graph).

The magenta and green graph shows the influence of ionospheric scintillations. The spreading can be tempo-
rury in the order of several {0 dB-Hz, therefore, this effect must be considered for umproved accuracy, availabil-
ity and reliability estimations. The probability for C/No ratios lower than 20 dB—Hz is only 0.02 percent for both
frequencies. Assuming that such value of carrier to noise ratio causes a loss of locks the occurrence of seintilla-
tions should not to be sneezed.
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5. Satellite Availability

One of the most interest point is the satellite availability of GALILEO compared to GPS. In Fig.6 four different
situation are displayed. Fig.6a) shows the satellites in view at the 60" longitude over 1 day for the normal GPS
satellite constellation and an elevation angle of 10°. The number of visible satellites 1s varied between four |
which is the minimal number to get a position solution, and a maximum number of 12 satellites for short time.
Looking on the subfigure b) the same situation is calculated for the GALILEO constellation and it is easy to see
that in the worst case a minimal number of 6 satellites are visible for the complete simulation time.

For some applications a greater number of visible satellites are useful. Therefore, a combination of both sat-
ellite system is discussed. This means that both systems have to be compatible in a special way, but they must
not be identical. In this case the number of available satellites grows up to minimal number of 10. If the user
want to navigate in urban environments he has two problems: first problem is the multipath influence on to the
signal, which can be solved with new signal forms, and the second problem is the number of satellites in view
under high elevation angles (e.g. 35°). Using both systems the second point is solved displayed in Fig.6d). Com-
paring GPS only with GPS & GALILEO under an elevation angle of 35° it can be seen that both have nearly the
same distribution (see Fig.7 and Fig.8, St. Petersburg, 23 of May 2002). In 97% of the simulation time six and
more satellites are available for the positioning solution under high elevation angles. This one of the best reasons
to built-up an own European satellite navigation system. ’
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6. GALILEO Clock and System Time
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For all satellite navigation systems like GPS, GLONASS and GALILEO it is necessary to have a precise syn-
chronisation of all satellite clocks to a common time scale, called system time. The deviations of the satellite
clocks from this system time directly impact the accuracy of the navigation solution. Therefore, it is planned to
use passive H-maser onboard the satellite as the main clock in GALILEO. The passive H-maser has a greater sta-
bility as the caesium and rubidium clocks used by all other existing systems. In the case of a failure a switch be-
tween this H-maser and a hot redundant working rubidium clock will be realised. The system time will be pro-
vided by two Precision Timing Facility (PTF). One of the discussed assumptions contain that each PTF contain



an ensemble of 12 high precise caesium clocks steering an active H-maser. These clock ensembles ensure the
necessary stability of the system time.

The model of the time error of a physical clock can be divided into a deterministic and a stochastic compo-
nent, where the deterministic part can simply be modelled with a second order polynomial. The simulation of the
stochastic error behaviour of the clock based on the well known power law model for the output of an oscillator.
This model says that the stochastic error signal of an oscillator y(t) can be represented most suitably by means
of the following spectral density

S(f)= +Zhaz'fa fOl‘ fo,,
' a_—ZO for f=p

where fj, is the cut-off frequency and h,, is a coefficient.

The model covers all known stochastic noise types of an oscillator, which are called ‘random walk frequency
modulated noise (& = -2)’, ‘flicker frequency modulated noise (0= - 1)’, ‘white frequency modulated noise (o =
0)’, ‘flicker phase modulated noise (& = 1)’ and ‘white phase modulated noise (& = 2)’. The system time of a
satellite navigation system is normally not the time of a single clock but a so called ensemble time, which is cal-
culated from the measurements of many high stable atomic clocks.

The system time is normally calculated by using a weighted least square formulation. The NAV-SIM tool al-
~ lows the simulation of the error effects caused-by rea} physical clocks as well as the resulting system time error. -
In Fig. 8 the results of the simulation of the GALILEO clocks is depicted, which are passive H-masers and rubid-
ium clocks onboard the satellites and caesium clocks as the clocks for the system time generation on ground over
a long (about 34 days) time period. It is easy to see that the rubidium clock has the worst long time behaviour
and the caesium standard has the best long time stability. Therefore the Caesium clocks are the best choice for
generating a precise system time with a high long time stability. Fig.10 shows the simulation results of the sys-
tem time stability for the supposed use of 24 Caesium clocks and the stability of the emitted system time from
the satellites. The short time stability of the emitted system time is not so good than the ground generated system

time but better than a single Caesium clock.
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7. Conclusion

This paper presents at first an overview of the software tool NAV-SIM which was developed by the German
Aerospace Centre. 1t has highlighted some of the features of NAV-SIM which are suited to demonstrate the
possibilities of this simulation tool.

The currently available simulator can be used for the followmg types of analyses independent of the satellite
navigation system:
e estimation of signal states at the receiver input described by range and phase delays, the corresponding
rates and the carrier to noise ratio inside a temporal and spatial window
e composition of GNSS observations (ranges & phases) and corresponding estimation of the accuracy and
availability of positioning .
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extended composition of GNSS observations (range & phases) including an error generator model (re-
ceiver type dependent accuracy of range and phase measurements) and corresponding estimation of the
accuracy and availability of positioning

estimation of GNSS reliability by evaluation of several simulation runs with different spatial and
temporal windows for typical static and dynamic applications

It was shown that many aspects of satellite navigation system can be simulated with high accuracy compar-
ing to realistic effects (e.g. satellite clocks, system time, signal pulse shape). Using a special simulation scenario
the paper shows the necessity to built-up the European navigation system GALILEO, too.
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Abstract
Key words: Satellite navigation. C-band. Galileo, digital-beamforming antenna

Current satellite navigation svstems are based on signals-in-space in the range of some 1.2 10 1.6 GHz. A lot of exper-
ience exists about the quality of signals and their decoding in receivers within this band. Due to a recent frequency
allocarion, C-band additionally offers a new qualiry to satellite navigarion which has 10 be carefully investigated before it
can be used in any operational service. The aim of this paper is to shortly swmmarize status and expected performances
when using C-band frequencies for navigation by Galileo satellites. The paper assumes thar the reader is well aware abour
the performance of L-band navigation. That's why mainlv the differing aspects of C-band with respect to L-band use are
highlighted.

The paper describes the main technical aspects which affect the navigational accuracy of Galileo signals when making
use of C-band. Political or legal matters have not been addressed. The paper considers the signal chain which generally is
split into 3 sections. namely signal generation and transmission, signal propagation, and signal reception and decoding.
Emphasis is put on the anmosplieric signal delay (being smaller in C-band) and on the signal attenuation (being higher).

Additionally, a short overview is given on in-band interferences which are a very important issue because C-band
provides low interference levels. thus making it artractive for safetv critical applications (ar least on a regional basis).

This is followed by some assessments on the user terminal. including the antenna. it's because of the low signal levels
thar the receiver antenna design plays a very important role and is discussed in detail. Advanced beamforming and receiver
reclinologies can solve this problem and at the same time enhance the performance of the whole system decisively.

Finally, a condensed summary of all the findings with an interpretation of their effect on the total system performance is
given,

1. Introduction

Current navigation systems are bascd on signals-in-space in the rangc of some 1.2 to 1.6 GHz. Also the
present design of the Europcan Galileo system is looking to use this band. However, several navigation
frequency bands were allocated at WRC2000 by ITU. One of itis a 20MHz band from 5010 to 5030 MHz. This
"C-band” shall be used for downlink (space to earth) directions. The band is ARNS (aeronautical radio
navigation) protected. Another frequency band had been allocated to Galileo. That's the band from 5000 to
5010 MHz. This is to be uscd for RNSS (radio navigation satellite service) earth-to-space links and will not be
assessed for navigational use in this paper.

C-band offers a new quality to satellite navigation which has to be carefully investigated before it can be used
in any opcrational service. The aim of this paper therefore is to shortly summarize status and recent
investigations on the special qualitics when using C-band frequencies for navigation by Galileo satellites. The
paper highlights the diffcring aspects of C-band with respect to L-band usc.

Stress is laid on those aspects where differcnces exist between the use of L-band signals — as being used with
GPS — and the use of C-band frequencics. The following table presents an overview of the main different prop-
erties related to the signal:

Table I — Main signal properties being different between L-band and C-band

parameter L,-band C-band consequences for C-band

higher free space transmission losses
higher autenuation (rain, foilage)
higher atmospheric noise

less propagation delays (ionosphere)

carrier frequency 1575 MHz | 5020 MH:z

* & o o

*

PLL search time longcr if not optimized
mags carrier Doppler shift 5 kHz 17 kHz ¢ PLL loop bandwidth affected by
(static uscr) user acceleration and jerk

downconversion mixing frequency for higher complexity if double conversion
baseband frequency of 40 MHz 1535 MHz | 4980 MHz to IF needed




A signal design for C-band services within Galileo has not been pcrformed yet. On the other hand. the
frequency band to be used will have a width of 20 MHz. Accordingly it is assumed that the signal spcctrum will
be limited by the 20 MHz requiremcnt without considerable power in spectral lines outside this band. Thcrefore
the design of navigation signals within C-band is expectcd to be madc very similar to L-band frequencies.

Resulting from these considerations it is very likely that navigation signals generated on board the Galilco
satellites in C-band will have more or less an identical signal spectrum with rcgard to L-band, the only difference
being the carrier frcquency.

Also signal transmission in C-band is mostly a state-of-the-art technique because of the widespread use in
communication systcms, but with some higher frequencies in navigation. The following sections therefore
address primarily aspects of signal propagation and receive antenna. This includes considcrations about the link
budget for C-band navigation signals.

2. Signal Propagation

In this section, signal propagation in the atmospherc is addressed, subdivided into ionospheric and
tropospheric effects. Special emphasis is put on the signal delay (being smaller in C-band) and on the signal
attenuation (being higher).

Tropospheric delay

Since the atmosphere is not a homogeneous medium it generally will be divided into different layers. The
atmospheric delay in the lowerTayer (neutral atmosphere) is commonly called tropospheric deldy, although it
includes contributions both by the troposphere and stratosphere. The refractive index (n > 1) of the earth's
neutral atmosphere reduces the propagation speed of radio frequency signals. The gradient of the refractive
index with height causes additionally a curvature of the propagation path. Both effects lead in the sum to a delay
of satellite navigation signals in comparison to free space propagation. Delays in C-band and L-Band are
identical and the same correction models can be applicd. Typical models of the tropospheric delay calculate the
delay in vertical direction (zenith delay) and derive the delay at other elevation angles by multiplication with so-
called mapping functions.

The tropospheric delay can be expressed as an excess path in addition to the geometric path length by
integration of the tropospheric refractivity N=10%(n -1) along the curved path through the neutral atmosphere,
where n is the real part of the refractive index:

AL=10'°J'N(s)ds, (1)
L

Tropospheric attenuation

The path attenuation due to atmospheric gases is generally low both for L-band and C-band (less than 0.1 dB
at zenith). At L-band frequencies which are used by the current satellite navigation systems GPS and
GLONASS attenuation and noise due to rain are negligible. However, in C-band the rain attenuation and noise
increase and can reduce the signal-to-noise ratio during intense rainfall by some dB.

The specific attenuation ¥z in dB/km depending on the rain rate R in mm/h can be calculated by:

¥Yp = aR’[dB]. (2)
The coefficients a and b are listed for linear and vertical polarization and different frequencies in {1} .
Finally, the following values are obtained for L-Band and C-band by linear interpolation of the values and

conversion to circular polarization, with equations also given in [1].

Table 2, — Coefficients for specific rain attenuation

Coefficient L1 (1.2 GHz) L2 (1.6 GHz) C (5.02 GHz)
a 0.000059 0.000102 0.001146
b 0.9063 0.9252 1.1954

For L-Band, rain attenuation is negligible. For C-band, the specific rain attenuation is 0.28 dB/km for
R=100 mm/h and 0.65 dB/km for 200 mmvh.

The following figure shows the zenith attenuation due to rain and atmospheric gases for different rain rates
for a rain height (vertical extension of the rain layer) of 3 km.
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For elevation angles ¢ decreasing from zenith, the path attenuation rises by a factor of 1/sin ¢ .
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Fig.1. Zenith aitenuation versus frequency for different rain rates (rain height 3 km)

Tropospheric noise

By the realistic assumption that tropospheric attenuation is only due to absorption there is a direct relation be-
tween thermal noise temperature and attenuation (Kirchhoff’s law).

The noise temperature in path direction depends on the effective medium temperature of the troposphere (ca.
270 K) and the path attenuation. Thus the antenna noise temperature depends on the beam characteristic. How-
ever, the antenna picks up noise from all directions. For clear sky, the zenith attenuation in C-band is about 0.05
dB. 3 dB is an upper value for zenith rain attenuation.

For high elevation angles the noise figure for a hemispherical antenna is higher than the path noise. but for
low elevation angles it is vice versa.

Tropospheric scintillations are fast noise-like fluctuations of signal amplitude and signal phase due to shon
scale variations of the refractive index, which are caused by turbulences in the atmosphere, rain and clouds. For
elevation angles abovc 15 degrees, the fade depth for L-band caused by amplitude oscillations is less than 0.7
dB. For C-band, the fade depths are about 2 times higher than in L-Band.

lonospheric delay and attenuation

In the ionosphere, the refractive index is dispersive and the delay decreases with the square of the frequency.
Therefore the delay in C-Band is reduced by a factor of 10 in comparison to L, and by a factor of 17 compared to
L,. Because all correction models are based on the determination of the total electron content in the ionosphere
(TEC), the residual error depends linearly on the uncertainity of the TEC estimation. Due to the frequency de-
pendency, the resulting range error in C-band is also by the factor 10 to 17 smaller than in L-Band for the same
TEC unccrtainty. Therefore in C-band simple correction models are sufficient. For most of the applications two
frequency mcasurements for determination of thc TEC are not required. It is known that ionospheric scintil-
lations (amplitude and phasc) can lead to a signal loss in L-Band. However, when the signal still is locked, the
range vanations due to phase scintillations should also be reduced compared to L.-Band.

In contrary to the troposphere and stratosphere, the ionosphere is a dispersive medium, where group and
phase delay of radio waves have different signs and depend on frequency.

The delay of signals at frequencies above 100 MHz due to ionospheric refraction can be calculated by
neglecting high order effects by [2]:

TEC . (3)

where d,., is the range error due to ionospheric delays in meters, having positive sign for code measurcments
and negative sign for carrier phase measurements. fis the carrier frequency (Hz) and TEC the number of free
electrons within a column of 1 m? cross section along the propagation path.

Other effects like rotation of the polarization plane or the geometric Doppler shift will not be considered
here.
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The magnitude of the effects depends on the carrier frequency and on the concentration and distribution of
the electron densities within the ionosphere. Similar to the temperaturc distribution within the troposphcre, the
electron density distribution is a very complex parameter.

Table 4 shows the ionospheric range error for typical maximum and minimum TEC values in zenith direction
(VTEC) for different frequencies. In L-Band, the zenith error can reach 18 m, in C-band the error is reduced by
a factor of 11 having a maximum value of 1.6 m. For lower elevations thc crror can increase by a factor of
3 to 3.5 due to the longer path lengths.

Table 3. lonospheric range error in zenith direction for low and high limits of vertical TEC values

Frequency TEC=10"%el/m? TEC=10"el/m?
100 MHz 40 m 4030 m
400 MHz 25 m 250 m
1.5GHz - 0.18 m 18 m -
5 GHz 0016 m 1.6 m
10 GHz 0.004 m 04 m

Additionally, short scale and short term variations of the electron density occur in the ionosphere, e. g. due 10
particle showers in the polar regions or instabilities in the equatorial region. Those ionospheric scintillations can
lead to short time signal fades of up to 20 dB and finally to the loss of a signal in L-band. This amplitude effect
is expected to decrease with frequency ,thus being smaller in C-band (roughly by a factor of 0.2).

Atmospheric influence

To summarize the frequency dependency of both tropospheric and ionospheric effects, Fig. 2 represents an
overlay of tropospheric attenuation and of ionospheric delay which are the driving factors for signal propagation.
It demonstrates that C-band represents a good compromise with respect to rain attenuation and ionospheric dc-
lay. The probabilities shown for the rain rate are indicated for ITU-R rain zone K (e.g. Munich).

100.00 f 2 S 2 = !

Range Error lonos. 100 mm/h
0.00'%

TEC=100

Uncorrected

Attenuotion
42 mm/n

10.00 Tropo. 0.01%

Stondqrd Corr.

Correction
with Maonitoring

Range Error in m, Attenuation in d8

1 1.5 S 10 100
Frequency in GHz
Fig.2. Frequency dependency of aimospheric errors in zenith direction
Free space loss

The investigations on atmosphere have demonstrated that signal delays in C-band are lower than in L-band
and also reduce the uncertainty by improper modelling or measuring (2 frequencies). On the other hand, signal
attenuation plays a dominant role in C-band. Two terms of attenuation are important. The first one has bcen de-
scribed already and is caused mainly by the content of rain in the atmosphere. The second type of "attenuation”
is the loss y;, between two isotropic radiators in free space. It depends on the range r and on the wavelength A:

4mr Y
Y, = (T’) (4)
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That is why for C-band (shorter wavelength) this loss is considerably higher than for L-band. However, it
must be taken into account that the RX signal level is independent of the wavelength, if transmitting-antenna
gain and receiving aperture are kept constant.

3. Link Budget

Having investigated thc most importent attenuation cffects. now a representative link budget for 5° elevation
is presented. It is based on Galileo orbits and the assumption that signal properties on board the satellites arc the
same for L-band and for C-band. Results arc given for two diffcrent rain zones (assuming a system availability
of 99.99% and 99.999% respectively) and two different types of receive antennae for C-band.

Table 4.  Link budgets for equal L, and C band transmit powers

Rain zone L, 5°, 99.99% Rain zone Q, 5°, 99.999%
Ly C C high gain L, C C high gain
Satellire power [dBW] 14.7 14.7 14.7 14.7 14.7 14.7
Sarellite antenna gain [dB] 15 15 15 15 15 15
Output filier insertion loss [dB] -1.5 -1.5 -1.5 -1.5 -1.5 -1.5
EIRP [dBW) 28.2 28.2 28.2 28.2 28.2 28.2
Free space loss [dB) -184.4 -195.5 -195.5 -184.4 -195.5 -195.5
Troposheric anenuation [dB] -0.4 -1.6 -1.6 -0.4 -3.8 -3.8
RX signal level [dBW] -156.6 -168.9 -168.9 -156.6 -171.1 -171.1
RX anienna gain [dB] 3 3 18 2) 3 22
Noise power density [dBW/Hz] -210 -208.9 -206.8 -210 -205.8 -205.4
C/Ny (antenna output) [dB/1iz] 56.4 43 55.9 56.4 37.7 56.3

The table reveals the wider range of rcceived signal levcls in C-band with respect to L-band. This is caused
by the variations in troposphere depending on the scvereness of precipitation. The attenuation varies largely
from dry air to wet air. Such a variation comes in addition to the variation of free space attenuation duc to thc
change in distancc to the satellite. Larger signal lcvel variations requirc a more sophisticated gain control within
the receiver equipment.

For Europe (rain zone L) there is a 13 dB degradation in C-band when similar receive antcnnae are to be
used. This could be compensated by an 18 dB antenna gain leading to a comparable C/N, . For worst prc-
cipitation conditions (rain zone Q with a 0.001% probability) at a very low clevation angle of 5° the receive an-
tenna gain theorctically has to be 22 dB to get equal carrier-to-noise performance between L-band and C-band.
This requirement will be further discussed in section 6.

This comparison shows the most critical issue when using C-band frequencies for navigation, i.e. signal
level. Some countermeasures have to be taken to compensate for this considerable deterioration of the reccived
power level. But before discussing this, an additional noise effect of the receiver hardware has to be studicd.

4. Receiver Noise

In order for the GNSS receiver to successfully derive pseudoranges to the selectcd space vehicles (SV), the
code and the carrier signals of the desired SV must be restituted simultaneously. Consequently the GNSS signal
acquisition and tracking process is a two-dimensional (SV code and carrier) signal correlation proccss. The
GNSS recciver must keep the phase and frequency of its own replica of the code and carrier signals at maximum
correlation with the desired SV codc and carrier phase, including Doppler shifts.

Operation in C-band affects the signal processing by the shorter wave length and by higher dielectric losscs.
The wavelength has to be considered for the antenna design (discussed in later paragraph). The effect of
additional material losscs is assumed to be less than 0.5 dB and will be neglccted here.

In GNSS receivers, the PLL to track the carrier frequency is the most critical signal restitution part. Thus the
performance of the PLL can be used to express the performance of the whole receiver. A scheme for a typical
carrier tracking loop is shown in the subscquent figure.
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Without explaining this structure, attention should be concentrated on the numerical controlled oscillater
(NCO) in the lower left corner, producing 1 and Q reference frequencies. This oscillator is steered by a
processor, but also is influenced by external physical factors illustrated in the scheme by two arrows from
beneath. That is because a crystal oscillator is affected by temperature changes (mostly long term variations) but
also by very short variations (vibrations, gravity when changing attitude). Those short-term variations induce an
additional noise on the carrier frequency within the receiver.

Generally the carrier tracking error varies with the square of the carrier frequency. This is caused by the low
frequency phase noise of the local oscillator. If the total measurement errors induced by the PLL/FLL exceed
the tracking thresholds (i.e. the effective C/Ng below which the carrier tracking loop no longer can be hold
locked) the receiver cannot detect the signal. Because of the high non-lincarity of the tracking loops, it is very
difficult to analyze the true tracking performance of the receiver. However, rules-of-thumb can be used based on
equations that can approximately predict the dominant measurement errors {3] .

As an example, for a PLL the 1-sigma rule-of-thumb lock condition can be expressed by the following formula:

2 6 3
Gy S O O ¥ ;’ S (5)

with orprr. PLL total measurement error

o/ jitter induced by the Allan variance of the crystal oscillator
Ov jitter induced by vibrations of the oscillator
Op, dynamic stress error of the PLL

Several simulations have been run to test the expected performance of a C-band receiver carrier tracking loop
in comparison to a similar L-band receiver. The results are depicted in figure 4.

It can be seen that because of the vibration and stress error and the Allan variance jitter, the C-band PLL at
B;=18 Hz cannot operate in lock state. In order for the PLL to operate in lock, the bandwidth has to be changed
from 18Hz to 25Hz. Then the minimum C/N, required to achieve a tracking threshold of better than 15 degrees
changes from about 27dB-Hz in L-band to about 32 dB-Hz in C-band. Therefore a comparable tracking per-
formance to L-band can be reached in C-band by a 5dB-Hz larger C/N, only.

In order to compensate at least partially for this 5 dB loss, an FLL-aided PLL can be used for C-band. That's
because a FLL greatly outperforms a PLL in dynamic stress situations but the measurement accuracy is lower
than that of a PLL. Therefore an optimal combination of PLL and FLL has to be developped. The disadvantage
of C-band for such a technique is anticipated to be 2.5 dB (in table 5 namcd "equivalent dynamic PLL loss").
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Fig. 4. Total PLL tracking jitter for a third order carrier loop
5. Interference

The band 5000 -5100 MHz is primarily allocated to acronautical radionavigation. Currently it is being used
for operation of Microwave Landing Systems (MLS).

The band 5010-5030 MHz was allocated for satellite navigation on a primary basis. To date, there are no
other satellitc navigation services besides Galileo planned for this band. There are some (less then 5) aircraft-
carrier based systems known in the UK which operate in the band 5000 - 5030 MHz but arc only used on sea. In
the opcrational radius of these systems, disturbances to satellite navigation receivers may be cxpected [4]. These
arc the only in-band interferers known for C-band.

More critical is the MLS Band, wherc sometimes out-of-band interference from MLS above 5030 MHz could
occur. Until December 2015 the frcquency range 5091-5150 MHz is also used by feeder links for fixed satcllitc
services. Galileo C-band receivers in aircrafts must be protected by suitable filtering, to make sure that they do
not rcceive power above 5030 MHz on one hand and do not cause harmful intérference to the MLS equipment
on the other hand.

A new source of interference could appear with the introduction of ultra-wideband systems (UWB) . These
are systems which transmit very short pulses’in a bandwidth of up to 25% around the center frequency and I
therefore could cover several allocated neighbouring bands. The peak power €an be 1 kW. Potential
applications are in radar detection, remote sensing and communications as well as for the mass market and
industry. First tests in the USA have shown that a single UWB can cause harmful interference to GPS-receivers
[5). In the near future, UWB systems will be used only with low power as unlicensed services. This type of
interference is a similar threat to C-band as well as to L-band. However, signal power decreases much fastcr in
C-band with growing distance from the interfering sourcc. - 5

Thus, presently the danger of harmful interference to satellite navigation receivers is considerably smaller in
C-band than it is in L-band. In-band interferers are not known with the exception of some aircraft-carricr based
systems in the UK. Due to the higher free space transmission loss the rangc of interferencc sources is smaller in
C-band than in L-band.

6. Requirement for user antenna gain

Having investigated all factors for the carrier-to-noise ratio, now we are able to look at a representative link
budget comparison between L and C. This calculation uses the same signal propagation assumptions as in table
4 but a different transmit power of 125W for C-band. This power level is technically feasiblc but requires
additional ressourccs (power, weight). Results are given in Table 5.
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Table 5. Representative link budgets for equal C/N, (rain zone L. — Europe, 3" masking angle)

L, C
Saiellite power [W] 30 125
Satellite power [dBW] 14.7 20.9
Satellite antenna gain [dB,] 15 15
Output filter insertion loss [dB] -1.5 -1.5
EIRP [dBW] 28.2 344
Freespace attenuation {dB] -184.4 -195.5
Troposheric attenuation [dB] -0.4 -1.6
RX signal level [dBW] -156.6 -162.7
RX antenna gain [dB] 3 15
Noise power density [dBW/Hz] 2210 -206.8
Equivalent dynamic PLL loss [dB] 0 -2.5
PLL effective C/N, [dB/Hz] 56.4 56.6

This budget demonstrates that navigation by using C-band signals is possible if a directive antenna of some
15dB gain is used at user sites. On the other hand, without such a type of antenna, tracking of the signals in most
cases 1s not possible. At rare occasions of higher rain rates, tracking performance is degraded further. However,
this can be compensated by excluding low elevation angles (results above are for a mask angle of 5 degrees).
Morcover, therc is less interference noise in C-band. However, presently this cannot be quantified.

i User Antenna

The explanations on signal propagation above indicate that in C-band a compensation is needed to cope with
the signal attenuation by free-space loss and troposphere. One countermeasure is to use directional user
antennae with medium gain instead of low-gain hemispherical characteristics. Interferences causcd by multipath
propagation and jammers can be reduced by enhancing the signal-to-noise ratio in the direction of the satellite
and lower the gain or generate nulls towards the interferer. This results in a higher accuracy of the navigation
system. For the navigation process, at least four satellites are necessary. Including more satellites will enhancc
the exactness and reliability of positioning. Thus, the antenna must generate at lcast four beams with autono-
mous beamforming and steering to guarantee the required links for any satellite constellation and any alignment
of the user terminal. For all-in-view receivers, generally a higher number of beams is required. Moreover, suit-
able algorithms are necessary to track the satellites and detect code multipath propagation and interferers.

An advanced technique to realise a smart multibeam antenna with the required flexibility is the concept of
digital beamforming (DBF) [6]). To demonstrate the principle, a scheme is shown in Figure 5 for a system of
four antenna elements. Each antenna element is equipped with a complete receiver path including low-noise
amplificr, mixer and analog-to-digital converter, whereby the bcamforming procedure is complctely shifted to
the processor. In contrast to conventional phased arrays which require complicated and costly multibeam
architectures and networks, no electronically tuned components are necessary at RF-level. The accuracy can be
enhanced significantly using calibration and error-correction procedures to compensate for drift effects and keep
the quality of data independent of extcrnal physical influences.

Within the framework of a recent user antenna development, a demonstrator with a 5x5 C-band array was
dcvelopped and tested [7]. The size of this 55 array is about 23 cm x 23 cm which is significantly smaller than
a comparable antenna in L-band (80 cm x 80 cm). A precise beam-steering capability for scan anglcs of +180°
in azimuth and 0...60° in elevation direction was demonstrated. Figure 6 shows thc pattern for onc bcam. A
gain of 12dB could be achieved (figure 8). Howevcr, the gain decreases for low elevations at higher scan angles.
This effect may be compensated by a larger antenna using more than 25 elements. An cxamplc for sidc-lobe
control is depicted in Figure 7. An overall side-lobe level of -25 dB can be achieved for all scan angles.
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Fig. 5. Principlc of a digital beamforming antcnna with 4 elements

The generation of multiple decep pattern-nulls was also demonstrated (Figure 8). A cut in the plane ¢ = 0
{A-B) shows the very accurate location of the null with a signal rejection better than 45 dB. This was only
achicved by using calibration and error-correction procedures taking into account mutual couplings of the
antenna elements.
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8. Conclusions

Although the investigations presentcd here do not cover all aspects of C-band for navigation, it is obvious
that there is a dcgradation of the reccived signal-to-noise power ratio with respect to L-band. On the othcr hand,
C-band provides a nearly interference-free environment with low signal delays in ionosphere.

The signal propagation loss can only be compensated by increasing the power of the radiated signal on board
the satellite and by using a directive antenna on board the user platform (directive antennae on board the satellite
for regional services have not been considered in this paper). The effective link budget of paragraph 6 has
shown that a transmit power of 125 W may be effective and a receive antenna gain of 15 dB is needed.

By using modern antennae techniques such a gain seems to be achievable although the prcsent technological
dcvelopment is not yet in a state that the antenna gain requirements will be met by a compact antenna (5x5
elements), particularly in critical situations (low elevation angles, high user dynamics).

Additionally the receiver for C-band will also be more complex. It is due to these complexities on receiver
and antenna unit (and on the satellite) that navigation in C-band is expected to be be reserved only to specific
services, in particular safety-critical applications because digital bcamforming antennae additionally improve the
ability of the receiver to suppress multipath and jamming interference.

C-band is less susceptible to ionospheric disturbances but more sensitive to atmospheric effects (in particular
precipitation). This leads to a less uniform performance level on a world-wide basis.

The MLS-band above 5.03 GHz may be phased out in the future. If this will happen, an extension of the 20
MHz navigation band to higher frequencies will offer more bandwidth which can be used for additional services.
Therefore C-band offers the potential for future expansions.

Without going into technical details, the results of the investigations can be summarized in a simple table
showing the most important advantages and drawbacks for navigation by C-band signals:

pros cons remarks
additional ressources on board the { ¢ high power amplifier
satellites required * increased power consumption
more complex user equipment e  beam forming antenna needed

¢ low noise local oscillator needcd
e  Doppler tracking more complicate

increased interference and ¢ low-intcrfercnce band

multipath resistance ¢ use of compact directive user antcnna

¢ higher power forced for an intentional
external jamming signal

low propagation delay reduced ionospheric influence
potential for future expansion if frequency band extended to frequencies above
5.03 GHz
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Abstract
Key words: control, navigation, accuracy, integrity

The problem of usage of the information from satellite navigators is connected to mining of the applicable monitoring
facilities, which one will allow to supply an indispensable level of navigational data integrity. The primary estimation of
quality of the satellite information grounded on the autonomous control of integrity of the receiver, appears poor and for
these purposes it is necessary to elaborate the onboard monitoring system, which one would use the data from everything,
included in a structure of a navigational complex of sensors. In the article it is offered as such system to use a system built on
principles of a statistical check and permitting to define veracity of the information or to give warning message. The function
ability of a tendered method confirms by outcomes of mathematical modelling.

Introduction

The introducing of satellite navigation systems introduces the new contents to navigational maintenance of
flights. The split-hair accuracy of definition of navigational parameters allows to fly in conditions of high
intensity of an air traffic, and the full deployment of systems GPS and GLONASS allows to fly, in any
geographic region, making modifications in concept “no oriented” terrain. Having the rather small cost, on the
one hand, and split-hair accuracy of definition of navigational parameters on the other hand, SNS are entered in a
structure existing and again of developed an integrated flight navigation system (IFNS).

1. Structure of a navigational complex
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Fig. 1 Pattern of a navigational complex

The structure IFNS is determined by assigning of an aircraft and circle of problems, which one it should
decide. In the general case, the structure of a navigational complex actuates following (fig. 1):
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- Means ensuring autonomous dead-reckoning;
- Compass systems;
- System of air signals measuring true air speed, altitude of flight and parameters of atmospherc;
- Doppler sensors of ground speed and angle of drift;
— Radio systems;
—  Satellite navigation systcm;
—Navigational computing system.

Such structure of IFNS provides fulfilment of flights, using principles of an arca navigation. in any physics-
geographic conditions.

The off-the-shelf onboard flight manager systems (FMS) concern to the most composite equipment IFNS,
which one rcpresent an overall system, a leading particular by which one is the calculator. Operating the large
database. FMS provides problem solving of navigating with a given level of accuracy for an established airspace,
using for this purpose the data of navigation aids which are included in a structure }FNS.

The -algorithmic maintenance FMS, decisive problems of navigating, controls input data, rejecting a
unreliable information, and at the expense of usage of information redundancy achievable by usage of the
information from all navigational scnsors IFNS, the high reliability of an output information is reached at
minimum interference of flight crew.

2. Principles of construction of a integrated data processing

The integrated data processing, as a means of increase of accuracy of definition of navigational parametcrs; s
esteemed as a problem of applying of an optimum Kalman filter (KF) or suboptimal filter for an estimation of
inaccuracies of all-inertial calculation. _

At formation algorithm pattern of an integratcd data processing the following factors were taken into
account:

1. Split-hair accuracy of definition of navigational data by aircraft receivers of satellite signals, which one on one
- two order of above conventional radio systems.

2. Distinctive features of the satcllite information: influencing of poor geomctry on accuracy of definition of
output parameters SNS, capability of interruption of the information, bound with poor quantity of satellites in
a field of view, uncertainty of knowledge of the statistical characteristics of inaccuracics SNS in a current
instant, gang of constellations and gentle noiseproof features.

3. Necessity of maintenance of a given level of accuracy and integrity at each phase of flight in an airspace with
the established type RNP and signal conditioning of warning about impossibility of fulfilment of scheduled
operation.

The parameter of accuracy of holding of the navigational characteristics represents the determining factor of
the new concept of the demanded navigational characteristics (Required Navigation Performance - RNP), which
one modern FMS should provide, but at usage SNS 1n a structure IFNS with the relevant parameter to become
not only accuracy of holding of lateral and longitudinal separation, but also information integrity. It requires
mining such methods of verification of navigational data, which one would allow to use this system at all phases
of flight and in any locales, even with the very stringent type RNP.

Numerically integrity expresses by a degree of confidence to a regulanty of the information giving IFNS and
time of warning to crew when the information should not be used for fulfilment of planned operation.

In a fig. 2 the skeleton diagram of algonithm of an integrated data processing is adduced. Presence in a
structure of such functional modules, as module input and outgoing control, modulc of crude estimates and
module of a reconfiguration allows to provide continuous monitoring behind a condition input, intermediate and
output information.
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Fig. 2. Skeleton diagram of algorithm of an integrated data processing
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3. Principles of a building of a system of the control

In the general theory of monitoring systems select a functional check executed during operation of a
system, which one actuatcs the monitoring systcm grounded on coprocessing of thc information, entering
from several sensors.

The problem of the control actuates four ports of reference are problems of failure detcction, localization
of failure, estimation of its lcvel and rcconfiguration. As a rcsult of a reconfiguration the information
aggravating common quality of systcm operation, is eliminatcd from further proccssing.

Pursuant to definition of intcgrity, apparently, that problems of the control, bound with definition ol
hardware failures in IFNS, arc supplemented by ncccssity to analyze aloft quality intermcdiate and output
information with the purpose of definition of impairment of its quality and exception of the unsuitable data of
processing and process of calculus of output navigational data.

The necessity of maintenance of the requirements RNP1 or even more stringent rcquirements on accuracy
of holding of navigational parameters, and also feature of operation SNS and nature of bchavior of
inaccuracies SNS, results in a-problem of mining of such principles and methods of verification, which one
would allow to execute of monitoring behind a condition of output parameters IPD ineach current instant,
providing a given level of integrity. The solution of this problem is grounded on principles of a statistical
check used as for the intermediate information - algorithm of crude estimates, and for an output information.
Intermediate and outgoing control are founded on usage the identical approaches and methods of a statistical
sorting of abnormal measurements. - - = - - 2

The monitoring system apart from all functions tolerance and parameter momlormg executes functions
of maintenance of an output information integrity.

The rough estimation unit is intended for smoothing of the information and exception of abnormal
signals received from SNS. g

The special place takes a module of a reconfiguration, which one dcpending on a condition of an input
information, phase of flight, of outcomes of an outgoing control and solved problem should reshape pattern
IPD.

The incoming control is grounded on feature analysis of a condition of systems participating in an
integratcd data processing, on the analysis of outcomes of the test control and parameter chcecking (in a case
triple or dual inertial system).

The outgoing control is a closing stage on a state estimation of output navigational data 1PD. Presence of
uncertainty in knowledge of the statistical characteristics of inaccuracies SNS, dynamic effect of aircraft
motion, the geometrical factor of arrangement of constellations can render negative influencing on an
estimation of navigational parameters, that requires the continuous control.

For an estimation of quality of the information the following problems (fig. 3) are decided:

The t-second sliding interval is selected, the selection which one is conditioncd:

- by sufficiency of quantity of measurements for realization of a statistical analysis (definition of
expectation and dispersion);
- by a simplicity of definition of a detection timc of an abnormal signal;
- by a small data volume, that allows to realize algorithm of a statistical check in the onboard
calculator.
Outgoing from a normality of a distribution law of inaccuracies of the data SNS [3] and probability of a
falsc alarm equal Q=Q,, the confidence interval is under construction.
The abnormal measurement is determined, which one is identified at fulfilment of a following inequality:

Xi = O set Osel E

The ranging of abnormal signals with usage of statistics 8(k), given accuracy of definition of parameter
and frcquency of occurrence of an abnormal signal is carried out on the basis of a dispersion two adjacent ¢
of intervals k, k+1 statistics 0(k) is evaluated; the excess of statistics 8(k) of boundary value Opndar
dctermines an abnormal signal and time of its occurrence.

- 0(k)2 Opoundary the abnormal signal such as "rejection” is identified;
~  at 0(k)< Oppundary a0d X; 20y, ,/()bou,,dm.y signal such as "spike"” is identified;

— if there are some series abnormal signals, thesc measurements are assorted as "serial”.
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The boundary value 8,40~ demonstrates, that the large value 8(k) is not random, and the normality is
upset. The value 8(k) obeys to a distribution law %’ and is selected is tabular {4] on the basis of degree of
freedoms of compared sampling.

Permissible 0,., is selected outgoing from maintenance of the given requirements on accuracy with given
probability. It also tabular value [5].

STATISTIC CHECK
/ \
SNS check IPD output check
Y 2
Estimation check Prediction check
v
Definition of EV and RMS on a ¢-second interval
v
Calculation of a confidence interval
v
Calculation of yardstick of quality §
v
Ranging of a monitored signal
v
" Selection of permissible and boundary value 8 2
Approximation by LSM method Formation of
3 reconfiguration tag
Formation of unfitness signal
+ * \ 4

On the reconfiguration unit

Fig. 3. The scheme of construction of a statistical check

¢ Atusage as an output information of the data SNS the approximating of an instrument parameters X(t) by
a method LSR on a #-second interval will be used. The approximating curve X(r) is expectation of
parameter computed from a condition of maximum likelihood.

¢ On the basis of the analysis of statistics 8(k) on an output IPD the tag of a reconfiguration of output
navigational data or signal of unfitness is reshaped, if the reconfiguration does not allow to ensure
demanded accuracy and integrity for fulfilment of scheduled operation.

¢ Outgoing from boundaries of integrity demanded for a definite phase of flight, aircraft running speed and
given time of an illegal crossing of the frontier the alarm signal is reshaped.

The offered technique was tested by an analytical method and method of mathematical modelling under the
data obtained at test of systems "SNS-2" and "SNS-3" (a fig. 4 -5).
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Fig. S. root-mean-square deviation of a signal, yardstick of quality and tag of unfitness
( 1 spike + 1 rejecting + serial of bad signatls)

4. Principles of construction of an outgoing control

Module complcting pattern of a integrated data processing, is the module of an outgoing control. The given
module executes continuous diagnosing of output navigational data, controlling them accuracy characteristic,
and decides two problcms:

- using methods of a statistical check, finds out an abnormal signal, arresting time of its occurrence, carries
out matching with 8, and reshapes tag for a reconfiguration unit;

- by activity of the filtcr in a mode "predic” is conducted continuous monitoring of an output information and
the time is dctermined, at which one the inaccuracies of definition of navigational parameters can leave for
established boundaries of accuracy.

In a fig. 6 the flowchart of an output statistical check is adduccd, the pattcrn repeats which one in many
respects algorithm of crude estimates, but the qualitative values of yardsticks have other filling.
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Fig. 6. The flowchart of algorithm of an ouigoing conirol

For the solution of a problcm of an output statistical check thc t-second sliding interval will be used.
The algorithm of an outgoing control decides following problems:

- definition of expectation (M) and root-mean-square deviation (o), received representative on a k-ohm an

interval:
Where n - number of measurements, k - number of an interval;
. 2
e c ; :
- definition of a parameter 8, = ";' {4], which one allows to check up a hypothesis about presence of
c
k

abnormal measurement. The value 8,,, is random, obeying to a distribution law %2;
- matching of value of an index 8,,; with the applicable acceptable value, which one is selected from a
condition of maintenance of permissible probability of an output for established boundary of an accuracy

index. At excess of selected value 6,,, the tag for a module of a reconfiguration is reshaped.

5. Output "prediction" check

By activity of the filter in a mode "predict” for definition of preventing of an aircraft output for established
boundaries of given accuracy is executed by output "prediction” check. The designed algorithm decides
following problems:

- determines aircraft position determination navigational component errors depending on an parameter of
accuracy, phase of flight or from accuracy of an aircraft position determination for the solution of special
problems, flying speed;

- determines magnitude of error of position during a given time period T3an, which one is determined by a
run time of planned operation both magnitude of error of a coordinates setting and speed at the moment of
the filter drift in "predict”™;

- on the basis of the comparative analysis of given and computational inaccuracies the tag K., for a module
of a reconfiguration is reshaped in case of excess T,

Navigational component inaccuracies A,,, is determined:
Anav =A- AFTE9

Where - A - given accuracy of a coordinates setting of aircraft position;
Afre - inaccuracy of a piloting technique.
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The magnitude of error of a coordinates setting and speed at the moment of the filter drift in "predict” is
determined in a module of an output statistical check on the basis of the statistical characteristics: expectations
mg, and G, received on a t-second interval.

Computational prediction the value of navigational component inaccuracy on a time period T, is
determined:

Apredz = (mvz +2°vz )rgiv ’

Apreds = (m\‘s + 20\'5 )rgiv ’
where

Myy s Myo - expectations of inaccuracies of component ground speed in lateral and longitudinal
directions;
0,, . Oy - root-mean-square deviation of component inaccuracy of ground speed.

At omission even of one of inequalities:

Bpay S Apredz ’ Anav s Apreds ’

the tag for a module of a reconfiguration is reshaped.

The outcomes input, intermediate and outgoing control can be such, that at the selected configuration IPD the
scheduled operation can be executed only at some limitations (for example, there can be time constraints of
fulfilment of operation) or can not be executed.

6. Reconfiguration unit

The reconfiguration unit, collecting the information from all modules IPD, should select such operational
mode and use that information, which one would provide the solution of a scheduled problem, i. e. would
provide property of an adaptivity of algorithms IPD to varied conditions of operation. The module of a
reconfiguration should allow:

—  Structure of input navigational vector;

— Conditions of operation (fig. 7): a phase of flight, condition of intelligence systems and sensors,
requirement on accuracy, which one are determined by the type RNP or the special requirements are set, which
one are indispensable for fulfilment of scheduled operation;

— Outcomes of an outgoing statistical and prediction check, which one provides integrity of output
navigational data.

The analysis of operation conditions
Flight phase analyze Systems condition Requirements on accuracy Output check
analyze analysis results analyze
] | |
Rout IRS fitness/unfitness RNP type
[ l I I
Terminal SNS fitness/unfitness Special requirements by Statistic check
accuracy results analyze
Approach l
Predict check
results analyze

Fig. 7. Schemes of the analysis of operation conditions

Depending on what equipment installs aircraft on board, the module of a reconfiguration selects
indispensable pattern IPD.
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The conditions of operation are determined:

¢ By phase of flight, which one is characterized by a given level of accuracy and integrity of definition of
navigational parameters;

¢ By fulfilment of aircraft manoeuvring, which one can result in occurrence of transients of a filtration and
instability of estimations;
¢ By condition of systems and sensors participating in an integrated data processing, the data which one
communicate with a system of incoming control by results of a built-in check, tolerance check and
parameter check. The module of a reconfiguration reshapes pattern IPD and selects a filtration mode from a
case:
- Faultiness or inauthenticity of output parameters of one of sensors,
- Failure or unfitness detected by results of incoming control of the receiver SNS at realization of the
autonomous integrity control,

By the type of a solved special problem, which one can be characterized by a heightened tolerance
requirement of navigational data, and also requirements to maintenance of a self-sufficiency of fulfilment of
aircraft flight. In this case reconfiguration unit also should select the applicable mode of a filtration and structure
of input navigational data.

The outcomes of an output statistical and prediction check provide integrity of navigational data. In case of
impossibility of fulfilment of scheduled operation, the warning message in a module of a reconfiguration, which
one is given on the basis of bulk analysis of a condition of systems, of a phase of flight makes a decision on a
reconfiguration of algorithms 1PD or the warning message, with the indicating of time is given, when the given
requirements will exceed an established level.

7. Outcomes of mathematical modelling

The method of mathematical modelling affirmed functionability of designed algorithm of a reconfiguration
IPD of a federated system receiving the information from an inertial system and SNS. In a fig. 8 the chart of
behavior of error of coordinate (latitude) is adduced at flight in a zone of an aerodrome at normally operating
sensors (accuracy of a coordinates setting according to the requirements should to make 660 m) and at the
introducing of contingencies by activity IPD. As contingencies were esteemed:

- Impairment of instrument error of an inertial system (on a time period =550-1000 sec);

- Dilution of precision of definition of navigational parameters SNS (on a time period r=1550-2500 sec);
— Absence of the data SNS (at /=3550-4500 sec).

— Failure of an inertial system.

As it is visible from the reduced chart, the algorithm of a reconfiguration reacts to a contingency, controlling
activity IPD and providing fulfilment of scheduled operation.

Conclusions

The designed monitoring system, apart from conventional tolerance and parameter check, provides detection
and sorting of abnormal signals, bound with features of measurements SNS and quality of operation of
algorithms of a filtration

The introduced system of an in-flight monitoring of integrity of navigational data grounded on principles of
statistical processing and optimum filtration, provides demanded quality of the navigational data at all phases of
flight, including not precision landing approach, at the expense of actuation in a structure of a reconfiguration
unit. In case of impossibility of fulfilment of scheduled operation gives to crew a clearance signal..
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Abstract

= ' Key words: Ambiguities, GPS, Galileo, RTK receiver

We review the planned modernization of the Global Positioning System (GPS) and the development of the European Galileo sysiem, thereby
concentrating on the high-precision carrier phase and code signals eventually available to the GNSS user commumty for fasi and precise
Real-Time Kinematic (RTK) positioning.

High-precision GNSS positioning results are obtained with carrier phase measurements, once the ifteger cycle ambiguities have-been
successfully resolved using also code measurements. A geometry free and a geometry based approach for ambiguity resolution are discussed.
The first approach is conceptual Simple but we will show that high ambiguity success rates for a combined hybrid GPS/Galileo system can
only be obtained with the second one. The reason is that all ranges are linked to the same three baseline coordinate unknowns, instead of
dealing with a double difference range unknown per satellite-pair.

RTK positioning requires forming of double differences of carrier phase and code observations between two satellites, a reference station and
the roving receiver. Three scenarios (short, medium and long baseline) are discussed. The calegorization refers to the baseline length (<3 km,
20 km and 400 km) but more important than baseline length are atmospheric conditions which are characterized by double differenced
tropospheric and ionospheric delays.

Ambiguity success rates for each scenario and for each satellite configuration are calculated as a function of time for a whole day. Each
attempt to resolve ambiguities relies on data from only one epoch, i.e. we consider instantaneous ambiguity resolution. The method to
calculate (instantaneous) success rates is a based on an approximation called bootstrapping, a sequential process in which ambiguities are
fixed (hard-constrained) to integers one-by-one, each time accounting for the statistical correlation with the remaining ambiguities.

As a result we find a decrease of the ambiguity fail rate (i.e. one minus success rate) for a 4 frequency hybrid GPS/Galileo system compared
to the dual frequency GPS system. The improvement is largest for the short baseline scenario where the fail rate decreases from 0.24 % to
less than 0.000001 %. For medium baseline lengths it decreases from 63% to 6% and no improvement can be seen for long baselines. The
improvement is attributed mainly to the increased number of satellites and to the improved geometry. The main performance limiting factors
are the uncertainty in the ionospheric delay and to less extend the code measurement error.

The ultra high instantaneous ambiguity success rate for short baselines opens new fields of applications for RTK positioning like avionics.
In that fields the high RTK positing accuracy might yield new applications of satellite based navigation.

1. Introduction

Undoubtedly, the GPS modernization program (GPS II R-M, GPS IIF/1II) as well as the setup of the anticipated European
counterpart Galileo will prove to be highly beneficial for Real-Time Kinematic (RTK) positioning. GPS Block IIR-M and IIF
will both transmit the unencrypted L2 civil signal on the second carrier frequency making the tracking of this signal much
more easier and reliable. GPS 1IF/111 and Galileo will also provide a third frequency that can substantially aid in the process of
carrier phase ambiguity resolution, often called TCAR (triple carrier phase ambiguity resolution) or MCAR (multiple carrier
phase ambiguity resolution).

This paper focuses on the high-end receiver and RTK application market. After outlining the anticipated frequency scenario for
a combined GPS/Galileo receiver, a brief review of current RTK systems is provided. Technological improvements for RTK
positioning are expected to be made with software correlation receivers, tightly coupled inertial navigation systems and
modern wireless communication technologies within the next receiver generations. Galileo specific improvements regard a
more reliable ambiguity resolution method. The ambiguity success-rate (resp. fail-rate) is calculated with a geometry-based
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model for a GPS only receiver and a hybrid GPS/Galileo receiver based on the LAMBDA method [Teunissen. 1993]. Since
only instantaneous ambiguity resolution is considered, which is based on a single epoch of data, no distinction between a
moving and a stationary receiver is necessary. The ambiguity success-rate increases significantly for short and medium
baselines by using a hybrid GPS/Galileo receiver. It depends for a given satellite constellation mainly on the uncertainty of the
differential ionospheric delay. Therefore accurate ionospheric modeling by a network of reference receivers is necessary. In
principle also very accurate code measurements (<10 cm) yield very high success-rates. The implications of both points on the
receiver design are discussed at the end of the paper.

2. New RTK Boundary Conditions due to GPS IIF /Galileo
(A) The GPS Case
Current Situation - GPS C/A Code

The current constellation of GPS Block Il and 1A satellites provides C/A code on L1 only, whereas the encrypted P-code is
modulated on both carriers, L1 and L2. The actual transmission power lies approximately 5.5 dBW above the specitied one.

GPS Modernization — L2 Civil Signal

GPS Block IR, the so-called replenishment satellites, are launched since 1997 to replace the older Block II (and I1A) vehicles.
The major difference between Block I1A and IIR satellites lies in the altered antenna phase center and the longer design life
time. A modernized version (Block IIR-M) is planned for 2003 with the C/A code and an the L2 civil signal (CS) being
implemented on LI resp. L2. Furthermore, the military M-code is expected to be modulated on both carriers.

Albeit GPS Block IIR-M will not offer a third frequency, tracking the L2 carrier will become significantly easier and the
signal-to-noise ratio on the second frequency will improve. This fact is also important for kinematic applications since
ionospheric disturbances may cause loss-of-lock esp. on L2 much easier for current GPS than for GPS IIR-M due to the
accessible civil code on L2.

GPS Modernization - New GPS Signal on LS

Generally speaking, apart from the availability of an additional third frequency itself that may enable fast ambiguity resolution
(see below), the civil code on L5 can be considered to be similar to the existing P(Y) code, i. e. the power spectrum is
analogous and the multipath envelopes are identical to those for the P-code ranges. The LS signal allows coherent tracking of
phase and code and avoids the squaring loss. The integration time does not depend on the data bit rate since code and data bits
are separated from each other making L5 a much more robust signal than L1 and L2.

Table 1. GPS modemization schedule. Adopted from [Shaw et al., 2000].

Activity Implementation Date
SA set to zero May 2000

GPS IIR Enhancements 2003 - 2006
-L2CSon L2

-M-codeonL] & L2
GPS IIF Enhancements 2005 - 2010
-L2CSonL2
-M-CodeonLl & 1.2
-LS

GPS 111 Enhancements 2010 - ... (to be determined)
-L2CSonL2
-M-codeon L1 & L2
with greater power
-L5

- Future Capabilities
Operational Control 2000 - 2008
Segment (OCS)
Enhancements
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Figure 1. Available frequency bands for GPS (in green) and Galileo (in yellow).

(B) The Galileo Case

The investigations for this work are based on a frequency scenario compatible with one outlined by the European Commission
(EC) Galileo Signal Task Force and published in [Hein et al., 2001]). The frequency plan is shown in Fig. 1.

Frequency Choice

Many of the Galileo signal properties and the choice of the carrier frequencies have been discussed or are still being discussed
in the Galileo definition phase. Each possible frequency band has specific advantages and disadvantages, e.g. the E6 offers a
very wide frequency band, but an E6-signal may suffer from radar interference and the risk of signal degradation has not yet
been assessed in detail. A split spectrum signal with the main lobes in E1 and E2 has only a small cross-correlation (spill over)
with the GPS L1 signal but the jonospheric influence on such types of signals has not been quantified yet. The advantage of ES
is that this signal would be located in the Aeronautical Radio Navigation Service (ARNS) band, shown gray in Fig. 1 and
therefore it is suitable for aviation.

Codes

Low-noise code ranges with small multipath sensitivity would be destrable to aid in the ambiguity resolution process.
Generally speaking, the codes for Galileo can be made as good as the GPS L5 code (see Table 2). However, depending on the
implementation of the service concept (data bit rate), the quality and the statistical properties of the codes may have to be
compromised resulting in an inferior performance. The implementation of services through encryption of data is not that
critical, but may also have a slight impact on the required data rate. However, the implementation of security features through
encryption of the codes is to be considered as a quite critical affair.

The scenario outlined by the EC Galileo Signal Task Force [Hetn et al., 2001] forms the background for this investigation,
The signal design in the upper L band shows a binary offset carrier BOC(14,2) signal having its main lobes in the El and E2
frequency bands with a spill-over into GPS L1 and two overlay signals of type BOC(2,2). The three split spectrum signals are
combined by majority voting. The carrier is centered at the very same frequency (1575.42 MHz) as GPS L1. Coherent (split
spectrum) processing of both side bands in the RTK receiver is necessary to obtain the carrier phase at the center frequency.

At the lower end of the L-band spectrum the E5-band (denoted as E5b in [Hein et al., 2001]) is chosen, at a center frequency of
1202.025 MHz, separate from the GPS L5-band. Both bands are 24 MHz wide and are allocated for ARNS. Employing L5 and
ES in this study, anticipates on an (eventually) not too bad interference by Distance Measuring Equipment (DME) in use for
aviation. A signal in the E6-band, not allocated for ARNS, is not considered because of possible radar inferences from existing
pulsed radar systems.

The Galileo L1 and ES band are part of the Galileo Open Service Signals and comprise un-encrypted ranging codes and
navigation data.

(C) The GLONASS Case

Since the future of GLONASS is not very certain and a modernization of the system is even more questionable GLONASS is
not considered in this study.

(D) Hybridization

Digital technology together with sub-micron stlicon technology has made receivers cheap and has lead to small linear
dimenstons and low power consumption. In building hybrid GPS/Galileo RTK receivers, which will be the case for high-end
applications, it is very important to minimize the effort on the front-end. This is a primary issue for interoperability between
different satellite navigation systems. The lesson learned from GLONASS was, that its FDMA concept lead to a disadvantage
of GLONASS receivers in comparison to GPS. Having to process the signals on many different carriers leads to high front-end
complexity (advanced synthesizer, multiple front-ends, multiple antennas). Higher burden in signal processing in hybrid
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receiver architectures is only a secondary problem, because it is solved with low-cost digital circuitry and software. Based on
the used reference scenario, a hybrid RTK GPS/Galileo receiver will have in minimum three front-ends (L1, LS, ES). An
additional front-end could is required, if also L2 or E6 are used. It is to be noted that with different carrier frequencies also
different equipment or hardware delays are involved. These delays are frequency dependent. Each additional frequency
induces an additional unknown, which can of course be solved for, if many satellites are in view. However, RAIM (Receiver
Autonomous Integrity Monitoring) needs redundancy and RAIM availability will be affected by spending observations to
continuously calibrate the front-ends.

Table 2. GPS and Galileo frequency overview. Code noise is calculated from a Minimum Variance Unbiased Estimator for
coherent code delay estimation. Adopted from {Winkel et al., 2000]. The C/A code is assumed to modulated on L2 instead of
the civil signal (L2CS).

Acronym L1 L2 LS L1 ES
GPS GPS GPS  Gal. Gal.
Frequency {MHz| 1575 1228 1176 1575 1202
Wavelength {cm] 19.0 244 2525 19.0 249
Bandwidth [MHz] 2430 24-30 24 33 24
Code Type C/IA C/A Direct BOC  Direcl
Seq. Seq.
Power Level |dbW] -157 -157 -154 -158 -152
Chip rate {Mcps]) 1.023 1023 1023 1023 10.23
Code noise jm] 0.38 0.38 0.12 0.12 0.10

To summarize we list ali used frequencies for this study in Table 2. A hybrid GPS/Galileo RTK receiver uses LI/LS/L1/ES
(for one investigation additionally GPS L2 is taken into account) and a GPS-only receiver is assumed to work with L1/L2.
Table 2 also shows that the code noise varnes significantly for different signal types. For this reason and because the signal
structure is not definitely fixed yet, we assume in the following sections a code measurement accuracy of 30 cm common to all
signals unless indicatcd differently.

3. RTK System Overview

Most of the currently available RTK receiver systems use double differenced GPS and/or GLONASS carrier phase
measurements to determine the position of the roving receiver. The typical nominal accuracy for dual frequency systems is |
cm + 2 ppm (horizontal) and 2 cm * 2 ppm (vertical). The accuracy refers to kinematic positioning, but not all manufacturers
indicate if the receivers operate in fast RTK or synchronized RTK mode. The latency for position outputs varies from <20 ms
to 100 ms for different receiver systems. If the receiver works in the synchronized RTK mode the latency depends of course on
the latency of the radio data link.

The position accuracy drastically decreases if the double differenced ambiguities are not resolved or are resolved incorrectly.
In the latter case errors in the order of 1 m can easily occur. Therefore reliable ambiguity fixing is probably the most important
design aspect for an RTK system. All other error sources like unmodeled atmospheric effects, (carrier) multipath, orbital errors
or receiver measurement noise are of the order of several millimeters up to some centimeters.

Possible Receiver Improvements

Hybrid RTK receiver systems for GPS and Galileo will be available at the earliest 2005. The receivers will not only differ from
currently available RTK systems due to Galileo, they will also show significant improvements due to the rapid digital hardware
and communications development.

A simplified sketch of a future RTK system is shown in Fig. 2. An important difference regards the antenna. which has to be
designed for all processed frequency bands (3 for the case considered here). Especially for high-precision applications all the
antenna phase centcrs and their variations have to be calibrated or at least determined with sub-millimeter accuracy.

The demands on the low noise amplifiers and on the RF down-conversion rcmains basically unchanged.

We expcct that in the next years economic inertial navigation sensors (INS) will come on the market. If they are integrated into
the RTK system, thcy will allow to reduce the bandwidth of the PLL and DLL tracking loop, reducing the thermal noise error
influence and allowing faster reacquisitions [Kreye et al., 2000]. Of course the INS will also be used to bridge satcllite outages.
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A change in the receiver design may occur in the signal correlation and processing part. Especially for the initial phase of
Galileo an improved flexibility will allow to test various signal options and processing algorithms to optimize the RTK system
performance. This could be achieved by so-called software correlator receivers (SWC). They will probably gain a privileged
position in comparison with hardware correlator receivers due to the least expensive hardware development. Of course the
demands on the digital signal processor are extremcly high for an RTK system. To process a single C/A code channel with a |
chip correlator spacing a processing capacity of 4 MIPS is necessary [Botchkovski et al., 1999]. Increasing the bandwidth from
2 to 20 MHz, to cope with wide-band signals, increases the capacity by a factor of 10. To reduce the quantization noise level
the sampling of the signal should be performed with at least 2 bits instead of 1, which also puts a factor of 3 on the processing
demands. Finally, a multitude of 48 (12 channels for L1, LS5, L1, ES) channels has to be processed simultanecously and
continuously to obtain carrier phase measurements. Combining all factors leads to an overall DSP throughput of 5760 MIPS.
These demands are on the edge of currently available DSP processors. For example the high performance DSP TMS320C6416
from Texas Instruments provides 4800 MIPS [Texas Instruments, 2001]. Recalling Moore’s law (the microchip capacity
doubles every 18-24 months) it should however become clear that SWC receivers will be possible at the launch time of the
Galileo system.

Important improvements are also expected for the navigation processor. Not only the implementation of algorithms for reliable
ambiguity fixing will yield a significant performance improvement, but also the usage of new telecommunication possibilities.
Since accurate ionospheric information is indispensable for RTK performance over medium to long baselines (see below),
ionospheric modeling shall be done by a network of reference receivers, instead of only by double differencing at the roving
receiver, Many different techniques exist for this purpose. In all cases the different reference receivers have to communicate.
Since RTK positioning requires only moderate data rates the usage of enhanced GSM data channels like GPRS, HSCSD or
UMTS would be ideally suited. The major advantage of these technologies is that the setup is done easily and quickly and
independent of fixed telecommunication lines. ldeally the network RTK software shall be part of each individual RTK
receiver. The consequent use of new communication possibilities would also allow to establish a real time connection with a
Geographical Information System (G1S) and many other applications.

4, Reliable Instantaneous Ambiguity Resolution
Satellite Constellation

The constellation used in this study is based on a YUMA-almanac for January 2001 [USCG, 2001]. The GPS constellation
consisted of 28 satellites. Four satellites have been removed (those in the fifth slot), to arrive at a more or less nominal GPS
constellation, with four satellites in each of the six orbit planes.

The 30-MEO Galileo constellation in [Salgado et al., 2001] is designed to offer a good performance even in case of a satellite
failure. The constellation consists of 27 satellites (as 27/3/1) plus three active spares. The designation is according to the
Walker type of orbit constellation, which implies circular orbits with equally spaced satellites and orbit planes. A designation
as T/P/F means T satellites, P uniformly spaced planes (with each T/P satellites) and a relative phasing between satellites in
adjacent planes of 360°F/T, see e.g. chapter 5 in [Parkinson and Spilker, 1996].

The key parameters of the Galileo constellation are listed in Table 3. The three orbit planes are equally spaced. Any pro- or
retrograde motion of the orbit plane is assumed to be absent, as only a short period of time is considered here. The positions of
the satellites within the orbit are specified by the mean anomaly; they are separated by 360°/9 = 40°.
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Figure 2. RTK Receiver Overview
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Table 3. Almanac parameters for Galileo satellites, as Keplerian elements.

Semi-major axis a 29994 km
Inclination i 56°
Eccentricity 4 0.0
Right ascension Q -120°,0°,120°
Rate of right ascension () 0.0°/day
Argument of perigee w 0.0°
Mean anomaly M -160°,-120°, ...,
g 120°,160°

(1* orbit plane)

x {m]

y[m]

Figure 3. Hybrid GNSS satellite constellation with 24 GPS satellites (in red) and 30 Galileo satellites (in blue). Situation at
00:00h on 19-JAN-2001 (GPS time). The orbit of each satellite has been projected one full revolution ahead.

The Galileo constellation has been added-in, at time of GPS almanac applicability, without any phase offset. Comparing the
first Galileo satellite with the first GPS satellite (PRNO9 in slot | of orbital plane A) yields a difference of -46.6° in angle of
Right Ascension (at weekly epoch), and of =50.0° in position in orbit, as angle with respect to the ascending node. Positioning
the Galileo constellation as to have the three orbit planes coinciding with three out of six GPS plancs (each time skipping one),
or as to have the Galileo orbit planes halfway between two adjacent GPS planes, of course did change the results obtained at a
particular epoch, but the general behavior of the parameters considered in the sequel remained the same.

The final hybrid GPS-Galileo constellation is viewed in Fig. 3, looking to the Earth from above the Middle-East. The
coordinate system is the non-rotating (hence pseudo-inertial) WGS84, coinciding with the ECEF WGS84 at GPS wecek
turnover. In the following we anticipate on full compatibility of the reference systems of GPS and Galileo.

Ambignity Resolution

A critical step in precise Real-Time Kincmatic (RTK) positioning is resolving the ambiguities. The potential ot millimeter-
centimeter accuratc position coordinates, within a short observation time span, is available only after correct determination of
the integer ambiguities. In this study the LAMBDA method is used to resolve the carrier phase ambiguities, see [Teunissen,
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1993] and [de Jonge and Tiberius, 1996]. By this method, ambiguities of both satellite systems. GPS and Galileo, on one, two,
three (or even more) carrier frequencies, can be treated all in one integral integer adjustment. In this study we consider dual
frequency hybrid GPS and Galileo, with code and carrier phase measurements on L1, for both systems, and on L5 for GPS and
ES for Galileo. Measures on ambiguity resolution performance presented hereafter refer to simultaneously resolving all
ambiguities, in one go, as to achieve highest possible accuracy for the position coordinates; the rates given are ‘all-included’.

The integer least-squares principle embodied in the LAMBDA method has been proven to be optimal [Teunissen, 1999]. The
integer least squares estimator is best in the sense of maximizing the probability of correct integer estimation, i.e. in
maximizing the ambiguity success-rate. This measure expresses, given a certain scenario, how successful one can expect to be
in resolving the integer carrier phase ambiguities correctly.

Exact evaluation of the success-rate is complicated when integer least-squares estimation is employed and therefore an easy to
compute approximation is used in the sequel. This approximation is based on bootstrapping, a sequential process in which
ambiguities are fixed (hard-constrained) to integers one-by-one, each time accounting for the statistical correlation with the
remaining ambiguities. Provided that bootstrapping is applied to ambiguities that have been transformed using the ambiguity
decorrelation of the LAMBDA method, it provides a good approximation. Bootstrapping is however sub-optimal compared
with integer least-squares estimation and the actual success-rate for integer least-squares with the LAMBDA method is always
better or at least equal to the success-rate for bootstrapping as computed in this study. The bootstrap success-rate consequently
provides a guaranteed and safe lowerbound to the actual success-rate. An introduction to the LAMBDA method and the
success-rate can be found in [Joosten and Tiberius, 2000].

The success-rate, as a statistical probability, can range from 0 to 1. In order to discriminate between different high levels of
success-rates, the fail-rate is presented in the sequel. The fail-rate is simply one-minus-the-success-rate. The fail-rate should
have a small value, preferably be zero.

Modeling and Processing

In the light of GPS modernization and Galileo, techniques for triple frequency ambiguity resolution have been proposed. see
e.g. [Hatch et al., 2000] and [Vollath et al., 1998]. Carrier phase ambiguities are resolved using a parametrization of the
measurements in ranges, the so-called geometry-free model. Geometry-free ambiguity resolution, with respect to the GPS three
frequency scenario, in the context of optimal integer least-squares ambiguity estimation with the LAMBDA method, has been
analysed in [Joosten et al., 1999].

The mathematical model used in the present study employs instead a parametrization of the satellite-receiver ranges in terms of
baseline coordinates, i.e. the so-called geometry-based model. The LAMBDA method for ambiguity resolution is applicable to
both modeling approaches, directly, without any algorithmic change.

The geometry-based model - the geodesist’s and navigator’s workhorse in practice - is believed to yield in general a more
powerful approach to ambiguity resolution than the geometry-free model, as all ranges are linked to the same three baseline
coordinate unknowns, instead of dealing with a double difference range unknown per satellite-pair. Moreover, the purpose of
positioning is to get position coordinates eventually. On a short baseline, formulated in terms of double difference
observations, the unknown parameters are the baseline coordinates and associated with the carrier phases, the intcger
ambiguities. On long(er) baselines differential atmospheric delays have to be taken into account. A tropospheric zenith delay
will be included, together with double difference combinations of ionospheric slant delays.

To meet the condition of fast positioning in the context of Real-Time Kinematic (RTK) applications, in a strict sense, only a
single epoch of data will be considered each time. Therefore no distinction needs to be made for a moving or stationary
receiver. The ambiguities will be resolved instantaneously and the precise fixed solution for the baseline coordinates is directly
available. Several examples, also kinematic ones, of processing dual frequency GPS phase and pseudorange code data on an
epoch-by-epoch basis can be found in e.g. [de Jonge et al., 2000].

The separation in single epochs has in practice the advantage of robustness. As the data processing is started completely anew
every next epoch, as opposed to a so-called accumulated solution, the effect of an anomaly or error is always restricted to (at
maximum) the epoch on which it occurs. A serious drawback of this strategy is that valuable information on the nature of the
problem is lost each time from one epoch to the next. The ambiguities are constants, when no cycle slips occur, and the
baseline coordinates are as well, when the receiver is stationary, or only slowly varying in the case of low motion. Epochwise
obtained position or trajectory coordinates could be subject to further processing as averaging or smoothing.

Concerning the measurements’ noise characteristics, the initial stochastic model for the analyses includes a standard deviation
for code measurements of 30 cm and of 3 mm for phase measurements. These values pertain to undifferenced measurements
and for code and phase it is assumed that measurements are all equally precise. Correlation between channels (of one receiver)
and between measurement types (code and phase) is assumed to be absent. As only one epoch of data is considered per
solution, time correlation is not an issue.
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The combined GPS and Galileo constellation, discussed earlier, is, over a [ull day of 24 hours, considered (‘sampled’) at a 3
minutes interval. After each interval of 3 minutes only one epoch of data is taken and consequently processed and analysed.
Results, as the ambiguity fail-rate, are often presented later on as 95% (sample) percentiles. The value given can be interpreted
as an upperbound for 95% of the time, and the valuc is excecded in only 5% ol the 1440 single epoch solutions considered.

By delault the city of Munich in Germany is chosen as a sample location, at 48° 08' N and 11° 34’ E. 1t is thought to represent
the middle-European area. The satellite elevation cut-off angle was set to 10 degrees.

More Frequencies — More Ambiguities

Current dual frequency GPS positioning (on L1 and L2) serves as a benchmark. Employing in future also signals from Galileco
satellites, yields more observational data for the determination of the same three baseline coordinates. With precise carrier
phase positioning however, before reaching the fixed baseline solution, there are also more unknown ambiguities to solve for.
For dual frequency GPS, and dual frequency hybrid GPS and Galileo, Table 4 summarizes the number of (integer double
difference) ambiguities, when m; GPS, and m, Galileo satellites are available.

Table 4. Number of ambiguities with m; GPS and m; Galileo satellites and ambiguity fail-rate (95% percentile over the full
day), on a short baseline, at location Munich, for dual frequency GPS at present (top) and future dual frequency hybrid GPS
and Galileo (bottom).

System # of amb Fail-rate
GPS L1+L2 2(m;-1) 2.4x107
GPS+Galileo 2(my-1)+2(m,-1) <10?
L1/L1+L5/ES

For various locations across Europe (from latitude 38° N in the South of Italy to 63° N halfway up Scandinavia) the ambiguity
fail-rate, on a short baseline, lies in the order of 10 to 10~ with dual frequency GPS at present (95% percentile over the 24
hours period). With dual frequency hybrid GPS and Galileo the fail-rate is always smaller than 10, i.e. none of the individual
solutions at the locations considered had a fail-rate ever exceeding this value.
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Figure 4. Spectrum of standard deviations of conditional ambiguity float estimators, in cycles. Dual frequency GPS on top,
with 7 satellites, and dual frequency liybrid GPS and Galileo at bottom, with a total of {4 satellites. The orange bars refer to
the original double difference ambiguities (in the order GPS L1 and LS, followed by Galileo L1 and ES), the green bars to the
LAMBDA transformed ones.

Figure 4 presents the spcctrum of standard deviations of the conditional ambiguity estimators both for original double
difference ambiguities (in orange), as well as for decorrelated ambiguities (ir green). These standard deviations are the key and
only parameters determining the approximate ambiguity success-rate, by means of bootstrapping. Figure 4 pertains to a short
baseline at epoch 00:00h, at which both 7 GPS satellites and 7 Galileo satellites are available. The standard deviation is given,
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along the vertical axis, in cycles, in a logarithmic scale. The ambiguities, 12 on top and 24 at bottom, are ordered along the
horizontal axis.

The graphs give the value of the standard deviation when the concerning ambiguity is to be fixed to an integer in the sequential
bootstrap process. A standard deviation of for instance 0.1 cycle, much smaller than 1 cycle, gives good hope for successful
resolution; with a value of 1 cycle, or larger, this is quite unfeasible.

Both graphs show, in orange, the very typical behavior with three larger standard deviations and 9 (on top) or 21 (at bottom)
smaller ones, cf. [Teunissen et al., 1994]. The larger ones are at the | cycle level, prescribed by the precision of the code
measurements. These three larger ones are caused by the fact that simultaneously the three baseline coordinates are unknown.
Once the baseline coordinates are known, on a short baseline, all remainin§ ambiguities can be easily determined as then only
the noise of the carrier phase measurements plays a role, which is at the 10™ cycle level.

The decorrelating transformation of the LAMBDA method clearly flattens the spectrum of standard deviations of the
sequential conditional ambiguity estimators and correlation between them has been reduced considerably. The resulting
standard deviations, in green, are all about 0.1 cycle, indicating to more or less extent a substantial chance to successful
ambiguity resolution. The standard deviations (in green) for dual frequency GPS, on top, start slightly above the 0.1 cycle
level; those for dual frequency hybrid GPS and Galileo, at bottom, with more satellites and improved geometry, are smaller.

Short Baseline

Table 4 of the previous section pertains to the short baseline. The values for current dual frequency GPS, at least when
*success’ and ‘fail’ are properly indicated during field operation and data processing, are generally acceptable for surveying
types of applications, but definitely not for precise navigation of aircrafts and vehicles. The values for hybrid GPS and Galileo
are promising, also for the latter applications.

Figure 5 shows the ambiguity fail-rate over the full day on the short baseline for a station in the South of Italy at 38° 07' N and
13° 22' E with present dual frequency GPS. The vertical scale is logarithmic and ranges from 10°® to 1. The 95% percentile
over the full day is 2.4x107, At least 5 GPS satellites are visible all day round.

Medium and Long Baseline

On a short baseline differential ionosphen’c and tropospheric delays are simply absent (or perfectly known). On longer
baselines differential atmospheric delays have to be taken into account however. In starting from a short baseline and
extending its length, the differential atmospheric delays do not get completely unknown at once. Unknown parameters are
introduced to account for the delays, but at the same time. the uncertainty about the parameters’ values is bounded. The amount

of uncertainty thereby depends on the actual length of the baseline. The approach followed is the same as described in [Odijk,
2000] for differential ionospheric delays.
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Figure 5. Ambiguity fail-rate at Palermo for current dual frequency GPS.
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In the sequel we consider a medium and a long baseline. On the medium baseline we allow for an uncertainty (standard
deviation) of 1.4 cm in the tropospheric zenith delay, differential between the two stations, and of 4 cm in each of the double
difference slant delays (which we have one per satellite-pair). Such uncertainties are typically left on a 50 km baseline after
applying correction data from a permanent active reference network. User station and reference network are thereby assumed
not to differ significantly in height. With a long baseline a length of several hundreds of kilometers is meant. The
aforementioned uncertainties are increased to 14 cm for troposphere and to 80 cm for ionosphere. Satellite positions are
assumed to be known at a sufficient accurate level.

Table 5. Instantaneous ambiguity fail-rate on a short, medium and long baseline for dual frequency GPS (L1+L2) at left, and
dual frequency hybrid GPS and Galileo (LI/L1+L5/ES) at right. Given are 95% percentiles over the 24 hours period for
locarion Munich.

Baseline GPS GPS+Galileo
Short 2.4x107 <10®
Medium 6.3x10™! 6.3x10"
Long 1.0 1.0

Table 5 gives the ambiguity fail-rates for the three types of baseline lengths. On the medium length baseline one order of
magnitude is gained by switching from GPS only to hybrid GPS and Galileo. On long baselines there is no chance at all to
correctly resolve the ambiguities on the basis of just one epoch of data, not with dual frequency GPS, nor with dual frequency
hybrid GPS and Galileo. The success-rates are respectively 3.4x10”° and 1.3x107,
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Figure 6. Instantaneous ambiguity fail-rate for dual frequency GPS on top and dual frequency hybrid GPS and Galileo at
bottom, on a medium baseline, at location Munich.

Figure 6 presents the ambiguity fail-rate as a function of time. The 24 hours period is ‘sampled’ at a 3 minutes interval. As can
be seen, the fail-rate behaves at a more or less constant level on this medium baseline. With dual frequency GPS the fail-rate
amounts to several tens of percents (on top) and with dual frequency hybrid GPS and Galileo a few percent (at bottom).

The ambiguity fail-rate is likely to increase with increasing baseline length and this behaviour is shown explicitly in Fig 7. The
tropospheric delay uncertainty was maintained at 1.4 cm (differential) and the ionospheric delay uncertainty, expressed by
standard deviation o, was varied. For illustrative purposes the horizontal axis of Fig. 7 is expressed (logarithmic) in terms of
baseline length 1 in [km], according to ;=0.001x] with standard deviation o, in [m] (at the undifferenced level), which
corresponds to a | ppm effect. The horizontal axis ranges from | km to 100 km, the vertical axis from 10% 10 1 (also
logarithmic). Figure 7 pertains again to epoch 00:00h, with both 7 GPS and 7 Galileo satellites.
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Figure 7. Instantaneous ambiguity fail-rate for dual frequency hybrid GPS and Galileo versus baseline length at location
Munich. The (undifferenced) ionospheric slant delay uncertainty expressed in standard deviation o [in] has been converted
according to 0y = 0.001 x|, with baseline length | in [km].

It should be kept in mind that the fail-rates presented pertain to integer bootstrap estimation, which has been proven to be sub-
optimal compared with integer least-squares estimation. The bootstrap rate tends to yield a sharp bound on the integer least-
squares rate when it is based on decorrelated ambiguities, as always has been done here.

Figure 8 presents the spectrum of standard deviations of the conditional ambiguity estimators both for original double
difference ambiguities (in orange) as well as for decorrelated ambiguities (in green), similar to Fig. 4, but now for a long
baseline, where the tropospheric zenith delay has been left out for clarity. The graph shows, concerning the GPS ambiguities,
six large standard deviations, followed by three moderate ones. There are seven satellites, hence six (unknown) double
difference ionospheric slant delays, together with three baseline coordinates. With the Galileo ambiguities (ambiguity numbers
13 through 24) there are again six large standard deviations, referring to the six ionospheric delays to the Galileo satellites. The
GPS and Galileo measurements share the baseline coordinates.
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Figure 8. Spectrum of standard deviations of conditional ambiguity float estimators, in cycles, for dual frequency hybrid GPS
and Galileo (LI/L1+L5/E5), on a long baseline with uncertainties of 0.80 m (standard deviation) in the double differenced
ionospheric (slant) delays.
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The spectrum helps to explain why ambiguity resolution can not be expected to be successful on the long baseline considered.
The spectruin is well flattened, as shown in green, by the decorrelating transformation, but the standard deviations of the
transformed ambiguities are at the half cycle level and that is simply too much for having any serious chance on successful
resolution. Introducing only a tropospheric zenith delay (not shown here), yields still a low fail-rate, comparable to that of the
short baseline.

Improved Medium Baseline

Two attempts are made to increase the ambiguity success-rate on the medium length baseline. In the first one the precision of
the code measurements on LS and ES5 is increased; the standard deviation is assumed to be 10 cm instead of the default 30 cm
(undiffcrenced), see also Table 2. The second one implies the inclusion of code and phase measurements on the GPS L2-
frequency. These two cases are compared with standard dual frequency hybrid GPS and Galileo in Table 6.

The fail-rate decreases, but only a very little. It basically stays at the 5% level. The few centimeters uncertainty in the
tropospheric and ionospheric delays on a single epoch medium length baseline can apparently not be compensated by either
more precise code measurements or code and phase measurements on an additional frequency. Single epoch solution were
considered and 1t should be kept in mind that with only a single epoch of data, the code measurements solely detcrmine the
float solution.

Table 6. instantaneous ambiguity fail-rate on a medium baseline. Given are 95% percentiles over the 24 hours period for
location Munich.

Case fail-rate
Hybrid 6.3x10
GPS+GALILEO

Precise code LS/ES 5.6x107
GPS L2 code+phase 6.1x107

Figure 9 finally dctails on the relation between the precision of the code measurements and the ambiguity fail-rate for a single
epoch solution on a medium baseline. The standard deviation of the L1 code measurements was kept at 30 cm (undiffcrenccd)
and the standard deviation of the GPS L5 and Galileo ES code measurements was varied from 5 mm at left to 50 cm at right,
on the horizontal axis (logarithmic). The fail-rate is given along the vertical axis from 10 to 1, also logarithmic. This figurc
shows that a significant reduction in the ambiguity fail-rate can be achieved only at centimeter code measurement precision.
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Figure 9. Ambiguity fail-rate as function of the code measurement standard deviation in [m], on a medium baseline with dual
frequency hybrid GPS and Galileo.



5. Implications On Receiver Design

From the last section it can be concluded that ultra reliable instantaneous ambiguity resolution is possible with hybrid GPS and
Galileo if one of the following conditions is met.

e Centimeter accuracy for the code measurements is achieved.

e The differential ionospheric slant delays are known at a few millimeter level (expressed as a standard deviation at the
undifferenced level) and the differential tropospheric delays can be adequately modeled by one zenith delay parameter and
a mapping function.

Accurate Code Measurements

Referring to Table 2 we conclude that code observations with 1-2 cm accuracy are virtually not achievable with civilian
signals. Only the GPS military M code has the potential if it is emitted in the high power spot beam mode. However other error
sources like multipath or inter channel biases, will become more significant as the code accuracy increases and will probably
put a limit on that approach.

Another possibility to reduce the code measurement error due to noise is carrier smoothing. In Fig. 10 we show the RMS code
error as a function of the integration time. This method potentially decreases the code error by a factor of 5. However code and
phase measurements become correlated and the resulting influence on ambiguity resolution have to be investigated. Low
frequency multipath is generally not reduced by carrier smoothing.
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Figure 10. Initial code errors after carrier phase smoothing in the GNSS receiver (assuming a loop update rate of 20 ms)

Code measurement errors of 1-2 cm seem to be theoretically achievable if multipath and other errors are completely controlled.
This would allow to instantaneously solve the ambiguities even over medium baselines. It should be noted that carrier phase
measurements can be performed with 0.5-1.5 mm accuracy and thus would improve the already high code measurement
accuracy by a factor of 10.

High Demands on Atmospheric Modeling: Active GNSS Reference Station Network

Ionospheric modeling for an RTK reference network is best performed by bilinear interpolation between 3 or more reference
stations [Wanninger, 1999]. In that way all effects having a wavelength longer than the extension of the reference network are
removed. Over Europe especially medium-scale travelling ionospheric disturbances and phase scintillations can have a
wavelength shorter than 50-100 km. Latter number is the typical extension for a reference network. Wanninger [1999] reports
that under undisturbed ionospheric conditions virtually all ionospheric delay can be determined by bilinear interpolation for a
network with a size smaller than 100 km. Under solar maximum conditions the residual ionospheric delay on undifferenced
observations is about 8 mm for a network extension of 50 km, and about 33 mm for an extension of 100 km.

It should be noted that the one-dimensional power spectrum of ionospheri¢ refractivity fluctuations shows an approximate
power law behaviour of A2 (A lambda being the horizontal wavelength) for a range of 70 m to 7 km [Yeh and Chao-Han,
1982) implying that ionospheric modeling can be performed arbitrarily precisely, depending only on the distance of the
reference receivers.
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From that we conclude that within a small scalc RTK nctwork ultra high instantaneous ambiguity resolution rcliability can be
achicved. Setting up such a network is easy if the receivers have the capability to communicate with each other automatically
via for example GSM data channels.

Tropospheric demands are not that stringent because only one parameter, namely the (differential) zenith delay, is estimated
per baseline. Treuhaft et al. [1992] showed that the most variable component of the delay, the wet zenith delay, is correlated
within 1 cm for distances below 30 km. Troposphcric modeling could be further improved, by a network of RTK receivers and
by including data from a numerical weather prediction model. Latter one also gives vertical tropospheric refractivity profiles.
In that case one RTK reference receiver must have a real time access to the predicted weather model fields, via for example the
internet.

Conclusions

Future RTK receiver systems will be developed incorporating remarkable technological improvements. Software correlation
receivers will offer a great flexibility and allow for optimization of the RTK system performance. A combined use of the new
signals in space of the modernized GPS and the upcoming Galileo system will drastically reduce the instantaneous ambiguity
fail-rate from 10~ to 10® on short baselines.

An hybrid RTK receiver will be most effective, if full use of the ultra high ambiguity success-rate is exploited. The increased
success-rate is caused by the increased number of satellites and the improved satellite geometry. Of less importance seem to be
a possible use of a third frequency (i.e. L2 for GPS) or an increased code measurement accuracy, as long as it is above approx.
5 c¢cm. The difference between a GPS only and a hybrid GPS/Galileo system is largest for short baselines and vanishes as the
ionospheric uncertainty (i.e. the baseline length) increases. Therefore also for a future RTK system atmospheric, especially
ionospheric, modeling is of utmost importance. Here we expect that new wireless communication technologies will facilitate
the conveni<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>