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ABSTRACT

Unsteadiness in film cooling jets may arise due to inherent unsteadiness of the blade-vane interaction or may be induced as a means of flow control. A computational study was conducted to determine how leading edge film cooling performance is affected by pulsing the coolant flow. A cylindrical leading edge with a flat afterbody is used to simulate the turbine blade leading edge region. A single coolant hole was located 21.5° from the leading edge, angled 20° to the surface and 90° from the streamwise direction. The leading edge diameter to hole diameter ratio is D/d = 18.7. Time resolved adiabatic effectiveness and heat transfer coefficient are used to calculate the temporally averaged, spatially resolved net heat flux reduction for several pulsing scenarios. The net heat flux reduction with pulsed film cooling is compared to the steady jet with matched average mass flow rate. Steady blowing ratios of M = 0.25 and 0.50 are each compared with two pulsed jet cases with matching averaging blowing ratio, F, at a nondimensional frequency, F = 0.151 and duty cycle, DC = 50%. Simulations were performed at ReD = 60000. Net heat flux is generally increased by pulsing the film coolant, with greater degradation for higher pulsation amplitudes relative to the average blowing ratio.

NOMENCLATURE

\(d\) = hole diameter (m)
\(D\) = leading edge diameter (m)
\(DC\) = duty cycle (% of time at high M)
\(f\) = frequency (Hz)
\(F\) = nondimensional frequency \(fD/\bar{U}_\infty\)
\(h\) = convective heat transfer coefficient, (W / (m² K))
\(L\) = length of film cooling hole (m)
\(M\) = blowing ratio, \(\rho_c\bar{U}_\infty/\rho_\infty\bar{U}_\infty\)
\(q'\prime\) = convective heat flux into a surface (W / m²)
\(t\) = time (s)
\(T\) = temperature, K or nondimensional time, \(tU_\infty/D\)
\(U\) = velocity (m/s)
\(x\) = surface distance downstream of hole centerline (m)
\(y\) = spanwise distance from hole centerline (m)
\(z\) = distance normal to surface into fluid (m)
\(\Delta q_r\) = net heat flux reduction
\(\eta\) = adiabatic effectiveness, \((T_a - T_{aw})/(T_a - T_c)\)
\(\phi\) = overall effectiveness, \((T_a - T_s)/(T_a - T_c)\)
\(\Lambda\) = turbulence integral length scale, m
\(\theta\) = nondimensional temperature, \((T_a - T)/(T_a - T_c)\)
\(\rho\) = density (kg / m³)

Subscripts
\(0\) = without film cooling
\(aw\) = adiabatic wall
\(c\) = coolant
\(f\) = with film cooling
\(s\) = surface
\(span\) = spanwise averaged
INTRODUCTION

Film cooling is used in gas turbine engines to protect hot gas path components through the reduction of adiabatic wall temperature. The adiabatic effectiveness is defined as

\[ \eta = \frac{T_{\infty} - T_{aw}}{T_c - T_{aw}} \]  

(1)

and describes the temperature distribution that would occur with no heat transfer. The convective heat flux is related to the adiabatic wall temperature through the heat transfer coefficient given by:

\[ h_f = \frac{q_f}{T_c - T_{aw}} \]  

(2)

In addition to reducing the adiabatic wall temperature below the mainstream recovery temperature, film cooling can influence the heat transfer coefficient; therefore, both parameters must be measured in order to characterize the influence of a film cooling design on the net heat flux. The net heat flux reduction due to film cooling is frequently expressed by the following equation:

\[ \Delta q_r = 1 - \frac{h_f}{h_0} \left( 1 - \frac{\eta}{\phi} \right) \]  

(3)

Rutledge et al. [1] demonstrated that simple substitution of the time averaged values of \( h_f \) and \( \eta \) into Eq. (3) will not account for the cross coupling between the terms to determine the average net heat flux reduction. Instead, a generalized form must be used:

\[ \Delta q_r = 1 - \frac{h_f}{h_0} \left( 1 - \frac{\eta}{\phi} \right) + \frac{h_f \eta'}{h_0 \phi} \]  

(4)

where we use the notation in which a time dependent parameter is written as the sum of a temporal mean and a zero-mean fluctuating component:

\[ h(t) = \bar{h} + h'(t) \]  

(5)

and

\[ \eta(t) = \bar{\eta} + \eta'(t) \]  

(6)

With unsteady computational simulations, determination of time resolved \( h_f \) and \( \eta \) is simply a matter of outputting the desired data at each time step; therefore, \( \Delta q_r \) may alternatively be determined by computing Eq. (3) at each time step and taking the temporal average of the quantity. Physical experiments generally rely on average values in which case accurate determination of \( \Delta q_r \) requires measurement of the cross coupling term found in Eq. (4). The data presented here show the magnitude of this term.

BACKGROUND

Recent interest in pulsed film cooling has led to several experimental studies of the behavior of pulsed film cooling jets. Ekkad et al. [2] studied the effects of jet pulsation and duty cycle on film cooling from a single jet on a leading edge model. Heat transfer coefficient distributions and adiabatic effectiveness distributions were determined simultaneously through the use of a transient experiment. In their experiment, the model is soaked at an initial temperature \( T_i \) prior to the simultaneous nearly instantaneous startup of both the coolant flow and the mainstream flow. Temperatures are selected such that the initial model temperature, coolant temperature and mainstream temperature all differ. By measuring the wall temperature at any two moments in time after test initiation, but prior to thermal wave penetration through the model walls, the heat equation can be solved simultaneously for average \( h \) and \( T_{aw} \). The researchers found that pulsing a jet at a particular blowing ratio tends to increase the adiabatic effectiveness compared to a steady jet at the same blowing ratio, but the effect on heat transfer coefficient was small. Results were independent of pulsing frequency for all three pulsing frequencies studied which were all \( F \ll 1 \). When compared to a steady jet at the same average blowing ratio, some pulsed jets were found to have higher adiabatic effectiveness, but at the cost of higher heat transfer coefficient. This effect was most notable at an average blowing ratio of \( \bar{M} = 0.5 \), for which pulsing increased the spanwise averaged adiabatic effectiveness between 0.03 and 0.05, with the greater gains farther from the film cooling hole. Similar results occurred with the \( M = 1 \) jet pulsed at \( DC = 50\% \) compared to the steady \( M = 1 \) jet since spanwise averaged adiabatic effectiveness for steady jets at \( M = 0.5 \) and \( M = 1 \) happen to be nearly identical. Pulsing increased the heat transfer coefficient by approximately 20\% compared to the continuous coolant flow at the same average blowing ratio of \( \bar{M} = 0.5 \).

Coulthard et al. [3, 4] studied the effects of jet pulsing on film cooling effectiveness and heat transfer coefficient on a flat plate. The researchers used a single row of five holes spaced 3D apart, inclined 35° to the surface and parallel to the streamwise direction. Adiabatic effectiveness and heat transfer coefficients were measured in separate experiments. An electrical heat flux plate was used to generate a uniform heat flux, with a separate heat flux plate upstream of the row of coolant holes to develop a thermal boundary layer upstream of the coolant holes. Pulsing the coolant was found to decrease adiabatic effectiveness compared to a steady jet, whether one made the comparison to a steady jet with the blowing ratio...
equal to the “on” value of the pulsed jet or a steady jet with the time averaged blowing ratio of the unsteady jet. The researchers observed that pulsing the coolant jets induced a high startup velocity prior to the jet reaching steady state. This high startup velocity may have been responsible for increased jet lift-off with the pulsed jet. The heat transfer coefficient was increased for a pulsed jet compared to a steady jet with the blowing ratio equal to the “on” value of the pulsed jet. However, when compared to a steady jet with the time-averaged blowing ratio of the pulsed jet, the heat transfer coefficient was not necessarily higher than with the steady jet. At the highest pulsing frequencies, the heat transfer coefficient was higher than the steady jet, but as pulsing frequency was decreased, the heat transfer coefficient dropped lower than with the steady jet. At the lowest studied frequency and a duty cycle of $DC = 50\%$, the heat transfer coefficient ratio, $h_f/h_o$, was about 25% lower than with a steady jet with the same average blowing ratio of $M = 0.25$. The general lack of benefit from pulsed film cooling observed in this study might suggest that the effect of pulsing is strongly dependent on the component geometry.

Muldoon and Acharya [5] performed a direct numerical simulation (DNS) of a pulsed coolant jet on a flat plate. The coolant jet was cylindrical, aligned in the streamwise direction and inclined at 35° relative to the plate. The flow was assumed to be incompressible; furthermore, the density of the coolant was assumed to be the same as the freestream. The authors chose to use a domain that did not include the coolant hole. Instead, the elliptic hole exit was set as a boundary condition. This boundary condition used a temporally averaged velocity profile obtained from a separate experiment in which the blowing ratio $M = 1.5$ was simulated. The velocity profiles used for blowing ratios other than $M = 1.5$ were obtained via scaling the $M = 1.5$ velocity profile. A steady jet at $M = 1.5$ was found to contain large scale turbulent structures of approximately the same size as the hole diameter beginning at about $x/d = 4$. These structures also happen to be of a scale that is nearly equal to the distance that the jet resides above the surface for this highly separated jet; therefore, these unsteady structures may play a very important role in the time averaged adiabatic effectiveness. The simulation suggested that strong horseshoe vortices entrain coolant and are beneficial for adiabatic effectiveness. Pulsing the coolant between $M = 1.5$ and $M = 0$ was found to generally improve adiabatic effectiveness compared to the steady jet at $M = 1.5$. On the other hand, pulsing was found to be detrimental to adiabatic effectiveness compared to the steady jet with the average blowing ratio of the pulsed jet. Pulsing was generally found to destroy the beneficial horseshoe vortex detected with the simulations of the steady jet, but downward vortex induction of the starting vortex was found to cause the coolant to reattach.

**COMPUTATIONAL MODEL**

A computational model was designed to replicate the geometry used by Ekkad et al. [2]. A single coolant hole of dimension $D/d = 18.7$ in the middle of the computational model has a length to diameter ratio of $L/d = 11.69$, typical of an actual blade. The span of the leading edge is 209 $d$; symmetry boundary conditions are applied at the ends of the span. The computational domain extends 146 $d$ upstream of the leading edge and 146 $d$ above the flat afterbody. Only half of the half-cylinder leading edge is modeled as shown in Fig. 1; the plane defined by extending the stagnation line upstream is modeled as a symmetry boundary condition. The coolant hole inlet boundary condition is set at a plane normal to the axis of the hole with mass flow in the direction of the hole axis distributed uniformly across the surface area of the inlet. The plenum was not modeled due to the high $L/d$ of the coolant hole. Although Leylek and Zerkle [6] conclude there is an influence of the plenum on the coolant hole exit velocity profile, they used a maximum $L/d$ of 3.5, which is only 30% of that used in the present study so the plenum should not have as great an influence in the current study.

![Fig. 1 Computational Domain](image)

An unstructured mesh was generated on the computational surfaces using GridGen’s implementation of Delaunay triangulation [7]. In order to control the volume grid growth rate away from wall grids, additional “transparent” surface grids (surface grids through which fluid flow is unimpeded in any way) were placed offset from the leading edge and the afterbody a distance of approximately the leading edge radius. The unstructured volume grid was generated using SolidMesh, which uses the Advancing-Front/Local-Reconnection grid generation routine [8]. A prismatic boundary layer growth was used from the wall surfaces to resolve turbulent boundary layers with the nearest cell spaced with $z'$ of order unity.
In the current study, turbulence is modeled using the realizible \( k-\varepsilon \) model with enhanced wall treatment, which uses a two layer model such that the domain is divided into fully turbulent and viscosity-affected regions [9]. The realizible \( k-\varepsilon \) model has been proven to be superior to the standard \( k-\varepsilon \) model with jets and mixing layers [9] and has been used with some success with steady film cooling flows (e.g., [10]). The turbulence at the pressure inlet and outlet of the computational domain was modeled to have an intensity of \( Tu = 1\% \) and a length scale of \( \Lambda / d = 2.1 \). The coolant hole inlet boundary condition was modeled to have a turbulence intensity of \( Tu = 1\% \) and a length scale of \( \Lambda / d = 0.42 \). Although these turbulence characteristics are atypical of actual engine conditions, they are more representative of the turbulence characteristics of the wind tunnel used by Ekkad et al. [2].

The computational model assumed constant density flow. Fluent’s three dimensional node-based segregated solver was used for all computations. All discretization schemes were second order.

Two separate simulations were run in this study—one to determine adiabatic effectiveness and the other to determine heat transfer coefficient. All simulations were performed with a freestream Reynolds number of \( Re_D = 60000 \). Adiabatic effectiveness was determined by setting the coolant to a temperature different from the freestream temperature with an adiabatic boundary condition on the leading edge surface and measuring the resulting temperature distribution. Adiabatic effectiveness was computed through direct application of Eq. (1), noting that the surface temperature is, by definition, the adiabatic wall temperature since the wall boundary conditions were set to be adiabatic. The heat transfer coefficient was determined by using a coolant temperature equal to the freestream temperature and setting a known heat flux boundary condition on the leading edge surface and measuring the resulting temperature distribution. The surface temperature is related to the heat transfer coefficient through Eq. (2), noting that the adiabatic wall temperature is the freestream temperature since the coolant and freestream temperatures are the same. Net heat flux reduction was calculated using Eq. (4) and a presumed overall effectiveness, \( \phi = 0.6 \) based on expected values in the literature [11].

**GRID AND TIME STEP CONVERGENCE**

In order to establish grid convergence, the steady solver available with Fluent was used and iterative convergence was assumed when the largest scaled residual (usually on \( \varepsilon \)) was of order \( 10^{-5} \). When feasible, largest residuals of order \( 10^{-7} \) were attained. In order to develop a sufficiently fine grid such that the results are grid independent, different sized grids were tested at a steady blowing ratio of \( M = 1 \). When spanwise averaged across the bulk of the jet (\( -2.5 < y / d < 1.5 \)), the adiabatic effectiveness determined with the 9.2 million cell grid was within 0.5% of the value with the 8.9 million cell grid and within 1.5% of the value with the 7.6 million cell grid. A 9.2 million cell grid was sufficient for grid independence.

In order to resolve a turbulent boundary layer, the first grid point off the wall is at a distance of \( z' \) order unity. Two renderings of the final grid are shown in Figs. 2 and 3. The maximum \( \text{wall } z' \) was determined to be 2.67 along a small part of the intersection of the coolant hole with the outer radius of the leading edge where a sharp edge exists. Aside from this sharp edge, the wall \( z' \) was approximately unity or less than 1.0 with the exception of a region approximately \( 1d \) downstream of the fore side of the coolant hole where the wall \( z' \) had a maximum of approximately 1.8. This wall \( z' \) distribution is deemed sufficient since where wall \( z' > 1.0 \), it is still well within the viscous sublayer, that is, wall \( z' < 5 \).

**Fig. 2 Surface mesh on leading edge in vicinity of coolant hole**

**Fig. 3 Fluid region mesh on streamwise plane bisecting intersection of the coolant hole with the leading edge**

A second order implicit unsteady formulation was used for all unsteady simulations. An iterative time advancement scheme was employed that solved all equations iteratively at each time step. All scaled residuals were driven down to a
maximum of $10^{-6}$ before the solution was considered to be converged for a particular time step.

Time step convergence was established by considering the temporal variation in adiabatic effectiveness at several points on the leading edge whose temperature is significantly influenced by the film cooling hole. Unsteady simulations were performed for \( M = 0.5 \), \( F = 0.151 \), \( DC = 50\% \). The blowing ratio alternated between “on” at \( M = 1 \) and “off” at \( M = 0 \) with the blowing “on” for half of the time and the cycle period is \( \Delta T = 6.62 \). An unsteady simulation was started using the steady-state \( M = 1 \) results obtained in the process of establishing grid convergence. At \( T = 0 \) the blowing ratio was set to \( M = 0 \). At \( T = 3.31 \), the coolant was turned back on. The cycle was repeated several times in order to establish periodic steady state. It was found that periodic steady state conditions occurred immediately due to \( F \ll 1 \), and thus the steady-state results for \( M = 1 \) were used as the initial conditions for the unsteady simulation. The reason for the convenience will be explained further when the pulsed jet results are discussed.

A time step as low as \( \Delta T = 2.65 \times 10^{-4} \) was required for the solution to be sufficiently independent of time step. The step change in the boundary condition at the inlet of the film cooling hole is quite likely to be responsible for the requirement of such a small time step.

**STEADY JET RESULTS**

Adiabatic effectiveness contours for the steady \( M = 0.50 \) jet are shown in Fig. 4. The axis of the hole is such that the coolant has velocity components in the positive \( z \) direction and the negative \( y \) direction. The freestream flow causes the coolant to turn in the positive \( x \) direction. The adiabatic effectiveness contours are similar in streamwise length to the experimental results of Roland [12], although the experimental data show higher adiabatic effectiveness by about \( \Delta \eta \approx 0.05 \) past \( x/d \approx 0.8 \). Additional experimental validation is under way. Heat transfer coefficient ratio, \( h_f / h_0 \), and net heat flux reduction, \( \Delta q_r \), are shown in Figs. 5 and 6, respectively. For the purpose of determining the heat transfer coefficient ratio, \( h_0 \) was determined using the same leading edge cooling hole geometry, but with \( M = 0 \). A classic fork-tine like pattern in the heat transfer coefficient ratio is evident downstream of the coolant hole. (The fork tines refer to the two regions of elevated heat transfer coefficient extending downstream of the hole) In Fig. 4, the region of elevated adiabatic effectiveness is biased toward the leeward (lower region in the figure) end of the coolant hole; thus, in Fig. 5 the top tine of elevated heat transfer coefficient, where the adiabatic effectiveness was not as high, causes a region of negative net heat flux reduction, i.e. a net heat flux increase, as seen in Fig. 6. In Fig. 5 a small region immediately upstream of the hole as the boundary layer approaches the jet and extending on the leeward side of the hole experiences a decrease in heat transfer coefficient due to film cooling.
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Adiabatic effectiveness, heat transfer coefficient ratio, and net heat flux reduction results for the steady $M = 0.25$ jet are shown in Figs. 7, 8, and 9, respectively. Since the $M = 0.25$ jet has a lower momentum flux relative to the freestream, the coolant turns in the direction of the freestream faster than the higher momentum jet and with less lift-off. Thus a region of sufficiently high adiabatic effectiveness coincides with the top tine of elevated heat transfer coefficient to offset that elevation so that that net heat flux reduction is positive everywhere. Furthermore, the lower tine of elevated heat transfer coefficient is much weaker in the $M = 0.25$ case than with the $M = 0.50$ case—so much so that it is nearly indistinguishable as an individual time.

![Fig. 7 Steady $M = 0.25$ adiabatic effectiveness, $\eta$](image7)

![Fig. 8 Steady $M = 0.25$ heat transfer coefficient ratio, $h_f/h_0$](image8)

**PULSED JET RESULTS**

All pulsed jet cases are for a nondimensional frequency, $F = 0.151$ and duty cycle, $DC = 50\%$ in a square wave. In actual engine conditions, this nondimensional frequency would correspond to a dimensional frequency in the vicinity of 3500 Hz. The pulsed cases differ from each other only in the minimum and maximum blowing ratios, each with $0.5M = 0.5$ or $M = 0.25$.

Figure 10 shows adiabatic effectiveness histories for the points shown in Fig. 11 for the case in which the blowing is pulsed between $M = 1$ and $M = 0$ ($M = 0.5$). The transient events took place over only approximately one unit of nondimensional time (less than a fifth of the time that the coolant is turned “off”). Indeed, transient events of order one unit of nondimensional time would be expected since it takes one unit of nondimensional time for the freestream to travel one leading edge diameter. Likewise, it takes a discernable amount of time for the adiabatic effectiveness to respond to the step change in blowing ratio, with longer amounts of time required farther downstream from the coolant hole. Perhaps the most striking result is the 27% overshoot in the adiabatic effectiveness at Point F over the steady state value for a short period of time after turning on the coolant (at $T \approx 4.3$). Similar overshoots occur at other points as well.

From Fig. 10, it is evident that the frequency is low enough that the film cooling jet is “on” long enough for steady-state to be attained, i.e., the state of the flow in the region of the cylindrical leading edge at $T = 6.62$ is identical to that which it would be if steady film cooling were used. This aspect of the flow caused periodic steady state to be attained for the very first cycle, provided the initial condition was the steady jet flowfield, as indicated earlier.
In order to investigate jet lift-off during the steady-state transient startup event, Fig. 12 shows nondimensional temperature contours for the transient startup event for the case of pulsed coolant between $M = 1$ and $M = 0$ for fluid in a plane normal to the surface at $x/d = 1$. The time period $3.4 \leq T \leq 4.1$ was selected based on the time period over which the transient event occurs in the near hole region (Points A, B, and C) from Fig. 10. The blowing ratio switches from $M = 0$ to $M = 1$ at $T = 3.31$. By $T = 4.1$, the temperature profile at $x/d = 1$ has nearly reached steady state and there is little change during the interval $4.1 \leq T \leq 6.6$. At $T = 3.5$ the coolant penetrates the freestream beyond $1$ from the surface at $x/d = 1$ before it settles. Note in Fig. 12, $T = 4.1$, as the contours at $x/d = 1$ have reached steady-state, the coolest region of fluid at $y/d = 0$ is separated from the surface by a third of a hole diameter. This jet lift-off is indicative of inefficient use of coolant at $M = 1$.

The corresponding adiabatic effectiveness contours are shown in Fig. 13. Because the surface is modeled as adiabatic, the surface temperature of the CFD model directly follows the adiabatic wall temperature, a fluid property, rather than some damped temperature that would occur on an actual conducting component. In Fig. 13 the region of nonzero $\eta$ at $T = 3.4$ is due to seepage of coolant out of the hole (also see $T = 3.4$ in Fig. 12) as a result of continuous mixing between the fluid in the coolant hole and the external flow during the period that the coolant is off. After the coolant jet is turned on ($T = 3.4$ through $T = 3.8$), the momentum of the jet increases and the region of elevated $\eta$ moves to the lower end of the coolant hole. As this occurs, the region of elevated $\eta$ from the coolant seepage during the off-period shrinks until it disappears at $T = 3.7$. The adiabatic effectiveness in that region is actually higher while the coolant jet is off than while the coolant jet is on.
Fig. 13 Adiabatic effectiveness contours for transient jet startup for the case of pulsed coolant between $M = 1$ and $M = 0$, $\bar{M} = 0.50$ (arrows indicate direction of coolant and freestream)

Heat transfer coefficient ratio, $h_f / h_0$, contours for the transient startup event for the pulsed case between $M = 1$ and $M = 0$, are shown in Fig. 14. The heat transfer coefficient generally increases during the course of the transient event. Immediately evident by comparing $h_f / h_0$ in Fig. 14 to $\eta$ in Fig. 13 at $T = 4.1$, which is nearing steady state condition, is that of the two tines of elevated $h_f / h_0$, the more severe one is protected by the highest levels of adiabatic effectiveness; however, the region of the top tine has much less protection from the film coolant.

Fig. 14 $h_f / h_0$ contours for transient jet startup for the case of pulsed coolant between $M = 1$ and $M = 0$, $\bar{M} = 0.50$ (arrows indicate direction of coolant and freestream)

With temporally resolved heat transfer coefficient distributions and adiabatic effectiveness data, we can compute the average net heat flux reduction, shown in Fig. 15. As one might expect from Figs. 13 and 14, there is a large region of negative net heat flux reduction (thus it is a region of net heat flux increase) where the heat transfer coefficient is elevated by the jet without a commensurate increase in adiabatic effectiveness. In this region the net heat flux is increased 20%. However, downstream of the lower part of the coolant hole, a favorable net heat flux reduction exists, with the 60% contour extending to $x/d = 5$. The coolant seepage from the top of the coolant hole during the time that the coolant jet is off results in an elevated $\Delta q$, downstream of the top of the coolant hole.

The role of the cross coupling term alone in influencing the net heat flux reduction is shown in Fig. 16. The region in which this term accounts for an effect greater than 5% is narrow, but extends to $x/d = 4$. Immediately adjacent to the coolant hole, the term accounts for a 50% net heat flux reduction. It is also important to note that this term has a
beneficial effect wherever \( h_f \) and \( \eta \) fluctuate in phase, as is generally the case. Although not shown, the erroneous average net heat flux reduction that would have been obtained by improperly substituting \( \overline{h_f} \) and \( \overline{\eta} \) into Eq. (3) would be given by the difference of the values reported in Figs. 15 and 16.

\[
\begin{align*}
\text{Fig. 15} & \quad \text{Average net heat flux reduction, } \overline{\Delta q}, \text{ for the case of pulsed coolant between } M = 1 \text{ and } M = 0, \overline{M} = 0.50 \\
\text{Fig. 16} & \quad \text{Influence of cross coupling term alone, } \overline{h_f} \psi / \overline{(h_0 \phi)}, \text{ on average net heat flux reduction for the case of pulsed coolant between } M = 1 \text{ and } M = 0, \overline{M} = 0.50
\end{align*}
\]

In addition to the case of coolant pulsed between \( M = 1 \) and \( M = 0 \), the case of pulsed between \( M = 0.75 \) and \( M = 0.25 \) with the same average blowing ratio was also studied. Average net heat flux reduction is shown in Fig. 17. The region of negative net heat flux reduction downstream of the top of the hole is smaller than with the \( M = 1 \) and \( M = 0 \) case due to better film coverage afforded in that region during the period that the film coolant is at \( M = 0.25 \).

\[
\begin{align*}
\text{Fig. 17} & \quad \text{Average net heat flux reduction, } \overline{\Delta q}, \text{ for the case of pulsed coolant between } M = 0.75 \text{ and } M = 0.25, \overline{M} = 0.50 \\
\text{Fig. 18} & \quad \text{Average net heat flux reduction, } \overline{\Delta q}, \text{ for the case of pulsed coolant between } M = 0.5 \text{ and } M = 0, \overline{M} = 0.25
\end{align*}
\]

Net heat flux reduction results for two pulsed cases with \( \overline{M} = 0.25 \) are shown in Figs. 18 and 19. It is clear that neither case has net heat flux reduction superior to the steady jet case at the same average blowing ratio as shown in Fig. 9. As with the case of coolant pulsed between \( M = 1 \) and \( M = 0 \), a small region of elevated \( \overline{\Delta q} \) is evident downstream of the top of the coolant hole due to coolant seepage during the \( M = 0 \) period.
In order to more generally characterize the performance of the various cooling schemes, adiabatic effectiveness results were spanwise averaged and plotted in Fig. 20. The region of spanwise averaging was taken to be -3.93 < y/d < 3.93, typical of the spacing between coolant holes on an actual blade. An improvement in adiabatic effectiveness by pulsing the coolant flow suggested by Ekkad et al. [2] is not evident in these results. For each average blowing ratio, the higher oscillation amplitudes yielded lower spanwise averaged adiabatic effectiveness. Although the computational geometry matches that of Ekkad et al. [2], the perfect square wave pulsation used in this computational study is impossible to achieve in the laboratory, and the precise waveform from the laboratory experiment is unknown. In particular, the capacitive effect of the plenum located between the valve and the hole, which was not modeled in the current computational study, could influence the waveform.

Simple spanwise averaging of the net heat flux reduction data would yield an average of a percent change. Instead, we seek a more useful indication of the reduction in the average heat flux along the spanwise direction defined as:

$$\Delta q_{r,\text{span}} = 1 - \frac{\int_{-\Delta y}^{\Delta y} q_j dy}{\int_{-\Delta y}^{\Delta y} q_0 dy}$$  \hspace{1cm} (7)$$

With unsteady film cooling, Eq. (7) becomes,

$$\Delta q_{r,\text{span}} = 1 - \frac{\int_{-\Delta y}^{\Delta y} \left( h_j \left( \phi - \eta \right) - h_j \phi \right) dy}{\int_{-\Delta y}^{\Delta y} h_j \phi dy}$$  \hspace{1cm} (8)$$

The net heat flux reduction reported in this fashion is shown in Fig. 21. For the cases presented here, pulsing degrades performance with the severity of degradation being directly related to the amplitude in $M$. Because performance of steady film cooling with respect to blowing ratio in terms of the net heat flux reduction is peaked in nature with an optimum blowing ratio, alternating between two blowing ratios at a low frequency such that steady state arises during the cycle gives poorer performance than with steady coolant at the average blowing ratio.

**CONCLUSION**

The steady $M = 0.25$ and $M = 0.50$ cases both performed comparably in terms of net heat flux reduction. Although the $M = 0.50$ case had slightly higher spanwise averaged adiabatic effectiveness ($\Delta \eta \approx 0.02$) than the $M = 0.25$ case, the greater heat transfer coefficient resulted in very similar net heat flux reduction performance.

The cross coupled term in the unsteady form of the net heat flux reduction equation was demonstrated to have a 50% effect on net heat flux adjacent to the hole with decreasing...
importance out to $x/d = 4.5$ for the case of coolant pulsed between $M = 1$ and $M = 0$. Although the term is of less importance for lower pulsation amplitudes, neglecting this term could lead to very large errors in $\Delta q_r$. Because $h$ and $\eta_t$ tend to fluctuate in phase, the positive nature of the term would cause an analysis neglecting it to underestimate the net heat flux reduction.

Spatial and time resolved adiabatic effectiveness and heat transfer coefficient data demonstrate that net heat flux is generally increased by pulsing the film coolant at $F = 0.151$ and $DC = 50\%$. Heat transfer coefficient was only marginally affected by pulsing, with small reductions occurring particularly in cases for which the coolant is turned off during the cycle, evidently due to nonlinearity in the behavior of heat transfer coefficient with blowing ratio. The poorer net heat flux reduction performance of the pulsed schemes was rooted primarily in reduced adiabatic effectiveness, which in the more severe cases was cut in half by pulsing. The pulsing frequency is slow enough that transient events account for only approximately 30% of the total period, suggesting that the behavior of a pulsed scheme is dominated by the behavior of the average of behavior of the two blowing ratios between which the coolant fluctuates. The extent of this increase depends on the average blowing ratio and the amplitude of the oscillation, with poorer performance associated with greater oscillation amplitude.

The views expressed in this article are those of the author and do not reflect the official policy or position of the United States Air Force, Department of Defense, or the U.S. Government.
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