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Summary 
 
Our report establishes a basis for controlled nonlinear energy deposition for surgery and material processing in 
transparent dielectrics, exemplified on optical breakdown in aqueous media. 

Background and motivation 

While linear absorption of laser-light has always been seen as a means of controlled energy deposition, nonlinear 
absorption via optical breakdown was initially regarded as annoying and rather useless because its occurrence 
was often related to optical damage (see “Boulder Damage Symposium”).  Later optical breakdown was 
employed for intraocular surgery (“photodisruption”), and, especially after the advent of reliable femtosecond 
laser technology, for precise material processing. However, the theoretical treatment of optical breakdown 
phenomena still lags behind. Most modeling approaches still focus on the determination of a “breakdown 
threshold” in terms of a critical free-electron density and do not attempt to model the target energy density (and 
distribution) as a function of incident laser energy. This is largely due to the complexity of nonlinear energy 
deposition. In the next paragraphs, we will shortly describe the many factors involved in nonlinear energy 
deposition to set the stage for the approach taken in the present report/thesis.  

In linear energy deposition via one-photon absorption, the energy density reached at the end of the laser irra-
diation is determined by the linear absorption coefficient and scattering coefficient, and the light energy is 
deposited via excitation of electronic, vibrational and rotational states of the target molecules. 

If the absorption and/or scattering coefficient change because of the temperature rise during the laser pulse, one-
photon absorption already assumes a nonlinear character. 

The next step in complexity is reached when energy is deposited through multiphoton excitation of electronic 
states, possibly besides one photon absorption in other molecules. Here, large irradiances and strong nonlinear-
rities are involved.  

Finally, free electrons are generated by multiphoton ionization (MPI) and tunnel ionization, gain energy by 
inverse bremsstrahlung absorption and create additional free electrons by impact ionization, resulting in an 
ionization avalanche (AI). The energy of the free electrons is then thermalized by collisions and recombination. 

As in linear absorption, the cross sections for the individual absorption processes change with temperature 
(mediated by changes in collision frequency of the free electrons), and at large T, thermal ionization (TI) comes 
into play as an additional ionization mechanism.  

Energy losses in linear one photon absorption usually occur through heat diffusion or, after the onset of phase 
changes, through ablation. In nonlinear absorption, electron diffusion out of the irradiated volume comes into 
play as an additional loss mechanisms, and, for large energy densities, radiative losses start to play a role. 

For laser beams traversing a target material, energy deposition will, furthermore, be influenced by nonlinear 
propagation effects such as self-focusing, self-phase modulation, plasma defocusing, and (for ns pulses) SBS. In 
this study, we focus on energy deposition at large numerical apertures (NA), because in this case nonlinear beam 
propagation can be neglected [Sch01], which facilitates the investigations of nonlinear energy deposition. 

A key element of nonlinear energy deposition is the interaction between tunnel, multiphoton, and cascade 
ionization. Therefore, special emphasis will be placed on this aspect but the other above mentioned factors 
relevant for nonlinear energy deposition will also be considered.  

The interplay between the different ionization mechanisms is still a subject of strong debate. While some 
researchers state that femtosecond breakdown is mainly driven by multiphoton ionization, with relatively weak 
support by avalanche ionization [Kai00, Ret04], others claim that the contribution of multiphoton ionization is 
minor, photoionization consists mainly of tunnel ionization, and the main role is played by avalanche ionization 
down to pulse durations well below 100 fs [Du96, Jog04]. For nanosecond breakdown, the most controversial 
question is whether „lucky‟ background electrons [Bas72, Blo74], impurities and defects, or multiphoton 
ionization across the entire bandgap [Ken95, Noa99, Vog05] initiate the ionization avalanche.  

Another open question regarding the dynamics of nanosecond breakdown is the interplay between avalanche 
ionization, thermalization of the free electron energy by recombination, and thermal ionization. A common view 
is that the avalanche, once initiated, immediately progresses to full ionization [Bloe74, Stu96, Jog04]. However, 
it is conceivable that at short wavelengths for which the avalanche progresses slower than at longer wavelengths, 
it may be limited by recombination to a level below full ionization until thermal ionization overcomes recom-
bination and full-density plasmas are produced. This stepwise increase of the degree of ionization would imply a 
potential for controlled, tunable nonlinear energy deposition. 
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Objectives 
The interplay of the various ionization mechanisms reveals itself through the dependence of breakdown events 
on laser parameters such as pulse duration, wavelength, and pulse energy. In the past, the dependence of the 
breakdown threshold on pulse duration has attracted most attention because of the lowering of the energy 
threshold with decreasing pulse duration that enables precise material processing. In the present study, these 
aspects are included because we use pulse durations ranging from ≈ 300 fs to ≈ 10 ns. However, we go far 
beyond by presenting a detailed analysis of the wavelength dependence of the breakdown thresholds for 
nanosecond and femtosecond breakdown, and of the dependence of energy deposition on laser pulse energy. 
These studies are performed with unprecedented wavelength and energy resolution. They reveal previously 
unknown features of the optical breakdown process, and enable to assess the possibilities of controlled nonlinear 
energy deposition in the entire wavelength-pulse duration (- L) parameter space.  

Experiments 

In order to achieve reproducible laser effects and precise threshold values, we use laser pulses with smooth 
temporal shape and good transverse beam profile that are focused by UV-VI-IR corrected water-immersion 
microscope objectives. Breakdown parameters determined for single-longitudinal mode (slm) nanosecond laser 
pulses with smooth shape are compared to the effects produced by pulses from regular laser sources exhibiting 
picosecond spikes due to longitudinal mode beating. All relevant laser parameters such as pulse duration, shape 
or spectrum, and energy are measured for each individual laser pulse, and the laser beam quality parameter M 2 is 
measured where appropriate.  

Femtosecond- picosecond and nanosecond lasers emitting at fixed UV, visible, and IR wavelengths are used to 
examine Rmax (EL), Ith(NA), and threshold sharpness at a grid of parameters in the (- L) space. A femtosecond 
OPO and a slm nanosecond OPO are used to investigate Ith() for pulse durations of ≈ 265 fs in the range 
between 330 nm and 1100 nm at 50 individual wavelengths, and ≈ 2 ns in the range between 725 nm and 
1030nm at 21 wavelengths. 

Acquisition of the large amount of data required to investigate the parameter dependencies listed above was 
made possible by a recently developed probe beam scattering technique for precise (10 nm accuracy) and rapid 
determination of the bubble size [Vog08]. The setup also enables photography of the plasma luminescence and 
cavitation bubbles with 1 µm spatial resolution. Together with transmission measurements, this capability is used 
to investigate the plasma energy density. 

Modeling 

Vogel et al. recently presented a rate equation model of optical breakdown in transparent dielectrics that con-
siders photoionization based on the Keldysh theory [Kel65], avalanche ionization, recombination, and diffusion 
losses [Vog05]. This model is now extended to consider heating through linear absorption, heating via collision 
losses and recombination of the free electrons produced by nonlinear absorption, and its counteraction by heat 
diffusion out of the focal volume. Sufficiently high temperatures result in thermal ionization accelerating the 
ionization avalanche. 

Historically, breakdown models usually aimed at calculating the irradiance necessary to produce a certain critical 
free-electron density that was identified with the breakdown threshold. However, this approach is not suitable for 
comparison with experiments that detect a phase transition such as bubble formation, or plasma luminescence, 
Moreover, it cannot guide the selection of laser parameters for material processing that relies on the knowledge 
of the volumetric energy density  and temperature T  produced by the laser pulse. Therefore, we link the 
theoretical analysis to energy density and temperature, and use critical temperature values to define the 
thresholds for bubble formation and plasma luminescence. 

Wavelength dependence of breakdown thresholds 

The wavelength dependence Ith() of nanosecond breakdown enables to distinguish between extrinsic initiation 
of breakdown by impurities and intrinsic breakdown. Initiation of the breakdown process by multiphoton 
ionization should result in a stepwise increase of the threshold irradiance, Ith, at wavelengths above which one 
more photon is required to overcome the band gap [Blo74]. Such behavior is indeed observed in our experi-
ments, and the wavelength separation of the steps is in good agreement with literature data on the band gap of 
liquid water. Similar steps observed in the wavelength dependence of femtosecond breakdown would indicate a 
significant role of multiphoton ionization compared to tunneling. However, the scatter of the experimental data is 
too large to verify the small oscillations of Ith() predicted by model calculations. 

Further information on the importance of impurities for breakdown initiation compared to intrinsic factors is 
obtained by examining the dependence of threshold values and sharpness on numerical aperture, Ith(NA) for IR 
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nanosecond breakdown. As expected, impurities (either ions or solvated electrons) play an increasing role with 
decreasing NA, i.e. larger focal volume. However, these impurities just lead to local avalanche resulting in 
minute bubbles, while the creation of luminescent plasmas remains linked to the generation of a minimum start 
electron density by photoionization. 

Both for nanosecond and femtosecond breakdown, the slope of the Ith() curves provides information about the 
relative importance of photoionization (threshold increases with increasing wavelength) and cascade ionization 
(threshold decreases with increasing wavelength). Model calculations of the Ith() curves are fitted to the 
experimentally determined Ith() data, using the collision time between free electrons and heavy particles, and 
the seed electron density provided by photoionization as fitting parameters. 

Dependence of nonlinear energy deposition on laser pulse energy 

Nanosecond breakdown at IR wavelengths is characterized by an abrupt threshold above which highly disruptive 
luminescent plasmas are produced [Vog96b]. By contrast, femtosecond breakdown first leads to low-density 
plasmas, at higher pulse energies to bubble formation, and finally to luminescent plasmas with large energy 
density [Vog05, this study]. This implies a tunability of laser effects from chemical modifications to disruptive 
effects that is highly desired for laser surgery and materials processing [Vog05]. The different scenarios are 
indicative for a different interplay of the various ionization mechanisms.  

In the present study, we examine the tunability of laser effects at various points in the (- L) parameter space. 
For this pupose, we take the size Rmax of the laser-produced cavitation bubbles in water as a measure for the total 
amount of deposited energy, and use it to assess the conversion of laser energy EL into mechanical energy. The 
Rmax (EL) curves then portray the tunability.  

Our results reveal that tunability is not restricted to femtosecond breakdown but exists also in nanosecond 
breakdown at UV and visible wavelengths. It is reflected in two separate breakdown thresholds, a lower thre-
shold for the formation of minute cavitation bubbles and, at 3 – 30 times larger energy, another threshold for the 
creation of brightly luminescent plasmas and large bubbles. This important finding is explained and confirmed 
by model calculations considering the interplay of all ionization mechanisms and recombination. The calcu-
lations yield good agreement between the predictted dependence of the volumetric energy density on laser pulse 
energy,  (EL), with the measured dependence between cavitation bubble energy and pulse energy, EB(EL).  

Experimental results and model predictions together show that controlled, tunable nonlinear energy deposition 
can be achieved in a large part of the (- L) space if laser pulses with smooth temporal shape and good beam 
profile are used to produce breakdown. We employ the model to create a map of the (,) parameter space in 
which the dependence of target temperature on laser energy is calculated for each (,) value. This „tunability‟ 
map for the magnitude of laser effects is very useful in guiding the choice of laser parameters for a large variety 
of applications. 

Dependence of plasma energy density on laser parameters 

The cavitation bubble energy reflects the total amount of deposited energy but additional information is required 
to determine the corresponding plasma energy density and assess its temperature and pressure. We take 
photographs of the plasma luminescence to determine the plasma volume, and measure the plasma transmission 
to assess the energy absorbed in this volume. These data, together with structural details on the photographs, 
provide valuable information on the plasma size dependence on incident laser energy, the average plasma energy 
density, and hot regions within the plasma. 

For femtosecond breakdown, the energy deposition is stress confined, i.e. it occurs so rapidly that the focal 
volume cannot expand during the thermalization of the laser energy. Therefore, the laser-induced temperature 
rise leads to a large pressure rise that upon relaxation produces tensile stress in the center of the focal volume 
[Vog05]. The tensile stress facilitates bubble formation, and, therefore, the energy density at the bubble 
formation threshold is only 0.62 kJ/cm3, about half of the value required for bubble formation in nanosecond 
breakdown that occurs at the spinodal limit ( 573 K) [Vog03]. 

In the regime where luminescent plasmas are produced, the energy density in bulk media is also larger for ns 
breakdown than for fs breakdown. The reason is that in fs breakdown only one set of free electrons is produced 
during the laser pulse, the energy of which is thermalized after the pulse [Noack&Vogel99]. By contrast, the 
duration of nanosecond pulses is 2 -3 orders of magnitude longer than the thermalization time, which implies a 
continuous energy flow from free electrons to heavy particles resulting in constant heating of the focal volume 
during the pulse and in very large energy densities. While the energy density observed in fs breakdown well 
above the BPL threshold is ≈ 10 kJ/cm3, it is at least 270 kJ/cm3 in the center of ns plasmas, and probably even 
higher in upstream-directed, fingered, filamentous structures along which the plasma grows. 



 

 

8 

 

Because the energy deposition in fs breakdown is stress-confined (isochoric), both energy density and mass 
density are known. This is used to determine temperature and pressure in the BPL regime using an EOS for high-
energy density water [Mat06, Mat07]. We obtain Taverage  2800 K, Tpeak  6000 K, and paverage  4800 MPa. The 
peak temperatures in ns plasmas are estimated to exceed 105 K. 

For fs and 30- ps pulses, the dependence of plasma length on laser pulse energy agrees reasonably well with the 
“moving breakdown model” that correlates plasma growth with the extent of the region in which the incident 
laser irradiance exceeds the breakdown threshold Ith [Vog96b]. However, for ns breakdown, the plasmas are 
much larger than predicted by the moving breakdown model. The temperature above the BPL threshold would, 
according to the predictions of our plasma formation model that neglects plasma growth and shielding, exceed a 
value of 107 K, which is not realistic.  

Such large energy density values are not reached because the deposited energy is dissipated via radiative energy 
transport beyond the laser cone angle and the laser focus once the volumetric energy density is sufficiently high 
to overcome immediate re-absorption. Radiative energy transport causes a diffusely luminescent halo that 
extends more than 20 µm beyond the well-defined region of original energy deposition. Since UV plasma 
emission in the wavelength range from 40 nm to 100 nm is reabsorbed within a distance of 10-100 nm, and only 
x-ray radiation in the water window of 2.5 nm <  < 5 nm has a penetration depth corresponding to our 
experimental observations, we conclude that the peak energy densities in ns plasmas produced in bulk water at 
large numerical apertures is sufficiently high to produce soft X-rays. 

How laser plasma coupling can lead to such large plasma energy densities still needs to be understood because 
free electron densities well above the critical density at which plasma becomes both highly reflective and 
absorbing are involved. We present evidence for efficient coupling into the small-scale filamentous high-density 
structures that, similar to the case of inertial laser fusion, may be explainable though the action of evanescent 
waves [God72, God79, God95].  

We conclude that both femtosecond and nanosecond optical breakdown in bulk dielectrics span an enormous 
range of energy densities from <0.6 kJ/cm3 below the bubble formation threshold to peak densities up to 10-40 
kJ/cm3 for fs breakdown (depending on wavelength) and up to above 270 kJ/cm3 (more than 100x the 
vaporization enthalpy of water) for ns breakdown. In the range below the threshold for bright plasma 
luminescence at  6000 K, the energy density is readily tunable by variation of the incident laser energy. Above 
this value, the avalanche supported by thermal ionization progresses to full ionization, and radiative energy 
transfer sets in. In this regime, an increase of the incident laser energy is mainly reflected in a growth of the 
plasma volume rather than in a further increase of the energy density.  

Implications for laser nanosurgery and materials processing 

The incorporation of all ionization mechanisms including thermal ionization into the theoretical treatment of 
breakdown together with the consideration of losses by recombination, free electron diffusion and heat diffusion 
has enabled us to model the gradual increase of energy deposition with increasing laser pulse energy. The 
introduction of temperature-related breakdown criteria directly links plasma modeling to changes in the target 
relevant for laser surgery and material processing, such as bubble formation or plasma luminescence. Based on 
these criteria, we created a „tunability‟ map of the (- L) parameter space presenting the dependence of the 
laser-produced temperature on the incident laser energy. This map can guide the choice of laser parameters 
appropriate for different types of applications employing nonlinear energy deposition. 

The sensitive probe beam scattering technique developed for the detection of the bubble formation threshold at 
large numerical aperture led us to the discovery that nano-effects can be produced in a very cost-effective 
manner using UV- and VIS nanosecond laser pulses delivered from microchip lasers. This discovery can be used 
for nano-surgery of cells and tissues as well as for the modification of glass and other dielectric solids in 
applications such as nano-morphing and wave guide writing.  

We created an algorithm for automatic evaluation of the probe beam scattering signals that presently runs at 
repetition rates up to 30 Hz but can be further accelerated to ≈ 1 kHz. This algorithm allows for an online 
dosimetry of cell and tissue surgery that complements the controlled nonlinear energy deposition.  
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1. Introduction 
The content of this report that establishes a basis for controlled nonlinear energy deposition for surgery and 
material processing in transparent dielectrics, extends far beyond the initial scope of the research project  
“Roles of tunneling, multiphoton ionization, and cascade ionization for optical breakdown in aqueous media.”  

 The relative importance of multiphoton and tunnel ionization compared to the role of avalanche ionization 
is still a matter of controversy in the research community exploring optical breakdown in condensed matter. 
While some theoreticians doubt that avalanche ionization plays a large role in breakdown induced by femto-
second laser pulses because of the time constraints governing the gain of kinetic energy required for impact 
ionization [Kai00, Ret04], the others neglect these constraints [Tien99, Jog04], claim that multiphoton ionization 
is strongly quenched by collisions [Du96] and conclude that avalanche ionization dominates both femtosecond 
and nanosecond breakdown [Jog03, Jog04]. We intended to tackle this question by investigating the wavelength 
dependence Ith() of nanosecond and femtosecond optical breakdown, using bubble formation as breakdown 
criterion. 

 These investigations required the development of a technique for bubble detection that was sufficiently 
sensitive to detect minute bubbles with a size below the optical diffraction limit [Vog05] and sufficiently fast to 
perform a large number of measurements in reasonable time. The technique was recently published in PRL 
[Vog08]. It was complemented by the possibility to take photographs of the laser-induced plasmas in side view 
with 1 µm resolution and a novel Schlieren technique that enables to visualize refractive index changes in the 
focal volume with high sensitivity and large dynamic range [Vog06]. This possibility offered the option to 
investigate the initiation mechanism of breakdown, and the plasma shape and structure. 

 When we applied the novel, sensitive technique to nanosecond breakdown at UV and VIS wavelengths, we 
made an unexpected discovery. We found that nanosecond breakdown at short wavelengths produced by laser 
pulses with smooth temporal shape is characterized by a gradual increase of energy deposition, in a fashion 
similar to femtosecond breakdown and very different from IR nanosecond breakdown where the energy density 
at threshold immediately rises to very large values. The gradual increase of plasma energy density with 
irradiance corresponds to two separate and distinct thresholds for bubble formation and bright plasma 
luminescence. This discovery opens new avenues for precise and cost-effective laser surgery and materials 
processing.  

 Based on the advanced theoretical model presented in section 2 of this report that includes the temperature 
evolution in the focal volume and thermal ionization, we can explain the two-step behavior by looking at the 
interplay of the underlying ionization mechanisms and recombination. The model calculations helped us realize 
that controlled nonlinear deposition of energy into transparent dielectrics is possible not only when using 
femtosecond pulses but can be achieved in a large part of the (wavelength/pulse duration) parameter space. 
Motivated by this insight, we extended the scope of the study from a determination of breakdown thresholds 
Ith() to include the energy dependence of the vigor of the laser effects, i.e. the tunability of nonlinear energy 
deposition.  

 Experimentally, we studied the dependence of the size of the laser-induced bubbles on pulse energy at 
various wavelength/pulse duration combinations, and measured plasma volume and transmission to determine 
the plasma energy density. In our modeling efforts, we introduced a critical temperature rise Tcr produced by 
nonlinear energy deposition as criterion to describe the threshold for bubble formation and bright plasma lumi-
nescence (BPL). The temperature criterion replaces the old criterion of a critical free electron density cr that is 
not linked to any observable experimental event and, even worse, implies a dependence of the temperature 
corresponding to cr on pulse duration and laser wavelength. The advanced model now enables us to calculate 
the dependence of focus temperature on laser pulse energy, T (EL), for each location in the (L, ) parameter 
space. We used this capability to create a „tunability map‟ in which we plot the normalized irradiance difference 
between BPL and bubble threshold as a function of (L, ). This „tunability‟ map can guide the choice of laser 
parameters for precise and cost-effective laser surgery and materials processing. 

 What started as enterprise to elucidate the interplay between different ionization mechanisms in aqueous 
media has thus brought about results that change paradigms in the theoretical analysis of nonlinear energy 
deposition and materials modification. 
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2. Theoretical description and modeling of optical breakdown 

2.1 Plasma formation 
In order to provide a coherent picture of our modeling efforts of fs and ns optical breakdown in aqueous media, 
we first summarize the classical modeling of photoionization and avalanche ionization including the full Keldysh 
theory, following reference [Vog05]. In section 2.1.4 we then present the modeling of thermal ionization that is 
coupled with Kennedy`s multiphoton approximation of the Keldysh theory. 

2.1.1. Qualitative picture 
The process of plasma formation through laser-induced breakdown in water is schematically depicted in Fig. 2.1. 
The generation of quasi free electrons is based on an interplay of photo-ionization and avalanche ionization. To 
describe the breakdown process in water, Sacchi [Sac91] has proposed that water should be treated as an 
amorphous semiconductor and the excitation energy (regarded as the energy required for a transition from the 
molecular 1b1 orbital into the excitation band) is 6.5 eV [Gra79, Nik83, Wil76]. We follow this approach and 
identify the excitation energy of 6.5 eV with the band gap energy. For simplicity, we will use the terms "free 
electrons" and "ionization" as abbreviations for "quasi-free electrons" and "excitation into the conduction band". 

 The electrons in the valence band can overcome the band gap either by photoionization (multiphoton 
ionization or tunneling [Amm86, Kel65]), or by impact ionization [Arn92, Rea71, Rid99, Tho81,]. In previous 
breakdown models, it was often assumed that a free electron could be produced as soon as the band gap energy  
was exceeded either by the sum of the simultaneously absorbed photons, or by the kinetic energy of an impacting 
free electron [Fen97, Ken95, Noa99, Tie99].  However, for very short laser pulses for which the optical 
breakdown starts only at large irradiance values, the band gap energy has to be replaced by the effective 
ionization potential to account for the oscillation energy of the electron due to the electric laser field. The 
ionization potential is [Kel65] 

        2

22

4
~

m
Ee

 ,        (2.1) 

where  denotes the circular frequency, E is the amplitude of the electric laser field, e is the electron charge, and 
1/m = 1/mc + 1/m is the exciton reduced mass that is given by the effective masses mc of the quasi-free electron 
in the conduction band and m  of the hole in the valence band.  The second term in equation (2.1) can be 
neglected in nanosecond optical breakdown but must be considered in femtosecond optical breakdown where E 
is orders of magnitude larger. For multiphoton ionization, the number of photons required to ionize is then  

2

22

4 m
EeK          (2.2) 

where the symbol <x> is the integer part of the number x. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.1 Interplay of photoionization, inverse Bremsstrahlung absorption and impact ionization in the process of plasma 
formation during optical breakdown in water. Recurring sequences of inverse Bremsstrahlung absorption events and impact 
ionization lead to an avalanche growth in the number of free electrons.  The requirements to satisfy the conservation laws for 
energy and momentum in impact ionization, and their consequences for plasma formation are discussed in the text. 
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Photoionization 
Multiphoton ionization (MPI) and tunneling are the mechanisms governing photoionization for different field 
strengths E and frequencies  of the electromagnetic field. Keldysh introduced a parameter  in his classical 
paper [Kel65] to distinguish between tunneling and MPI regime: 

eE
m

t


 




 .        (2.3) 

Here 1/ t stands for the tunneling time through the atomic potential barrier which is inversely proportional to 
the strength of the electromagnetic field. For values  << 1 as obtained with low frequencies and large field 
strengths tunneling is responsible for ionization, while for values  >> 1 typical for optical frequencies and 
moderate field strengths the probability of MPI is much higher than that of tunneling. With the parameter , the 
effective ionization potential in equation (2.1) can be written as 

        







 24

11~


         (2.4) 

 Femtosecond optical breakdown requires very high field strengths for which the tunneling time through the 
atomic potential barrier is extremely short, leading to values  < 1 of the Keldysh parameter even for optical 
frequencies. Approximations of the Keldysh theory considering only multiphoton ionization that were used in 
previous breakdown models [Fen97, Ken95, Noa99] are thus inappropriate for the modeling of femtosecond 
breakdown, especially for pulse durations below 100 fs. 
 
Impact ionization 
Once a free electron is produced by photoionization in the focal volume of the medium, it can absorb photons in 
a non-resonant process called “inverse Bremsstrahlung” in the course of collisions with heavy charged particles 
(ions or atomic nuclei) [Rea71]. A third particle (ion/atom) is necessary for conservation of energy and 
momentum during the absorption process, as they cannot be both conserved if only an electron and a photon 
interact.  The free electron in the conduction band gains kinetic energy during the absorption of the photon.  
After a sequence of several inverse Bremsstrahlung absorption events, the kinetic energy is sufficiently large to 
produce another free electron through impact ionization [Arn92, Kai00, Rid99, Tho91].  Two free electrons with 
low kinetic energies are now available which can gain energy through inverse Bremsstrahlung absorption. This 
process is shown in figure 2.1. The recurring sequence of inverse Bremsstrahlung absorption events and impact 
ionization leads to an avalanche growth in the number of free electrons if the irradiance is high enough to 
overcome the losses of free electrons through diffusion out of the focal volume and through recombination.  The 
energy gain through inverse Bremsstrahlung must, moreover, be more rapid than the energy loss by collisions 
with heavy particles occurring without simultaneous absorption of a photon (the fraction of energy lost is 
proportional to the ratio of the electron and ion masses).  The whole process is called “avalanche ionization”, or 
“cascade ionization”. 

 The basic requirement for impact ionization is that the kinetic energy of the impacting electron is larger 
than the effective ionization potential ~  to satisfy the conservation laws for energy and momentum [Kel60, 
Rid99].  According to Ridley [Rid99], the critical energy for bands with parabolic energy dispersion is 

       













~
1

21



critE ,     with 

v
c

m
m

 .      (2.5) 

The value of µ depends on the band structure, it is 1 for a symmetric band structure with the Fermi level at the 
center of the band gap but smaller for semiconductors [Rid99]. Kaiser et. al. assumed µ = 1 for -SiO2 [Kai00], 
and since we did not find information on the value of µ for water, we follow their assumption.  This implies that 
a kinetic energy of Ecrit = 1.5 ~  is required for impact ionization [Kai00, Ret04]. The excess energy of 0.5 

~  that 
remains after impact ionization is distributed among the collision partners [Kai00, Rid99, Stu96]. Thus, each 
quasi-free electron produced by impact ionization has to gain less energy than 1.5 ~  to reach the critical energy.  
However, the average energy leading to an impact ionization event is larger than Ecrit because the impact ioni-
zation rate increases with kinetic energy [Arn92, Kai00, Kel60, Ret04]. To consider both factors, we assume that 
the average energy gain required for a free electron to cause impact ionization is 1.5 ~ , as illustrated in Fig. 2.1. 

 Since several consecutive inverse Bremsstrahlung absorption events are necessary for a free electron to 
pick up the critical energy for impact ionization, there are time constraints on cascade ionization.  For a band gap 
of 6.5 eV in water and a Keldysh parameter  = 2, the effective ionization potential is ~   7.3 eV, and the 
average gain in kinetic energy required to enable impact ionization is 1.5 ~   10.95 eV.  When laser irradiation 
of  = 1064 nm wavelength with a photon energy of 1.17 eV is used to produce optical breakdown, an electron 
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must undergo at least 10 inverse Bremsstrahlung absorption events before impact ionization can occur.  As 
mentioned above, inverse Bremsstrahlung absorption can only occur during collisions of the electrons with 
heavy particles. A recent comparison between experimental results for fused silica and modeling predictions 
yielded a time   between these collisions of  = 1.7 fs [Sun05], and in our study we obtain a value of 1.6 fs for fs 
breakdown in water. Based on the latter value, the minimum time for one doubling sequence of the number of 
free electrons by cascade ionization is 16 fs even if every collision involves the absorption of one photon.   

In our numerical model, we combine the Keldysh model for strong-field ionization (including both 
tunneling and multiphoton absorption) [Kel65] with Shen‟s, Kennedy‟s, and Stuart‟s description of avalanche 
ionization [Ken95, She84, Stu96] which is based on the Drude model. In theoretical investigations the 
breakdown threshold is usually defined by the irradiance required to produce a certain critical free electron 
density cr at the laser focus. Mostly, the electron density  

        2
02'

e
mc

cr


           (2.6) 

above which the plasma becomes both strongly reflective and absorbing is used as breakdown criterion [Kai00, 
Len98, Mao04, Stu96, Tie99].  Here 0 denotes the vacuum dielectric permittivity.  The critical electron density 
’cr amounts to 0.9841021 cm-3 for  = 1064 nm, to 3.941021 cm-3 for  = 532 nm, and to 8.861021 cm-3 for 
 = 355 nm. As discussed by Vogel et al [Vog08], cr is an inappropriate criterion for comparison with measured 
threshold data because it relates to a change in laser-plasma coupling rather than to the phase transition 
underlying the experimental criterion of bubble formation. In the present study, based on our capability to track 
the temperature evolution in the focal volume, we will use the critical temperature for bubble formation as 
breakdown criterion (see 2.1.2). 

Diffusion and recombination  
A portion of the free electrons produced by multiphoton or cascade ionization will diffuse out of the focal 
volume during the laser pulse and no longer contribute to the ionization cascade. This loss mechanism will be 
most important for focusing at large numerical aperture and long pulse durations.  

 All electrons will, earlier or later, transit back from the conduction into the valance band, transferring their 
energy to the heavy particles. This process, together with collisions, contributes to the rise of the equilibrium 
(thermodynamic) temperature in the focal volume. If recombination occurs during the laser pulse, it constitutes 
another loss mechanism for the ionization avalanche besides the diffusion losses. Recombination losses become 
ever more severe with increasing free electron density  because the recombination rate is proportional to 2 as 
two free carriers – electron and hole – are required for each recombination event. By contrast, avalanche 
ionization is just proportional to the free electron density . Therefore, recombination can, under certain 
conditions, stop the avalanche before full ionization is reached. 

Thermal ionization 
In transparent dielectrics, laser energy can only be deposited by photo ionization and avalanche ionization. 
However, when the energy carried by the primary free electrons is thermalized by collision and recombination, 
thermal emission of free electrons can come into play as third process of generating free electrons, once the 
temperature in the focal volume is sufficiently high. For femtosecond pulses, this will occur only after the laser 
pulse because the thermalization time is in the order of several picoseconds. However, for nanosecond pulses 
that are 2 – 3 orders of magnitude longer than the thermalization time, considerable heating of the focal volume 
occurs during the laser pulse, and thermal ionization will support avalanche ionization in driving the breakdown 
process. For sufficiently high irradiance, this will overcome the inhibition of the avalanche by recombination, 
and breakdown will proceed to full ionization. To portray these features, modeling must include the energy 
transfer by collisions and recombination, as well as thermal ionization. We developed, to the best of our 
knowledge, the first approach for modeling the evolution of the focus temperature and the contribution of 
thermal ionization. This approach is presented in section 2.1.4.  

Evolution of modeling approaches 
In the first attempts to model optical breakdown in condensed matter, researchers concentrated on the modeling 
of avalanche ionization starting from a background free-electron density [Bas72, Bloe74]. Bloembergen 
mentioned the role of photo-ionization and of losses by recombination, trapping with exciton formation, and 
diffusion but ignored them because “.. in experiments with short laser pulses (tp < 10-8 s) losses are often 
negligible during the formation of the breakdown plasma (and) recombination is also negligible before the 
plasma reaches a high density.” However, he did not consider what happens once a high density is reached. 
Photoionization across the band gap is also ignored because it is assumed that an initial carrier density of at least 
108 cm-3 exists that will be sufficient to initiate avalanche ionization. Shen [She84] introduced the use of the 
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Drude model of the electric conductivity of the „free electron gas‟ in metals to describe both energy gain and loss 
by collisions, in a similar fashion as established earlier for gases [deM69, Smi76]. He derived a rate equation 
considering avalanche ionization, multiphoton ionization, and diffusion losses but assumed that multiphoton 
excitation of electrons to the conduction band is negligible besides for very short wavelengths. Other authors 
mention MPI as potential starting mechanism but then neglect it in their theoretical treatment of breakdown 
[Spa81]. The first comprehensive rate equation model including multiphoton and avalanche ionization was pre-
sented in the mid-nineties by Kennedy [Ken95], and Stuart et al. proved that results of the rate equation approach 
were similar to the predictions of more refined transport equations [Stu96]. A similar step from detailed transport 
equations [Kai00] to a rate equation approach was later made by Rethfeld [Ret04]. However, she refined this 
approach by following the non-stationary energy distribution of electrons on ultra-short time scales in order to 
consider the time constraints on avalanche ionization. 

 Many authors mention recombination in a qualitative discussion of the breakdown process but then neglect 
it in their quantitative treatment [Rea71, Smi76, Ken95, Stu96]. They all end up in describing the avalanche as 
exponential growth of free carriers, without any hindrance of growth besides the end of laser irradiation. In this 
concept, full ionization can be easily reached, and no steps in the growth of free-electron density with increasing 
irradiance are expected. Only Grey-Morgan acknowledged very early the existence of recombination-dominated 
regimes [Gre75]. Some researchers neglect recombination because they focus attention on breakdown induced 
by ultra-short laser pulses [Stu96, Ret04]. 

 In our own modeling efforts, we considered photoionization, avalanche ionization, diffusion losses, and 
recombination from the very beginning [Noa99]. Initially, photoionization was treated in a multiphoton approx-
imation, similar to Kennedy‟s approach [Ken95], but later we incorporated the full Keldysh theory of photo-
ionization [Vog05]. In this study, we extend the modeling to include heating through linear absorption and via 
collision losses and recombination of the free electrons produced by nonlinear absorption, as well as its counter-
action by heat diffusion out of the focal volume. Moreover, we consider that sufficiently high temperatures result 
in thermal ionization accelerating the ionization avalanche. 

2.1.2 Breakdown criterion 
In this study, bubble formation is used as criterion for optical breakdown in aqueous media. Because of the large 
volume change involved in a liquid-gas phase transition, this criterion is experimentally easily detectable. 
Moreover, it is well defined because the temperature threshold for bubble formation varies little with laser pulse 
duration, even though it is influenced by the degree of stress confinement upon energy deposition (see section 
2.2). By contrast, the onset of plasma luminescence is not related to a well defined temperature because the 
brightness changes continuously with temperature. Furthermore, detection of the luminescence does not only 
depend on the plasma temperature but, at equal temperatures, also on the duration of the luminescence that is 
related to the laser pulse duration.  

 For consistency with the experimental criterion, we use the critical temperature Tcr required for bubble 
formation as threshold criterion in our breakdown model. The threshold for plasma luminescence is identified 
with a critical temperature of 6000 K. Historically; a certain critical free-electron density was usually employed 
for definition of the breakdown threshold. However, this approach is not suitable for comparison with 
experiments that detect a phase transition such as bubble formation, or plasma luminescence. Moreover, it is 
misleading because for different pulse durations the same free electron density will produce different plasma 
energy densities and temperature. In femtosecond breakdown, only one set of free electrons is produced the 
energy of which is subsequently thermalized. By contrast, during a nanosecond pulse that is much longer than 
the thermalization time, energy from free electrons is continuously transferred to the heavy particles, and the 
same free electron density can thus result in much larger energy density within the focal volume. A threshold 
criterion linked to a critical free-electron density is, therefore, not suitable to guide the selection of laser 
parameters for material processing that relies on the knowledge of the volumetric energy density  and 
temperature T  produced by the laser pulse.  



14 
 

 

2.1.3 Numerical simulations including the full Keldysh model 

The time evolution of the electron density c in the conduction band under the influence of the laser light is 
calculated using a rate equation of the generic form [Noa99] 

 2
reccascphoto ccdiffc

c

dt
d




 .       (2.7) 

The first term represents the generation of free electrons mediated by the strong electric field in the laser focus 
(photoionization via multiphoton and tunneling ionization), the second term represents the contribution of 
cascade or avalanche ionization, and the last two terms describe the losses through diffusion of quasi free 
electrons out of the focal volume, and recombination of electrons and holes. The cascade ionization rate casc and 
the diffusion loss rate diff are proportional to the number of already produced free electrons, while the 
recombination rate rec is proportional to ²c, as it involves an interaction of both an electron and a hole. 
Diffusion and recombination are very important for plasma formation induced by nanosecond laser pulses and do 
not play a significant role for femtosecond laser pulses. 

However, as described in section 3.1, for photon energies below the ionization potential, free electrons can 
only be generated by multiphoton or tunnel-ionization. At room temperature the initial steady-state „free‟ 
electron density in the conduction band c is negligible, and the electron density in the ground state corresponds 
to the total electron density v = 6.681022 cm-3 [Ken95, p.2246]. However, during the laser pulse it is reduced 
by ionization to cv   . The time averaged ionization rate for a field with angular frequency  and intensity I 
acting on an electron density cv    in the ground state was derived by Keldysh to be [Kel65] 
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(2.8) 

Here <x> represents the integer part of the number x, K() and E() denote the elliptic integrals of first and second 
kind, and () denotes the Dawson probability integral 
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The Keldysh parameter  and the effective ionization potential ~  for creating an electron-hole pair in condensed 
matter exhibiting a band structure are given by 
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For  >>1 (for example nanosecond laser pulses), equation (2.8) reduces to the expression for multiphoton 
ionisation used in Refs. [Ken95, Noa99], and the ionization potential can be approximated by the band gap 
energy .  Under these circumstances the photoionization rate shows an intensity dependence proportional to I k, 
k representing the number of photons required to cross the band gap.  
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Figure 2.2 Nonlinear photoionization rate for water at  = 780 nm calculated with the complete Keldysh model (red), 
Keldysh‟s approximations in the tunnel limit (green) and the multiphoton limit (blue), and with Kennedy‟s approximation in 
the multiphoton limit (black) [81, 110].  
 
 Figure 2.2 shows the calculated ionization rate for 780nm as a function of the Keldysh parameter  
calculated with the complete model in equation (2.8) and with various approximations.  For values <<1, the 
Keldysh multiphoton approximation predicts photoionization rates that are too low by several orders of 
magnitude, while the predictions of Kennedy‟s multiphoton approximation [Ken95, Noa99] are by several orders 
of magnitude too large. 

 As soon as free electrons exists in the focal volume, they are able to gain kinetic energy through inverse 
Bremsstrahlung absorption of photons and can generate further free-electrons through impact ionization once 
their energy exceeds the critical energy described by equation (2.5).  As explained above, we assume that the 
average gain of kinetic energy by each electron required to cause an impact ionization event is E = 1.5 

~ .  The 
ionization rate per electron participating in the cascade is then, according to Kennedy [Ken95], given by  
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where   is the time between collisions, c is the vacuum speed of light, and n0 the refractive index of the medium 
at frequency .  The masses of the electron and the water molecule are mc and M, respectively.  For large 
irradiances, the second term in (2.11) can be neglected and the cascade ionization rate is proportional to I.  

 Two aspects must still be considered to accurately determine the cascade contribution to the free electron 
density.  First, a certain free "seed" electron density ini produced by photoionization is required for the start of 
the cascade.  Second, it must be taken into account that inverse Bremsstrahlung absorption requires a finite time 

ntion   which is determined by the mean free time   (1.6 fs) between electron/molecule collisions and the 
number n of photons that must be absorbed to gain sufficient energy.  

Therefore, the contribution of cascade ionization at time t must be evaluated using the electron density 
created at the retarded time ionret ttt  .  A first order approximation of this retardation of the cascade leads to 
the expression 
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 Free electrons are lost in the interaction volume by diffusion out of the volume V and through 
recombination.  The focal volume is assumed to be ellipsoidal, which corresponds to illumination of the rear 
aperture of the microscope objective with a plane wave. The short axis d of the ellipsoid is identified with the 
diameter of the central maximum of the Airy pattern in the focal plane that is given by  

        
NA

d 22.1 .               (2.13) 

The symbol  refers to the vacuum wavelength of light.  The refractive index of the medium is contained in the 
value of the numerical aperture (NA) of the microscope objective.  The ratio l/d of the long and short axis can be 
obtained from the relation  

       




cos1
)2coscos23( 2/1






d
l              (2.14) 

that was derived by Grill and Stelzer for optical setups with a large solid angle [Gri99]. For example, a numerical 
aperture of NA = 1.3, which in water corresponds to a focusing angle of  = 77.8°, we find l/d = 2.4. For smaller 
NAs, the focal shape is getting more elongated, the ratio l/d for NA = 0.9 is already 4.5. 

Thus, the focal volume can be approximated by V = (4/3)  a2 b where a and b are the short and long half-
axis of the ellipsoidal irradiance distribution with a = d/2 and b = l/2 as described by equation (2.13) and (2.14). 
However, the source for electron diffusion is not the irradiance distribution but the free-electron distribution that 
scales with kd /  and kl / The resulting (negative) ionization rate due to diffusion is [Car59, Ken95] 
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where Eav is the average kinetic energy of the free electrons, and  is the characteristic diffusion length.  Free 
electrons produced by impact ionization possess, on average, a start energy of (1/2) ~  and produce another free 
electron through impact ionization when they reaches a kinetic energy of 2~ .  Thus their mean kinetic energy is 
(5/4)~ , leading to the expression on the right hand side of eq. (2.15).   

For the recombination rate, we used an empirical value that was determined by Docchio through inspection 
of the decay of the plasma luminescence [Doc88c] and later confirmed independently by Sarpe-Tudoran et al. 
[Sar06] 
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In water of moderate temperature, recombination of free electrons is not a one-step process but consist in 
hydration of the electron within about 300 fs and subsequent decay of the hydrated state that has an average 
lifetime of  300 ns [Nik83]. However, this lifetime seems to be dramatically reduced at water temperatures in 
the range of the super critical heat limit, and at very high temperatures both the band structure and interband 
energy levels disappear. 

 To obtain the evolution of the free electron density during a Gaussian laser pulse 
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the complete rate equation 
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was solved numerically for various laser pulse peak intensities I using a Runge-Kutta method with adaptive step 
size control. Separate book-keeping was used for the contribution of eq. (2.8) to evaluate the influence of 
multiphoton and cascade ionization.  The breakdown threshold is here still defined as irradiance Irate required to 
produce a maximum electron density max during the laser pulse that equals the critical density cr = 1021 cm-3.  
Besides the time evolution of the electron density, we also assess the dependence of the maximum electron 
density on irradiance, by calculating max as a function of I/Irate. The numerical results for two different laser 
pulse durations and wavelengths in the IR are shown in Fig. 2.3. When heating of the focal volume and thermal 
ionization is included in the model (next section), we will be able to use a critical temperature representative for 
bubble formation of plasma luminescence as breakdown criterion. 
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Figure 2.3 Top row: Evolution of the free-electron density during the laser pulse at the optical breakdown threshold for 6 ns, 
1064 nm pulses and for 100 fs, 800 nm pulses. The time t is normalized with respect to the laser pulse duration L. The 
contribution of multiphoton ionization to the total free-electron density is plotted as a dotted line. Bottom row: Maximum 
free electron density max achieved during the laser pulse as a function of irradiance, for the same laser parameters. The 
irradiance I is normalized with respect to the threshold irradiance Irate. The threshold Irate and the corresponding value of max 
are marked by dashed lines. 

 The top row of figure 2.3 presents the evolution of the free-electron density C during the laser pulse at the 
optical breakdown threshold for 6-ns, 1064-nm pulses, and for 100-fs, 800-nm pulses. To facilitate a comparison 
between the different pulse durations, the time t is normalized with the respective laser pulse duration L.  The 
contribution of photoionization to the total free-electron density is plotted as a dotted line. The bottom row of 
figure 2.3 shows how the maximum free electron density achieved during the laser pulse depends on irradiance. 

 It is obvious that the dynamics of plasma formation is extremely different for nanosecond and femtosecond 
pulses.  With nanosecond pulses, no free electrons are formed for irradiance values below the optical breakdown 
threshold because the irradiance is too low to provide seed electrons by means of multiphoton ionization. Once 
the irradiance is high enough to provide a seed electron, the ionization cascade can start.  It proceeds very rapidly 
owing to the high irradiance (Fig. 2.3c).  The electron density shoots up by 9 orders of magnitude within a small 
fraction of the laser pulse duration until its rise is stopped by recombination which is proportional to 2

c .  

 With femtosecond pulses, a much higher irradiance is necessary for optical breakdown to be completed 
during the shorter laser pulse duration than with nanosecond pulses.  This favors the generation of free electrons 
through multiphoton ionization because of its stronger irradiance dependence  I k as opposed to  I for the 
cascade ionization rate.  While with nanosecond pulses at 1064 nm the total number of free electrons generated 
through avalanche ionization is 109 times larger than the number generated through multiphoton ionization (Fig. 
2.3a), it is only 12 times larger with 100-fs pulses at 800 nm (Fig. 2.3b).  As a consequence of the increasing 
importance of multiphoton ionization with shorter pulse durations, there is never a lack of seed electrons for 
avalanche ionization.  An avalanche is initiated at irradiance values considerably lower than the breakdown 
threshold.  The free-electron density reached at the end of the avalanche depends on irradiance in a much 
smoother way (Fig. 2.3d) than for ns pulses (Fig. 2.3c)  
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2.1.4 Numerical simulations including heating of focal volume and thermal ionization 

2.1.4.1 Thermal ionization 
 
In transparent dielectrics, free electrons can only be generated at high irradiances of the incident light by photo 
ionization (multiphoton and tunnel ionization), and cascade ionization. However, once the energy carried by the 
primary free electrons is thermalized, thermal emission of free electrons comes into play as third process of 
generating free electrons. In order to describe this process, we will again treat water as an amorphous 
semiconductor. The classical theory of semiconductors [Kit76] defines a state density D(E) and an occupation 
probability f(E,T) for a free electron gas with  
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with me electron mass, ћ Dirac constant, k Boltzmann constant, and EF Fermi energy. The state density D(E) 
describes the “space” for free electrons with energy E in the conduction band whereas the function f(E,T) 
specifies the probability that a free electron has the energy E at the temperature T of the semiconductor. 
The dependence of D(E) and f(E,T) on the energy E is illustrated in Fig. 2.4. 
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Figure 2.4 Dependence of D(E) and f(E,T) on laser pulse energy E. The integral over D(E)f(E,T) yields the density of 
electrons in the conduction band for a given temperature T. EF denotes the Fermi energy, and EC and EV are the energy levels 
of the lower edge of the conduction band and upper edge of valence band, respectively. 

 
 For low temperatures, the occupation probability f(E,T) deviates strongly from the classical Maxwell-
Boltzmann distribution. In the limit T = 0, all states below the Fermi energy EF are fully occupied, and all states 
with E > EF are empty. One can imagine that the electrons are filled into a quantum well with a specific space for 
each electron. The highest energy level of electrons in this quantum well at T = 0 K is defined as Fermi energy. 
For higher temperatures, electrons occupy higher energetic levels, and the energy distribution is smoothened in 
the range of ±kT.  
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 The Fermi energy EF corresponds to an upper limit pF of the momentum, i.e. Fpp 
 . This inequality 

describes a sphere in momentum space or, when momentum is expressed by wave number, in k-space: Fkk 


. 
The number of different states in this sphere corresponds to the total number of electrons in the system. It can be 
obtained by dividing the value of the Fermi sphere 4/3(kF)³ by the space of an electron (2 L). Here kF is the 
wave number at the Fermi surface, i.e. the surface of the Fermi sphere, and 2 L is given by the periodic 
boundary conditions for constructive interference in a unit cube with edge length L and volume V = L³. We 
obtain 
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The factor 2 takes the electron spin (up and down) into account. 

 For an electron gas, Fermi energy and wave number are linked by [Kit76]  
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Solving Eq (2.21) for kF  and substitution into Eq (2.22) yields: 
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where e

V  is the electron density in the valence band. 

 As illustrated in figure 2.4, the free electron density in the conduction band can be expressed by  
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To describe the state density D(E) of the free electron gas in the conduction band, we shift the “zero” energy to 
the lower edge of the conduction band, i.e. we replace E in equation (2.19) by (E-EC). For simplification, the 
upper limit of integration (2.24) has been extended from the upper boarder of the conduction band to infinity. 
This approximation is reasonable because of the very strong decrease of f(E,T) with increasing energy E which 
leads to very small probability for pulse energies above the upper border of the conduction band. The extension 
of the integration allows an analytic solution of (2.24).  

After inserting Eqs (2.19) and (2.20) into Eq (2.24), we obtain: 

 
 

 
 



















 


C

C

E

TEf

F

EED

C
ee

C dE
kT

EEEEmT
    

),(

1

)(

2
1

23

2
3

1exp
2
2


 .         (2.25) 

For sufficiently large temperatures, the high energetic tail of the f(E,T) distribution with E-EF > kT, can be 
approximated by the Boltzmann distribution with 
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Then (2.25) reads 
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The substitution of x = (E-EC)/(kT), dE = kT dx leads to new borders of the integral with E = EC   x = 0 and    
E = ∞   x = ∞. Furthermore, when E – EF is expanded to E – EC – (EF –EC), Eq (2.27) can be written as: 
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and the integral can be solved. 

This way, we obtain a simple expression for the thermal free electron density in the conduction band:  
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To further simplify equation (2.27), we rearrange (2.23) to: 
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and insert me into equation (2.28): 
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If we assume a symmetric band structure, the Fermi energy level is located at the center of the bandgap, and  
EF = Egap/2 if EV = 0. The thermal free electron density c

e (T) can then be written as 
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In the following, we shall identify the thermal free electron density in the conduction band with thermal 
ionization, i.e. we write therm  c

e. The electron density in the valence band can be calculated with 
v = bound - nl - therm where bound is the electron density of the medium, and nl is the free electron density in 
the conduction band that was created by nonlinear absorption. With these substitutions, equation (2.31) becomes: 
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The electron density bound  of water can be calculated with the Avogadro‟s constant NAvo = 6.022∙10²³ mol-1 , the 
mol mass 1 mol = 18 g, and the mass density of 1000 kg/m³ assuming two donator electrons per water molecule 
(one from each O atom). We obtain bound  = 6.68∙10²² e-/cm³. 

Equation (2.32) solved for therm yields the final equation for the thermally ionized free electron density in the 
conduction band: 
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Figure 2.5 shows the temperature dependence of the fraction of bound electrons (in %) that are thermally 
ionized.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5 Temperature dependence of the fraction of bound electrons (in %) that are thermally ionized. 
 
 Figure 2.5 demonstrates that thermal ionization plays a significant role only for temperatures above 
≈ 5000 K. However, the contribution of thermal ionization increases very rapidly with increasing temperature. 
Therefore, it is important to consider thermal ionization, especially for the numerical modeling of ns breakdown.  

 In deriving Eq. (2.33) we considered neither electron diffusion nor heat diffusion away from sub-volumes 
of the focal region, i.e. we implicitly assumed a spatially extended, homogeneous free electron sea. This 
assumption is problematic for the initial breakdown phase where many local avalanches start from individual 
seed electrons. However, the problem does not arise if the initial seed electron density produced by 
photoionization is sufficiently high such that thermal and free-electron diffusion is much faster than the laser 
pulse duration.  

 The above line of reasoning shows that it is inadequate to assume a constant number of start electrons per 
focal volume. This approach was introduced by Kennedy [Ken95] and later put to an extreme by Noack and 
Vogel [Noa99], and Vogel and coworkers [Vog05] who assumed that one free electron might suffice. Since the 
focal volume scales with NA-4, the assumption implies that the seed electron density strongly decreases for lower 
NAs. This is not consistent with the experimental finding that hardly any dependence of th on the focusing angle 
 was observed in the range 1.8° ≤  ≤ 32° [Vog96]. Thus both experimental results and the above line of 
reasoning on thermal and free electron diffusion suggest that the initiation of avalanche ionization and of thermal 
emission of free electrons requires a minimum free seed electron density 0 created by photoionization. 

 Eq. (2.33) models temperature-related changes of the number density and energy distribution of electrons 
in the valence and conduction bands without any light irradiance. In addition, the temperature increase influences 
the electron-phonon collision rate, the energy distribution of the free electrons produced by nonlinear absorption, 
and the width of the band gap that needs to be overcome in nonlinear absorption processes. These changes will 
probably facilitate the ionization process, especially for long pulses during which the temperature increase via 
recombination and collision losses is most pronounced. On the other hand, for long pulses plasma expansion and 
hydrodynamic effects come into play that will lower the temperature. Consideration of the above mentioned 
factors goes far beyond the framework of the present study because 1) the collision cross sections and their 
temperature dependence are not yet known for water, 2) the numerical costs for computing would exceed our 
present capabilities. 

 Other effects that are not yet considered are energy losses by Bremsstrahlung, changes of the laser-plasma 
coupling efficiency at large free electron densities, and shielding effects by plasma formation in “upstream” 
regions. 



22 
 

 

2.1.4.2 Rate equation including thermal ionization 
During optical breakdown, free electrons are generated by photoionization, cascade ionization and thermal 
ionization, while losses occur through recombination and diffusion of free electrons out of the focal volume. 
Consideration of all five mechanisms requires a complex model, and the individual elements of the model should 
thus be kept as simple as possible without sacrificing precision.  

One important simplification is possible by considering the fact that the establishment of an equilibrium 
temperature in the focal volume lasts a few picoseconds, i.e. thermal ionization becomes important only in a 
regime where tunneling ionization can already be neglected. Therefore, we can use a multiphoton approximation 
of the Keldysh theory. Specifically, for the bubble formation thresholds with 1 ns laser pulses focused with  
NA = 0.8 and NA = 0.9 (see section 2), the Keldysh Parameter is  = 4.7 for IR,  = 13.9 for VIS, and  = 26.3 
for the UV wavelength. Figure 2.2 demonstrates that this is well inside the multiphoton regime. For our model, 
we employ Kennedy´s multiphoton approximation of photoionization [Ken95]. 

In the following, we first present the basic rate equation without thermal ionization (2.1.4.2.1). Then we 
describe the modeling of the temperature evolution in the focal volume that involves heating by linear 
absorption, thermalization of free electron energy, and heat diffusion (2.1.4.2.2). This modeling creates a basis 
for the implementation of thermal ionization into the rate equation which is described in section 2.1.4.2.3 

2.1.4.2.1 Modification of the basic rate equation for consideration of thermal ionization 

A generic form of the rate equation for the free electron density is (see Eq. (2.7)) [Noa99, Ken95] 
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The rate equation consists of two terms for the generation of free electrons (photo- and cascade ionization) and 
two terms for the losses (diffusion and recombination).  

Photoionization is described by equation (2.8) of section 2.1.3, the cascade ionization rate is given by equation 
(2.11), the diffusion rate by Eq. (2.15), and the recombination rate by Eq. (2.16). 

 The cascade term is only considered once a certain initial free electron density ini has been created by 
photoionization. Since at least on free “seed” electron is needed for the start of an ionization cascade ionization, 
we previously [Noa99, Vog05] assumed that ini equals the density for which the probability of having one start 
electron in the focal volume is 50%. However, as explained at the end of the previous section, this assumption 
implies that ini depends on NA, in contradiction to experimental results, and will in most cases strongly 
underestimate the actual start electron density required to launch an avalanche. Therefore, the code has now been 
changed to be able to freely select the start electron density. This enables us to use ini as a fit parameter in 
comparing experimental and numerical results. However, it must be ensured that the selected value is large 
enough to have at least one seed electron in the part 32 )/1()3/4( kbaV   of the focal volume in which free 
electrons are produced. Here a = d/2, and b = l/2, with d and l being defined by Eqs. (2.13) and (2.14). If the 
selected ini value is too low, the cascade is not yet considered after the selected value is reached but only after 
the density corresponds to 50% probability of having one start electron per focal volume. Introduction of ini 
requires a reformulation of Eq. (1.12) for the time retardation ionret ttt  in considering cascade ionization. The 
first order approximation of the retardation is now given by 
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To incorporate thermal ionization it does not suffice to simply add a term describing the rate of thermal 
ionization to the rate equation, but we also need to consider how the other terms of the rate equation (2.34) are 
affected by the thermal generation of free electrons. The following considerations apply: 

 Thermal ionization becomes important when already large free electron densities are created via multiphoton 
and cascade ionization. Under these circumstances, the density of bound electrons in the valence band is 
reduced. This partial depletion reduces the multiphoton ionization rate and the cross section for impact 
ionization. Both multiphoton ionization (MPI) and impact ionization act on the density of bound electrons minus 
the total density of free electrons. The influence of the depletion on both multiphoton and impact ionization can 
be considered by multiplication of the two rates with a dimensionless depletion factor (1-(/bound)). 
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 Once the cascade has started, the gain term acts on all free electrons. By contrast, the term describing collision 
losses in the avalanche acts merely on the difference between total free-electron density and electron density 
produced by thermal emission. Otherwise, the free-electron density would, towards the end of the laser pulse, 
drop below the density of thermally produced electrons which would correspond to a non-physical distortion of 
the Fermi-Dirac distribution of energetic states (2.20). 
 The terms describing the losses by recombination and diffusion act also only on the difference between total 
electron density and electron density produced by thermal emission, because the thermally produced free-
electron density reflects a dynamic equilibrium that is immediately restored after recombination, diffusion, or 
collision losses. 

 

 To implement the above considerations into the numerical solution of the differential equations, the 
electron density is normalized by the bound electron density of the medium 
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which for water is bound = 6.68∙10²² e-/cm³, and the basic equations are modified to:   
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For the calculation of the photoionization rate  photodtdR / , we use the full Keldysh model according to Eq. 
(2.8) when the Keldysh parameter   is smaller than 10, but we use Kennedy‟s multiphoton approximation for 

10 . This simplification is justified by the results in Fig. 2.2 showing excellent agreement of the multiphoton 
approximation with the full model solution for large   values. The multiphoton approximation is [Ken95]: 
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Where the last term describes the depletion of free electrons in the valance band during breakdown. The multi-
photon ionization rate  mpdtdR /  shows an intensity dependence proportional to Ik, with k representing the 
number of photons required to cross the band gap: 
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For the calculation of the cascade ionization rate in Eq. (2.37), we need to consider that the avalanche starts only 
after an initial free-electron density ini has been produced by photoionization (see Eq. 2.35), and this density 
must be normalized by the bound electron density. Furthermore, we need to consider that the gain term acts on 
all free electrons while the collision loss term only acts on free electrons produced by avalanche ionization and 
not on those created by thermal ionization, as discussed above.  
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The cascade ionization rate can then be expressed as:   
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       is the collision loss term of cascade ionization. 

 

 The diffusion coefficient in Eq. (2.37) is  
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where k is the number of required electrons to cross the band gap, and d and l are the short and long axis of the 
ellipsoid, respectively. The recombination rate is  

Boundrecrec   ,                 (2.42) 

with s/m102 315rec  (see Eq. (2.16). We used separate book keeping for the contribution of equation 
(2.38) to be able to evaluate the influence of multiphoton ionization on the entire breakdown process. For this, 
the collision losses incorporated in the cascade ionization term as well as recombination and diffusion losses 
have to be considered also for the multiphoton-produced free electrons. Otherwise, the density of multiphoton-
produced free electrons would, at the end of the pulse, exceed the total free electron density. As described above, 
the collision, recombination and diffusion losses act merely on the difference between total electron density and 
electron density produced by thermal emission.  

2.1.4.2.2 Temperature evolution in the focal volume 

To obtain a full numerical model of laser induced plasma formation in aqueous biological media, both thermal 
ionization and linear absorption is considered and implemented in the rate equation model. Although in water the 
linear absorption is almost zero, it should be considered for modeling of optical breakdown in aqueous media 
containing absorbing biomolecules. To assess the contribution of nonlinear absorption to the heating of the focal 
volume, we have to consider the temperature increase by thermalization of the energy carried by free electrons 
through recombination and collision losses, and the temperature decay by diffusion of heat out of the focal 
volume. 
 
Heating by linear absorption 

To account for the heating of the focal volume by linear absorption, the existing differential equations need to be 
extended by a further differential equation for the temperature of the focal volume. The temperature rise induced 
by linear absorption is given by 
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where l is the focal length given by equation (2.14), µa the absorption coefficient, cp the specific heat capacity, 
and 0 the density the medium. The absorption of photons by a molecule excites the molecule to a higher 
energetic state in which the electron is still bound to the molecule. We neglect fluorescence and assume that the 
entire excitation energy is transferred to the molecules in a non-radiative process. To describe this process in the 
framework of the rate equation model, we treat the excited electron in the same way as a free electron having a 
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kinetic energy equal to the excitation energy that was gained by absorbing a photon. The free electron can collide 
both with other electrons or with molecules and transfers with each impact a part W of its energy W to the 
impact partner. Assuming an elastic impact process, the energy transfer amounts to 
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with m1 and m2 being the masses of the collision partners. 

It is obvious from equation (2.44) that an impact of electron onto a second electron with the same mass leads 
to a complete energy transfer, and the energy remains within the electronic system. By contrast, impacts between 
electrons and molecules are more relevant for an energy transfer and a temperature increase of the medium. The 
amount of transferred energy depends on the mass m2=M of the molecule. Full thermalization is achieved when 
the average kinetic energy of all particles (electrons and molecules) is the same. The number of collisions after 
which an electron has lost half of its energy W, is, regardless of the initial value of W, given by 
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For water with mc = 9.1∙10-31 kg and M = 3.0∙10-26 kg, more than 5700 collisions are necessary until the electron 
is in energy equilibrium with the molecule. The average time between the collision of a free electron and 
molecules is coll = 1.6 fs (section 4.3.2) and the temperature rise T of the medium is thus delayed by a time 

colltherm n               (2.46) 

with regard to the energy deposition into the electronic system by the irradiance I. For water, the thermalization 
time is in the order of therm = 10 ps. It is thus obvious that thermal ionization will play a significant role only for 
laser pulse durations larger than a few picoseconds.  
 
Temperature diffusion 

When laser pulses are focused at large numerical aperture, the focal volume may be well below 1 µm³, and heat 
diffusion out of the volume plays a significant role on time scales as short as a few nanoseconds [Vog05]. 
Analog to the diffusion of free electrons out of the focal volume (Eq.(2.15)), we assume a characteristic diffusion 
length  for heat diffusion, with  
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Here d and l are the focus diameter and length given by equations (2.13) and (2.14), and k/1  is the factor by 
which the free electron distribution is smaller than the focal irradiance distribution. Considering that the liquid 
surrounding the focus is not significantly heated during the laser pulse, we assume a constant temperature T0 for 
the liquid in the vicinity of the focus which facilitates the calculation of heat diffusion. The temperature change 
by heat diffusion is then given by  
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where T is the peak temperature in the focal volume, c the heat conductivity, cp the specific heat capacity and 0 
the density of water.  

 In cases of very strong linear absorption for which the optical penetration depth 1/µa is smaller than the 
focal length l, we use 1/µa instead of l for the calculation of heat diffusion. 

 

Heating through collision losses during impact ionization  

The temperature increase due to the collision losses during cascade ionization can be obtained by evaluating the 
second term in equation (2.11) [Noa99]. In the frame work of the present formalisms, the temperature increase is 
given by 
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Heating through recombination 

If the recombination is mostly a non radiative process, the released energy heats the focal volume and the 
temperature change is given by 
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Temperature evolution 

To describe the temperature evolution in the focal volume, we need to consider that the heating of the liquid by 
energy transfer from free or excited electrons is not an instantaneous process. The energy of the electrons is 
released stepwise through collisions with molecules. To model this process, we divide the release of electron 
energy in two steps. First, the energy is transferred to a virtual energy reservoir from which it is then, after a 
certain time given by its collision frequency, converted into an increase of the equilibrium temperature of the 
medium. The time delay is described by equation (2.46). The entire energy transfer process is modeled by two 
coupled differential equations: 
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The terms in equations (2.51) and (2.52) can be reformulated and rearranged using equations (2.43), (2.48), 
(2.49), and (2.50). We obtain 
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2.1.4.2.3 Implementation of thermal ionization into the rate equation 

The temperature increase described by (2.53) and (2.54) may result in thermal ionization. As derived in section 
2.1.4.1, the total number of thermally ionized electrons at a certain temperature T is  
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To obtain the rate of thermal ionization, we have to calculate the temporal derivative of (2.55): 
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By implementing this term into the rate equation (2.37) describing the entire breakdown process, we obtain 
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 As described above,  photodtdR /  is calculated using the full Keldysh model according to Eq. (2.8) when 
the Keldysh parameter   is smaller than 10, and using Kennedy‟s multiphoton approximation (Eqs. (2.38) and 
(2.39)) for 10 . The cascade ionization rate is calculated using Eq. (2.40), and the diffusion coefficient diff  
and recombination coefficient rec are described by Eqs. (2.41) and (2.42), respectively.  
 
 The heating rate tT  /  is given by equations (2.53) and (2.54). Both thermally ionized electrons and 
multiphoton-ionized electrons can act as start electrons for the cascade.  

 Input parameters for the calculations that can be selected by the user are:  
Optical parameters: laser pulse duration L, wavelength , numerical aperture NA, linear absorption coefficient 
µa and refractive index n of the medium, 
Material parameters: band gap E, electron phonon collision time , bound electron density, mass density, heat 
capacity, heat conductivity, mass density, molecular mass. 
Breakdown parameters: initial free electron density ini created by photoionization after which the avalanche 
term is considered, critical free electron density cr or temperature Tcr used as breakdown criterion. 

 To get more detail about the contributions of the different ionization mechanisms to the optical breakdown 
process, the contributions of multiphoton ionization, mp(t), and thermal ionization, therm(t), are calculated 
separately besides the total free electron density (t). To keep accurate trace of mp(t), one has to consider that 
the losses by collision, recombination and electron diffusion do not only affect cascade ionization but also apply 
to free electrons that were created by multiphoton ionization. 
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2.2. Plasma growth and shielding above the breakdown threshold 

At the breakdown threshold, plasma formation is restricted to the focal region of the laser beam. By contrast 
when the laser beam provides energy in excess of the breakdown threshold and is focused within a transparent 
medium, the plasma formation is characterized by a growth of the plasma from the beam waist towards the 
incoming laser beam as illustrated in Fig. 2.6. Almost no plasma develops behind the laser focus as most of the 
laser light is already absorbed prior to and in the beam waist. Thus the region behind the focus is 'shielded' by the 
plasma absorption [Doc88a, Doc88b, Vog96b, Nah96]. 

 

 

 

 

 

 

 

 

 

 

 

a)          b) 

Figure 2.6 Plasma shape for different pulse energies above the optical breakdown threshold: (a) for 6 ns pulse duration, (b) 
for 30 ps pulse duration (from [Vog96b]). The plasmas were produced with Nd:YAG laser pulses at 1064 nm wavelength, 
using a focusing angle of 22°. The pulse energies are indicated in the frames. The laser light is incident from the right. The 
scale bar represents a length of 100 µm.  

 The expansion of plasmas in gases has been interpreted as a radiation driven detonation wave [Ram64, 
Dai67]. After plasma is first formed at the beam waist, a shock wave develops which compresses the 
surrounding medium and partially ionizes it within the shock front. The resulting free electrons cause increased 
absorption of the light and, thereby, the formation of more plasma. The advance of the plasma front, in turn, 
drives the shock front. This model can provide a correct description for plasma formation in gases by 
nanosecond pulses, where high shock speeds are attained, along with high temperatures in the shock front 
[Rai66], but it breaks down for short pulse durations, when the velocity of the plasma front exceeds the shock 
velocity. It is entirely unsuitable for describing the plasma growth in liquids.  This failure can be illustrated by 
the example of plasma formation in water by a 10 mJ, 6 ns Nd:YAG laser pulse (Fig. 2.6a, 4th frame from top). 
Here, the plasma expansion creates a shock front in the water with a shock pressure at the plasma boundary of 
about 7000 MPa [Vog96a]. This corresponds to a temperature rise at the shock front of about 350 K [Duv63], 
which is far too low to cause significant ionization.  In addition, the shock speed near the plasma is only 4.5 km/s 
[Vog96a]. This is much lower than the experimentally observed average plasma front velocities, which lay 
between 12 km/s and 76000 km/s, depending on the focusing angle and pulse duration [Vog96b]. 

 A realistic explanation for the expansion of the plasma is provided by the 'moving breakdown' model 
originally proposed by Raizer [Rai65] and further refined by Docchio and coworkers [Doc88a].  In this model, it 
is assumed that optical breakdown is independent of the preceding plasma formation and occurs at all locations 
where the irradiation exceeds the breakdown threshold.  As the power increases during the laser pulse, the 
plasma front moves along the optical axis at the same velocity as the location where the breakdown threshold is 
exceeded. This process is illustrated in Fig. 2.7. The model can explain the high plasma front velocities observed 
experimentally and, therefore, will serve as a basis for interpreting our following experimental results. 

The original moving breakdown model was based on a conical shape of the laser beam and a triangular 
pulse shape with a linear rise in the laser power [Rai65].  This yielded a constant plasma front velocity during the 
rising portion of the laser pulse, contrary to experimental observations with a streak camera [Ram64, Dai67].  
Docchio applied the concept of a moving breakdown front to pulses with a Gaussian time variation and took the 
shape of the beam waist of the laser focus into account, assuming a Gaussian beam cross section.  In this way, he 
obtained substantially better agreement between predicted and measured motion of the plasma front [Doc88a]. 
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Figure 2.7 Temporal evolution of the laser power (a) and the plasma contours (b) during the optical breakdown process at 
superthreshold energies ("moving breakdown"). When the laser power exceeds the optical breakdown threshold Pth, plasma is 
formed in the beam waist (1). With increasing laser power, the threshold irradiance is exceeded further upstream in the 
incoming laser beam (2). The maximum plasma extension is reached when the laser power reaches its maximum (3). While 
upstream of the beam waist the plasma contours at times (1) to (3) correspond to iso-irradiance lines, this does not hold for 
the region behind the beam waist because of the light absorption within the plasma (plasma shielding). 

 The form of the moving breakdown model presented by Docchio et al. is based on a few simplifying 
assumptions: 1. The time for the completion of breakdown is negligibly short. 2. The breakdown threshold is 
independent of the laser beam diameter. 3. The breakdown threshold does not vary during the laser pulse, i.e., 
plasma formation during the pulse does not influence the breakdown threshold in the immediate neighborhood of 
the plasma.  These assumptions yield the motion of the plasma front and the maximum extent of the plasma in 
the direction of the laser directly from the motion of the I = Ith intensity contour during the pulse. The incident 
laser power is given by 

    
2)2/(2

max)( AtePtP          (2.59) 

for a Gaussian pulse with a maximum at t = 0, where 2ln22/LtA   is a measure of the laser pulse duration 
(FWHM) tL.  For diffraction limited focusing, where the beam cross section is also Gaussian, the intensity along 
the optical axis is 

    
2)2/(2

2 )(
),( Atmax e

z
P

tzI 


      (2.60) 

where 
       2/12

0 /1)( Rzzz  ,       (2.61) 

and  /2
0Rz  is the Rayleigh range. The peak intensity in the pulse compared to the threshold for optical 

breakdown is defined in terms of the dimensionless parameter thmax II /  = thmax PP / .   maxP  can thus be 
written in the form 

    thmax IP 2
0 .        (2.62) 

Setting thItzI ),(  in Eq. (2.60), substituting Eqs. (2.61) and (2.62), and solving for t, we obtain the time 
for plasma formation as a function of position z along the optical axis, 

    2)/(1
ln2)(

Rzz
Azt




 .      (2.63) 

The time at which plasma formation begins in the beam waist is then given by ln200 Att z   . 
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The inverse of Eq. (2.28) is 

    1)(
2)2/(2   A

R
teztz  .      (2.64) 

For t = 0 this gives the maximum plasma length attained at the intensity maximum of the laser pulse, 

    1 Rmax zz .        (2.65) 

The laser light incident on the plasma after the intensity peak of the laser pulse only heats the plasma and does 
not elongate it further. 
 

Equation (2.65) also yields the relationship between the length of the plasma and the focal angle   
upon substituting  /2

0Rz  and )2/tan(/0   : 

    1
)2/(tan2  




maxz .       (2.66) 

 The dependence of the plasma length on the laser pulse duration is only implicit in Eqs. (2.65) and (2.66). 
Evaluation of these dependencies requires knowledge of the threshold energy Eth for optical breakdown for the 
given pulse length.  Since ththmax EEII //   for constant focal conditions, the value of   corresponding to 
each pulse energy can then be determined from Eth and, from that, zmax can be calculated. 

 Note that Eqs. (2.65) and (2.66) only give the length of the plasma from the beam waist in the direction of 
the laser. The actual plasma length is, as a rule, somewhat greater, for there is also some expansion of the plasma 
in the direction opposite the laser. Of course, this expansion is greatly limited by the high absorption of laser 
light in the plasma. Only when self-focusing and defocusing occur, plasma filaments develop in the region 
behind the laser focus. 

 The moving breakdown model is no longer applicable for long laser pulse durations and large focal angles, 
when the expansion velocity of the heated plasma volume becomes comparable to the propagation velocity of 
the breakdown front.  For very short laser pulse durations and small focusing angles, where the spatial extent of 
the laser pulse is shorter than the observed plasma length, the assumptions of the model are, likewise, not 
satisfied.  In that case, for pulse lengths under about 1 ps [Ham97, Ken97], the breakdown front moves in the 
propagation direction of the laser pulse. This movement will be affected in a complicated way by self-focusing 
and plasma defocusing, which will modify the focal region intensity distribution of Eq. (2.60) [Fen87, Vog99a, 
Arn05, Arn07]. However, in the present study the numerical apertures are sufficiently large to avoid nonlinear 
propagation effects even for femtosecond pulses. Due to the large focusing angles, the plasmas are short (see Eq. 
(2.66)). Therefore, the spatial extent of the laser pulse is always longer than the plasma length, and the moving 
breakdown model can be applied. 

 Based on very simple assumptions about the plasma absorption, Docchio and coworkers provided also a 
quantitative description of the temporal evolution and spatial distribution of the plasma shielding process, and of 
the resulting volumetric energy distribution [Doc88b]. It will be a challenge for future work to combine that kind 
of an approach with the advanced optical breakdown model of section 2.1. 

 We will, furthermore, see in section 5 of this report that the moving breakdown model provides reasonable 
predictions for )(max z  only for femtosecond and picosecond breakdown. However, for nanosecond breakdown 
at large NA and pulse energies above the plasma luminescence threshold, the real plasma is an order of 
magnitude larger than the model prediction. Similar but not quite as extreme deviations have previously already 
been reported for nanosecond breakdown at moderate NAs [Vog96b]. The reason for this discrepancy is 
radiative energy transport from high-density plasma into regions surrounding the plasma and the laser cone 
angle, as will be discussed in section 5.4. 
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3. Experimental methods 
In order to achieve reproducible laser effects and precise threshold values, we use femtosecond, picosecond and 
nanosecond laser pulses with smooth temporal shape and good transverse beam profile. The pulses are focused 
by UV-VI-IR corrected water-immersion microscope objectives built into the wall of the water cell providing a 
diffraction-limited focus.  

Breakdown parameters determined for single-longitudinal mode (slm) nanosecond laser pulses with 
smooth shape are compared to the effects produced by pulses from regular laser sources exhibiting picosecond 
spikes due to longitudinal mode beating. All relevant laser parameters such as pulse duration, shape or spectrum, 
and energy are measured for each individual laser pulse, and the laser beam quality parameter M 2 is measured 
where appropriate.  

Femtosecond- picosecond and nanosecond lasers emitting at fixed UV, visible (VIS), and IR wavelengths 
are used to examine Rmax (EL), Ith(NA), and threshold sharpness at a grid of parameters in the (- L) space. A 
femtosecond OPO and a slm nanosecond OPO are used to investigate Ith() for pulse durations of ≈ 265 fs in the 
range between 330 nm and 1100 nm at 50 individual wavelengths, and ≈ 2 ns in the range between 725 nm and 
1030 nm at 21 wavelengths. 

Acquisition of the large amount of data required to investigate the parameter dependencies listed above 
was made possible by a probe beam scattering technique for precise (10 nm accuracy) and rapid determination of 
the bubble size [Vog08]. The setup also enables photography of the plasma luminescence and cavitation bubbles 
with 1 µm spatial resolution. This capability is used to validate the probe beam scattering technique, and to 
investigate the plasma energy density. 

The cavitation bubble energy Rmax reflects the total amount of deposited energy but additional information 
is required to determine the corresponding plasma energy density and assess its temperature and pressure. We 
take photographs of the plasma luminescence to determine the plasma volume, and measure the plasma 
transmission to assess the energy absorbed in this volume. These data, together with structural details on the 
photographs, provide valuable information on the plasma size dependence on incident laser energy, the average 
plasma energy density, and hot regions within the plasma.  

3.1. Laser systems 

3.1.1. Femtosecond and picoseconds lasers with fixed wavelengths 
Figure 1 shows the picosecon and femtosecond laser sources used for investigation of optical breakdown in 
aqueous media at three different fixed wavelengths (infrared, visible and ultraviolet). A Nd:YAG laser system 
YG 671-10 (Quantel International) is mounted on optical table 1 shown in Fig. 3.1a. This laser system is able to 
generate either nanosecond or picosecond laser pulses with a fundamental wavelength of 1064 nm and a 
repetition rate of 10 Hz. The nanosecond oscillator produces unseeded 8-ns laser pulses with 210 mJ pulse 
energy at 1064 nm (42 mJ after frequency doubling, and 26 mJ after frequency tripling). However, we soon 
noticed that unseeded ns pulses exhibit intensity spikes due to longitudinal mode beating. Since we later had a ns 
system available that could deliver single-longitudinal mode pulses as well as unseeded pulses, all nanosecond 
data quoted in this report were acquired with that system, which is described in section 3.1.2.  

The picosecond oscillator/amplifier system produces 30-ps pulses (TEM00) with 4 mJ pulse energy at 1064 
nm. Due to the nonlinearities in frequency conversion, the pulse duration is only ≈ 24 ps  at 532 nm and ≈ 18 ps 
at 355 nm. The energies are 700µJ at 532nm, and 400 µJ at 355nm. It is possible to select single pulses out of the 
10 Hz repetition rate signal by using a fast shutter (PRONTOR magnetic).  

Femtosecond laser pulses are generated by the Yb:glass laser system IC-1045-30-fs Reg Amp/SHG/THG 
(High Q Laser Production) mounted on optical table 3 (Fig. 3.1b). This laser system delivers amplified pulses 
with a length of 350 fs, a center wavelength of 1040 nm, and 45 µJ pulse energy at 1 kHz repetition rate. 
Frequency doubling and tripling create pulses with 520 nm center wavelength, 306 fs duration, 21 µJ energy, and 
347 nm center wavelength, 280 fs duration and 2,5 µJ energy, respectively. With a special combination of two 
fast shutters (Uniblitz electronics), single pulses can be selected out of the 1 kHz repetition rate signal. The 
oscillator leakage is suppressed by means of an external Pockels cell (Linos LM0202P). 

For the measurements of the optical breakdown threshold, a precise energy adjustment of the pump beam is 
required. This goal is achieved by using combinations of /2 plates and thin film polarizers, the transmission of 
which depends on the polarization angle of the incident light. A rotation of the /2 plate causes an attenuation of 
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the transmitted laser beam. The /2 plates and thin film polarizers are wavelength-specific and for our experi-
ments is a strong attenuation required (i.e. ps pulses from mJ down to several nJ). Therefore, we have integrated 
six different combinations of /2 plates and thin film polarizers in the experimental setup. The units are mounted 
on flip holders. This way they can be moved into the beam path without further adjustment whenever an 
attenuation of the laser irradiation is necessary. The energy of the laser pulses is measured by diverting a part of 
the pump beam onto an energy meter (Ophir PD10-pJ). 

Laser pulses from table 1 and table 3 are combined on table 2 and directed into the setup for the investi-
gation of the optical breakdown events. This setup is similar for all pulse durations and laser types investigated 
and will be described in section 3.2.   
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Figure 3.1  Experimental setup for the investigation of laser induced optical breakdown in water generated by laser pulses 
with wavelengths between 1064 nm and 348 nm and pulse durations of  8 ns, 30 ps, and 350 fs. (a) Table 1 with Nd:YAG ns- 
and ps- laser systems, frequency doubling, frequency tripling and controls for irradiation parameters. Table 2 (described in 
section 3.2) contains the setup for the investigation of breakdown thresholds, cavitation bubble size, and time-resolved 
photography of the laser-induced phenomena. (b) Table 3 with Yb:glass fs laser system including frequency doubling and 
frequency tripling, controls for irradiation parameters (attenuators, shutters, leakage suppression).  
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3.1.2. Seeded/non-seeded nanosecond laser  
We acquired a Quanta-Ray Nd:YAG nanosecond laser system (Spectra Physics) with  = 1064 nm wavelength 
that is switchable between seeded (single longitudinal mode) and unseeded (many longitudinal modes) 
operation, corresponding to either a Gaussian temporal laser pulse shape or a pulse exhibiting ps spikes. The 
beam from an instable resonator with “Gaussian” mirrors exhibited > 70% correlation between near-field profile 
and best fit to Gaussian profile, corresponding to M2  ≈ 1.9. This laser system was not financed by EOARD but 
became available through other funding sources. Beside fundamental mode operation, frequency doubling and 
frequency tripling was available for creating laser irradiation with  = 532 nm and  = 355 nm wavelength. The 
knowledge of the temporal pulse shape of the laser pulse (pulse duration, number and amplitude of the ps-spikes) 
is essential for the understanding of the physical effects underlying optical breakdown, and for a meaningful 
comparison between the results of experiments and numerical calculations.  

We measured the pulse shapes of unseeded and seeded laser pulses in the IR, VIS and UV with high tempo-
ral resolution, using fast photodiodes (ANTEL AR-S1 and Newport 818-BB-35) and a 3 GHz oscilloscope 
(Tektronix TDS 694C). Later we acquired a 6 GHz oscilloscope (Tektronix DPO 70604).  The Newport photo-
diode has a bandwidth of 12.5 GHz but, unfortunately, the detector material is InGaAs and it is only possible to 
detect the IR wavelength. The Antel photodiode has a rise time below 100 ps and is, thus, a little slower than the 
Newport photodiode. However, the detector material (silicon) allows to measure all three wavelengths. To 
compare the signals of both photodiodes, we measured an unseeded IR laser pulse simultaneously with the 
Newport and the Antel photodiode. The signals were almost identical, indicating that the temporal resolution in 
our setup is limited by the oscilloscope and not by the photodetectors. Therefore, we decided to record the pulse 
shapes for all wavelengths using the Antel photodiode. The temporal pulse shape of seeded and unseeded laser 
pulses with IR, VIS and UV wavelength is shown in Fig. 3.2.  
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Figure 3.2  Temporal shapes of unseeded and seeded 
laser pulses at (a)  = 1064 nm, (b)  = 532 nm and (c) 
 = 355 nm. The pulses were measured using a fast 
photodiode (ANTEL) with a rise time < 100 ps and a 3 
GHz oscilloscope (Tektronix TDS 694C). For a better 
comparison, unseeded and seeded laser pulse energies 
are normalized to the same energy (i.e. to equal areas 
under the oscilloscope traces for both laser operation 
modes).   

 
    c) 

The temporal pulse shape of each seeded and unseeded laser pulse in Fig. 3.2 is an example out of a 
measurement series of six single shots for each wavelength and laser mode. We normalized the pulse energy of 
unseeded and seeded laser pulses to compare the ratio of the maximum amplitude in the unseeded mode to the 
maximum amplitude in the seeded mode. This ratio is a measure for the possible influence of the ps-spikes in the 
unseeded mode in comparison to the Gaussian pulse shape in the seeded mode. Furthermore, we fitted the 
experimental data with a Gaussian function to determine the FWHM pulse duration.  
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 The results are shown in figure 3.3 and summarized in Table 3.1. In the unseeded laser mode, the number 
of ps-spikes decreases with decreasing wavelength and the relative amplitude is larger for UV and VIS than for 
IR. This is due to the nonlinearity of the frequency conversion process. This nonlinearity leads, furthermore, to a 
decrease of the pulse duration (FWHM) from 11.15 ns for IR, through 8.76 ns for VIS to 6.77 ns for UV. 
Interestingly, a Gaussian fit yielded the same pulse durations for the seeded and unseeded modes. Nevertheless, 
the UV unseeded laser pulse is more a sequence of ps pulses rather than one ns laser pulse.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.3  Ratio of the maximum amplitude of unseeded and seeded laser pulses evaluated from the measurements shown in 
figure 3.2. Both the magnitude and the scattering of the ratio are stronger for UV and VIS than for IR due to the nonlinear 
process of second harmonic and third harmonic generation. 
 

[nm]  (FWHM) [ns]  [ns] # spikes Ratio Aus/As 
          

1064 11.15 0.09 34 1.7 
532 8.76 0.11 24 3.0 
355 6.77 0.12 15 2.7 

Table 3.1  Pulse duration, number of spikes in the unseeded laser mode, and ratio of the maximum amplitude of unseeded 
and seeded laser pulses evaluated from the measurements shown in figure 3.3 for the different wavelengths. 
 

The temporal pulse shape of ns laser pulses has previously not been studied with similarly temporal reso-
lution. The spikes that originate from longitudinal mode-beating in every unseeded laser system have influenced 
the results in almost all investigations of ns-laser induced breakdown performed in the past but were hardly ever 
considered. Even though authors were aware about the importance of the spatio-temporal structure of the laser 
irradiation (see, for example, the reviews by Bloembergen, 1974 [Blo74], and Smith & Meyerand, 1976 
[Smi76]), attention was mainly focused on the transverse beam profile, and the temporal shape of the ns laser 
pulses was rarely discussed. One exception is the study by Glebov and coworkers [Gle84] who pointed out that 
the temporal pulse shape of ns laser pulses strongly influences the threshold sharpness. However, this study was 
performed only for the fundamental Nd:YAG laser wavelength, and the irregular laser pulse shape was not 
measured directly but deduced from measurements using a Fabry Perot interferometer. 

The use of slm laser pulses involves the risk of another source of error if small focusing angles are used. 
Brewer and Rieckhoff showed in 1964 [Bre64] that focusing of a slm Q-switched ruby laser pulse in water 
results in stimulated Brillouin scattering (SBS). Glebov et al. [Gle84] reported that a considerable fraction of the 
incident laser light is reflected by SBS before it reaches the laser focus. This results in enormously large values 
for the optical breakdown threshold if the light reflection is not appropriately considered. A convenient way to 
circumvent this problem is the use of large focusing angles corresponding to a very short interaction length in 
which SBS could occur. In our study, large NAs are employed anyway to avoid disturbance of the optical 
breakdown process by nonlinear beam propagation effects and to match the conditions for cell surgery. 
Therefore, SBS is not a matter of concern. 
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3.1.3. Microchip lasers 
Using temporally smooth laser pulses at VIS and UV wavelengths as emitted by the seeded ns laser system 
described in 3.1.2, we found two separate thresholds for the formation of minute bubbles and bright luminescent 
plasmas (BPL), as will be presented in section 4.2. The low-density plasma regime between bubble formation 
and BPL threshold enables to create fine laser effects that can be utilized for cell surgery, and nano-morphing of 
materials. Unfortunately, seeded Nd:YAG ns laser system are relatively complex and expensive devices. 
However, we discovered that cost-effective microchip lasers also emit smooth laser pulses because they can 
work in single mode operation. Therefore, we investigated the optical breakdown dynamics produced by 
microchip lasers with pulse durations between 0.5 and 1 ns for IR, VIS and UV wavelengths. 

Pulses with ≈ 1 ns duration were produced by a Crylas microchip laser. The temporal pulse shape of the 
microchip laser pulses with IR, VIS and UV wavelength is shown in Fig. 3.4. The laser pulses have a smooth 
temporal shape with pulse durations of approximately 1 ns. The exact pulse durations are listed in Table 3.2. 

The smooth temporal shape of the microchip laser pulses differs strongly from the spiking behavior 
exhibited by regular, unseeded Nd:YAG lasers (Fig. 3.3). The spikes originate from longitudinal mode-beating 
and can thus occur in every unseeded laser system. However, the spacing between the different longitudinal 
modes in a resonator is given by c/(2L), where c is the speed of light and L the resonator length. A long resonator 
has many more modes under the gain curve of the laser medium than a short resonator. The resonator of regular 
actively Q-switched ns-laser is approximately 30 cm long whereas the Crylas microchip laser has a resonator 
length of only 7 mm. The shorter resonator alone does not yet provide single mode operation. However, when it 
is combined with passive Q-switching, the Q-switch is triggered by the strongest mode and thus acts as an 
additional filter that suppresses competing longitudinal modes. Hence, the large mode spacing of the microchip 
laser in combination with the mode selection by the passive Q-switch yields a single longitudinal mode operation 
without seeding. Therefore, the microchip laser is a very cheap and effective alternative to expensive, seeded 
single longitudinal mode laser systems, especially for industrial uses. 
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[nm]  (FWHM) [ns]  [ns]
      

1064 1.01 0.02 
532 0.95 0.01 
355 0.93 0.01 

Table 3.2  Pulse duration of Crylas microchip ns laser pulses at different wavelengths. 
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Figure 3.4  Temporal shape of Crylas microchip 
laser pulses at (a)  = 1064 nm, (b)  = 532 nm and 
(c)  = 355 nm. The pulses were measured using a 
fast photodiode (ANTEL) with a rise time < 100 ps 
and a fast 6 GHz oscilloscope (Tektronix DPO 
70604). All pulses show a smooth temporal shape 
with pulse durations of approximately 1 ns. 
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Powerchip Laser

UV laser pulses of ≈ 0.5 ns duration were generated by a Teem Photonics microchip laser (PNV-001525-140). 
This laser system delivers laser pulses with up to 30 µJ pulse energy at 355 nm wavelength and 10 Hz repetition 
rate. The laser pulses have a smooth temporal shape as shown in Fig. 3.5. 

 

 

 

 

 

 

 

 

 

Figure 3.5  Temporal pulse shape of the UV microchip laser pulse, measured using a fast photodiode (ANTEL) with a rise 
time < 100 ps and a 6-GHz oscilloscope (Tektronix DPO 70604). A Gaussian function was fitted to the experimental data to 
obtain the exact value of the FWHM time (0.55 ns). 
 

 

3.1.4. Nanosecond OPO system 
The wavelength dependence Ith() of optical breakdown in aqueous media with ns laser pulses was investigated 
in the wavelength range between 725 nm and 1030 nm at 21 wavelengths. Initiation of the breakdown process by 
multiphoton ionization should result in a stepwise increase of the threshold irradiance, Ith, at wavelengths above 
which one more photon is required to overcome the band gap [Blo74], while extrinsic initiation should exhibit a 
smoother Ith() dependence. Fig. 3.6 shows the single longitudinal mode optical parametric oscillator (slm OPO) 
employed for these measurements, and Table 3.3 summarizes it‟s specifications. Access to the OPO system was 
provided by Dr. Hannes Vogelmann and Dr. Thomas Trickl at the Institut für Meteorologie und Klimaforschung, 
Forschungszentrum Karlsruhe. This laboratory is located at Schneefernerhaus on top of Zugspitze, Germanys 
highest mountain. Measurements were performed in collaboration with Dr. Vogelmann. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.6  Schematic of the slm ns OPO laser system. 
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Pump laser Frequency-doubled injection-seeded Nd:YAG laser 
 Continuum Powerlite 8020, pulse length 7 ns, wavelength 532 nm, 20 Hz, 10 mJ 

Laser oscillator Littman OPO 
Tuning range 720 nm - 1050 nm 
Pulse length 1.5 ns - 3.0 ns 
Pulse energy 150-500 µJ 

Bandwidth ≈ 250 MHz 
Long-term stability ± 5 MHz 
Frequency noise ± 35 MHz 
Spectral purity > 99.9 % 

Pointing stability < 30 µrad 
Beam divergence < 0.4 mrad 

Table 3.3 Specifications of the nanosecond single longitudinal-mode optical parametric oscillator (slm OPO). 
 

The OPO is pumped by the second-harmonic output from a slm Nd:YAG laser. The thermally stabilized 
OPO is a modified version [Vog08] of a commercial instrument (Continuum Mirage) that is based on a short  
(≈ 5 cm) Littmann cavity and a KTP crystal for parametric frequency conversion [Bos93]. The vertical diameter 
of the 532-nm pump beam is compressed by a factor of two with a cylindrical telescope to suppress the out-of-
plane modes in the OPO emission. The wavelength is actively stabilized to within  35 MHz by piezo-electri-
cally adjusting the tilt angle of the tuning mirror according to the output of an interferometric wave meter 
(Cluster LM007). Depending on the wavelength, the OPO emits pulses of 1.5-3.0 ns duration and 0.1-0.5 mJ 
energy at 20 Hz repetition rate, with < 0.4 mrad beam divergence. The single-shot bandwidth of 2.0-ns-pulses is 
250 MHz, which is almost Fourier-transform limited. The tuning range extends from 720 nm to 1050 nm. To 
achieve this broad wavelength range, two sets of optics are required, with a transition at ≈ 930 nm. 

The trigger input of the Nd:YAG pump laser was used to also trigger a fast mechanical shutter controlled by 
a computer programmed in Labview. The shutter (Laser Imagineering, TTL shutter) was opened at a fixed time 
delay after the laser trigger for 40 ms to select a single pulse out of the 20 Hz pulse train. The pulse energy is 
adjusted by rotating a Fresnel-rhomb retarder in front of a Glan laser prism. Shape and duration of each laser 
pulse employed for the threshold determination are measured for each individual pulse using a fast photodiode 
(ANTEL AR-S1) with 100 ps rise time and an oscilloscope with 6 GHz bandwidth (Tektronix DPO 70604).  
Fig. 3.7 shows examples of the temporal pulse shapes for different wavelengths.  

 

 

 

 

 

 

 a)                    b) 

 

 

 
 
 

 

 

c)                    d) 

 

Figure 3.7 Temporal shape of single longitudinal mode OPO ns laser pulses at (a)  = 725 nm, (b)  = 840 nm,  
(c)  = 900 nm, and (d)  = 1025 nm. 
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Although the maximum pulse energy is 150 µJ, the system should be operated close to threshold if slm 
emission is desired. In this regime, the pulses show a nearly smooth shape with occasional small spikes on the 
pulse profile, as demonstrated in Fig. 3.7. The spikes are much smaller and significantly less frequent than in the 
case of an unseeded laser pulse exhibiting longitudinal mode beating (Fig. 3.2). Therefore, the existence of these 
small spikes should have only marginal influence on the optical breakdown threshold. The laser pulse duration 
ranged between 1.5 ns and 3.1 ns FWHM, depending on the wavelength, the quality of the alignment of the 
OPO, and the pump laser power. Because of these variations, we recorded the duration and shape for each pulse 
during the measurements for all objectives and wavelengths investigated. The averaged pulse duration for each 
individual measurement series with a specific wavelength and OPO adjustment was then used to calculate the 
respective irradiance threshold for breakdown.  

Besides the temporal pulse shape, the transverse laser beam profile also influences the breakdown threshold 
because the beam quality influences the focal spot size. While all laser sources emitting at fixed wavelengths that 
were described in sections 3.1.1 – 3.1.3 have a good beam quality ( 3.12 M ), this cannot be taken for granted 
for the OPO system, which has a very short resonator length to enable slm operation and must be tuned to 
achieve operation at different wavelengths. Therefore, we measured the beam quality factor M2 as a function of 
wavelength over the entire tuning range of the OPO. The factor is defined as  

 /)( 0
2 M ,         (3.1) 

where   is the half angle beam divergence, 0 is the beam radius at the beam waist, and λ the wavelength.  
A diffraction-limited beam has an M2 factor of 1, and is a Gaussian beam. 

We used a Hartman Shack Wavefront Analyzer provided by Laser-Laboratorium Göttingen e.V., Germany 
(www.llg.gwdg.de) that provides all beam parameters through single shot measurement. This feature is very 
important for pulsed laser operation with large shot-to shot fluctuations. The measurement results are presented 
in Fig. 3.8. As the beam is not circular symmetric, values in x and y direction are given together with a combined 
value 2222 )( yx MMM  . The beam quality is optimal in the center region of the two sets of optics for the OPO 
and deteriorates at the borders of the range of each optics set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.8 Top: CCD profiler images of the pump laser beam cross section within the effective objective aperture. Bottom: 
Measured beam quality parameter of the ns OPO system for various wavelengths. M2 values in x and y direction are given 
together with a combined value (M2)2. Left column: results for the 40x objective (NA = 0.8) with 8 mm diameter, Right 
column: results for the 63x objective (NA = 0.9) with 5.7 mm diameter. 
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3.1.5. Femtosecond OPA system 
The wavelength dependence of femtosecond optical breakdown was investigated for 50 wavelengths in the range 
between 330 nm to 1085 nm using a femtosecond optical parametrical amplifier (OPA) system.  Fs laser pulses 
at tunable wavelength were created by a traveling-wave optical parametric amplifier of superfluorescence 
(TOPAS 4/800, Light Conversion) that was pumped by a titanium sapphire fs laser (Spectra Physics Spitfire). A 
schematic drawing of the TOPAS system is shown in Fig. 3.9.  

 

 

 

 

 

 

 

 

Figure 3.9 Schematic of the traveling-wave optical parametric amplifier of super-fluorescence (TOPAS 4/800, Light 
Conversion) that is used to generate tunable fs laser pulses in the range from 300 nm to 1100 nm [Lig04].  

 
The TOPAS system has to be pumped by an amplified fs laser in the wavelength range between 770 and 810 nm. 
Tunability is achieved by generating super-fluorescence in a BBO crystal and subsequent amplification of the 
signal (S) and idler (I) wave. The frequency selection is controlled by means of a grating between the amplifier 
stages. In the TOPAS system, super-fluorescence generation is followed by three preamplifier stages and a 
power amplifier. All these stages use only one nonlinear BBO crystal. A second crystal is employed to 
compensate the beam offset due to rotation of the nonlinear crystal that, together with the adjustment of the 
grating angle is used for wavelength tuning. The seed signal from the super-fluorescence generator is produced 
with low pump laser power, and the preamplifiers also work in a low-energy range to minimize the spectral line 
width and optimize the transverse beam quality. The power amplifier then uses approximately 85 % of the pump 
energy and is designed to achieve a high conversion efficiency in combination with a good beam quality and 
short duration of the generated pulses. To achieve a high pulse to pulse stability, the amplification stage is driven 
into saturation.  

 The generation of signal, idler, second-harmonic signal, second-harmonic idler, sum-frequency of pump 
and signal, sum-frequency of pump and idler, fourth-harmonic signal, and fourth-harmonic idler enables the 
TOPAS system to continuous tuning across the whole wavelength range from 300 nm to 1100 nm. Thereby, the 
operation of tuning the crystal and grating angle is completely computer controlled. Only the frequency mixers 
have to be rotated manually by the time.  

The stability of the TOPAS system is largely determined by the stability of the pump laser. Because our 
institute owns only the TOPAS but no titanium sapphire femtosecond laser that is sufficiently powerful to pump 
it, we had to look for external collaboration partners. We found a powerful and stable titanium sapphire fs laser 
(Spectra Physics Spitfire) in the group of Kristian Werelius at the Laser Center Hannover. The Spectra Physics 
Spitfire system consists of a mode-locked, fs titan sapphire laser oscillator (MaiTai), a diode-pumped solid state 
pump laser (Empower), and a regenerative amplifier system. This laser system has a repetition rate of 1 kHz, 
460 µJ pulse energy, 795 nm center wavelength, 120 fs pulse duration, and a high pulse-to-pulse stability (< 1% 
fluctuation). Fig. 3.10 shows the complete fs laser OPA setup. 
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Figure 3.10  Schematic drawing of the fs laser OPA system consisting of Ti:sapphire pump laser and TOPAS. 

 

The output of the TOPAS system is always a mixture of the target wavelength and different other 
wavelengths like, for example, the fundamental signal and idler wavelengths. Six different sets of four dichroic 
mirrors each were used to separate the target wavelength from other wavelengths over the entire tuning range. 
The trigger output of the Spitfire laser system was used to trigger two fast mechanical shutters (Uniblitz 
electronics) to select single pulses out of the 1 kHz repetition rate signal. Precise energy adjustment of the fs 
laser required for the measurements of the optical breakdown thresholds was achieved by a combination of a 
Fresnel rhomb retarder and a Glan laser prism (both Karl Lambrecht Corporation). The Fresnel rhomb retarder 
rotates the polarization angle of incident light regardless of wavelength, and the transmission through the Glan 
laser prism depends on the polarization angle of the incident light, also regardless of wavelength. A rotation of 
the Fresnel Rhomb retarder thus causes an attenuation of the transmitted laser beam. Additionally, spectrum and 
pulse duration were measured for each wavelength using a wavemeter (Ocean Optics, HR 2000), and an 
autocorrelator (APE pulse check).  

Figure 3.11 shows the output power of the TOPAS system at 1 kHz repetition rate for all available wave-
lengths in the range from 285 nm to 2600 nm. In the wavelength range from 300 to 1100 nm used in our 
investigations, the available single pulse energies varied between 2.5 µJ and 50 µJ. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11 Measured output power of the TOPAS/Spitfire system at 1 kHz repetition rate for wavelengths in the range from 
285 to 2600 nm. 
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In Fig. 3.12 some examples of the measured autocorrelation and spectrum of the femtosecond laser pulses 
are presented for different wavelengths from VIS to IR. Unfortunately, we were not able to measure the auto-
correlation in the UV range due to limitations in the sensitivity range of our autocorrelator. 
 
 
 
 
 
 
               = 544 nm 
                = 196 fs 
 
 
 
 
a) 
 
 
 
 
 
 
               = 799 nm 
                = 237 fs 
 
 
 
 
b) 
 
 
 
 
 
 
              = 1064 nm 
               = 123 fs 
 
 
 
 
c) 
 
 
Figure 3.12  Spectrum and autocorrelation of fs OPA laser pulses with center wavelengths of (a)  = 544 nm, (b)  = 799 nm, 
and (c)  = 1064 nm. 
 
For each individual wavelength, the output of the TOPAS system exhibited good stability with respect to pulse 
duration, wavelength, and beam divergence. However, the results in figure 3.12 indicate that the pulse duration 
strongly varies with wavelength. We attempted to avoid these fluctuations by changing the wavelength sepa-
rators and the dichroic mirrors in the optical path between laser and measurement cell (see section 3.2), as well 
as by realignment of the TOPAS system but the fluctuations remained. It is thus unlikely that they are caused by 
wavelength-dependent group velocity dispersion in external optical elements but they rather seem to originate 
from the emission characteristics of the TOPAS itself. To account for the fluctuations, we measured spectrum 
and pulse duration for each wavelength and normalized the breakdown thresholds to the average value of the 
pulse duration for all wavelengths investigated, 265 fs, (see section 4.4.1). 
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3.2. Experimental setup and procedures for the investigation of optical breakdown  

3.2.1. Overall description 

Figure 3.13 shows the experimental setup for the measurement of the optical breakdown thresholds and the 
investigation of the breakdown-induced events.  

 

 

 

 

 

 

 

 

 

 

Figure 3.13  Experimental setup for the examination of laser-induced breakdown in water. 
 

To determine femtosecond breakdown thresholds in transparent media, the laser pulses must be focused at 
a high NA  ( 0.9) to avoid corruption of the results by nonlinear beam propagation altering the focal spot size 
[Sch01, Arn07]. For ns pulses, large NAs are important to avoid stimulated Brillouin scattering [Gle84]. Large 
focusing angles are difficult to realize without introducing spherical aberrations into the laser beam path that will 
lead to erroneous threshold values [Vog99b]. In the present study, we use water immersion microscope 
objectives built into the wall of a cuvette to provide diffraction-limited focusing conditions up to 9.0NA .  

 As described in section 2.1.2, we use bubble formation as threshold criterion for optical breakdown. Close 
to threshold, femtosecond laser produced bubbles have a minute size below the diffraction limited resolution of 
the microscope objective used for bubble generation [Vog05]. To detect such small bubbles and determine their 
maximum radius Rmax, we use the scattering of a continuous probe laser beam to determine the bubble oscillation 
time Tosc and deduce Rmax from Tosc, which is the lifetime of the first cycle of the cavitating bubble [Vog96a, 
Noa98, Ven02, Hut07]. Previously, scattering techniques have been used for the analysis of single bubble 
sonoluminescence and the early expansion phase of fs-laser-produced bubbles [Sch02, Bar97]. The bubble 
dynamics was deduced from the temporal evolution of the intensity of the scattering signal which involved 
calibration problems. Since we are only interested in Rmax, we can avoid such problems by resorting to the 
theoretically known relationship between Rmax and Tosc. The present technique enables rapid measurements of 
both the bubble formation threshold and the dependence of bubble size from laser pulse energy [Vog08]. 

 Breakdown in water is produced by focusing the laser pulses through long-distance water-immersion 
objectives (Leica HCX APO L U-V-I) built into the wall of a water-filled cell. We used 10x, 20x, 40x, or 63x 
objectives (0.3 ≤ NA ≤ 0.9) with free working distances between 3.6 mm and 2.2 mm. The rear entrance pupil of 
the objective is overfilled to create a uniform irradiance distribution corresponding to an Airy pattern in the focal 
plane [Bor70]. Single laser pulses are selected from the pulse train using a mechanical shutter. The energy of the 
laser pulses is measured by diverting a part of the incident laser pulse on an energy meter (Ophir PD10-pJ or 
Ophir PD 10, depending on energy). Precise energy adjustment of the laser pulses was for fixed laser wave-
lengths achieved by combinations of /2 plates and thin film polarizers (see 3.1.1), or a combination of a Fresnel 
rhomb retarder and a Glan laser prism (see 3.1.5). As breakdown medium, we used aqua ad iniectabilia (Braun), 
additionally filtered with a 0,22 µm microfilter (Millipore) to avoid undesirable impurities in water. 
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To monitor bubble formation, a spatially filtered cw probe laser beam (CrystaLaser, 658 nm, 40 mW) is 
adjusted collinear and confocal with the fs beam. The transmitted probe light is collected by a 10x, NA  = 0.3 
water immersion objective and imaged onto an AC-coupled amplified photoreceiver (FEMTO, 25 kHz –
200 MHz bandwidth) that is protected from the fs laser irradiation by blocking filters. When the bubble is much 
smaller than the focal diameter, its scattering signal is considerably weaker than the total amount of transmitted 
light. The AC-coupling removes this bias and makes it possible to detect bubbles with only 15 ns oscillation time 
and 150 nm maximum radius with  10 nm accuracy.  

 To validate the scattering technique, larger bubbles are imaged with 1 µm optical resolution by a digital 
camera using a 20x, NA = 0.5 objective oriented perpendicular to the pump and probe beam axes. The object 
space is illuminated in Köhler technique using a plasma discharge lamp with 18 ns pulse duration (Nanolite  
KL-L, High Speed Photosystems). The image produced by the microscope objective and the tube lens was 
further magnified using a Nikkor objective (63mm/1:2.8) that is corrected for 8x magnification. This way, we 
achieved a total magnification factor of M ≈ 160. Images were recorded by a digital camera connected to a PC 
(Fuji Film FinePix S1 Pro camera, or, at later stages of the project, Canon EOS 5D). The same imaging system 
can be readily modified into a Schlieren system for the visualization of laser-induced refractive index changes 
and shock wave emission [Vog06]. 

Simple open shutter photography in side view is used to record time-integrated images of the plasma 
luminescence (see section 3.2.6). For measurements of the plasma transmission, the photo receiver is replaced by 
an energy meter, and the 63x objective (NA = 0.9) is used to collect the transmitted laser light (section 3.2.7).  

Initially, the ceramic coating of the objectives prohibited a confocal adjustment of objectives with a 
magnification larger than 20 x. Therefore, in cooperation with Leica, we removed the ceramic coatings from the 
objectives, sealed them to avoid intrusion of water and protected them with a self-built stainless steel cover to 
avoid mechanical damage during our measurements. Our mechanical workshop built a cuvette made of 
polyoxymethylene (POM) with openings fitted to the diameter of the Leica objectives (Fig. 3.14). This cuvette 
was water tight without any further sealing. Confocal adjustment of all objectives can now be achieved, when the 
40x objective (NA = 0.8) is used to focus the fs-pulses but not with the 63x objective (NA = 0.9) because in the 
latter case the working distances of 2,2 mm is too short. Because the orthogonal confocal adjustment of the 
microscope objectives is critical for imaging in side view, the positions of the objectives can be controlled by 
piezo-driven devices. 
 

 

 

 

 

 

 

 

 

Figure 3.14  Photograph of the water immersion microscope objectives built into the wall of the measurement cell.  

3.2.2. Energy calibration 
For energy calibration, we performed reference measurements in front and behind the microscope objectives. 
That enabled us to calculate the laser pulse energy in the focus. In a previous study [Ven02], the laser energy 
contributing to breakdown was assessed from an energy measurement behind an iris aperture having the same 
diameter as the mechanical aperture on the rear side of the microscope objective. This approach did not only 
neglect transmission losses in the objectives and in water, but also assumed that the mechanical aperture is 
identical with the optical pupil of the objective. To avoid these sources of error, we adjusted the beam diameter 
to the pupil size and considered the wavelength dependent transmission of all objectives used. 
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When microscope objectives are used to focus parallel incoming laser light to create optical breakdown, 
their exit pupil serves as actual entrance pupil for the laser pulse. For a given NA and magnification M of the 
objective, the pupil diameter can be calculated assuming that a point source in the front focal plane results in a 
parallel output beam having a diameter [Lei05] 

fNAd 2 , with Mmmf /200 .       (3.2) 

The mechanical aperture stop of the microscope objective is usually larger than the pupil diameter d, as 
summarized in table 3.4 for the objectives used in our study. 

 

 
 
 
 
 
 
Table 3.4  Pupil diameters and mechanical apertures of the Leica water immersion objectives. 

 
If the entire mechanical aperture of the microscope objective is illuminated, only part of the incident 

energy reaches the laser focus. To avoid this potential source of error in the energy calibration, we placed 
custom-built apertures with diameters equal to the respective pupil sizes directly in front of the objectives. 

To assess the microscope transmission at UV, VIS and IR wavelengths, we compared specifications 
provided by the manufacturer with own measurements. Unfortunately, we were not able to measure the trans-
mitted energy of the laser pulse through the microscope objectives directly at the location of the laser focus in 
the water cell, because our energy detector is too large to be immersed and not water resistant. Therefore, we 
measured the transmission in air. This approach may lead to an overestimation of transmission losses because the 
front lens of the microscope objective is antireflection-coated for water immersion and not for a glass-air 
interface. The measurement error will be largest for the peripheral rays that intersect the interface under a large 
angle. Therefore, we reduced the diameter of the incident laser beam by means of an iris diaphragm in front of 
the objective to 2 mm. In table 3.5 the measured transmission values at three laser wavelengths are presented 
together with the specifications of Leica. Fig. 3.15 shows transmission data provided by the manufacturer over 
the entire wavelength range. Specified transmission values are usually at the lower limit of the actual trans-
mission range. Therefore, it is understandable, that the measured values are larger than the specifications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3.5  Measured transmission values and Leica specifications for different water immersion objectives and wavelengths. 
 

 

Objective NA Mech. aperture [mm] Pupil diameter [mm] 
        

10x 0,3 12,4 12,0 
20x 0,5 11,5 10,0 
40x 0,8 9,3 8,0 
63x 0,9 7,4 5,7 

Objective NA [nm] Tmeas [%] Tleica [%] 
          

10x 0,3 355 88,3 80,0 
20x 0,5 355 75,0 50,0 
40x 0,8 355 68,4 60,0 
63x 0,9 355 68,6 58,0 

          
10x 0,3 532 95,0 92,0 
20x 0,5 532 95,7 93,0 
40x 0,8 532 92,2 87,0 
63x 0,9 532 92,2 89,0 

          
10x 0,3 1064 90,1 80,0 
20x 0,5 1064 83,0 75,0 
40x 0,8 1064 77,8 70,0 
63x 0,9 1064 77,4 70,0 
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a)          b) 

 

Figure 3.14  Transmission curves provided by Leica for the HCX APO L U-V-I water immersion microscope objectives. 

The actual energy calibration was performed by comparing the readout of the energy detector with the 
energy value behind an aperture with diameter equal to the pupil size of the objective, considering the measured 
transmission losses in the objective and on the light path through water from objective to laser focus [Vog03]. 
Since the relation between energy in front of the objective and reference energy was not in all cases linear, we 
always determined a calibration curve for the entire energy range covered by each measurement for a given 
(L, ) parameter combination.  

3.2.3. Measurement of energy reflected by stimulated Brillouin Scattering 
Figure 3.16 shows the experimental setup for the measurement of the fraction of the pump laser light that is, 
especially at small numerical apertures, reflected by stimulated Brillouin scattering (SBS). For this measurement, 
a thin film polarizer (TFP) and a quarter wave plate are added to the setup of Fig. 3.13. The incident pump laser 
beam is fully transmitted through the TFP and becomes circular polarized after passing the /4 plate. Part of the 
laser beam is reflected by SBS in the focal region and passes the quarter wave plate a second time, after which 
its direction of polarization is turned by 90°. Therefore, the beam is reflected by the TFP onto energy meter 2. 
The fraction of the incident laser light reflected by SBS is obtained by comparing the readings of energy meters 
1 and 2. Measurements were performed for NAs in the range of 0.075 < NA < 0.9.  

 For calibration of the backscattered energy, we removed the microscope objective used for focusing the 
pump laser beam and placed a highly reflecting mirror at the focal plane. The reading of energy meter 2 under 
these circumstance, corrected by the transmission of the microscope objective and the water in the cuvette, was 
taken as standard for 100% reflection by SBS.  
 

 

 

 

 

 

Figure 3.16  Experimental setup for the measurement of the energy reflected by stimulated Brillouin scattering. The probe 
laser beam path that is relevant for the SBS measurement is drawn in red.  

 Note that with the setup of Fig. 3.16, we can measure the light reflection by SBS only for circular polarized 
light while the breakdown thresholds were determined using linear polarized light. 
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3.2.4. Scattering technique for determination of bubble size 

3.2.4.1. Shape and origin of the scattering signals 

Figure 3.17 presents time-resolved signals from bubbles produced by 350-fs laser-induced optical breakdown in 
water using the setup of Fig. 3.13. A 1040-nm fs pump laser pulse and a 658-nm cw laser were focused with the 
63x objective (NA = 0.9), and the probe laser light was collected with the 10x objective (NA = 0.3). An 
additional aperture with 4 mm diameter behind the 10x objective reduced the effective aperture to an NA of 
approximately 0.1, corresponding to  = 4,3°. We found empirically that the sensitivity of bubble detection is 
best at this NA. The reason for this finding is not yet completely understood but must be related to the Mie 
scattering characteristics [Mie08, Ker69] of the bubbles. 

The signals are complex, due to the rapidly changing Rayleigh and Mie scattering characteristics during 
bubble expansion and collapse [Bar97] but Tosc can always be easily determined. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.17  Time-resolved scattering signals of 350-fs laser pulses with 1040 nm wavelength induced bubbles in water. 
Pump- and probe laser are focused with the 63x objective (NA=0.9) and collected with the 10x objective (effective NA=0.1). 
The scattering signals provide information about the bubble oscillation time. Both pump laser pulse energy and the 
corresponding bubble oscillation time are given in each plot. 
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The scattering of probe laser light by bubbles larger and smaller than the beam waist is schematically 
depicted in Fig. 3.18.  

 

 

 

 

 

  a)         b) 

 

Figure 3.18  Schematic drawing of the interaction of probe laser light with bubbles that are a) much larger than the beam 
waist and b) much smaller than the beam waist. In a) geometrical optics can be applied. It predicts that the laser light passes 
the bubble with little disturbance because the light rays hit the bubble wall under 90°. In b), the light is scattered by the 
bubble [Mie08, Ker69]. 
 

While the probe laser is transmitted with little disturbance through bubbles that are considerably larger than 
the beam waist, it is scattered by bubbles smaller than the beam waist, as described by Mie theory [Mie08, 
Ker69]. The angular intensity distribution of Mie scattering on bubbles with different radii is shown in Fig. 3.19, 
and the dependence on the total scattering cross section on bubble radius is presented in Fig. 3.20. It should be 
noted, that the curves in figures 3.19 and 3.20 have been calculated for light incident as a plane wave with 
infinite extent. In reality, the light distribution in the beam waist is, however, given by an Airy pattern [Bor70]. 
Therefore, these figures can only serve as illustrations of the scattering phenomena and do not provide exact 
quantitative information. 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

Figure 3.19  Angular intensity distribution of Mie scattering on bubbles (n=1.0) in water (n=1.33), for different bubble sizes 
and  = 1040 nm. With increasing bubble size, scattering in forward direction becomes ever more important, and the angular 
distribution exhibits growing number of intensity peaks, or “scattering lobes” [Ore06]. 
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Figure 3.20  Scattering cross section (red line), normalized by the cross section R² of the bubble, plotted as a function of 
bubble radius for = 1040nm calculated with scatlab 1.2. For R >>, the scattering intensity is proportional to R², i.e. the 
normalized scattering cross section  approaches a constant value. For R ≈ ,  modulates with variations of R. For R < , 
the normalized scattering cross section decreases rapidly and monotonously with decreasing R. Additionally, the normalized 
backscattering cross section (blue line) is plotted. It contributes only a small fraction to the full scattering cross section. The 
regime of Rayleigh scattering (equal contributions of forward and backward scattering) reaches to about R = 0.2µm. 
 

 In our detection geometry (figure 3.13), the light collected by the photodetector is given by 

                 .       (3.3) 

Here I0 denotes the irradiance incident on the detector without the presence of a bubble in the probe laser beam, 
(R)/R² is the normalized scattering cross section (figure 3.20), and represents all scattered light including the 
fraction scattered out of the collecting aperture. The last term in equation (3.3) describes the forward scattering 
into the effective aperture of the collecting microscope objective. It is evident from figure 3.20 that the term 
I0(R)/R² will undulate during bubble expansion and collapse. This applies also for the last term because the 
number of scattering lobes (Fig. 3.19) transmitted through the detection aperture will change with varying bubble 
radius. For very small bubbles, only light of the central lobe is detected. At a certain bubble radius, the central 
lobe plus the first minimum of the angular distribution pass through the detecting aperture. This demarcates a 
minimum of the detected light intensity. It increases again, when the next lobe also passes through the detection 
aperture, etc. The increase of light intensity can be quite pronounced because the decrease of light intensity with 
increasing scattering angle is compensated by an increase of the solid angle into which the respective light is 
scattered. 

 The entire variation of signal strength with bubble radius is thus given both by changes of the total amount 
of scattered light and by changes of the fraction scattered into the collecting aperture. This complex interplay can 
explain why for very small bubbles with a size well below the laser wavelength the light intensity at the 
photodetector increases rather than decreases as would be expected at first sight. For bubbles much larger than 
the beam waist, the probe laser passes perpendicular through the bubble walls and is thus hardly deflected by the 
bubble (figure 3.18a)). This explains the small signal strength for large radii. 

Figure 3.17 shows that the measured scattering signal from the first bubble oscillation is symmetrical. The 
entire oscillation time can, therefore, be easily identified for all bubble sizes. For larger pulse energies, one or 
several rebounds of the oscillating bubble are observed after the first collapse. 

The signal-to-noise ratio (SNR) of the method is mainly determined by the power of the probe laser beam. 
A fraction of only 100 µW passes through the detection aperture, which corresponds to a total energy of 2.5 pJ 
during a bubble oscillation time of 25 ns. The SNR of our measurement technique is very high because we 
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obtain maxR  from the bubble oscillation time rather than  from the scattering intensity. Therefore, we do not 
need to look from the side under an angle where the scattering intensity is proportional to the bubble cross 
section but can make use of the much stronger forward and back scattering signals. The SNR is further improved 
because of the heterodyne gain arising from coherent mixing with a strong reference wave (the directly 
transmitted light). Only for incoherent light (e.g. for fluorescence signals), detection under 90° with a dark 
background is usually the approach providing the best SNR. With a coherent probe beam, on-axis detection 
proved to be more advantageous because of the heterodyne gain. 

3.2.4.2. Determination of bubbles size from the bubble oscillation period 
How can we calculate the bubble radius from the bubble oscillation time? The simplest calculation is given by 
the well known Rayleigh formula [Ray17]:  

                   (3.4) 

 

where pv is the vapor pressure inside the bubble (2330 Pa at 20° C). However, the Rayleigh formula was derived 
without consideration of surface tension, which exerts a pressure p = 2/R in addition to the hydrostatic pressure. 
The pressure by surface tension can be neglected for large bubbles but becomes important for bubble radii of a 
few µm or below. In water at room temperature, the surface tension against air is 0.073 N/m, and the 
corresponding pressure acting on bubbles of for example 100 nm radius is 1.46 MPa. Since this value is much 
larger than the hydrostatic pressure of 0.1 MPa, surface tension will considerably alter the relationship between 
bubble oscillation time and maximum radius. Rough estimates of bubble size and bubble energy considering the 
surface tension can be obtained by the following approximations: 

                   (3.5) 

 

               ,    (3.6) 

where p∞ = 0.1MPa, pv = 2300Pa, and maxmax /2)( RRp   ,  = 0.073 N/m. 

Here, Rmax must be determined in an iterative fashion, starting with the p-value based on Rmax obtained with the 
Rayleigh equation (3.4). The correct Rmax-value is then again inserted into equation (3.5) and after a few 
iterations of this kind, the found Rmax value is obtained. 

 Equation (3.5) is a simplification since it neglects the temperature dependence of surface tension that is 
important because the focal volume is heated during optical breakdown. Moreover, the pressure exerted by 
surface tension is not constant as suggested by the term p(Rmax) but is a function of time: p[Rmax(t)]. Note that 
the errors made by both simplifications will partly compensate each other because the first simplification leads to 
an overestimation of p ( decreases with increasing temperature), and the second simplification results in an 
underestimation of p (it is larger than p(Rmax) during bubble growth and collapse). Therefore, equations (8) and 
(9) are useful as zero-order approximations for a determination of Rmax and EB under consideration of surface 
tension. 

To increase the precision of the determination of Rmax, we established a refined method based on our 
numerical model on stress-induced bubble formation in fs optical breakdown [Vog05] (see section 2.1). This 
model can shortly be summarized as follows: 

 In femtosecond optical breakdown, the heating of the focal volume occurs much faster than the acoustic 
transit time from the center of the focus to its periphery.  Therefore, no acoustic relaxation is possible during the 
heating time, and large thermo-elastic stresses are produced because of this “stress confinement.” Owing to 
conservation of momentum, stress wave emitted from the focal volume must contain both compressive and 
tensile components such that the integral of the stress over time vanishes.  In water, the tensile stress wave 
causes the formation of a cavitation bubble when the rupture strength of the liquid is exceeded. 

To determine the evolution of the thermo-elastic stress distribution in the vicinity of the laser focus, we 
solve the three-dimensional thermo-elastic wave equation arising from the temperature distribution at the end of 
the laser pulse.  For large NAs, the focal volume is very small, and the presence of inhomogeneous nuclei that 
could facilitate bubble formation is unlikely. Therefore, we have to consider the tensile strength of pure water to 
estimate the bubble formation threshold.  We use the crossing of the “kinetic spinodal” as defined by Kiselev 
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[Kis99] as threshold criterion for bubble formation.  For superthreshold pulse energies, the size of the bubble 
nucleus is identified with the extent of the region in which the negative pressure exceeds the kinetic spinodal 
limit.  The bubble dynamics is then calculated by means of the Gilmore model [Gil52, Kna71, Pal96], with the 
tensile stress around the bubble and the vapor pressure inside the bubble as driving forces for the bubble 
expansion.  For the evolution of the vapor pressure, we consider two cases for the bubble content with respect to 
the surrounding liquid, namely case 1 of isothermal conditions, and case 2 of adiabatic conditions. Unlike the 
Rayleigh model, the Gilmore model takes the surface tension, viscosity and compressibility of the liquid into 
account. While in [Vog05] we still assumed a constant value of the surface tension (value at room temperature), 
we now consider the temperature-dependence of the surface tension at the bubble wall [NIS05].  

 Figure 3.21a shows the relationship between maximum bubble radius and oscillation time for the full 
model calculations (case 1 and case 2), the Gilmore model with constant , and the Rayleigh model. The bubble 
size in the Gilmore model was varied by using increasingly large equilibrium radii Rn with constant initial radius 
R0. This leads to bubble oscillations with increasing amplitude. It turns out, that the Gilmore model yields a good 
approximation to the Rmax = f(Tosc) relation obtained by our full numerical model, whereas the Rayleigh model 
leads to a marked underestimation of the bubble sizes, especially for short oscillation times. Figure 3.21b shows 
that the discrepancy between Gilmore and Rayleigh modeling becomes smaller with increasing bubble size and 
is negligible for bubble oscillation times ≥ 7µs, corresponding to bubble radii ≥ 35 µm. 

For practical purposes, we simplify the determination of Rmax from Tosc by using the Rayleigh equation 
(3.4) together with a correction factor RGilmore / RRayleigh that is plotted in Fig.3.22. The correction factor can be 
approximated by the analytical equation: 

 

.   (3.7) 

 Fig. 3.22 shows that for very small bubbles the actual radius corresponding to a given oscillation time is 
almost twice as large as predicted by the Rayleigh model. Surface tension acts as an elastic restoring force in 
addition to the hydrostatics pressure that accelerates the bubble oscillation. Fig. 3.23 shows that the energy 
stored in the elastic deformation against surface tension is for R = 200 nm one order of magnitude larger than the 
potential energy 3

max)()3/4( RppE vB   . Thus Eq. (3.6) must be used for calculating the bubble energy  

 A last remark should be made on the fact that all above equations were developed for spherical bubbles 
while very close to the bubble formation thresholds the cavities formed around ellipsoidal plasmas may 
themselves have an ellipsoidal shape. Godwin et al. showed in an experimental and numerical study that the 
oscillation times of spherical and ellipsoidal or even cylindrical bubbles are very similar if their maximum 
volume is the same [God99]. Thus our method will yield the correct bubble size and energy. 

 

 

 

 

 

 

 

 

 

 

(a)            (b) 

 

Figure 3.21  (a) Relationship between bubble oscillation time and maximum bubble radius predicted by our full model of 
thermoelastic bubble generation (case 1 and case 2) [Vog05], the Gilmore model of cavitation bubble dynamics [Gil52, 
Kna71, Pal96], and the Rayleigh equation (equation (3.4)). (b) Comparison between Gilmore and Rayleigh modeling for 
oscillation times up to 7 µs and bubble radii up to 40 µm. The discrepancy due to the neglect of surface tension in the 
Rayleigh equation diminishes with increasing bubble size. 
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Figure 3.22  Ratio of the maximum bubble radius calculated with the Gilmore model to the maximum bubble radius 
calculated with the Rayleigh model for different bubble oscillation times. An analytic function was plotted to these values. 
This allows us, to calculate the maximum bubble radius of the Gilmore model by use of the simple Rayleigh model in 
combination with the correction factor for specific oscillation times. As expected from figure 3.21, the correction factor for 
bubble oscillation times ≥ 7µs is 1 and increases with decreasing bubble oscillation time. For the shortest oscillation times 
observed in our study, the actual bubble radius is almost twice as large as predicted by the Rayleigh model.  
 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.23  Cavitation bubble energy calculated using Eq. (3.6) with consideration of the term describing the additional 
pressure from surface tension (red) and without this term, considering only the potential energy arising from the work against 
the hydrostatic pressure. 

3.2.4.3 Verification of scattering technique by comparison with flash photography 

To verify our measurement, we compared the results obtained with the time-resolved light scattering technique 
to the results obtained by flash photography, as described in section 3.2.1. Since bubble expansion and collapse 
are symmetrical in time, one needs to take a photograph at time t = Tosc/2 to capture the maximum bubble radius 
Rmax. The appropriate time can easily read from the scattering signals (see Fig. 3.17). Therefore, the first step in 
the measurement process for a certain laser pulse energy is the recording and analysis of the probe beam 
scattering signal. The Nanolite flash lamp was then triggered at t = Tosc/2 to take the photograph. 

 Two photographs of laser induced bubbles of different size are shown in Fig. 3.24. By means of aberration 
free imaging with the 20x water-immersion objective (NA = 0.5), we were able to measure the bubble size for 
bubbles with radii as small as 0.86 µm. Thus, the minimum photographed bubble diameter is 1.72 µm, very close 
to the optical resolution limit of 1.22 µm. Note that the images of the smallest bubbles photographed (Fig. 3.24a) 
are slightly blurred because the photographic exposure time (≈ 18 ns) is only about one fifth of the bubble 
oscillation time (≈ 100 ns). 
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 a)                b) 

Figure 3.24  Photos of bubbles in water produced by 350-fs laser pulses with 1040 nm wavelength. The pump laser was 
focused by a 40x (NA = 0.8) water immersion objective. Images were taken in side view with 162x magnification  

 
(a) laser pulse energy: 23,9 nJ   (b) laser pulse energy: 42,1 nJ 

laser-flashlamp delay: 50 ns    laser-flashlamp delay: 1260 ns 
    bubble radius: 0,86 µm      bubble radius: 13,83 µm 
 
Our findings obtained with the probe scattering technique are presented in Fig. 3.25 and compared with the 
results of the photographic measurements. The oscillation times from the scattering signals were evaluated using 
both the Rayleigh equation (3.4) and the combination of equations (3.4) and (3.7) representative for the Gilmore 
model. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.25  Comparison of the measured bubble radii with flash photography and the calculated bubble radii with the 
bubble oscillation time of the scattering signals. Both Rayleigh- and Gilmore model are used for the calculations, whereas the 
Gilmore radii better match the photo radii as expected. 
 

We found a very good agreement between the results of both measurement techniques. For very small 
bubbles, the bubble radii determined by means of the Gilmore model agree better with the photographic results 
than the values calculated using the Rayleigh equation that neglects surface tension. This is a very good verifi-
cation of our measurement method. The light scattering technique is much more sensitive than flash photography 
because it is not influenced by the optical resolution limit. We were able to detect bubbles with an oscillation 
time of 15 ns, corresponding to a radius as small as 150 nm. This made it possible to determine the breakdown 
threshold for IR-, VIS- and UV- wavelengths with unprecedented accuracy [Vog08]. 
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3.2.5. Determination of the breakdown thresholds 

We employed two criteria to determine experimental breakdown thresholds, as described in section 2.1.2. 
Bubble formation at the laser focus served as a general criterion for plasma formation, while the observation of 
bright plasma luminescence (BPL) served as criterion for the formation of high-energy density plasmas. For ns 
pulses, the onset of BPL either coincides with the bubble threshold (in the IR wavelength range), or is associated 
with a sudden increase in bubble size (for UV and VIS wavelengths). Therefore, the BPL threshold can also be 
determined by monitoring the bubble dynamics using the technique described in section 3.2.4. For breakdown by 
ultra-short laser pulses, the transition to the BPL regime is more gradual, and its detection requires direct detec-
tion of the plasma luminescence by means of a photodiode or plasma photography. We used the latter approach 
because it allows for simultaneous determination of the volume from which the luminescence is emitted.  

Determination of the irradiance threshold for optical breakdown requires the use of pulses with smooth 
temporal and spatial profile, and knowledge of the pulse energy, pulse duration and focal spot size. Our efforts to 
optimize the temporal and spatial profile have been described in section 3.1. The pulse energy was measured for 
each individual pulse in each measurement series. The pulse duration was usually determined before and after 
each measurement series for a (pulse duration/wavelength) combination. If a drift in pulse duration had occurred 
during the series, it was discarded. The focal spot size is influenced by the quality of the laser beam and the 
focusing optics, as well as by nonlinear beam propagation effects. Nonlinear beam propagation effects and 
corruption of the results by stimulated Brillouin scattering were avoided by using large numerical apertures 
[Sch01, Arn07, Gle84]. Aberration-free focusing was achieved by using diffraction-limited water-immersion 
microscope objectives built into the wall of the measurement cell. A direct measurement of the laser spot size 
was not attempted because the diffraction-limited spot size for large numerical apertures and short wavelengths 
is well below 1 µm (for example, d = 480 nm for NA = 0.9 and  = 355 nm) and thus hard to determine with 
sufficient accuracy. Therefore, we assumed diffraction-limited quality of the microscope objective and assessed 
the focus enlargement that may possibly originate from wave-front distortions in the laser beam. The laser beam 
quality was characterized either by direct measurement of the beam quality parameter M2 (see section 3.1.4), or 
by data provided by the laser manufacturer. Table 3.6 gives an overview of the M2 data used for the evaluation 
of our measurement results.  

Laser 
Pulse 

duration M² Source 

High Q Laser Production 
Yb:glass IC-1045-30-fs 280 - 352 fs 1.2 measured (High Q) 

at delivery 

Quantel International 
Nd:YAG YG 671-10 18 - 30 ps 1.3 Manual                               

(spatially filtered beam) 

TEEM Photonics 
PNV-001525-140 0.56 ns 1.3 Manual 

Crylas 
microchip 0.93 - 1.01 ns 1.4 Manual 

Spectra Physics 
Nd:YAG Quanta Ray  6.8 - 11.2 ns 1.9 Manual                               

(instable resonator) 

fs OPO 
Spectra Physics Spitfire & 

TOPAS 4/800 
265 fs 1.4 Manual 

ns OPO 
Continuum Powerlite 8020 & 

Littman OPO 
2 ns 1.5 - 2.3 measured 

(Fig. 3.8) 

Table 3.6  Summary of the M2 values for the laser systems used in our investigations. 

The breakdown thresholds were determined by counting how frequently bubble formation occurred as the 
energy was increased from sub-threshold to super-threshold values. For this purpose, data were binned into small 
energy intervals (about 15 for each threshold value), and more than 20 events per energy interval were evaluated. 
The laser pulses were released at time intervals of > 5 s to avoid plasma initiation at gas bubbles that remain for 
a short while in the vicinity of the laser focus after each laser pulse. To determine the energy threshold Eth for 50 
% breakdown probability, the breakdown probability was plotted as a function of the incident energy, and the 
Gaussian error function was fitted to the measured data.  
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We calculated also the sharpness S of the breakdown threshold, which is defined as 

S = Eth/E,         (3.8) 

where E is the energy interval between 10 % and 90 % breakdown probability [Vog96]. 

From the measured values for Eth and laser pulse duration L , we calculated the threshold power Pth , 
threshold radiant exposure Fth , and threshold irradiance Ith using the equations 

        88.1
L

th
th

E
P


 ,       (3.9) 

        0.2
)( 2

0
2 
 M

E
F th

th ,      (3.10) 

        0.2
)( 2

0
2 
 M

P
I th

th ,      (3.11) 

        
NA


 22.12 0  .        (3.12) 

Here  denotes the wavelength, w0 the diffraction-limited beam waist in the focus, and NA the numerical 
aperture of the focusing objective. The factor 1.88 in Eq. (3.9) relates the peak power in a Gaussian pulse to the 
average power Eth/L, and the factor 2.0 in Eqs. (3.10) and (3.11) relates the peak values for irradiance and 
radiant exposure in the focal plane to the respective average values across the laser spot. Calculation of the peak 
values is important because theoretical threshold values obtained by numerical modeling usually relate to the 
peak irradiance in the focal spot rather than to the average irradiance. 

3.2.6 Plasma photography 
Simple open shutter photography in side view is used to record time-integrated images of the plasma 

luminescence. The 20x objective was used for imaging when the pump pulses were focused through a 40x and 
10x objective, and a 40x objective was employed when the pump pulses were focused through a 20x objective. 
The image produced by the 20x or 40x objective and the tube lens was further magnified using a Nikkor 
objective (63mm/1:2.8) that is corrected for 8x magnification. This way, we achieved a total magnification factor 
of 150 (20x) and 312 (40x), respectively, on the chip of the digital camera. To suppress block laser light 
scattered by the plasma, appropriate narrow band dielectric filters were placed in the imaging beam path. To 
minimize image distortions by the filter, we place it in the intermediate image plane between tube lens and 
63/2.8 objective (Fig. 3.13).  

In plasma photography, the Fuji-Film camera (and also the Nikon D100) exhibited interference phenomena 
on the chip originating from scattered pump laser light at 532 nm or 1064 nm. Similar phenomena were not 
observed with the Canon EOS 5D. 

With total magnifications M > 100 used in our experiments, the image resolution is determined by the NA 
of the microscope objective. For NA = 0.5, the diameter of the Airy pattern is 1.2 µm, and the resolution 
(Rayleigh criterion) 0.6 µm. For M = 100 and a pixel size of 8.5 µm, the diameter of magnified image of the 
Airy pattern is 14 times larger than a pixel, and the camera chip does not impose any resolution limits. 

3.2.7 Measurement of plasma transmission 
For measurements of the plasma transmission, we used the 10x (NA = 0.3), 20x (NA = 0.5), and 40x objective 
(NA = 0.8) to produce the plasma, and the 63x objective (NA = 0.9) to collect all transmitted laser light. To 
measure the transmitted energy, the photo receiver was replaced by an energy meter (Ophir PE10 or PD10, 
depending on transmitted energy). The plasma radiation was blocked out by a filter (Schott RG 830) in front of 
the energy meter. To account for light losses by reflections at optical surfaces and by water absorption, the 
energy meter behind the cuvette was calibrated against a reference energy meter in front of the cuvette assuming 
that far below the optical breakdown threshold 100 % of the incident light is transmitted through the laser focus.  



 

 

55 

 

3.2.8. Determination of plasma volume and energy density 
From the transmission data we calculated the plasma absorption assuming A ≈ 1 – T, and, using the photo-
graphically determined values for the plasma volume, the plasma energy density.  

Fig. 3.26 shows an example of a plasma photograph for explaining the technique used to determine the 
plasma volume. The border of the plasma luminescence is a little blurred. It is likely that, due to the rapid expan-
sion of the luminescent plasma, the region exhibiting luminescence is larger than the volume within which the 
nonlinear energy deposition occurred. Plasma luminescence should disappear only after the expanding plasma 
has cooled down to a temperature at which free-electron recombination is not permanently counteracted by 
thermionic emission and at which the blackbody spectrum shifts into the IR (see section 2.1.4). Radiative energy 
transport is another possible reason that may extend the luminescent region beyond the volume into which the 
laser energy was originally deposited. In any case, it is not easy to deduce the „real‟ plasma size from the 
photographs. We decided to evaluate the inner part of the plasma with strong luminescence.  

The volume of a frustrum with length l, and left and right diameters d1 and d2 is given by [Bro89]: 

         2
221

2
112

ddddlV 
       (3.13) 

Equation (3.13) allows to calculate cylindrical volumes, frustum volumes and a conical volumes by using the 
respective values for d1 and d2.  

 

 

 

 

 

 

 

Figure 3.26 Plasma produced by a seeded 11-ns laser pulses with 1064 nm wavelength focused through a 40x water 
immersion objective (NA = 0.8) (laser light incident from the right). The plasma size was evaluated from the photos by 
measuring the size of the bright luminescence in the inner part of the plasma as indicated by the red line. The line delineates a 
frustrum-shaped volume with left diameter d1 and right diameter d2. 
 

The average energy density aver within the plasma volume V is given by  

        
V
EA

V
E incabs

aver


 ,      (3.14) 

where Einc and Eabs are the incident and absorbed energy, respectively. To determine the dependence of aver on 
laser pulse energy, plasma volume, transmission and absoption data data are plotted as a function of the incident 
laser pulse energy and fitted using the TableCurve2D computer program that selects optimal fits out of a large 
number (≈ 4000) of analytic functions. Division of the fit functions for Eabs and V are then yields aver(Einc). The 
above approach for determining aver is necessary because absorbed energy and plasma volume can experiment-
tally be determined only in different measurement series. Therefore, one cannot calculate the energy values for 
individual laser exposures but has to use fit functions to obtain aver(Einc). 
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4. Breakdown threshold values and sharpness 
The pulse duration, wavelength, and spot size dependence of both the absolute value of the breakdown threshold 
and the threshold sharpness bear information about the interplay of the various ionization mechanisms under-
lying the initiation and dynamics of plasma formation.  

We first demonstrate how essential a good laser beam quality and, especially, a smooth temporal pulse 
shape are to obtain meaningful data that are suitable for comparison with modeling results (4.1). In (4.2) we then 
present experimental results at fixed UV-, VIS- and IR wavelengths for different pulse durations and interprete 
them through a comparison with the results of the advanced model of section 2.1. In sections (4.3) and (4.4) we 
present the wavelength dependence of nanosecond and femtosecond breakdown thresholds and the correspond-
ing modeling predictions, and in (4.5) we look at the spot size dependence of IR nanosecond breakdown 
thresholds and threshold sharpness. In section (4.6.), all results are discussed to draw conclusions on the 
interplay of ionization mechanisms, and to extract the possible information on material properties such as the 
band gap, and collision time. In section 4.7, we finally draw conclusions for the control of nonlinear energy 
deposition and material processing in transparent dielectrics. 

4.1 Influence of laser pulse shape and beam quality on threshold sharpness 

To assess the influence of the temporal pulse shape of the breakdown statistics, we compared the threshold 
sharpness for longitudinal single- and multi-mode laser pulses using the fundamental wavelength (1064 nm). 
The single-longitudinal mode systems investigated were the Nd:YAG laser system, in which the seed laser could 
be switched on and off, that is described in (3.1.2) with pulse shapes in Fig. 3.4, and the ns slm OPO (3.1.4). 

Figure 4.1 shows the pulse shapes of longitudinal single- and multimode Nd:YAG laser pulses (1064 nm) 
and of a typical pulse emitted by the slm OPO (900 nm), together with the respective results of the breakdown 
threshold measurements. Obviously, the threshold sharpness is strongly correlated with the smoothness of the 
laser pulse shapes. The sharpness is measured by EES th  / , with E  being the energy range between 10 % 
and 90 % breakdown probability. For slm Nd:YAG laser pulses focused at 8.0NA , we obtain 0.25S , which 
is close to the value 30.5 previously found for 350-fs pulses (1040 nm) focused at the same NA [Vog08]. For 
multimode Nd:YAG laser pulses exhibiting many intensity spikes of ps300  duration, S  drops to 2.7. The 
shape of the slm OPO pulse is not quite as smooth as that of the slm Nd:YAG laser pulse, resulting in an 
intermediate threshold sharpness S = 8.8.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1  Top: Shapes of slm and multimode laser pulses at 1064 nm and a slm OPO pulse at 900 nm, all measured with 6 
GHz bandwidth. Bottom: Corresponding breakdown probability curves. E  is the energy interval between 10% and 90% 
probability. 
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The correlation of threshold sharpness with the laser pulse shape is indicative for multiphoton initiation of the 
breakdown process that strongly depends on the peak power, especially for IR pulses for which multiphoton 
ionization in water implies a 5th or 6th order nonlinearity. Generation of seed electrons by thermal ionization from 
impurities would be less correlated to fluctuations of the peak power because it relies on deposited energy. These 
results suggest that fluctuations are mainly attributable to irregularities of the laser emission, while the break-
down process itself is inherently governed by a largely deterministic interplay between multiphoton and 
avalanche ionization. 

In the early days of research on optical breakdown, scientists emphasized the importance of transverse and 
longitudinal mode control [Bloe74], and it was demonstrated that the mode composition of laser radiation 
influenced the statistics of optical breakdown of silicate glasses [Gle84]. However, later the spikes originating 
from longitudinal mode beating were mostly ignored because the temporal resolution of oscilloscopes was 
usually too poor to clearly display them (e.g. in [Vog96b]), and few scientists had access to streak cameras or 
high-quality Fabry Perot interferometers to monitor the mode structure. 

4.2. Threshold values and sharpness at specific UV/VIS/IR wavelengths  
       for various pulse durations 

The bubble and plasma luminescence thresholds at fixed UV, VIS and IR wavelengths and the respective values 
of the threshold sharpness are summarized in tables 4.1 – 4.5. The corresponding breakdown probability curves 
for each threshold value are presented in the appendix, section 11.1. 

All Ith values refer to the temporal and spatial peak irradiance in the pulse and laser focus, respectively, 
while the Fth values refer to the spatial peak of the radiant exposure (see 3.2.5). 

4.2.1. Experimental results 
Pulse duration 280-350 fs, wavelengths 347 nm, 520 nm, 1040 nm 
 

  
[nm]

Pulse 
duration 

[fs] NA 

Diffraction 
limited 

20  
[µm] 

Real 
focus 
20  
[µm] 

Eth  
[nJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 W/cm²] S 

                    
1040 352 0.8 1.59 1.90 25.0 133.5 1.76 93.9 24.2 
1040 352 0.9 1.41 1.69 22.3 119.2 1.99 106.1 14.9 

                    
520 306 0.8 0.79 0.95 4.76 29.2 1.34 82.1 34.3 
520 306 0.9 0.70 0.85 3.95 24.2 1.41 86.3 50.8 

                    
347 280 0.8 0.53 0.64 3.64 24.4 2.30 154.3 66.4 
347 280 0.9 0.47 0.56 4.13 27.7 3.30 221.6 64.2 

Table 4.1 Threshold values for optical breakdown in water induced by ≈310-fs laser pulses with 1040nm, 520 nm, and 
347 nm wavelength focused through two water immersion objectives with NA = 0.8 and NA = 0.9, respectively. M 2 = 1.2.  

The absolute threshold values for femtosecond breakdown at VIS and IR wavelengths are in the same order 
of magnitude as previous results [Vog05]; results for UV wavelengths have previously not been available. 
However, note that previous threshold data usually refer to the irradiance averaged over the laser pulse duration 
and focal spot size. That is inadequate for a comparison with modeling results that usually refer to the peak 
irradiance. 

For all wavelengths and NAs investigated, the threshold sharpness is very high, between S = 15 and S = 66, 
in accordance with previous results for femtosecond laser ablation of solids [Liu97]. These S values imply that 
an energy variation of 1.5 – 5.3 % is sufficient to increase the breakdown probability from 10% to 90%. 
Considering that the pulse-to-pulse fluctuations of the laser energy are in the same order of magnitude, we do not 
attempt to draw conclusions about the dependence of S on laser parameters but merely emphasize that it is 
generally high for femtosecond breakdown, which creates the basis for a “deterministic” energy deposition and 
well predictable ablation behavior.  
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For  = 1040 nm and  = 520 nm, we observed little dependence of the optical breakdown threshold on NA 
(13%  and 5% , respectively) but for  = 347 nm, we observed a marked increase (43%) of the optical 
breakdown threshold with decreasing spot size.  Similar observations were made for longer laser pulse durations 
(see tables 4.2 – 4.5). A possible explanation is that deviations from the diffraction-limited spot size in the deep 
UV range are larger for the 63x, NA = 0.9 objective than for the 40x, NA = 0.8 objective.  

For femtosecond breakdown, plasma luminescence could not be observed with the naked eye. On photographs, 
plasma luminescence was visible only well above the bubble formation threshold (for example at E = 165 nJ, 
E/Eth = 7, NA = 0.8) and after integration over more than 150 laser pulses, even though the light emitted by the 
plasma was collected with a numerical aperture of NA = 0.5 (see 6.1.1). 

Pulse duration 18-30 ps, 355 nm, 532 nm, 1064 nm 

  
[nm]

Pulse 
duration 

[ps] NA 

Diffraction 
limited 20  

[µm] 

Real focus 
20  
[µm] 

Eth  
[nJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 

W/cm²] S 

                    
1064 30 0.3 4.33 6.06 3221.5 201.9 22.63 14.0 2.3 
1064 30 0.5 2.60 3.63 1140.2 71.5 21.98 13.8 2.4 
1064 30 0.8 1.62 2.27 452.6 28.4 22.34 14.0 1.7 
1064 30 0.9 1.44 2.02 350.4 22.0 21.89 13.7 2.2 

                    
532 24 0.3 2.16 3.03 703.3 56.1 19.52 15.6 2.3 
532 24 0.5 1.30 1.82 239.6 19.1 18.47 14.7 2.1 
532 24 0.8 0.81 1.14 88.5 7.1 17.48 13.9 1.7 
532 24 0.9 0.72 1.01 71.4 5.7 17.83 14.2 2.4 

                    
355 18 0.3 1.44 2.02 208.9 21.6 13.02 13.4 2.0 
355 18 0.5 0.87 1.21 77.1 8.0 13.35 13.8 2.2 
355 18 0.8 0.54 0.76 34.9 3.6 15.48 16.0 2.6 
355 18 0.9 0.48 0.67 32.4 3.3 18.17 18.8 3.1 

Table 4.2 Threshold values for optical breakdown in water induced by ≈24-ps laser pulses with 1064 nm, 532 nm, and 355 
nm wavelength focused through four water immersion objectives with different numerical aperture in the range 
0.3 ≤ NA ≤ 0.9. The beam quality parameter was M 2 = 1.4. The pulse duration was measured upon installation for 1064 nm; 
the durations for 532 nm and 355 nm are assumed  to be shorter by the same ratio as the measured values for ns pulses in 
table 4.3 (i.e. 78.6% for 532 nm, 60.7% for 355 nm). 

As for femtosecond breakdown, we observed no significant dependence of the optical breakdown threshold 
on spot size for IR and VIS wavelengths but for  = 355 nm, the threshold increases with decreasing spot size.   

The breakdown threshold is generally not very sharp (1.7 ≤ S ≤ 3.1). However, we are not sure whether this 
can be interpreted as a general physical feature of picosecond breakdown. First, the pulse-to-pulse energy fluc-
tuations of the passively Q-switched and mode-locked laser pulses were large, in the order of  10%. Second, the 
measurements were performed in the initial project phase when the sensitive probe beam scattering method for 
bubble detection had not yet been developed. Instead, we detected bubble formation by taking photographs of 
the breakdown region. This technique is less precise because exact focusing on the bubble is hard to achieve, the 
time of maximum bubble expansion can only be guessed if the probe beam scattering signal is not available, and 
the spatial resolution is, even under optimum conditions, not as good as with the scattering technique (see 3.2.4). 

The ratio of the irradiance thresholds at 1064 nm and 532 nm wavelength is 1.21. Nearly the same value 
(1,20) was obtained in previous investigations using 30 ps pulses by Vogel and coworkers [Vog96b]. 
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Pulse duration 7-11 ns, seeded & unseeded, 355 nm, 532 nm, 1064 nm 

 

  
[nm]

Pulse 
duration 

[ns] mode NA 

Diffraction 
limited 

20  
[µm] 

Real 
focus 
20  
[µm] 

Break-
down 

criterion 
Eth  
[µJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 W/cm²] S 

                        
1064 11.2 m 0.8 1.62 3.08 Bubble 25.0 4.2 669 1.13 2.7 
1064 11.2 s 0.8 1.62 3.08 Bubble 80.8 13.6 2165 3.65 24.9 

                        
1064 11.2 m 0.9 1.44 2.74 Bubble 18.3 3.1 622 1.05 2.6 
1064 11.2 s 0.9 1.44 2.74 Bubble 55.3 9.3 1877 3.16 13.5 

                        
                        

532 8.8 m 0.8 0.81 1.54 Bubble 2.0 0.4 213 0.46 1.1 
532 8.8 s 0.8 0.81 1.54 Bubble 7.5 1.6 804 1.72 4.8 
532 8.8 s 0.8 0.81 1.54 BPL 84.4 18.1 9040 (19.40) 7.4 

                        
532 8.8 m 0.9 0.72 1.37 Bubble 1.7 0.4 228 0.49 1.2 
532 8.8 s 0.9 0.72 1.37 Bubble 5.5 1.2 750 1.61 9.1 
532 8.8 s 0.9 0.72 1.37 BPL 62.6 13.4 8485 (18.21) 8.1 

                        
                        

355 6.8 m 0.8 0.54 1.03 Bubble 0.6 0.2 145 0.40 0.7 
355 6.8 s 0.8 0.54 1.03 Bubble 1.4 0.4 335 0.93 2.1 
355 6.8 s 0.8 0.54 1.03 BPL 42.4 11.8 10212 (28.36) 9.1 

                        
355 6.8 m 0.9 0.48 0.91 Bubble 0.5 0.1 151 0.42 0.7 
355 6.8 s 0.9 0.48 0.91 Bubble 1.5 0.4 453 1.26 4.5 
355 6.8 s 0.9 0.48 0.91 BPL 25.4 7.1 7735 (21.48) 12.1 

 

Table 4.3 Bubble formation and bright plasma luminescence (BPL) threshold values for optical breakdown in water induced 
by unseeded and seeded nanosecond laser pulses with 1064 nm, 532 nm, and 355 nm wavelength. Pulse durations were 
11.2 ns for  = 1064 nm, 8.8-ns for  = 532 nm, and 6.8-ns for  = 355 nm. The pulses were focused through water 
immersion objectives with NA = 0.8 and NA = 0.9, respectively. BPL threshold values for seeded ns pulses must be 
interpreted with care (see text). M 2 = 1.9 (instable resonator). The operation modes are “s” for seeded operation (longitudinal 
single mode), and “m” for unseeded operation (longitudinal multimode). 

As already discussed in 4.1, the thresholds are generally much sharper when seeded slm pulses are used 
than for unseeded longitudinal multimode pulses exhibiting intensity spikes.  

For seeded pulses, we observe a significant decrease of threshold sharpness with decreasing wavelengths: 
The value relevant for bubble formation drops from S = 24.9 at 1064 nm (NA = 0.8) to S = 2.1 at 355 nm 
(NA = 0.8). The explanation of this phenomenon requires utilization of modeling results and will, therefore, be 
presented in a later section (4.2.2.2.). 

A comparison with previous measurements [Vog96b] can only be made for unseeded pulses at IR and VIS 
wavelengths because slm pulses and UV wavelengths were previously not available. The ratio of the irradiance 
thresholds for unseeded pulses at 1064 nm and 532 nm is 2.3, compared to 2.6 in the previous investigations 
using 6-ns pulses. Other researchers found lower thresholds for visible than for IR wavelengths also for ns and 
ps breakdown in solids [Blo74, Soi89]. 
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For  = 1064 nm, optical breakdown was always associated with the generation of luminescent plasmas and 
large bubbles (detailed information on the bubble sizes will be presented in 5.1). By contrast, we observed for 
UV and VIS wavelengths that nanosecond optical breakdown with seeded laser pulses is a two-step process. In 
the first step, very small bubbles with radii between 500 nm and 20 µm are generated in a low-density plasma 
regime and no visible plasma luminescence can be observed (6.1.1). The conversion efficiency of laser energy 
into bubble energy is, at threshold, as small as 0.00003%, as will be shown in section 5.2. The second step 
occurs abruptly at energies 10 to 30 times larger than the bubble formation threshold. Here the plasma suddenly 
assumes a much larger size (1600 the focal volume), bright luminescence is observed, large bubbles are 
produced (R  200 µm), and the conversion efficiency of laser energy into bubble energy exceeds 10%.  
By contrast, unseeded laser pulses exhibit only one threshold for both bubble formation and plasma lumines-
cence. Here, the threshold values are lower than both bubble and BPL thresholds for seeded slm pulses because 
the intensity spikes facilitate multiphoton ionization. However, at the same time, the bubble size at threshold is 
larger than at the bubble formation threshold for seeded pulses. 

Both bubble formation and the onset of bright plasma luminescence are characterized by sharp thresholds. 
Interestingly, the BPL threshold is, for UV pulses, even sharper than the bubble formation threshold. This 
observation will be explained in section 4.2.2.2. Note that the absolute values quoted for the irradiance threshold 
for BPL must be interpreted with care because they refer to the cross section in the laser beam waist. In reality, 
low-density plasma has already grown relatively far upstream into the cone angle of the laser beam when plasma 
luminescence sets in, and the focal region is partially shielded (see section 6.1.1). Therefore, the BPL irradiance 
values given in tables 4.3 – 4.5 are actually too high and are, therefore, put into brackets. 

Our discovery of the possibility of producing nano-effects by means of nanosecond laser pulses more than 
40 years after optical breakdown in water was first described [Bre64] opens new avenues for cost-effective cell 
and tissue surgery, and for nanomorphing of solid transparent dielectrics. Prerequisites for the discovery of the 
two steps in ns breakdown were i) the use of a single longitudinal mode laser (Gaussian pulses), ii) the 
investigation of UV and VIS wavelengths (not just IR as done in many previous studies), iii) aberration free 
focusing even at large NA, iv) the use of bubble formation as breakdown criterion instead of plasma 
luminescence, v) the capability to detect very small bubbles with sub-micrometer radius, and vi) the 
investigation of breakdown events up to energies far above bubble threshold, which revealed the jump from low- 
to high-density plasmas. Previous studies were far away from meeting all these demands.  

The existence of two separate thresholds for the formation of bubbles and bright luminescent plasmas is 
consistent with a stepwise increase of the free-electron density and volumetric energy density in the plasma. An 
explanation for this behavior will be given in section 4.2.2, based on our extended rate equation model that 
includes the heating of the focal volume and thermal ionization during the breakdown process (2.1). We will 
show that first a non-luminescent low-density plasma is formed in which electron hole recombination balances 
the ionization avalanche thus limiting the free-electron density to values  1020 cm-3. For laser pulse energies 
exceeding a critical value well above the bubble formation threshold, thermal ionization overcomes recombi-
nation and full-density plasmas are produced in a runaway process.  

The potential of the nanosecond low-density plasma regime for cost-effective cell-surgery would be largest 
if the complex, expensive, seeded Nd:YAG laser system that has been used to obtain the results in table 4.3 
could be replaced by a simpler and cheaper laser that also produces pulses with a smooth temporal profile.  
We found that microchip lasers also emit smooth laser pulses because they can work in single mode operation 
(3.1.3.). Therefore, we studied the optical breakdown dynamics produced by microchip lasers with pulse 
durations between 0.5 and 1 ns. The results of these investigations are presented in the next section. 
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Pulse duration 1 ns, Gaussian, 355 nm, 532 nm, 1064 nm 

  
[nm]

Pulse 
duration 

[ns] NA 

Diffraction 
limited 

20  
[µm] 

Real 
focus 20  

[µm] 

Break-
down 

criterion 
Eth  
[µJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 

W/cm²] S 
                      

1064 1.02 0.8 1.62 2.27 Bubble 4.21 7.8 208 3.83 23.2 
1064 1.02 0.9 1.44 2.02 Bubble 3.58 6.6 224 4.12 15.2 

                      
                      

532 0.95 0.8 0.81 1.14 Bubble 0.84 1.7 166 3.30 49.5 
532 0.95 0.8 0.81 1.14 BPL 1.20 2.4 237 (4.72) 48.5 

                      
532 0.95 0.9 0.72 1.01 Bubble 0.65 1.3 162 3.23 66.4 
532 0.95 0.9 0.72 1.01 BPL 0.91 1.8 228 (4.53) 66.1 

                      
                      

355 0.93 0.8 0.54 0.76 Bubble 0.27 0.6 121 2.45 63.1 
355 0.93 0.8 0.54 0.76 BPL 0.77 1.6 341 (6.90) 66.5 

                      
355 0.93 0.9 0.48 0.67 Bubble 0.23 0.5 130 2.62 53.7 
355 0.93 0.9 0.48 0.67 BPL 0.66 1.3 370 (7.47) 41.0 

 
Table 4.4 Bubble formation and bright plasma luminescence (BPL) threshold values for optical breakdown in water induced 
by Gaussian nanosecond laser pulses from a microchip laser with 1064 nm, 532 nm, and 355 nm wavelength. Pulse durations 
were 1.01 ns for  = 1064 nm, 0.95 ns for  = 532 nm, and 0.93 ns for  = 355 nm. The pulses were focused through water 
immersion objectives with NA = 0.8 and NA = 0.9, respectively. M 2 = 1.4. 

In agreement with the results for longer ns pulses, we found for VIS and UV wavelengths a two-step 
process exhibiting separate well-defined thresholds for minute bubble formation and plasma luminescence 
accompanied by large bubble formation. The second step occurs at energies 1.5 times (VIS) and 3 times (UV) 
above bubble formation threshold. For the IR wavelength, both thresholds coincided. 

Although the energy range suitable for producing nano-effects is smaller with microchip lasers than with 
longer ns pulses, it is still sufficiently large for practical purposes, considering the good pulse-to-pulse energy 
stability of these lasers. 

For VIS and UV wavelengths, both bubble and BPL thresholds are extremely sharp, with S ≈ 60. Thus, the 
breakdown probability increased from 10 % to 90 % when the pulse energy is raised by only 1.7 %. To resolve 
this rapid increase, the energy had to be varied in even smaller steps which was done by means of a motorized 
stage for a rotation of the Fresnel rhomb retarder in front of the Glan laser polarizer. 

The optical breakdown threshold at the IR wavelength was less sharp than with VIS and UV pulses; it was 
in the order of S ≈ 20. This feature is remarkable since both thresholds coincide for IR wavelengths, for which 
breakdown is governed by a higher-order nonlinearity. Thus, at first sight, it should be linked with a sharper 
threshold than for each of the two separate thresholds of VIS and UV. However, for equal stability of the laser 
emission, the threshold sharpness is primarily related to the statistics of the process initiating breakdown rather 
than to the nonlinearity of the subsequent dynamics. Since multiphoton ionization occurs more easily at shorter 
wavelengths, the seed electron density is higher for these wavelengths, and breakdown initiation can be more 
deterministic (see also 4.2.2.2.).  

The radiant exposure thresholds for bubble formation and bright plasma luminescence exhibit no clear 
dependence on NA. For the different wavelengths, the irradiance threshold for bright plasma luminescence 
increases with decreasing wavelength, whereas the threshold for bubble formation decreases with decreasing 
wavelength. This leads to the increasing gap between bubble formation threshold and bright plasma formation 
threshold for decreasing wavelength. 
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Pulse duration 0.56 ns, Gaussian, 355 nm 

  
[nm]

Pulse 
duration 

[ns] NA 

Diffraction 
limited 

20  
[µm] 

Real 
focus 
20  
[µm] 

Break-
down 

criterion 
Eth  
[µJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 

W/cm²] S 
                      

355 0.55 0.3 1.44 1.73 Bubble 0.83 2.8 70 2.40 63.1 
355 0.55 0.3 1.44 1.73 BPL 2.95 10.1 250 8.56 66.5 

                      
355 0.55 0.5 0.87 1.04 Bubble 0.33 1.1 77 2.62 63.1 
355 0.55 0.5 0.87 1.04 BPL 1.05 3.6 248 8.47 66.5 

                      
355 0.55 0.8 0.54 0.65 Bubble 0.14 0.5 83 2.83 63.1 
355 0.55 0.8 0.54 0.65 BPL 0.38 1.3 228 7.80 66.5 

                      
355 0.55 0.9 0.48 0.58 Bubble 0.16 0.5 121 4.12 53.7 
355 0.55 0.9 0.48 0.58 BPL 0.44 1.5 333 11.38 41.0 

 
Table 4.5  Bubble formation and bright plasma luminescence (BPL) threshold values for optical breakdown in water induced 
by 0.55-ns laser pulses with 355 nm wavelength. The pulses were focused through four objectives with different numerical 
apertures in the range 0.3 ≤ NA ≤ 0.9. M 2 = 1.2.  

The results obtained with UV laser pulses of 0.55 ns duration are similar to those in table 4.4 for  ≈ 1 ns. 
However, both bubble and BPL thresholds are even sharper, with values reaching up to S > 150. This 
corresponds to an increase of the breakdown probability from 10 % to 90 % when the pulse energy is raised by 
only 0.7 %.  

In this measurement series, we demonstrated that the separation of the breakdown dynamics in two distinct 
regimes of low and high plasma density holds also for smaller numerical apertures down to NA = 0.3. The width 
of the low-density plasma regime in which small bubbles are produced is characterized by the ratio EBPL/EBubble. 
This width is, in fact, even slightly larger for smaller NA than for larger focusing angles (Fig. 4.2). The increase 
of EBPL/EBubble from 2.8 for NA = 0.9 to 3.6 for NA = 0.3 may be explainable by an increasing plasma shielding  
with decreasing NA, for which the plasma length at equal values of E/Eth rapidly increases [Doc88, Vog96]. Due 
to the increased shielding, it is harder to reach the critical temperature for thermal runaway with small NAs. This 
leads to a larger BPL threshold and thus to a broader energy range for the small bubble generation. Otherwise, 
the threshold irradiance for bubble formation and bright plasma luminescence shows little variation with NA. 
 

 

 

 

 
 

 

 

 

 
Figure 4.2 Increase of the regime of minute bubble formation (EBPL/EBubble) with decreasing NA. 

The threshold irradiance measured with the 63x objective is almost 50% larger than the values obtained with 
the other objectives, both for bubble formation and BPL threshold. Similar observations were made for the other 
laser pulse durations, but the difference is largest in the present measurement series. As already mentioned, a 
possible explanation is that the objectives are not perfectly corrected for 355 nm (Leica specifies correction 
down to 400 nm), and that the degree of aberrations increases with increasing NA. 
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Pulse duration dependence at fixed UV, VIS, and IR wavelengths 

Table 4.6 shows a summary of the threshold data for fixed UV, VIS, and IR wavelengths at different pulse 
durations. In Fig. 4.3 these data are plotted as a function of wavelength, and Fig. 4.4 shows the same data plotted 
as a function of pulse duration. We present the data for NA = 0.8 or, where data for 0.3 ≤ NA ≤ 0.9 are available, 
the averaged values for 0.3 ≤ NA ≤ 0.8. The data for the 63x, NA = 0.9 objective are not included because of the 
above mentioned indication that this objective may not be diffraction limited at  = 355 nm.  

  UV VIS IR 

≈300 fs Bubble 154.3 82.1 93.9 

≈30 ps Bubble 14.4 14.7 13.9 

 
≈1 ns 

Bubble 2.45 3.3 
3.83 

BPL (6.9) (4.72) 

 

≈10 ns 

Bubble/BPL 
unseeded 

0.40 0.46 1.13 

Bubble seeded 0.93 1.72 
3.65 

BPL seeded (28.3) (19.4) 

Table 4.6  Summary of bubble formation and bright plasma luminescence (BPL) threshold values for fixed UV, VIS, and IR 
wavelengths at different pulse durations. The UV wavelength is 347 nm for the fs pulses and 355 nm otherwise; the VIS 
wavelength is 520 nm for the fs pulses and 532 nm otherwise, and the IR wavelength is 1040 nm for the fs pulses and 1064 
nm otherwise. All threshold values are given in units of 1011 W/cm2. BPL threshold values for seeded ns pulses must be 
interpreted with care (see text). 

 

 

 

 

 

 

 

 

 

 

 a)           b) 

Figure 4.3  Wavelength dependence of optical breakdown thresholds at fixed UV, VIS, and IR wavelengths, (a) for fs and ps 
pulses, and for unseeded nanosecond pulses of 7-11 ns duration, (b) for fs and ps pulses as well as for seeded (Gaussian) 
pulses of 0.5 ns – 11 ns duration. The graph in (b) includes the thresholds for both bubble formation and bright plasma 
luminescence. 
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 a)          b) 

Figure 4.4  Pulse duration dependence of optical breakdown thresholds at fixed UV, VIS, and IR wavelengths, (a) for fs and 
ps pulses, and for unseeded nanosecond pulses of 7-11 ns duration, (b) for fs and ps pulses as well as for seeded (Gaussian) 
pulses of 0.5 ns – 11 ns duration. The graph in (b) includes the thresholds for both bubble formation and bright plasma 
luminescence. 

 Table 4.6 and Figs. 4.3 and 4.4 show the importance of a smooth laser pulse shape and a consistent, well-
defined threshold criterion (bubble formation) for the analysis of the wavelength and pulse duration dependence 
of breakdown thresholds, especially for the UV and VIS nanosecond data. The Ith() and Ith() trends differ 
strongly in the ns regime when unseeded pulses exhibiting intensity spikes are used instead of temporally smooth 
pulses, and when the breakdown criterion is changed from bubble formation for ultra-short pulses to BPL for ns 
pulses. As already discussed above, the quotation of an irradiance threshold for BPL that refers to the cross 
section in the laser beam waist is actually misleading because at the BPL threshold low-density plasma has 
already grown relatively far upstream into the cone angle of the laser beam, and the focal region is partially 
shielded (see section 6.1.1). Therefore, these values are put into brackets. 

The bubble threshold exhibits a monotonous decrease with increasing pulse duration for UV and VIS 
wavelengths but levels out in the ns range for IR pulses. The BPL threshold for UV and VIS wavelengths even 
increases for longer pulse durations in the ns range. Thus we find no „universal‟ laws for the pulse duration and 
wavelength dependences. This is because the interplay between the various ionization and loss mechanism varies 
strongly with pulse duration and wavelength. For IR ns pulses the initiation of seed electrons by photoionization 
becomes a critical hurdle for the onset of avalanche ionization, while seed electrons are readily available for 
shorter pulse durations and wavelengths. A detailed analysis of the observed Ith() and Ith() trends will be 
presented below in conjunction with the numerical model predictions.  

Our results showing different Ith() trends for different wavelengths and ranges of pulse duration differs 
from previous findings that the radiant exposure threshold for plasma-induced ablation at material surfaces 
scales approximately proportional to 2/1)(  for pulse durations larger than a few picoseconds [Stu95, Stu96, 
Liu97]. In surface ablation, the energy density distribution evolving on a picoseconds to nanosecond time scale 
is not just influenced by nonlinear energy deposition but also by heat conduction from the thin (< 50 nm) plasma 
skin layer at the target surface. In the present study, the focal dimensions are larger and the role of heat diffusion 
is, therefore, much less pronounced. Thus, the parameter dependence of nonlinear energy deposition shows up 
more clearly, providing more direct information about the interplay of the ionization and loss mechanisms. 
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4.2.2. Modeling results 

4.2.2.1. Parameter selection  

In this section, we interpret the experimental results of 4.2.1 through a comparison with the predictions of the 
advanced model of section 2.1. The calculations were performed for pulse durations of 300 fs, 30 ps, 1 ns, and 
10 ns for the UV, VIS and IR wavelengths used in the experiments. The actual pulse durations slightly varied 
with pulse duration around the values assumed in the calculations. To match the data in table 4.6, the 
calculations were carried out for NA = 0.8.  

The start temperature was 293 K in all calculations. For pulse durations L  200 ps, the critical tempera-
ture Tcr identified with the bubble formation threshold was assumed to be 300°C, i.e. 573 K. This value for Tcr 
corresponds to the kinetic spinodal temperature, i.e. the superheat limit at which a phase explosion leading to 
bubble formation will occur even in the absence of any vaporization nuclei [Vog03, Kis99]. For ultra-short laser 
pulses, energy deposition is stress confined, and the kinetic spinodal limit will, therefore be reduced to a value as 
low as 151.5°C at  = 800 nm, NA = 1.3 [Vog05], and 167.7°C at  = 1040 nm, NA = 0.8 [Vog08]. The acoustic 
transit time from the center to the periphery of a plasma produced by 800-nm pulses is ≈ 160 ps for NA = 0.9. 
It is longer for smaller NAs and shorter for VIS and UV wavelengths. Full stress confinement is reached for 
pulse durations much shorter than the acoustic transit time. Therefore, we set here Tcr = 168°C = 441 K for 
L ≤ 50 ps, and an intermediate value of Tcr = 500 K for the transition regime 50 < L < 200 ps. The heat capacity 
was assumed to be constant, regardless of the peak temperature reached. Linear absorption was assumed to be 
zero such that the first seed electron(s) in the focal volume can only be produced by multiphoton ionization. 

In order to obtain the breakdown dynamics under conditions where bright plasma luminescence sets in, we 
set Tcr = 6000 K for all pulse durations. This choice is supported by the observation that luminescent fs plasmas 
have a whitish appearance (see section 6.1.1), corresponding to a blackbody temperature of ≈ 6000 K, and by 
spectroscopic measurements yielding blackbody temperatures of 7000 - 10000 K for 5-ns pulses and ≈ 6000 K 
for ps pulses [Sto96]. The above choice is somewhat arbitrary because plasma radiation reflects the average 
plasma temperature only after an approximate thermodynamic equilibrium is reached, and the electron 
temperature as well as the peak temperature in specific regions may be considerably hotter than the average 
temperature at the end of the laser pulse (see sections 6.3 and 6.4). However, it is not supposed to be 
representative for all kinds of plasma radiation but for the onset of bright luminescence. 

As described in section 2.1.1, we treat water as an amorphous semiconductor and identify the excitation 
energy (energy required for a transition from the molecular 1b1 orbital into the excitation band) with the band 
gap energy Egap. Results of earlier physico-chemical measurements of Egap reported in the physico-chemical 
literature range from 6.5 eV to 7.2 eV [Wil76, Gra79, Nik83]. Following Sacchi [Sac91], we used the value of 
Egap = 6.5 eV in our previous publications [Noa99, Vog05, Vog08]. This value is very close to the result provi-
ded by our )(thI  measurements of in the present study that provide an independent method of determining Egap. 
Initiation of the breakdown process by multiphoton ionization should result in a stepwise increase of the 
breakdown threshold at wavelengths above which one more photon is required to overcome the electronic band 
gap between valence and conduction band. The measured distance between the steps then yields the band-gap 
energy. The best fit between model predictions and experimental data is, below in section 4.3.2, obtained for 
Egap = 6.55 eV. For the sake of consistency, this value is used in all model calculations. 

We assume a minimum seed electron density,ini, required to start the ionization avalanche, deviating from 
earlier studies in which a constant number of seed electrons, N0min, was assumed [Ken95, Noa99, Vog05]. The 
assumption of a constant number of free electrons per focal volume was introduced by Kennedy [Ken95] and 
later put to an extreme by Noack and Vogel [Noa99], and Vogel and coworkers [Vog05] who assumed that the 
start electron density corresponded to the value for which one free electron was present in the focal volume with 
50 % probability. However, since the focal volume scales with NA-4, this assumption implies that the seed 
electron density strongly decreases for lower NAs. This is not consistent with earlier experimental findings that 
hardly any dependence of th on the focusing angle  was observed in the range 1.8° ≤  ≤ 32° [Vog96], and 
with the findings in the present study also showing little dependence of th on NA (4.2.1 & 4.4.). Vogel et al 
[Vog96] showed that the number of seed electrons for which the calculated threshold equals the measured 
breakdown threshold increased by a factor of 12500 when the focusing angle was reduced from = 32° to 
= 1.8°. Therefore, we now find it essential to be able to freely select the start electron density 0 to obtain the 
optimum fit between experimental and numerically calculated Ith () dependence. 

Physical considerations show that, besides perhaps for very large NA, one start electron per focal volume 
cannot suffice to produce a homogeneous plasma in the entire focal volume. The spatial extent of the avalanche 
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originating from one free electron is limited by the diffusion length of the electrons during the cascade. 
Moreover, heat diffusion will impair the onset of thermal runaway leading to bright plasma luminescence if the 
avalanches originating from individual start electrons are too far separated in space. It is hard to theoretically 
assess the distance between individual start electrons that still allows for homogeneous plasma formation 
because collision cross sections for water are, to the best of our knowledge, not known, and they will change 
during breakdown due to the associated temperature increase. Therefore, we derive ini from the best fit between 
model predictions and experimental Ith () data on nanosecond breakdown (see section 4.3.2). We obtained 
ini = 21013 cm-3, corresponding to an average distance of 368 nm between the seed electrons. 

Another material parameter required for modeling is the collision time  between free electrons and heavy 
particles. This aspect of the modeling has been much discussed in the past for optical breakdown in condensed 
matter [Blo74, Spa81, Arn92, Stu96, Tzo01, Sud02, Kai05, Sun05, Jia06, Oli08] but no conclusive picture is 
available: Values as short as 0.2 fs have been quoted in a theoretical study of electron-phonon interaction in SiO2 
[Arn92], while values of 1 - 5 fs (depending on electron energy) have been derived for NaCl [Spa81], and a 
considerably larger value of 23,3 fs has been obtained in a study of nonlinear beam propagation in fused silica 
[Sud02]. Bloembergen [Bloe74] emphasiszes that short collision times are essential to explain the similarity of 
DC and AC breakdown thresholds. It is intuitively clear that at least one collision during a light cycle must occur 
to reverse the electron momentum in phase with the reversal of the electric field. 

Theoretical or experimental data for water are not at all available to date. Therefore, the value used in our 
calculations was obtained by fitting the model predictions to our experimental Ith() and Ith(L) data. From the fs 
OPO measurements, we obtained  = 1.6 fs, as described in section 4.3.2. By contrast, a value of 3.0 fs provided 
the best fit for ps and ns breakdown when the model results were fitted to the Ith(L) data (4.2.2.4). This 
discrepancy looks surprising at first sight but can be explained by the fact that the electron scattering rate 
depends strongly on the energy of the free electrons, especially for low kinetic energies of a few eV [Arn92]. 
The average energy of free electrons depends on the band gap and the oscillation energy (see Eq. 2.1 and 2.5). It 
is larger for fs breakdown than for ps and ns breakdown because for fs breakdown the oscillation energy 
amounts to a considerable fraction of the band gap energy while it is almost negligible for L  20 ps. 

The values used in our calculations are close to the estimate of 1.0 fs by Bloembergen [Bloe74], the value of 
1.7 fs for fused silica obtained by Sun [Sun05] through fitting experimental threshold values to model 
predictions, and to the values of 1.0 and 2.0 fs selected by Jia and coworkers [Jia06] for modeling of breakdown 
in fused silica and CaF2, respectively. In a recent publication, Olivié et al [Oli08] investigated the wavelength 
dependence of IR fs breakdown at the corneal surface and deduced a collision time of 0.11 fs through a 
comparison with model calculations. However, their data exhibit an extreme scatter, and the comparison to 
model calculations is partly based on assumptions on UV breakdown thresholds that are not supported by 
experimental data, but were simply adopted from other measurements performed in SiO2 [Jia06]. 

We assume an average value for the collision frequency, i.e. we do neither attempt to include the depen-
dence of collision times on energy distribution of the free electrons, nor do we consider the dependence of this 
distribution on the temperature increase during the laser pulse. Consideration of these factors would go far 
beyond the framework of the present study because 1) the collision cross sections required for a more detailed 
modeling are not yet known for water, and 2) the numerical costs for computing would exceed our present 
capabilities. Note, however, that the temperature change from room temperature to the bubble formation 
threshold is only moderate, and the associated changes in collision frequencies are probably not very large. The 
neglect of these changes in our model will, therefore, probably have little influence of the accuracy of its 
predictions for the threshold values. However, it will more strongly affect the predictions of maximum free 
electron densities and temperatures reached at superthreshold irradiance values.  

4.2.2.2 Time evolution and irradiance dependence of the breakdown dynamics 

Figures 4.5 to 4.8 show the time evolution and irradiance dependence of the breakdown dynamics for pulse 
durations of 300 fs, 30 ps, 1 ns, and 10 ns and the UV, VIS and IR wavelengths used in the experiments. They 
each contain a combination of four graphs showing a) the time evolution of the degree of ionization 

boundR  /  b) the temperature evolution, c) the maximum degree of ionization as a function of normalized 
irradiance I/Ith, and d) the peak temperature as a function of normalized irradiance. For each (L, ) combination, 
a set of these graphs is plotted at the bubble formation threshold (Tcr = 573 K for ns pules, Tcr = 441°C for 30 ps 
and 300 fs), and for Tcr = 6000 K. Note that, although the range of normalized irradiance in the Rmax(I/Ith) and 
Tmax(I/Ith) plots is the same in both cases, the real irradiance range is larger for the BPL threshold than for the 
bubble threshold because Ith is larger at the BPL threshold. 
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300 fs, 347 nm, Tcr = 6000 K 
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300 fs, 520 nm, Tcr = 424.5 K 
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300 fs, 520 nm, Tcr = 6000 K 
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300 fs, 1040 nm, Tcr = 424.5 K 
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300 fs, 1040 nm, Tcr = 6000 K 
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Figure 4.5  Numerical simulations of plasma formation by 300-fs pulses at wavelengths of 347 nm, 520 nm, and 1040 nm. In 
each plate, graph a) portrays the evolution of the ionization degree R as a function of time. Full ionization (i.e. a degree of 
1.0) corresponds to a free-electron density of 6.641022 cm-3. The dark blue line represents the total degree of ionization, the 
bright blue line the part produced by multiphoton ionization, and the green line the part arising from thermal ionization. 
Graph b) presents the maximum ionization degree produced during a laser pulse as a function of irradiance, normalized by 
the irradiance Ith at the threshold for bubble formation. Besides the total ionization degree, the parts arising from MPI (dotted 
blue line) and thermal emission (dotted green line) are also plotted.  Graph c) shows the temporal evolution of the plasma 
temperature (red) in relation to the temporal shape of the laser pulse (grey). Graph d) shows the peak temperature reached 
during breakdown as a function of normalized irradiance. 
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30 ps, 355 nm, Tcr = 424.5 K 
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30 ps, 355 nm, Tcr = 6000 K 
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30 ps, 532 nm, Tcr = 424.5 K 

 

 

 

 

 

 

 

a)          b) 

 

 

 

 

 

 c)          d) 

 

 

 

30 ps, 532 nm, Tcr = 6000 K 
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30 ps, 1064 nm, Tcr = 424.5 K 
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        30 ps, 1064 nm, Tcr = 6000 K 
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Figure 4.6  Numerical simulations of plasma formation by 30-ps pulses at wavelengths of 355 nm, 532 nm, and 1064 nm. In 
each plate, graph a) portrays the evolution of the ionization degree R as a function of time, b) presents the maximum 
ionization degree produced during a laser pulse as a function of normalized irradiance, c) shows the temporal evolution of the 
plasma temperature T (red) in relation to the temporal shape of the laser pulse (grey), and d) shows the peak temperature 
reached during breakdown as a function of normalized irradiance. 
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1 ns, 355 nm, Tcr = 573 K 
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        1 ns, 355 nm, Tcr = 6000 K 
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1 ns, 532 nm, Tcr = 573 K 
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1 ns, 532 nm, Tcr = 6000 K 
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        1 ns, 1064 nm, Tcr = 573 K 
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        1 ns, 1064 nm, Tcr = 6000 K 
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Figure 4.7  Numerical simulations of plasma formation by 1-ns pulses at wavelengths of 355 nm, 532 nm, and 1064 nm. In 
each plate, a) portrays the evolution of the ionization degree R as a function of time, b) presents the maximum ionization 
degree produced during a laser pulse as a function of normalized irradiance, c) shows the temporal evolution of the plasma 
temperature (red) in relation to the temporal shape of the laser pulse (grey), and d) shows the peak temperature reached 
during breakdown as a function of normalized irradiance. 
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10 ns, 355 nm, Tcr = 573 K 
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        10 ns, 355 nm, Tcr = 6000 K 
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10 ns, 532 nm, Tcr = 573 K 
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10ns, 532 nm, Tcr = 6000 K 
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10 ns, 1064 nm, Tcr = 573 K 
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        10 ns, 1064 nm, Tcr = 6000 K 
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Figure 4.8  Numerical simulations of plasma formation by 10-ns pulses at wavelengths of 355 nm, 532 nm, and 1064 nm. In 
each plate, a) portrays the evolution of the ionization degree R as a function of time, b) presents the maximum ionization 
degree produced during a laser pulse as a function of normalized irradiance, c) shows the temporal evolution of the plasma 
temperature (red) in relation to the temporal shape of the laser pulse (grey), and d) shows the peak temperature reached 
during breakdown as a function of normalized irradiance. 
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In the following, we first give a qualitative interpretation of the breakdown dynamics for the different pulse 
durations and wavelengths as revealed by the numerical simulations. In section 4.2.2.3. and 4.2.2.4., we then 
compare the predicted threshold values for bubble formation with our measurement results for seeded and non-
seeded pulses, respectively. To facilitate the comparison between different pulse durations and wavelengths, all 
plots for the time evolution of the ionization degree at the bubble and BPL thresholds are combined in one 
tableau in Figs. 4.9 and 4.10, respectively, and all plots for the irradiance dependence of the maximum 
ionization degree are composed into one tableau in Fig. 4.11. 
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Figure 4.9 Time evolution of the ionization degree R at the bubble formation threshold (Tcr = 4441 K for 300 fs and 30 ps, 
Tcr = 573 K for 1 ns and 10 ns) for UV, VIS and IR wavelengths and pulse durations of 300 fs, 30 ps, 1 ns, and 10 ns.  
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Figure 4.10 Time evolution of the ionization degree, R(t), at the BPL threshold (Tcr = 6000 K) for UV, VIS and IR 
wavelengths and pulse durations of 300 fs, 30 ps, 1 ns, and 10 ns.  
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Figure 4.11  Irradiance dependence of the maximum ionization degree, R(I/Ith),  for UV, VIS and IR wavelengths and pulse 
durations of 300 fs, 30 ps, 1 ns, and 10 ns.  

 Time evolution of the degree of ionization, R(t) at the bubble threshold. For UV pulses, ionization at the 
bubble formation threshold gradually increases during the pulse and is mainly driven by photoionization (PI). 
Even for nanosecond UV-pulses with no time constraints for avalanche ionization (AI), it  produces only 20 % of 
the free electrons in comparison to PI. By contrast, for IR pulses, PI provides merely seed electrons, and by far 
the largest contribution to ionization arises from AI. This applies even for 300-fs pulses where 160 times more 
electrons are ionized by AI than by PI and the contribution of AI rises rapidly for super-threshold energies. 
Because AI is very efficient at IR wavelengths, a gradual increase of ionization is observed only for 300 fs. For 
IR pulses  30 ps the ionization avalanche progresses in a fraction of the pulse duration, and for pulses  1 ns, 
the avalanche does not stop at a value corresponding to the target temperature but, once initiated, immediately 
progresses to almost full ionization, altogether by more than 10 orders of magnitude. While for L  < 1 ns 
electron-hole recombination ( 2 ) limits the free-electron density, thermal ionization (TI) overcomes 
recombination for L   1 ns, and full-density plasmas are produced in a runaway process. Therefore, bubble and 
BPL threshold coincide. For VIS wavelengths, an intermediate behavior is observed: when AI sets in, it leads to 
a rapid increase of the ionization degree by several orders of magnitude but at the trailing edge of the laser pulse 
ionization is rapidly diminished by recombination, especially for L   1 ns. 

 Time evolution of the degree of ionization, R(t) at the BPL threshold. At the BPL threshold, PI remains 
the dominant ionization mechanism for UV wavelengths during the initial part of the laser pulse but finally, after 
the peak of the pulse, TI becomes the dominant ionization mechanism. While in ns breakdown TI takes over the 
leading role already during the laser pulse, this occurs well after the laser pulse in fs breakdown because the 
thermalization time is in the order of 10-20 ps.  
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Figure 4.12 shows this process on an extended time scale. For Tcr = 6000 K, R drops initially faster than for 
Tcr =  424.5 K because recombination is proportional to  2 but then levels out due to TI.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)            b) 

Figure 4.12  Evolution of the ionization degree (top row) and plasma temperature (bottom row) in relation to the temporal 
shape of a UV 300-fs laser pulse, a) for Tcr = 424.5 K, and b) for Tcr = 6000 K. The time scale is extended far beyond the laser 
pulse duration to include the thermalization time and the onset of heat diffusion.  

 For IR pulses, the breakdown dynamics at the BPL threshold differs from that at the bubble threshold only 
for L  ≤ 30 ps but is identical for nanosecond pulses where bubble and BPL thresholds coincide. For ns pulses, 
AI+TI immediately progress to full ionization in a runaway process. For VIS pulses, Fig. 4.11 suggests that a 
very small irradiance range exists around the BPL threshold in which recombination is capable of balancing 
AI+TI. This is the case shown in Fig. 4.10 where for VIS ns breakdown full ionization is not reached 

 In those cases, in which AI+TI balance or overcome recombination, the model predicts a very slow 
decrease  of the ionization degree after the end of the laser pulse (no decrease at all is visible for IR pulses and 

L   1 ns). This model prediction is physically not correct because the rapid plasma expansion leads to adiabatic 
cooling which allows for recombination to occur once the temperature has dropped below the critical 
temperature for AI+TI runaway. However, as the model considers only thermal diffusion but neglects 
hydrodynamic processes, it does not incorporate the consequences of plasma expansion. 

 Irradiance dependence of the maximum ionization degree, Rmax(I/Ith), and temperature, Tmax (I/Ith) for 

UV breakdown. For UV femtosecond pulses, the maximum degree of ionization and the peak temperature 
gradually increase with increasing irradiance. For small irradiances, in the initial part of the Rmax(I/Ith) curve, PI 
dominates but TI in conjunction with AI become more important when the irradiance is increased and finally 
begin to dominate for I/Ith > 5. For longer UV pulses, a stepwise behavior develops. PI still dominates in the 
initial part of the Rmax(I/Ith) curve but then a relatively fast changeover to a dominance of TI+AI occurs. This 
changeover becomes faster with increasing pulse duration (Figs. 4.7 and 4.11). The irradiance corresponding to 
the bubble formation threshold lies within the initial part of the Rmax(I/Ith) curve, while the irradiance 
corresponding to the onset of plasma luminescence is located where Rmax abruptly rises. Thus the model predicts 
that for UV femtosecond breakdown we should observe a gradual increase of plasma luminescence when the 
irradiance is raised above the bubble formation threshold while for UV nanosecond breakdown we should 



 

 

83 

 

observe a distinct BPL threshold. This prediction is in excellent agreement with our experimental finding of two 
separate, sharp thresholds for bubble formation and BPL in UV ns breakdown. 

At short wavelengths, the cascade ionization rate is relatively small (it is proportional to (1/2), see 
Eq. 2.11, and the cascade is slowed down by recombination processes once a large free electron density is 
reached. For pulse durations longer than the recombination time, this establishes a dynamic equilibrium in which 
the energy input into the electronic system by the laser irradiation is balanced by thermalization of the energy of 
the free electrons through collisions and recombination. The equilibrium is reached in a low density plasma 
regime with an ionization degree R of about 10-3 (i.e. 0.1%,) with R increasing with irradiance. The dynamic 
equilibrium is associated with heating of the focal volume, and since the thermal ionization rate depends 
exponentially on temperature (see Eq. 2.33), thermal ionization will overcome recombination once a critical 
temperature is exceeded. When this has happened, the runaway process starts in which the accelerated ionization 
process leads to a faster heating that accelerates ionization even further, and a full density plasma is produced. 
Note that both avalanche ionization and thermal ionization contribute to this runaway process. As the energy 
input from laser irradiation occurs mainly via inverse Bremsstrahlung absorption (at large free electron densities 
this process dominates compared to multiphoton ionization), the runaway process cannot just be described as 
„thermal runaway,‟ even though it is triggered and partially mediated by thermal ionization. The sharp increase 
of Rmax results in a sharp BPL threshold. 

 For UV ns pulses, the BPL threshold is close to the irradiance at which thermal ionization can overcome 
recombination and full-density plasmas start to be produced in a runaway process. For L  = 30 ps, runaway to 
full ionization occurs only at slightly larger irradiance than BPL, and for L  = 300 fs no runaway occurs but the 
Rmax increase is smooth. The sharp BPL threshold for ns pulses is associated with an abrupt increase in Tmax. 
Nevertheless, Tmax continues to increase with irradiance even above the BPL threshold because the runaway 
process occurs at an ever earlier time during the laser pulse. 

 It must be emphasized that the Tmax values above the BPL threshold are unrealistically high because our 
model does not consider the plasma growth with increasing irradiance that shields the focal region but assumes 
that the entire laser energy reaches the beam waist even at energies well above the BPL threshold. Moreover, the 
model does not consider the enlargement of the plasma volume beyond the laser cone angle by radiative energy 
transport (see section 5.4) and the rapid hydrodynamic plasma expansion that leads to a rapid adiabatic cooling. 
Experimental and theoretical investigations of plasma-induced cavitation bubble generation suggest that the 
hydrodynamic expansion sets in after a few nanoseconds [Vog96a].  It is thus relevant for the temperatures 
reached in nanosecond optical breakdown but plays no role for picosecond or femtosecond pulses. For irradiance 
values up to the bubble threshold, the model predictions of Tmax are realistic. For Ibubble < I < IBPL, the predicted 
Tmax value rises faster with irradiance than in reality because the model neglects plasma growth and shielding. 
This leads to an underestimate of the energy gap between bubble and BPL threshold. This underestimate 
becomes ever more important the larger the energy gap is, i.e. with increasing laser pulse duration. For example, 
the measured energy of the BPL threshold at ≈ 10 ns pulse duration is 10-30 larger than the bubble formation 
threshold (depending on wavelength), while the energy ratio predicted by the model lies between 1.2 (VIS) and 
2.0 (UV). 

 Irradiance dependence of the maximum ionization degree, Rmax(I/Ith), and temperature, Tmax (I/Ith) for 

IR breakdown. For IR fs breakdown, the Rmax(I/Ith) curve increases gradually but with a steeper slope than for 
UV fs breakdown. However, for IR ns breakdown, the threshold scenario is very different from UV ns 
breakdown: luminescent plasmas are produced in one step already at the bubble formation threshold. The 
avalanche progresses faster than for UV and visible wavelengths because of the high irradiance required to 
produce seed electrons by MPI, which is a 6-photon process for 1064 nm, and due to the larger cross section for 
inverse bremsstrahlung absorption. The degree of ionization increases by 10 orders of magnitude within a 
fraction of the laser pulse, and reaches a level of 5-10 % of maximum ionization before it can be shortly slowed 
down by recombination 2 . At this high free-electron density, the focal volume is heated very rapidly within 
a fraction of the laser pulse duration, and runaway driven by TI+AI thus occurs already at the irradiance level 
where seed electrons by PI have just become available. This is the classical scenario of vigorous ns optical 
breakdown that is confirmed also by our present experimental results.  

 For IR breakdown at 30 ps, a two-step behavior is predicted, with a fairly high ionization degree in the 
plateau before full ionization is reached in the second step. This behavior can explain the two levels of plasma 
luminescence in the photographs of ps plasmas Fig. 2.6b. The plateau corresponds to weak luminescence, and 
bright luminescence is observed after the second step. 
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 Irradiance dependence of the maximum ionization degree, Rmax(I/Ith), and temperature, Tmax (I/Ith) for 

VIS breakdown. For ns breakdown at visible wavelengths, we experimentally observed two separate thresholds 
for bubble formation and BPL, like for UV breakdown. This behavior is well reproduced by the model 
predictions. The general scenario for VIS breakdown at different pulse durations is intermediate between those 
for UV and IR wavelengths: AI plays a much larger role than in UV breakdown but can, in an intermediate range 
above the bubble threshold, still be balanced by recombination. Only for larger irradiance values, the 
temperature exceeds the critical value for runaway and BPL sets in. Due to the larger AI rate, the energy range 
between bubble and BPL threshold is narrower than for UV breakdown. 

 The model calculations explain, why IR breakdown is always a very vigorous process in which already at 
threshold the energy densities required for a phase transition are far exceeded. By contrast, with UV and VIS 
wavelengths the energy density in the low-density plasmas produced by the first breakdown step just exceeds the 
threshold for a phase transition, and the vigorous runaway process associated with the formation of brightly 
luminescent plasmas occurs only in the second step, at larger irradiance. 

 From the above results obtained with fixed wavelengths, we can conclude that the transition from ns 
breakdown with two separate thresholds for bubble formation and BPL to the vigorous behavior with only one 
threshold at which immediately full ionization occurs at a wavelength between 532 nm and 1064 nm. The results 
of the OPO measurements presented in section 4.3.1.1 demonstrate that already at 730 nm only one threshold is 
observed. Thus the transition occurs between 532 nm and 730 nm. It will be described in more detail in 
section 4.3.2. 

Our discovery of the two steps in UV and VIS ns breakdown, the explanation of the second step by thermal 
ionization runaway, and the excellent agreement between experimental data and numerical predictions represent 
a milestone towards a better understanding of laser-induced breakdown. The two-step behavior can be correctly 
reproduced only by a model that considers both recombination and thermal ionization besides the usual terms of 
PI and AI. Figure 4.13 demonstrates that our old rate equation model does predict the existence of a low-density 
plasma regime for UV and VIS laser pulses (hence, it could explain the formation of minute bubbles) because it 
considers recombination that limits the plasma density achievable by AI. However, it does not predict the abrupt 
increase of free electron density that corresponds to the experimentally observed distinct threshold for the 
formation of bright luminescent plasmas. Moreover, the maximum free electron densities predicted by the old 
model are much lower than with the new model where they reach full ionization, corresponding to 
 = 6.641022 cm-3. Both shortcomings are due to the neglect of thermal ionization in the old model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.13  Numerical simulations of plasma formation by 6-ns pulses at wavelengths of a) 1064 nm, b) 532 nm, and 
c) 355 nm without consideration of thermal ionization, taken from [Vog01].  The left column shows the evolution of the free 
electron density as a function of the normalized laser pulse time. The free electron density produced by MPI is plotted as 
dotted line. The right column presents the maximum free electron density produced during a laser pulse as a function of 
irradiance. The old model does not reproduce the experimentally observed breakdown dynamics in two steps at UV and VIS 
wavelengths.
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 The discovery of separate thresholds for bubble formation and BPL in ns breakdown implies the existence 
of an irradiance range in which the energy deposition can be precisely tuned, similar to fs breakdown. No 
tunability at all is only observed in parameter regions in which the creation of seed electrons is the critical hurdle 
for breakdown, i.e. for IR ns pulses. The tunability range is wide whenever AI is slowed down, either by time 
constraints such as in fs bd, or by a small AI rate such as in UV ns breakdown (or by a combination of both such 
as in UV fs breakdown). A map of the tunability range in the (L, ) parameter space is presented in section 4.5. 

4.2.2.3. Pulse duration dependence at different wavelengths 

Figure 4.14 presents a comparison of the experimental bubble threshold data of Fig. 4.4b with the predictions of 
our numerical model. The BPL threshold data are not included in the comparison because plasma growth and 
shielding, which influence the experimental BPL threshold, are not considered in the model. 

 As already mentioned in 4.2.2.1, the time between collisions of electrons with heavy particles, , and the 
seed electron density,ini, are not known for water. Therefore, they are used as fit parameters for the model 
calculations, and the fitting process is used as information source for the determination of these parameters.  
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Figure 4.14  Comparison of numerical simulations and experimental results for the pulse duration dependence of the bubble 
threshold at fixed UV, VIS, and IR wavelengths for Gaussian pulses. The experimental values are taken from Fig. 4.4b. The 
seed electron density in all calculations isini = 21013 cm-3. The collision time is a)  = 1.6 fs, b)  = 4.0 fs, c)  = 3.0 fs, and 
d)  = 1.6 fs for pulse durations below 1 ps, and  = 3.0 fs for pulse durations above 1 ps. 

 Both experimentally and in the model calculations, the bubble threshold exhibits a monotonous decrease 
with increasing pulse duration for UV and VIS wavelengths but levels out in the ns range for IR pulses. For long 
IR pulses, the generation of seed electrons by photoionization (PI) becomes a critical hurdle for the onset of 
avalanche ionization. Here the breakdown threshold is determined by the peak irradiance of the laser pulse, and 
neither the time span available for avalanche ionization nor the AI rate play a decisive role. The observed 
similarity of the threshold values for IR pulses of ≈ 1 ns and ≈ 10 ns duration indicates intrinsic generation of 
seed electrons by PI. If linearly absorbing impurities provided seed electrons by thermionic emission, the 
threshold would be lower for the longer pulses that, at constant irradiance, contain much more energy. 
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In the regime in which generation of seed electrons by photoionization (PI) is the critical hurdle for the 
occurrence of breakdown, the threshold value remains constant when the collision time is varied but depends 
onini. The value of ini = 21013 cm-3 that is obtained from fitting model predictions to the IR ns OPO data in 
section 4.3.2, provides a fair compromise in fitting the IR ps and ns data in Fig. 4.1.4.  

 The experimental 30-ps data are, for all wavelengths, larger than the model results. This may, at least 
partially, be due to the fact that we determined the ps data early in the research project by means of photographic 
detection of bubble formation. This technique is less sensitive than the probe beam scattering technique 
([Vog08] and (3.2.4)) developed later, which will lead to an enlargement of the experimental threshold values. 

 The calculated Ith(L) curves in Fig. 4.14 exhibit a strong dependence on the collision time , especially for 
durations L  10 ps. Here not only the the absolute Ith values but also the ratio of these values for the different 
values are strongly affected by the choice of . Quite obviously, the collision time of 1.6 fs in Fig. 4.14a that 
yields the best match of model predictions with our fs OPA data (see section 4.3.2) does not provide the best fit 
for the ps and ns data at fixed UV and VIS wavelengths. The best agreement for the longer pulse durations was 
obtained with  = 3 fs in Fig. 4.14c. We explain this discrepancy by the dependence of the electron scattering 
rate on the energy of the free electrons [Arn92, Kai00] that was already mentioned in (4.2.2.1). The average 
energy of free electrons depends on the band gap and the oscillation energy of the free electrons in the electric 
field (see Eq. 2.1 and 2.15, respectively). It is larger for fs breakdown than for ps and ns breakdown because for 
fs breakdown the oscillation energy amounts to a considerable fraction of the band gap energy. Since, close to 
threshold, the electron scattering rate increases with free electron energy [Arn92], the theoretically expected 
collision rate is larger for fs breakdown than for ps and ns breakdown, in good agreement with our fitting results. 
Fig. 4.14d shows the calculated Ith(L) curve with  = 1.6 fs for pulse durations below 1 ps, and  = 3.0 fs for pulse 
durations above 1 ps that leads to the best agreement between numerical calculations and experimental results.  

4.2.2.4. Factors determining the intrinsic threshold sharpness for smooth pulses 

A compilation of threshold sharpness values for smooth pulses (average values over all NAs investigated) is pre-
sented in Table 4.7. An analysis of the variation of these values with pulse duration and wavelength may provide 
some insight in the underlying breakdown dynamics. Values for 30-ps pulses are put into brackets because the 
measurements were performed in the initial project phase when the sensitive probe beam scattering method for 
bubble detection had not yet been developed. Moreover, the pulse-to-pulse energy fluctuations of the passively 
Q-switched and mode-locked laser pulses were large, in the order of  10%. Therefore, we are not sure how 
representative the low S value are for the physics of the breakdown process itself. 

  UV VIS IR 

≈300 fs Bubble 65.3 42.6 19.6 

≈30 ps Bubble (2.5) (2.1) (2.2) 

≈1 ns Bubble 58.4 60.0 
19.2 

BPL 53.8 57.3 

≈10 ns Bubble 3.3 7.0 
19.2 

BPL 10.6 7.8 

Table 4.7  Summary of threshold sharpness values for bubble and bright plasma luminescence thresholds for fixed UV, VIS, 
and IR wavelengths at different pulse durations. The UV wavelength is 347 nm for the fs pulses and 355 nm otherwise; the 
VIS wavelength is 520 nm for the fs pulses and 532 nm otherwise, and the IR wavelength is 1040 nm for the fs pulses and 
1064 nm otherwise. The S values are averaged from data at all investigated NAs. 

 The threshold sharpness for a phase transition induced by linear absorption and for plasma formation 
mediated by nonlinear absorption mainly depends on the statistics of the initiation process. Homogeneous 
nucleation at the spinodal limit will be associated with a sharp and well defined vaporization threshold, as much 
as inhomogeneous nucleation involving a large number density of bubble nuclei of similar size will result in a 
well-defined boiling point [Kis99, vog03]. In the same way, a large number density of intrinsically produced 
seed electrons as much as a large number of impurities with similar properties will be associated with a sharp 
breakdown threshold – provided that the laser pulse shape and energy is highly reproducible. By contrast, small 
number densities of seed electrons or impurities, and strong variations among the properties of individual 
impurities will lead to statistical variations of the breakdown process.  
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 In the following, we restrict our discussion to intrinsic breakdown produced by smooth pulses; the role of 
intensity spikes in the pulse will be discussed in section 4.2.2.5, and the role of impurities in section 4.4.  
It is known that during fs breakdown seed electrons produced by PI are abundant. Therefore, it is not surprising 
that the threshold sharpness at L ≈ 300 fs was found to be very high for all investigated wavelengths. However, 
it is remarkable that the IR breakdown threshold exhibits high sharpness (S = 19.2) even for 1 ns and 10 ns pulse 
duration where the generation of seed electrons constitutes the critical hurdle for breakdown. This finding 
implies that the seed electron density produced by PI must be sufficiently high to limit statistical variations to a 
relatively low degree. The average number of electrons per focal volume for a seed electron density of 
ini = 21013 cm-3 and  = 1064 nm is 148 at NA = 0.9. This implies that even around the intensity peak at the 
focus center sufficiently many seed electrons are located to reliably initiate breakdown.  

 Another remarkable observation is the low sharpness of the bubble formation threshold for UV breakdown 
at ≈ 10 ns duration (S = 3.3). Sharpness values are higher the BPL thresholds, and all thresholds relating to the 
microchip laser pulses. Likely, the sharpness depends on the local slope of max(I) curve or T(I) curve, respec-
tively at the bubble and BPL thresholds (see Figs. 4.5 – 4.8). If the slope is low, large energy variations are 
required to induce small temperature variations, corresponding to low threshold sharpness. Close to the BPL 
threshold, the ionization degree varies always very strongly with pulse energy, and the BPL thresholds are sharp. 
However, at the bubble formation threshold for UV pulses of ≈10 ns duration, the local slope of the max(I) curve 
is very small  

For microchip laser pulses of VIS and UV wavelengths, both bubble and BPL thresholds are extremely 
sharp, with S ≈ 60. Thus, the breakdown probability increased from 10 % to 90 % when the pulse energy is 
raised by only 1.7 %. This rapid increase could be resolved because of i) the high pulse-to-pulse stability of the 
laser, and ii) the possibility of precise energy variation in small steps by means of a motorized stage for a 
rotation of the Fresnel rhomb retarder in front of the Glan laser polarizer, which has been established in the 
course or our research project (Figs. 3.6 and 3.10). However, in the light of the low S value for UV breakdown at 
≈ 10 ns duration, which cannot be just related to measurement uncertainties, we must also relate this observation 
to the local slope of the max(I) curve. 

4.2.2.5. Comparison of thresholds for seeded and unseeded pulses  

We implemented in our model the possibilities to calculate the breakdown threshold and dynamics for arbitrary 
pulse shapes, either measured or described by an analytic function. We now use this feature to compare the 
threshold predictions for seeded (slm) pulses and unseeded (mm) pulses to the experimental values. The 
threshold was calculated for a Gaussian pulse and for 6 measured unseeded pulse shapes of equal energy. We 
used ini = 21013 cm-3 for the seed electron density, and a collision time  = 3 fs, as determined in 4.2.2.3. We 
first determined the irradiance threshold for a given measured pulse shape and then calculated the energy by 
integration over the temporal pulse shape and the radiant exposure distribution in the focal spot.  

To calculate the energy of a Gaussian pulse   ]/2ln4[exp)( 2
0 tItI   focused to a spot with diameter D, we 

first convert the irradiance to radiant exposure: 
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Assuming a top-hat irradiance distribution, this radiant exposure corresponds to the energy 
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In order to consider the real spatial distribution of the radiant exposure in the focal area, a factor of (1/2) needs to 
be added, which yields the result 
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The results are summarized in Table 4.8 and Fig 4.15. 
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  UV VIS IR 

Pulse 
duration [ns] measured 6.8 8.8 11.2 

Eth Gaussian 
[µJ]  

measured 1.40 7.50 80.8 

calculated 3.56 9.38 64.0 

Eth unseeded 
[µJ] 

measured 0.60 1.99 25.0 

calculated 2.53 7.36 39.6 

Eth Gaussian/ 
Eth unseeded 

measured 2.33 3.77 3.23 

calculated 1.41 1.28 1.62 

S (unseeded) 
measured 0.7 1.1 2.7 

calculated 5.6 3.5 4.8 

Table 4.8  Measured and calculated values of the bubble formation thresholds for seeded and non-seeded nanosecond pulses 
at different wavelengths. The calculated threshold value for the unseeded pulses is an average value based on 6 measured 
pulse shapes. The experimental threshold sharpness is S = Eth/E, where E refers to the 10% and 90% values of the break-
down probability curve. For the calculated threshold sharpness, E refers to the highest and lowest threshold value. 
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Figure 4.15  Numerical simulations for the bubble thresholds of seeded and unseeded pulses at different wavelengths.  
UV: 355 nm, 6.8 ns, VIS 532 nm, 8.8 ns, IR 1064 nm, 11.2 ns. a) irradiance thresholds based on 6 different measured pulse 
shapes, b) corresponding energy thresholds, c) comparison of numerical simulations and experimental results. 
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 For IR breakdown, the irradiance threshold Ith is the same for all pulse shapes (Fig. 4.15a) because the 
creation of seed electrons by PI is the critical hurdle for breakdown. However, the corresponding energy 
thresholds Eth for unseeded pulses vary (Fig. 4.15b) because the same peak irradiance can be associated with 
different pulse energies due to the statistical variations in the distribution of intensity spikes. For UV and VIS 
pulses, not only the energy threshold varies but also the irradiance threshold because PI provides a considerable 
contribution to the total free electron density which critically depends on the amplitudes of the spikes. The 
degree of statistical variations determine the value of the threshold sharpness S.   

 While the absolute values of calculated and experimental bubble thresholds agree fairly well in Fig. 4.15c, 
the difference between thresholds for seeded and unseeded operation is, for all wavelengths, considerably larger 
in the experimental observations than in the numerical predictions. The model does also not yet portray the full 
degree of statistical threshold variations (S values are too large). Moreover, for UV and VIS breakdown the 
model predicts a two-step behavior with increasing irradiance, similar to that for Gaussian pulses in Fig. 4.8. In 
reality, for non-seeded, spiky laser pulses, no stable low-density plasma regime was observed at any laser 
wavelength but breakdown was always associated with BPL. We must conclude that some important aspects are 
not yet considered in our breakdown model. One important aspect not considered in the model is the interplay 
between local avalanches starting around individual seed electrons and global avalanche that finally arises from 
the merging of the many local avalanches by electron and heat diffusion. This interplay might be different in 
smooth and spiky pulses due to the different ratio of the contributions of PI and AI. Spikes in UV and VIS pulses 
correspond to a larger seed electron density created by MPI early in the laser pulse and thus to an earlier merging 
of local avalanches to one global avalanche. However, it is not yet clear how this should push the breakdown 
process into the runaway regime and prevent the formation of minute bubbles.  
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4.3. Wavelength dependence of nanosecond and femtosecond breakdown 

4.3.1. Experimental results 

4.3.1.1. OPO measurements of nanosecond breakdown 

We measured the bubble formation thresholds in water produced by slm OPO ns laser pulses of ≈ 2 ns duration 
for 21 wavelengths ranging from 725 nm to 1025 nm. The pulses were focused through water immersion 
objectives with NA = 0.8 and NA = 0.9, respectively. The probability curves are presented in Fig. 11.14 of the 
Appendix. The energy thresholds derived from the probability curves are summarized in table 4.9, together with 
Pth, Fth and the irradiance threshold Ith. The M2 values of Fig. 3.8 that are listed also in table 4.9 were used to 
calculate Fth and Ith. All Ith values refer to the temporal and spatial peak irradiance in the pulse and laser focus, 
respectively, while the Fth values refer to the spatial peak of the radiant exposure. 

 The sharpness of the thresholds ranges between 2.0 and 19.4. The average value is S = 6.0, which is 
between the sharpness values of the thresholds for unseeded (S = 2.7) and seeded (S = 24.9) laser pulses with 
fixed IR wavelength (Table 4.3). Reasons for the reduced sharpness of the slm OPO laser pulses as compared to 
slm pulses at fixed wavelength are the small, statistical spikes on the temporal profile (Fig. 3.7), and shot-to-shot 
fluctuations of the OPO laser output in terms of beam divergence and beam profile. The relatively strong shot-to-
shot fluctuations arise from the need to operate the system close to threshold to achieve single longitudinal mode 
operation. 

 For all wavelengths investigated, large bubbles of about 80 – 100 µm radius were produced already at 
threshold, as will be demonstrated in (5.1). Small bubbles with < 2 µm radius were generated with less than 2 % 
probability. This indicates that optical breakdown is a one-step process for IR wavelengths down to 725 nm. 
Thus, the transition to a two-step process with separate bubble and BPL thresholds must occur somewhere 
between 725 nm and 532 nm. The vigorous character of the breakdown process in the entire wavelength range 
between 725 nm and 1025 nm indicates that the breakdown threshold is here defined by the irradiance threshold 
for producing seed electrons by photoionization. The necessary irradiance is large due to the high order of the 
multiphoton process (k = 4 - 6) and, at the same time, the rate of avalanche ionization is high because it scales 
with ². Therefore, once initiated, the avalanche cannot be counterbalanced by recombination as for UV and VIS 
pulses but progresses already at threshold to the BPL regime associated with the formation of large bubbles. 

 The Ith data from table 4.9 are plotted in Fig. 4.16 to show the wavelength dependence of the optical 
breakdown threshold between 725 nm and 1025 nm. It strikes attention that the irradiance values obtained from 
the measurements with the 40x objective are, for 725 nm <  < 900 nm, considerably higher than those obtained 
with the 63x objective. An explanation is offered by figure 3.8, which reveals that the effective aperture of the 
63x objective is completely filled by the laser beam whereas the aperture of the 40x objective is only partially 
filled. This means that the effective numerical aperture used in the experiments with the 40x objective is smaller 
than the nominal aperture of 0.8. Consequently, the values of Ith calculated using the diffraction limited spot size 
for NA = 0.8, which is smaller than the real spot size, will be too large. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.16 Raw data for the wavelength dependence of optical breakdown threshold for ns slm OPO laser pulses ranging 
from 725 nm to 1025 nm at NA = 0.8, and NA = 0.9. The data for the 40x objective are not yet corrected for inhomogeneous 
illumination of the objective aperture. 
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[nm] 

Pulse 
duration 

[ns] NA M² 

Diffraction 
limited 

20 [µm] 

Real 
focus 

20 [µm] 
Eth 
[µJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith 
[1011 W/cm²] S 

725 1.71 0.8 1.68 1.11 1.86 7.3 8.0 539 6.11 (3.94) 19.4 
725 1.89 0.9 1.67 0.98 1.64 3.5 3.4 326 3.35 8.5 
730 2.17 0.8 1.69 1.11 1.88 9.2 8.0 663 5.93 (3.81) 6.0 
730 2.17 0.9 1.65 0.99 1.63 4.0 3.5 382 3.42 3.2 
735 2.06 0.8 1.70 1.12 1.90 10.4 9.5 733 6.90 (4.45) 9.9 
735 1.88 0.9 1.63 1.00 1.62 4.7 4.7 455 4.70 7.9 
738 2.25 0.8 1.70 1.13 1.91 14.7 12.3 1025 8.84 (5.67) 5.3 
738 2.25 0.9 1.62 1.00 1.62 7.6 6.3 733 6.32 5.8 
745 1.90 0.8 1.70 1.14 1.93 11.0 10.9 754 7.69 (4.91) 16.3 
745 1.90 0.9 1.60 1.01 1.62 5.7 5.6 551 5.63 2.3 
770 2.18 0.8 1.69 1.17 1.98 11.5 9.9 746 6.63 (4.21) 3.0 
770 2.18 0.9 1.56 1.04 1.63 5.7 4.9 549 4.89 2.0 
780 1.93 0.8 1.68 1.19 2.00 9.8 9.6 627 6.30 (4.00) 11.3 
780 1.93 0.9 1.55 1.06 1.64 4.9 4.7 460 4.62 5.9 
795 2.51 0.8 1.66 1.21 2.01 13.1 9.8 824 6.37 (3.97) 3.5 
795 2.51 0.9 1.55 1.08 1.67 6.8 5.1 623 4.82 4.2 
817 2.49 0.8 1.66 1.25 2.07 12.0 9.1 714 5.57 (3.44) 9.6 
817 2.49 0.9 1.56 1.11 1.73 6.9 5.2 591 4.61 6.2 
840 2.73 0.8 1.71 1.28 2.19 13.6 9.4 721 5.13 (3.16) 3.3 
840 2.73 0.9 1.60 1.14 1.82 7.4 5.1 568 4.03 3.5 
865 1.98 0.8 1.83 1.32 2.41 10.6 10.1 465 4.56 (2.76) 3.5 
865 1.98 0.9 1.68 1.17 1.97 5.0 4.8 329 3.23 3.4 
900 2.43 0.8 2.15 1.37 2.95 12.0 9.3 350 2.79 (1.67) 8.9 
900 2.43 0.9 1.89 1.22 2.31 6.1 4.7 290 2.32 3.2 
930 1.63 0.8 2.30 1.42 3.26 6.2 7.1 148 1.76 (1.49) 3.2 
930 1.96 0.9 2.01 1.26 2.53 5.1 4.9 202 2.00 15.2 
941 1.84 0.8 2.18 1.43 3.13 6.6 6.7 171 1.80 (1.51) 3.7 
941 1.74 0.9 1.94 1.28 2.47 3.9 4.3 164 1.83 6.9 
947 1.78 0.8 2.12 1.44 3.06 5.9 6.2 160 1.75 (1.47) 5.5 
947 2.19 0.9 1.89 1.28 2.43 4.5 3.9 196 1.74 5.0 
954 2.61 0.8 2.04 1.45 2.97 11.0 7.9 317 2.36 (1.96) 5.2 
954 2.61 0.9 1.84 1.29 2.38 6.9 5.0 311 2.31 4.9 
959 1.51 0.8 1.99 1.46 2.91 7.4 9.2 221 2.84 (2.37) 7.7 
959 1.52 0.9 1.80 1.30 2.34 4.5 5.5 207 2.64 2.7 
965 1.44 0.8 1.94 1.47 2.85 8.3 10.9 260 3.51 (2.91) 2.9 
965 1.76 0.9 1.75 1.31 2.29 6.7 7.2 326 3.59 6.8 
975 2.42 0.8 1.87 1.49 2.78 13.1 10.2 431 3.46 (2.85) 6.4 
975 2.20 0.9 1.68 1.32 2.22 7.2 6.1 371 3.27 3.8 

1001 2.18 0.8 1.90 1.53 2.90 9.8 8.5 297 2.64 (2.16) 3.9 
1001 2.42 0.9 1.62 1.36 2.20 5.9 4.6 311 2.49 4.4 
1025 2.59 0.8 2.29 1.56 3.58 12.6 9.1 250 1.87 (1.50) 3.4 
1025 3.07 0.9 1.86 1.39 2.58 8.0 4.9 305 1.93 3.3 

Table 4.9  Threshold values for optical breakdown in water induced by single longitudinal mode ns OPO pulses.  
We measured the pulse duration  for each wavelength and calculated the threshold values from  and Eth, using the M2 
values of Fig. 3.8. The Ith values for the 40x objective had to be corrected for incomplete illumination of the rear entrance 
pupil (Ith-values in brackets, see text). For all wavelengths investigated, bubble and BPL threshold coincided. 
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Unfortunately, it was not possible to avoid this complication by expanding the laser beam to a diameter that 
overfilled the aperture of both the 63x and 40x objectives because for some wavelengths the available pulse 
energy just sufficed to induce breakdown. Stronger beam expansion would have reduced the energy transmitted 
through the 63x objective and thus impaired the threshold measurement. Therefore, we need to correct the Ith -
values for the 40x objective retrospectively by considering the incomplete filling of the objective aperture. 

A correction is possible using the data of the energy reference measurements described in section 2.1. A 
homogeneous pump laser light illumination of both objective apertures would yield a ratio of the transmitted 
energy for the 40x and 63x objectives of V = (8 mm)²/(5.7 mm)² = 1.97. In reality, however, the ratio is only 
1.59, for example, for  = 865 nm. If we assume that the 63x objective is homogeneously illuminated (this 
assumption is supported by figure 3.8), we can conclude that 1.59/1.97 = 80.7 % of the aperture of the 40x 
objective is used. If only 80.7 % of the NA is effective, this corresponds to a correction factor C = 0.65 for the 
40x Ith-value. Figure 4.17 shows the correction factor for all investigated wavelengths. 
 

 

 

 

 

 

 

 

 
Figure 4.17 Correction factors for the calculation of the irradiance threshold for the 40x objective (see text). The data were 
linearly fitted in two different regions using the computer program Origin. 

 The correction factor has two regions that can each be fitted by a linear function. The transition between 
the two regions occurs at approximately 900 nm, where we had to change the OPO crystal and optics in the 
pump laser. This could explain the different laser beam diameter at the focusing objective. The linear fit 
functions for the correction factor C were used to calculate the irradiance threshold for the 40x objective. Figure 
4.18a shows the corrected wavelength dependence of optical breakdown threshold for the 40x and 63x 
objectives, and Fig 4.18b shows the average of the threshold values for both objectives. 

 The )(thI curve exhibits two steps at ≈735 nm and ≈955 nm where the threshold abruptly increases. These 
steps occur at wavelengths where the number of photons required for overcoming the band gap energy increases. 
At the same time, Ith exhibits an overall decrease with increasing wavelength. This decrease is partially related to 
the fact that the MPI probability increases with wavelength in each interval for which a certain photon number is 
needed to overcome the band gap (Fig. 4.22). Other reasons related to an increasing role of background free 
electrons for larger wavelengths will be discussed in section 4.4.  
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    a)                 b) 

Figure 4.18: Wavelength dependence of optical breakdown threshold for ns slm OPO laser pulses from 725 nm to 1025 nm. 
The laser pulses were focused through a 40x water immersion objective (NA = 0.8, red line in a)), and a 63x water immersion 
objective (NA = 0.9, black line in a)). The data for the 40x objective are corrected for the incomplete filling of the objective 
aperture by the laser beam. Figure b) shows the average of the threshold values for both objectives. The numbers indicate the 
respective order of the multiphoton process required to overcome the band gap. 
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Bloembergen mentioned already in 1974 that multiphoton initiation of the breakdown threshold should be 
reflected in a stepwise increase of thI  at those wavelengths for which one additional photon is required to over-
come the band gap [Bloe74]. He took the lack of experimental evidence for such )(thI  dependence at that time 
as support for his view of an exclusive role of avalanche ionization. In our study, the hypothesis about the 

)(thI  dependence associated with multiphoton generation of seed electrons has, for the first time, been tested 
by means of lasers with widely tunable wavelength delivering pulses with smooth temporal shape. The result 
contradicts Bloembergen‟s original conclusion and corroborate our view that IR ns breakdown in the 
investigated wavelength range is initiated by photoionization. 

 The distance between the peaks in the )(thI  curve can be used to determine the band gap energy Egap. 
Previous results for Egap in the physico-chemical literature range from Egap = 6.5 eV to Egap = 7.2 eV [Wil76, 
Gra79, Nik83]. We obtain a band gap energy within this range if we assume that the steps in Fig. 4.18 
correspond to an increase of the order of the multiphoton process from 4 to 5 and 5 to 6, respectively. Table 4.10 
shows the results obtained by evaluating the distance between the maxima and minima in the )(thI  curve using 
the above assumption. The assumption of a transition from 3 to 4 photons at  ≈ 735 nm and 4 to 5 photons at 
 ≈ 955nm would lead to Egap = 5.13 eV, while the assumption of a transition from 5 to 6 and 6 to 7 photons at 
the respective wavelengths would correspond to Egap = 8.13 eV. Both values are outside the range of previous 
measurement results. 

  Max   Min   
  [nm] [nm] [nm] [nm]
  738 965 729.85 947 
photon energy [eV] 1.683 1.287 1.702 1.312 
# photons  4 5 4 5 

band gap [eV] 6.73 6.44 6.81 6.56 
 
Table 4.10 Band gap energy calculated from the position of the steps in the of Ith () dependence in figure 4.18. 

 The average value for the band gap energy obtained from table 4.10 is Egap = 6.63 eV ± 0.15 eV. The best 
fit to model predictions in section 4.3.2 below yield 6.55 eV. These values corroborate the value of 6.5 eV used 
in previous theoretical models and numerical calculations [Sac91, Ken95b, Noa99, Fan02, Vog05, Arn07, 
Vog08, Oli08]. For the calculations in this study, we use the value of 6.55 eV. 

 The steps in the )(thI  curve are not abrupt but have a finite width. This suggests that the zones with 
distinct order of multiphoton process are separated by transition zones in which excitation of electrons to the 
lower edge of the conduction band requires one photon less than excitation to slightly higher energy levels that 
can accommodate a larger population density D(E) (see section 2.1.4 and Fig. 2.4). 

4.3.1.2. OPA measurements of femtosecond breakdown 

We measured the bubble formation thresholds in water produced by fs OPA laser pulses of ≈ 265 fs duration for 
50 wavelengths ranging from 334 nm to 1085 nm. The pulses were focused through water immersion objectives 
with NA = 0.8 and NA = 0.9, respectively. The probability curves are presented in Fig. 11.15 of the Appendix. 
The energy thresholds derived from the probability curves are summarized in table 4.11, together with Pth, Fth 
and the irradiance threshold Ith. We determined the pulse duration L for each wavelength >450 nm by measuring 
the autocorrelation function. The average pulse duration was 265 fs. For the range  < 450 nm, in which the 
autocorrelator was not sensitive, we assumed the pulse duration to equal the average duration of 265 fs. The 
spectrum was also measured for each laser pulse, and the respective center wavelengths are listed in table 4.11. 
We used a value of M 2 = 1.4 to calculate Fth and Ith from Eth and L. All Ith values refer to the temporal and 
spatial peak irradiance in the pulse and laser focus, respectively, while the Fth values refer to the spatial peak of 
the radiant exposure. 

 The sharpness of the thresholds ranges between 0.8 and 126.6, with an average of S = 10.2. These 
fluctuations do not seem to be associated with transitions between mirror sets, and it is remarkable that S 
strongly differs even for measurements with same wavelength but different NA (for example, for  = 1021 nm, 
S = 126.6 for the 63x objective, NA = 0.9, but only 8.7 for the 40x objective, NA = 0.8). In the latter case, the 
pupil diameter of the objective is larger (Fig. 3.8), and shot-to-shot fluctuations of the laser beam profile will 
thus play a larger role. Shot-to-shot fluctuations of the beam profile may also differ from wavelength to 
wavelength. However, the origin of the fluctuations is not yet completely understood. 
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  
[nm]

Pulse 
duration 

[fs] NA 

Diffraction 
limited 

20 [µm] 

Real 
focus 

20 [µm] 
Eth  
[nJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 W/cm²] S 

                    
334 265 0.8 0.51 0.71 3.37 23.9 1.69 123.7 1.3 
334 265 0.9 0.45 0.63 3.60 25.5 2.28 167.0 1.5 
347 265 0.8 0.53 0.74 3.31 23.5 1.53 112.3 14.5 
347 265 0.9 0.47 0.66 3.46 24.6 2.03 148.8 6.1 
360 265 0.8 0.55 0.77 3.47 24.6 1.50 109.7 4.8 
360 265 0.9 0.49 0.68 2.70 19.1 1.48 108.0 11.3 
373 265 0.8 0.57 0.80 2.84 20.2 1.14 83.5 5.5 
373 265 0.9 0.51 0.71 2.51 17.8 1.28 93.5 5.0 
389 265 0.8 0.59 0.83 2.95 20.9 1.09 79.7 4.3 
389 265 0.9 0.53 0.74 2.46 17.5 1.15 84.3 8.4 
410 265 0.8 0.63 0.88 4.17 29.6 1.39 101.4 2.4 
410 265 0.9 0.56 0.78 2.83 20.1 1.19 87.0 2.1 
425 265 0.8 0.65 0.91 4.09 29.0 1.26 92.6 3.3 
425 265 0.9 0.58 0.81 3.60 25.6 1.41 103.2 4.9 
441 265 0.8 0.67 0.94 4.76 33.7 1.37 100.0 7.8 
441 265 0.9 0.60 0.84 4.03 28.6 1.47 107.3 8.2 
456 380 0.8 0.70 0.97 4.82 23.8 1.29 66.1 2.1 
456 380 0.9 0.62 0.87 4.56 22.5 1.55 79.1 3.7 
471 274 0.8 0.72 1.01 4.49 30.8 1.13 80.1 3.7 
471 274 0.9 0.64 0.89 3.83 26.3 1.22 86.4 2.4 
485 380 0.8 0.74 1.04 6.44 31.8 1.53 78.0 6.0 
485 380 0.9 0.66 0.92 5.05 25.0 1.52 77.4 2.9 
498 265 0.8 0.76 1.06 5.16 36.6 1.16 85.0 5.0 
498 265 0.9 0.68 0.95 4.12 29.2 1.17 85.9 9.2 
513 262 0.8 0.78 1.10 7.02 50.4 1.49 110.4 7.8 
513 262 0.9 0.70 0.97 4.95 35.5 1.33 98.4 4.7 
529 244 0.8 0.81 1.13 8.20 63.1 1.64 130.1 3.0 
529 244 0.9 0.72 1.00 7.07 54.4 1.79 141.9 2.2 
544 199 0.8 0.83 1.16 6.35 60.0 1.20 116.9 2.8 
544 199 0.9 0.74 1.03 4.77 45.1 1.14 111.2 7.2 
560 245 0.8 0.85 1.20 8.03 61.6 1.43 113.3 10.7 
560 245 0.9 0.76 1.06 5.75 44.1 1.30 102.6 5.4 
580 598 0.8 0.88 1.24 9.17 28.8 1.52 49.4 5.6 
580 598 0.9 0.79 1.10 7.63 24.0 1.60 52.0 11.1 
595 215 0.8 0.91 1.27 8.69 75.9 1.37 123.7 4.9 
595 215 0.9 0.81 1.13 6.50 56.8 1.30 117.1 4.8 
610 620 0.8 0.93 1.30 7.91 24.0 1.19 37.1 6.7 
610 620 0.9 0.83 1.16 6.41 19.4 1.22 38.1 7.1 
627 228 0.8 0.96 1.34 7.48 61.7 1.06 90.5 6.1 
627 228 0.9 0.85 1.19 6.07 50.0 1.09 92.8 4.7 
644 238 0.8 0.98 1.37 7.38 58.3 0.99 81.0 6.7 
644 238 0.9 0.87 1.22 6.52 51.5 1.11 90.6 5.1 
660 271 0.8 1.01 1.41 9.60 66.6 1.23 88.1 12.1 
660 271 0.9 0.89 1.25 8.04 55.8 1.30 93.4 9.5 
677 225 0.8 1.03 1.45 7.85 65.6 0.96 82.5 14.2 
677 225 0.9 0.92 1.28 6.44 53.8 0.99 85.7 16.4 
709 190 0.8 1.08 1.51 8.68 85.9 0.97 98.5 30.1 
709 190 0.9 0.96 1.35 7.23 71.5 1.02 103.8 7.5 
725 204 0.8 1.11 1.55 9.42 86.8 1.00 95.2 86.3 
725 204 0.9 0.98 1.38 7.74 71.3 1.04 99.0 5.8 



 

 

95 

 

  
[nm]

Pulse 
duration 

[fs] NA 

Diffraction 
limited 

20 [µm] 

Real 
focus 

20 [µm] 
Eth  
[nJ] 

Pth 
[kW] 

Fth 
[J/cm²] 

Ith  
[1011 W/cm²] S 

                    
740 300 0.8 1.13 1.58 8.51 53.3 0.87 56.1 23.5 
740 300 0.9 1.00 1.40 7.56 47.4 0.98 63.1 12.3 
755 279 0.8 1.15 1.61 10.32 69.6 1.01 70.4 31.8 
755 279 0.9 1.02 1.43 8.53 57.5 1.06 73.5 61.8 
770 265 0.8 1.17 1.64 10.39 73.7 0.98 71.6 15.7 
770 265 0.9 1.04 1.46 8.98 63.7 1.07 78.4 14.4 
785 250 0.8 1.20 1.68 10.82 81.3 0.98 76.1 7.3 
785 250 0.9 1.06 1.49 9.09 68.3 1.04 80.9 7.3 
799 240 0.8 1.22 1.71 9.18 71.8 0.80 64.8 7.5 
799 240 0.9 1.08 1.52 7.67 60.0 0.85 68.6 6.4 
814 375 0.8 1.24 1.74 11.35 56.9 0.96 49.5 2.1 
814 375 0.9 1.10 1.54 11.26 56.5 1.20 62.2 1.9 
835 211 0.8 1.27 1.78 14.68 130.9 1.18 108.3 0.8 
835 211 0.9 1.13 1.58 12.08 107.7 1.23 112.8 3.3 
845 166 0.8 1.29 1.80 15.55 176.1 1.22 142.1 3.5 
845 166 0.9 1.15 1.60 12.26 138.9 1.21 141.9 2.1 
865 310 0.8 1.32 1.85 12.63 76.6 0.94 59.0 5.1 
865 310 0.9 1.17 1.64 12.71 77.1 1.20 75.1 3.9 
883 220 0.8 1.35 1.88 14.91 127.4 1.07 94.2 3.0 
883 220 0.9 1.20 1.68 13.92 119.0 1.26 111.3 6.8 
903 210 0.8 1.38 1.93 11.62 104.0 0.80 73.6 6.1 
903 210 0.9 1.22 1.71 8.28 74.1 0.72 66.3 7.6 
924 151 0.8 1.41 1.97 13.53 168.9 0.89 114.1 12.6 
924 151 0.9 1.25 1.75 10.72 133.9 0.89 114.4 10.8 
942 280 0.8 1.44 2.01 17.14 115.1 1.08 74.8 4.0 
942 280 0.9 1.28 1.79 13.54 90.9 1.08 74.8 5.9 
957 167 0.8 1.46 2.04 16.62 187.0 1.01 117.8 12.1 
957 167 0.9 1.30 1.82 12.37 139.2 0.96 111.0 17.3 
973 109 0.8 1.48 2.08 15.89 273.1 0.94 166.3 6.8 
973 109 0.9 1.32 1.85 14.13 242.8 1.06 187.1 8.1 
993 96 0.8 1.51 2.12 12.48 243.4 0.71 142.3 35.8 
993 96 0.9 1.35 1.88 9.74 190.0 0.70 140.6 4.6 

1005 131 0.8 1.53 2.15 18.29 262.8 1.01 150.0 12.1 
1005 131 0.9 1.36 1.91 12.80 183.9 0.90 132.9 14.3 
1021 185 0.8 1.56 2.18 13.94 141.6 0.75 78.4 8.7 
1021 185 0.9 1.38 1.94 14.38 146.2 0.98 102.4 126.6 
1036 243 0.8 1.58 2.21 21.76 168.4 1.13 90.5 8.9 
1036 243 0.9 1.40 1.97 16.29 126.0 1.07 85.7 6.4 
1051 98 0.8 1.60 2.24 14.24 273.1 0.72 142.5 3.5 
1051 98 0.9 1.42 1.99 10.67 204.8 0.68 135.2 4.7 
1063 123 0.8 1.62 2.27 12.77 195.2 0.63 99.5 4.3 
1063 123 0.9 1.44 2.02 9.25 141.3 0.58 91.2 7.0 
1073 116 0.8 1.64 2.29 12.26 198.7 0.60 99.6 3.9 
1073 116 0.9 1.45 2.04 8.71 141.2 0.54 89.6 5.9 
1085 162 0.8 1.65 2.32 14.62 170.2 0.69 83.3 5.7 
1085 162 0.9 1.47 2.06 11.77 137.1 0.71 84.9 2.4 

Table 4.11  Threshold values for optical breakdown in water induced by fs OPA pulses in the wavelength range from 334 nm 
to 1085 nm. We determined the pulse duration L for each wavelength > 450 nm by measuring the autocorrelation function 
The average pulse duration was 265 fs. For  < 450 nm, where the autocorrelator was not sensitive, we assumed the pulse 
duration to equal the average duration of 265 fs. The threshold values were calculated from L and Eth, using M2 = 1.4.  
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The Ith data from table 4.11 are plotted in Fig. 4.19a to show the wavelength dependence of the optical 
breakdown threshold between 334 nm and 1085 nm. Strong fluctuations are observed along the Ith() curve but 
for each wavelength, the reproducibility for the measurements at different NAs is good.  

 The measured pulse durations are shown in figure Fig. 4.19b. The pulse duration exhibits strong 
fluctuations with wavelengths (see section 3.1.5), and a trend of shorter pulse durations for longer wavelengths. 
These features will distort the shape of the Ith() curve because for fs breakdown Ith depends strongly on L. 
Figure 4.20 shows calculated Ith(L) curves for different wavelengths to illustrate this point. Therefore, the 
threshold values must be corrected for the fluctuations of pulse duration to obtain meaningful results on the 
wavelength dependence of the fs breakdown thresholds. Note that a similar correction is not necessary for the 
wavelength dependence data on IR ns breakdown in Fig. 4.18 because in this regime Ith hardly varies withL. 

       Irradiance threshold        Pulse duration 
 
 
 
 
 
 
 
 

 

 

 

 
    a)           b) 

Figure 4.19  a) Wavelength dependence of the optical breakdown threshold for fs OPO laser pulses ranging from UV to IR at 
NA = 0.8, and NA = 0.9. b) Wavelength dependence of the pulse duration with strong fluctuations.  
 

 

 

 

 

 

 

 

 

 

Figure 4.20 Numerical calculation of the Ith (L) dependence assuming Tcr = 441 K,  = 1.6 fs, and 0 = 2∙1013 e-/cm³ for UV, 
VIS and IR wavelengths.

 With the help of our numerical model, we normalized the experimental threshold values to the average 
pulse duration of 265 fs. For this purpose, we calculated the irradiance threshold for a given wavelength both for 
the measured pulse duration and for 265 fs. The ratio of these values is then used to normalize the measured 
threshold value to 265 fs for any given wavelength. The result of this normalization is shown in Fig. 4.21 for the 
averaged data from both objectives.  
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Figure 4.21 Experimentally determined wavelength dependence of the optical breakdown threshold for 265-fs laser pulses in 
the wavelength range between 334 nm and 1085 nm. The figure shows the average of the threshold values obtained at 
NA = 0.8 and NA = 0.9.  

The optical breakdown threshold slightly decreases with increasing wavelength. This is indicative of a 
significant contribution of avalanche ionization even for femtosecond breakdown because the rate of avalanche 
ionization increases with increasing wavelength while the photoionization rate decreases.  

 For  < 360 nm, the optical breakdown threshold in Fig. 4.19a increases strongly with decreasing 
wavelength for the measurements with the 63x, NA = 0.9 objective. The values obtained with this objective 
deviate here strongly from the results obtained with the 40x, NA = 0.8 objective, while for all other wavelengths 
similar values were obtained with both objectives. Analogous observations of larger threshold values at UV 
wavelengths obtained with the 63x, NA = 0.9 objective were also made at fixed wavelengths (see tables 4.2 – 
4.5). Most likely, the focus quality of this objective is not diffraction-limited for deep UV range wavelengths (it 
is specified by the manufacturer for use at  > 380 nm). Therefore, we used in Fig. 4.21 for the data points at 
 = 334 nm and  = 347 nm only the values measured with 40x, NA = 0.8 objective. 

 The measured Ith() curve exhibits fluctuations but, unlike for IR nanosecond breakdown, no pronounced 
steps that could be attributed to wavelengths at which one additional photon is necessary to overcome the band 
gap via multiphoton ionization. Multiphoton ionization is not the only photoionization process relevant for 
femtosecond breakdown, and tunnel ionization featuring no Ith() dependence becomes ever more with 
decreasing pulse duration. However, it seems premature at this point to conclude from the lack of clear steps in 
the Ith() curve that MPI plays no role at the investigated pulse duration of 265 fs. In the next section, we will 
compare the experimental Ith() data to the predictions of our model that considers both MPI and tunnel 
ionization and continue the discussion on that basis. 
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4.3.2. Modeling results 
In this section, we will first present the wavelength dependence of avalanche ionization, multiphoton ionization 
and tunnel ionization alone to create a basis for interpreting the predictions of our model that includes all these 
ionization mechanisms, together with thermal ionization. We will then fit the model predictions for fs and ns 
breakdown to our experimental Ith() data to obtain estimates for the electron collision time  and the seed 
electron density ini. On this basis, we will then compare all experimental results with model predictions in one 
comprehensive plot covering the Ith() dependence for pulse durations from 10 fs to 10 ns. From this comparison 
we will deduce information with regard to the relative importance and the interplay of the different ionization 
mechanisms at the various pulse durations. 

 Figure 4.22 shows the ionization probabilities by avalanche, multiphoton, and tunnel ionization as a 
function of wavelength. For the avalanche ionization rate, we used the formulation of the Drude-Shen model 
given by Kennedy [Ken95a], which is also part of our model (Eq. 2.7) 
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 To describe the ionization probability by pure multiphoton ionization, we used Keldysh‟s approximation 
for MPI [Kel65, Eq. 41] together with an irradiance value of 1012 W/cm2 for which this approximation is known 
to be valid and a good approximation to the results of the full Keldysh model [Vog05]  
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 In a similar way, we used Keldysh‟s approximation for tunnel ionization [Kel65, Eq. 40] to describe the 
ionization probability by pure tunnel ionization, together with an irradiance value of 1016 W/cm2 for which this 
approximation is known to be a good approximation to the results of the full Keldysh model [Vog05] 
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Figure 4.22 Wavelength dependence of ionization probabilities by a) avalanche, b) multiphoton, and c) tunneling ionization.  
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The ionization probabilities by avalanche ionization is 12 times larger for IR breakdown than for UV breakdown, 
which would correspond to a 12 times lower threshold for IR wavelengths than for UV wavelengths if the entire 
breakdown process was driven only by avalanche ionization. By contrast, the multiphoton ionization rate is 
6 orders of magnitude lower for IR breakdown than for UV wavelengths, which would correspond to a much 
higher threshold for IR wavelengths if the entire breakdown process was driven only by MPI. Tunnel ionization 
exhibits hardly any wavelength dependence, in spite of the complex mathematical form of Eq. (4.6). This 
prediction of the Keldysh model for condensed matter is in good agreement with the ADK model for noble gases 
that predicts no wavelength dependence at al. [Amm86]. 

 In Fig. 4.23, the experimental Ith() data for femtosecond breakdown are plotted together with the model 
predictions for different collision times. The seed electron density ini does not matter for femtosecond break-
down as long as it stays below 51015 cm-3 for  = 1040 nm and 1019 cm-3 for  = 347 nm (L = 265 fs,  = 1.6 fs, 
Tcr = 441 K). Thus we can focus on the determination of the collision time. For the calculations in Fig. 4.23, the 
seed electron density is set to ini = 21013 cm-3 which will below be shown to provide the best fit for the Ith() 
data in the nanosecond range. For fs breakdown, the best fit is obtained for  = 1.6 fs (Fig. 4.23b). 

 

 

 

 

 

 

 

 

  a)              b) 

Figure 4.23 Fit of model predictions to the experimental Ith() data of Fig. 4.21 for femtosecond breakdown at L = 265 fs. 
Additionally, the threshold values of fs breakdown at fixed wavelengths (section 4.2.1) are included to obtain the best overall 
fit. The threshold criterion used for the bubble threshold is Tcr = 424.5 K (see 4.2.2.1); NA = 0.8. The graph in a) shows mo-
del predictions for different collision times, and b) shows calculated and experimental Ith() data for the best fit of  = 1.6 fs. 

 We showed in section 4.3.1.1 that for IR nanosecond breakdown, the generation of seed electrons by 
photoionization is the critical hurdle for the occurrence of breakdown. In the entire investigated wavelength 
range between 725 nm and 1025 nm, the avalanche progresses already at threshold to the BPL regime associated 
with the formation of large bubbles. Therefore, the choice of the collision time used for modeling avalanche 
ionization should have only little influence of the prediction of the bubble formation threshold. Indeed, an 
increase of the collision time by 200 % from 1 fs to 3fs changes the threshold value by no more than 56 % for 
 = 725 nm, and by 20% for  = 1025 nm. Hence, the prediction of Ith() depends mainly on the choice of the 
seed electron density ini. in the wavelength range between 725 nm and 1025 nm.  

 In Fig. 4.24, we fit model results both to the experimental Ith() data for nanosecond breakdown and the 
experimental data of ns breakdown at fixed wavelengths (section 4.2.1) by varying ini, and at the same time we 
adjust the value of the band gap energy Egap such as to provide the best fit between the location of the peaks in 
the measured and calculated Ith() curves. The value for the collision time was set to  = 3 fs, which was 
obtained in section 4.2.2.3 by fitting model predictions to experimental Ith(L) data in the UV and VIS 
wavelength range (Fig. 4.14).The best fit of the experimentally observed Ith() values is obtained for 
ini = 21013 cm-3 and Egap = 6.55 eV. 

 Besides influencing amplitude and slope of the Ith() curve, the choice of ini determines also at which 
wavelength the breakdown dynamics changes from a two-step behavior with separate bubble and BPL thresholds 
to a one-step behavior. Experimentally, a one-step behavior was observed at 725 nm. The R(t) plots in Fig. 4.25 
demonstrate that this behavior is reproduced by the model only for a seed electron density ini  21014 cm-3 but 
not for ini = 21013, which provided the best fit in Fig. 4.24. For ini = 21013 the transition from a two-step 
behavior to a one-step behavior occurs at  = 758 nm. Both fitting approaches thus yield results for the seed 
electron density that lie within the range 21013 < ini < 21014 cm-3. It should be emphasized that the 
experimentally observed 2-step behavior at  = 532 nm is well portrayed with all ini values in this range.  
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    a)                b)  
Figure 4.24 Fit of model predictions to the experimental Ith() data of Fig. 4.18b for IR nanosecond breakdown at L = 2 ns 
together with the experimental data of 1-ns breakdown at fixed wavelengths (section 4.2.1). The threshold criterion used for 
the bubble threshold is Tcr = 573 K (see 4.2.2.1); NA = 0.8,  = 3 fs. The graph in a) shows model predictions for different 
seed electron densities, and b) shows calculated and experimental Ith() data for the best fit of ini = 21013 cm-3 

            = 725 nm              = 758 nm 

 

ini = 21013 cm-3 

 

 

 
 

ini = 21014 cm-3 

 

 
Figure 4.25 Time evolution of the ionization degree, R(t), for wavelengths of 725 nm (left column) and 758 nm (right 
column) for ini = 21013 cm-3 (top) and ini = 21013 cm-3(bottom). The calculations were performed for a collision time of 
3 fs. Experimentally, a one-step behavior was observed at 725 nm. This is reproduced by the model only for a seed electron 
density ini  21014 cm-3 but not for ini = 21013, which provided the best fit in Fig. 4.24. 

Table 4.12 summarizes the model parameters obtained by fitting procedures to experimental data and the 
threshold criteria employed in different pulse duration ranges. 

Pulse duration < 1 ps 1 ps – 50 ps 50 ps - 200 ps >200 ps 

Tcr at bubble threshold [K] 441  500 573 

Collision time  [fs] 1.6 3 

Seed electron density ini 21013 cm-3 

Band gap [eV] 6.55 

Table 4.12 Threshold criteria and model parameters employed in different pulse duration ranges. 

The parameters of table 4.12 were used to calculate Ith() curves from UV to IR wavelengths over a range of 
pulse durations from 10 fs to 10 ns, as shown in Fig. 4.26. The calculated curves are plotted together with the 
experimental Ith() data for L ≈ 265 fs (OPA measurements), L ≈ 300 fs (fixed wavelengths), L ≈ 2 ns (OPO 
measurements), and L ≈ 1 ns (fixed wavelengths).  
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b) 

 

Figure 4.26 Comparison of model predictions to experimental Ith() data for femtosecond and nanosecond laser pulses. The 
calculated Ith() curves were obtained using the parameters of table 4.12., assuming NA = 0.8. a) Calculated and experiment-
tal values for the bubble formation threshold, b) Calculated and experimental values for the BPL threshold (Tcr = 6000 K).  
In b) the experimental values (orange square) for fs breakdown mark the irradiance range from the bubble formation 
threshold to the minimum irradiance at which brightly luminescent plasmas have been observed photographically (see 5.1.1 
and 11.2). The experimental nanosecond IR data in b) are the same as in a) because bubble and BPL threshold coincide in 
this parameter range. 
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The results in Fig. 4.26 together with the R(t) and Rmax(I/Ith) plots in section 4.2.2.2 suggest that the breakdown 
dynamics is governed by an interplay between photoionization (PI) and avalanche ionization (AI) or AI in 
conjunction with thermal ionization (TI) in a very large part of the (L, ) parameter space.  

 For IR nanosecond breakdown, the )(thI curve exhibits steps occurring at wavelengths where the number 
of photons required for overcoming the band gap energy increases. These steps are indicative for initiation of the 
breakdown process by multiphoton ionization (MPI), refuting earlier views by Bloembergen [Blo74] and Shen 
[She84]. If AI would start from background free electrons or be initiated by thermal emission of free electrons 
via heating of linearly absorbing impurities, the )(thI curve would be more continuous. The distance between 
the peaks in the )(thI  corresponds to a band gap energy Egap = 6.55 eV, which is within the range between 
6.5 eV and 7.2 eV that has been reported previously [Wil76, Gra79, Nik83]. 

 For shorter wavelengths the MPI probability increases by several orders of magnitude (Fig. 4.22b). Here 
MPI does not just provide seed electrons for AI but contributes significantly to the entire breakdown process. For 
nanosecond breakdown at 355 nm, AI produces only 20 % of the free electrons in comparison to MPI. With 
decreasing pulse durations, for which a larger irradiance is required to complete breakdown within an ever 
shorter time span, the contribution of PI also increases because the PI rate exhibits a much stronger dependence 
on irradiance than the AI rate. However, AI does not at all become insignificant for short wavelengths and pulse 
durations because besides being proportional to irradiance, it is proportional to the free electron density. PI 
contributes most free electrons during the initial part of the laser pulse but later AI takes over. Therefore, the AI 
rate determines the breakdown threshold in a large part of the (L, ) parameter space. Exceptions are the ns IR 
region, where the main hurdle for breakdown is the creation of seed electrons by MPI, and ultrashort pulse 
durations <<100 fs where PI dominates because of the time constraints on AI that relies not only on irradiance 
but requires a large number of successive collisions to proceed. If the pulse duration is not much longer than the 
collision time, only few inverse bremsstrahlung absorption events can occur and even less impact ionization 
events, and AI thus becomes insignificant. Note, however, that for IR 300-fs pulses, AI still produces 160 times 
more free electrons than PI at the bubble threshold, and even more above Ith. The experimentally observed 
decrease of the optical breakdown threshold with increasing wavelength for L ≈ 265 fs is also indicative of a 
significant contribution of avalanche ionization. Since the AI rate increases with increasing wavelength while the 
PI rate decreases (Fig. 4.22), an overall decrease of Ith can only arise if AI plays an important role.  

 The interplay of AI and PI explains the relatively flat wavelength dependence of the breakdown threshold. 
With MPI alone, thresholds would drastically increase with wavelength (Fig. 4.22b) but this trend is balanced by 
the opposite wavelength dependence of AI (Fig. 4.22a). A change of the AI rate by a factor of 12 from UV to IR 
wavelengths can balance a change of MPI probability by 106 because the proportionality between AI and free 
electron density adds to the vigor of the ionization avalanche. For pulse durations in the fs range, the flat 
spectrum of the tunnel ionization probability (Fig. 4.22c) also contributes to the flatness of the )(thI curve. 

 Although the overall wavelength dependence of Ith is weak, the calculated Ith() curves exhibits undulations 
over the entire range of pulse durations down to 10 fs. The undulations are due to the stepwise changes of the 
MPI probability with . For large irradiances, the location of the steps shifts towards shorter wavelengths 
because of the increasing oscillation energy of the free electrons in the electric field that increases the effective 
ionization energy and lowers the wavelength at which an additional photon is required to provide this energy. 
The steps disappear only for IR breakdown at 10 fs, where the Keldysh parameter is only  ≈ 0.5. A value of the 
Keldysh parameter of  ≈ 1 marks the transition from the multiphoton ionization regime ( > 1) to the tunneling 
regime [Kel65, Vog05]. For  = 355 nm and L ≈ 265 fs,  = 2.7. The large  - values in most of the (L, ) 
parameter space explain the omnipresence of the undulations in the Ith() curves. 

 The omnipresence of the undulations makes it difficult to experimentally discriminate between regions 
governed by MPI and by tunnel ionization. We had hoped that we could identify regions with an important 
contribution of MPI to the entire breakdown process by the appearance of steps in the measured Ith() curve. 
However, the height of the steps varies less with pulse duration than originally expected. While for ultrashort 
pulses <<100 fs the steps are smoothened by tunnel ionization, they are for longer pulses smoothened by the 
continuous wavelength dependence of AI. For L ≈ 265 fs, only the calculated step around 380 nm is larger than 
the experimental fluctuations in the Ith() curve, and all other steps predicted by the model are considerably 
smaller. Therefore, the fluctuations observed in the measured Ith() curve could not be attributed to wavelengths 
at which one additional photon is necessary to overcome the band gap via multiphoton ionization. By contrast, 
for IR ns breakdown, the steps originate from the need to create seed electrons by PI that largely determines Ith 
and are, therefore, hardly smoothened by the continuous wavelength dependence of AI. Thus, the steps are larger 
and more easily detectable. 
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 On the whole, our model that combines the full Keldysh model of photoionization with a Drude model for 
avalanche ionization and recombination, and incorporates thermal ionization provides very good agreement with 
experimental )(thI  data over a large range of pulse durations, with reasonable assumptions for the collision 
time (1.6 <  <3 fs) and seed electron density (21014 cm-3 ≤ ini  ≤ 21014 cm-3). The Keldysh model [Kel65] 
yields fairly accurate predictions even for short UV wavelengths down to the UV region of the optical spectrum 
even though it was originally developed to describe breakdown at longer wavelengths. Further improvements 
could likely be achieved by introducing a rigorous energy dependence of the reduced effective electron---hole 
mass as recently suggested by Gruzdev and coworkers [Gru07a, Gru07b]. However Gruzdev‟s analysis was 
performed for wide band-gap solids, and cannot easily be transferred to water.  

 In our model, the AI rate is somewhat larger than predicted in Kaiser‟s and Rethfeld‟s models for fused 
silica [Kai00, Ret04] but significantly smaller than in the approach followed by University of Michigan group 
[Tie99, Jog03, Jog04] that is based on the avalanche ionization model by Thornber [Tho81]. The latter group 
dispute that multiphoton ionization plays a significant role because of quenching by collisions, especially for IR 
breakdown, [Du96]. As a consequence, tunnel ionization is regarded to be the only significant photoionization 
mechanism, even for pulse durations of hundreds of femtoseconds for which the Keldish parameter is much 
larger than one [Jog03, Jog04]. Following Bloembergen [Bloe74], initiation of nanosecond breakdown by 
multiphoton ionization is neglected, and it is assumed that breakdown starts from free background electrons 
[Tie99] or, for ultrashort pulses, from a small number of seed electrons produced by tunnel ionization. Time 
constraints in avalanche ionization, which are considered in detail by Kaiser and Rethfeld [Kai00, Ret04] and in 
a simpler way also in the present model, are neglected by Mourou and coworkers. Due to these assumptions and 
to the adoption of Thornber‟s theory in which the avalanche progresses faster than in the Drude model (????), 
breakdown is not regarded as an interplay of PI and AI but even femtosecond breakdown is considered to be 
dominated by AI.  

 As a consequence, the experimentally well established deterministic character of femtosecond breakdown 
can be explained only by hypothesizing that the target material is fully ionized even at the breakdown threshold. 
A small number of seed electrons cannot explain the deterministic character of breakdown, and if the ionization 
avalanche is assumed to be responsible for the regular outcome of the breakdown process, it must have a clearly 
defined endpoint. For a very rapidly advancing avalanche, “full ionization” is the only well reproducible end-
point [Jog04]. By contrast, the present study and its predecessors [Ken95, Noa99, Vog05] explain the determi-
nistic character of breakdown in a large part of the (L, ) parameter space by assuming that seed electrons 
produced by direct photoionization are always readily available – either because large irradiances are required 
for the completion of the breakdown process within a short laser pulse duration, or because of the low order of 
the multiphoton process for short wavelengths. Due to the time constraints for the ionization avalanche in 
femtosecond breakdown and the limiting role of recombination in picosecond and nanosecond breakdown, the 
AI progresses at a moderate rate and the endpoint can thus vary with irradiance. The deterministic character of 
breakdown emerges as a genuine consequence of the continuous interplay between photoionization, AI, and 
recombination. Thus, the theoretical framework put forward by the University of Michigan group has strong 
implications for practical femtosecond laser applications. It denies the existence of a low-density plasma regime 
that could be used for cellular surgery below the threshold for bubble formation. Implicitly, it also questions 
established theories for nonlinear imaging that explain image formation by multiphoton effects (“multiphoton 
microscopy”).  

 By detecting steps in the )(thI  data for IR ns breakdown, we demonstrated MPI initiation of ns 
breakdown in pure media. The observed steps are not as high as predicted by our model that is based on the 
Keldysh theory of photoionization may be attributable to a partial quenching of MPI [Du96] – but certainly MPI 
is not fully quenched. The importance of MPI is corroborated also by the slow decrease of Ith with  for 265-fs 
pulses (Fig. 4.26) that should be much steeper if AI was the dominant mechanism governing femtosecond 
breakdown. It is confirmed also by the experimentally observed tunability of plasma-mediated laser effects in a 
large part (L, ) parameter space that will be demonstrated in sections 5 and 6 of this report. Thus, our 
theoretical approach considering the interplay of PI (including MPI), AI, recombination and TI, has proven to be 
a powerful tool for modeling controlled nonlinear energy deposition. Moreover, it provides a theoretical basis for 
the explanation of our discovery of nanosecond laser-produced nanoeffects that rely on the existence of separate 
thresholds for bubble formation and BPL in the UV and VIS wavelength range.  
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4.4 Conclusions for the control of nonlinear energy deposition 
The good agreement between the predictions of our advanced breakdown model and experimental results toge-
ther with the ability to portray the origin of different thresholds for bubble and luminescent plasma formation 
encouraged creating a map of the (,L) parameter space in which the dependence of target temperature on laser 
energy is calculated for each (,L) value and both thresholds are marked. The relative distance between these 
thresholds defines the “tunability” of nonlinear energy deposition. If the thresholds coincide, such as for IR 
nanosecond breakdown, there is no tunability at all. If the thresholds are far apart on the energy scale, the 
tunability is very good. We define the tunability parameter  as  

      
K

KK

Bubble

BubbleBPL

I
II

I
II

573

5736000 



 .       (4.7) 

For the sake of consistency we use the same critical temperature Tcr = 573 K in the entire (,L) parameter space. 
If BPL and bubble threshold coincide,  = 0. If the BPL threshold is twice as high as the bubble threshold,  = 1, 
i.e. the irradiance must be increased by 100% to tune the effect from bubble formation to BPL. A “tunability 
map” is presented in Fig. 4.27.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
Figure 4.27 ”Tunability” map in which the normalized difference between BPL and bubble threshold is plotted in the 
(,L) parameter space. The map has been calculated for Tcr = 573 K, NA = 0.8,  = 3 fs, ini = 21013 cm-3, Egap = 6.55 eV. 

 Borders between regions with different tunability arise wherever an additional photon is required to over-
come the band gap. The wavelengths at which these borders are located change with decreasing pulse duration 
because the threshold irradiance increases for shorter pulses, which results in an increase of the oscillation 
energy of the free electrons in the electric field and, thus, in an increase of the effective ionization potential (2.1). 
The solid lines indicate the borders of the regions relevant for the bubble threshold, and the dashed lines 
demarcate the borders relevant for the BPL threshold. Since  depends on the normalized difference between 
both thresholds, it varies with  and L in a complicated fashion, especially for very short pulse durations. The 
shift between black lines and color change is due to the finite width of the steps in the Ith() curves (Fig. 4.26). 

 For any specific wavelength, tunablity increases with decreasing pulse duration. For a given pulse duration, 
tunability increases with decreasing wavelength. Tunability is zero for IR wavelength and nanosecond pulse 
durations (reaching into the picoseconds range) and best for UV femtosecond pulses. The map is useful in 
guiding the choice of laser parameters for a large variety of applications. Its utility could be further improved by 
incorporating plasma growth and shielding into the breakdown model that influence the tuning range.  
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5. Plasma size, structure, and energy density 
    at energies above the breakdown threshold 
While the cavitation bubble energy (section 6) reflects the total amount of deposited energy, additional 
information is required to determine the corresponding plasma energy density and assess its temperature and 
pressure. We take photographs of the plasma luminescence to determine the plasma volume, and measure the 
plasma transmission to assess the energy absorbed in this volume. These data, together with structural details on 
the photographs, provide valuable information on the plasma size dependence on incident laser energy, the 
average plasma energy density and pressure, and hot regions within the plasma. 

 A complete compilation of plasma photographs at different pulse durations, wavelengths and pulse 
energies is presented in the appendix, together with measurement results for plasma volume, transmission and 
energy density as a function of laser pulse energy. In this section, we present an overview with emphasis on 
results that highlight characteristic features of the breakdown dynamics. 

5.1. Plasma structure, size, and emission characteristics 

5.1.1. Photographs of nanosecond breakdown 
Figure 5.1 shows photographs of plasmas produced by slm 355-nm, 6.8-ns pulses for which we first observed 
separate thresholds for bubble formation and bright plasma luminescence (BPL).  In the small-bubble regime, no 
plasma luminescence was observed. However, we observed that residual green laser light from the SHG/THG 
process was scattered from the optical breakdown region. We assume that in this breakdown regime a low-
density plasma is produced, that does not emit the typical bluish plasma radiation but produces a refractive index 
change that is strong enough to scatter the incident laser light. The light scattering region grows with increasing 
laser energy towards the incoming laser beam. The green scattering was very weak such that the photographs 
had to be integrated over 100 laser pulses. At EL = 45 µJ, more than 20 times above the bubble formation 
threshold, bright plasma luminescence appears abruptly in a much larger volume than that from which the light 
scattering originates at lower energies. The bright luminescence was photographed with single exposures.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1  Photographs of plasmas produced by slm 355-nm, 6.8-ns pulses of various energies focused at NA = 0.8. 
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a)             b) 

Figure 5.2  a) Plasma length as a function of laser pulse energy for 6.8-ns pulses at 355 nm wavelength focused at NA = 0.8. 
b) shows an overlay of plasma photographs at various pulse energies, and the laser cone angle. 

 Figure 5.2 illustrates the enormous jump in plasma size at the BPL threshold. Above this threshold, the 
plasma luminescence extends beyond the beam waist and into regions outside the cone angle of the laser beam. 
Figure 5.3 and Fig. 5.4 show that the extent of luminescence beyond the cone angle is a general feature of 
nanosecond optical breakdown at large NA because it is observed for all laser wavelengths investigated. 
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                     20 µm 

Figure 5.3  Plasma luminescence produced by 8.8-ns slm pulses of 532 nm wavelength and 0.73 mJ energy focused at 
NA = 0.8. To attenuate the scattered laser light, we used a) a color glass filter, and b) a dichroic blocking filter for 532 nm  

 E = 4.1 µJ   E = 45 µJ     E = 134 µJ 
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Figure 5.4 Plasma luminescence produced by an 11.2-ns, 1064-nm slm pulse of 0.59 mJ energy focused at NA = 0.8. Plasma 
luminescence is brighter within the cone angle of the laser beam both in front and behind the beam waist (arrow). 

 Plasma photographs are time-integrated images taken with open shutter in a dark room. Scattering of 
‚pump„ laser light by regions with large free-electron density  reveals filament-like plasma structures formed 
during the laser pulse within the cone angle of the incident laser beam. The region from which laser light is 
scattered defines the zone of initial energy deposition. How do the filaments form and grow towards the 
incoming laser beam? We assume that small spatial fluctuations in free electron density nucleate spatial insta-
bilities in the highly nonlinear plasma formation process. Regions with larger free-electron density  exhibit a 
larger avalanche ionization rate ( ) and exceed earlier the threshold for AI&TI runaway. Therefore, locally a 
hotter plasma with faster electron diffusion into neighboring regions is formed and breakdown occurs 
preferentially in regions adjacent to filaments. Shielding of downstream regions by already existing plasma 
favors filament growth towards the incoming laser beam.   

 Scattering of ‚pump„ laser light originates only from regions within the laser cone angle as evident from 
Fig. 5.3. By contrast, diffuse plasma luminescence is emitted from a much larger region extending 20-30 µm 
beyond the laser cone angle, especially in forward direction. The asymmetry of the diffuse halo indicates that it 
is not caused by the hydrodynamic plasma expansion. What are the mechanisms of energy transport from the 
high-density filaments into the diffusely emitting plasma? Why does the energy transport occur preferentially in 
forward direction? To be able to give a tentative answer to these questions, we need to consider the penetration 
depth of optical radiation and X rays in water in Fig. 5.5 and look at the photographs of plasma luminescence at 
smaller numerical apertures in Fig. 5.6 and Fig. 5.7.  
          Water vapor 

 

 

 

 

 

 

 

 

 

a)           b) 

Figure 5.5 Penetration depth of a) optical radiation in water (source: http://www.lsbu.ac.uk/water/vibrat.html) and b) X rays 
in water (source: H. Stiel, Max Born Institut Berlin: e-mail: stiel@mbi-berlin.de) 
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Figure 5.6 Plasma luminescence produced by 6.8-ns, 355-nm slm pulses of various energies focused at NA < 0.3. The energy 
density within the bright spot (marked red) most likely exceeds 270 kJ/cm3 . We arrive to this conclusion by assuming the 
plasma growth ceases at the peak of the laser pulse, and afterwards all energy is deposited in the upstream part of the plasma 
creating the very brightly luminescent volume. This implies that half of the pulse energy must be absorbed in the bright 
region. 
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Figure 5.7 Plasma luminescence produced by 11.2-ns, 1064-nm slm pulses of 4.62 mJ focused at NA = 0.1. The breakdown 
dynamics at this small numerical aperture is influenced by stimulated Brillouin scattering (SBS) and, due to the linear 
absorption of water at 1064 nm (Fig. .5.5a), by thermal self-focusing of the light reflected by SBS. This produces a hot spot 
of large irradiance upstream from the beam waist, which is marked by an arrow. 
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 Candidates for the mechanism of energy transport from the high-density filaments into the diffusely 
emitting plasma regions outside the laser cone angle and behind the beam waist are 1. diffusion of ‚hot„ electrons 
( radiation), 2. ionization via UV or X-ray radiation; either blackbody radiation, or bremsstrahlung. Since the 
penetration depth of free electrons in water is below 1 µm [Gru00], it cannot explain the extended halo, and the 
only explanation left is radiative energy transport by photons [Rob96]. The penetration depth of UV radiation in 
water is very small – about 10-100 nm for wavelengths between 40 and 100 nm (Fig. 5.5a). The photon 
penetration depth increases with decresasing wavelength [Gru00]. For soft x-rays of   2.5 nm wavelength (h  
500 eV), it is about 10 µm (Fig. 5.5b).  

 It is unlikely that the (hypothetical) x-ray radiation is blackbody radiation because in that case the diffuse 
halo should be homogeneously distributed around the energy deposition region, with no preference in forward 
direction. Blackbody radiation is probably seen around the ‚hot spots„ in Fig. 5.6. Here an approximately iso-
tropic halo with a red shift towards it„s periphery is observed. The plasma emission from the hot spots likely 
continues during the plasma expansion, leading to the red shift because of the adiabatic cooling within the 
expanding plasma. By contrast, the diffuse halo around high-density plasmas produced at large NA (Fig. 5.1) 
is bluish everywhere.  

 Alternatively, X-rays could be produced by Bremsstrahlung from hot electrons within the filaments. This 
would explain the forward direction of the extent of the halo because the electrons should carry the photon 
impulse of the incident laser radiation that is imparted during inverse Bremsstrahlungs absorption. Multiple 
scattering would explain components under 90° and in backward direction. Note that the forward direction of the 
radiative energy transport can be seen in many images - not only in Fig. 5.3 but also in Fig. 5.1 and even in Fig. 
5.6 where a halo extends from the hot spot towards the tip of the plasma at the beam waist but is obscured by the 
other plasma radiation. 

 When X-rays are absorbed in the halo region, their energy creates a cascade of electrons of lower energy 
that, in turn, can produce radiation of longer wavelength - either by Bremsstrahlung, or by heating and black-
body radiation. Thus, the visible plasma luminescence is the long-wavelength tail either of bremsstrahlung, or of 
blackbody radiation emitted from the halo region. This tail can escape the water cell as soon as wavelengths with 
sufficiently large optical penetration depth are produced.  

 The filaments visible in Fig. 5.3 provide good laser-plasma coupling efficiency because they are thin 
( 1 µm), and evanescent waves can couple energy into these ‚fractal„ structures even when the free-electron 
density already exceeds the critical density at which plasma becomes both strongly reflective and absorbing 
[God72, God79, God95]. Moreover, the filaments act as an energy trap with immediate re-absorption of 
Bremsstrahlung in the UV region of the optical spectrum. Once the free-electron temperature (energy) in the 
filements becomes sufficiently large for generation of soft X-rays, these can escape and produce the halo.  

 In IR breakdown at lower NA (Fig. 5.7), the filaments are sharply demarcated without a surrounding halo 
because no energy can leave the ‚trap„ due to a smaller free electron temperature in the plasma. The critical 
plasma density is smaller for longer wavelengths and, therefore, the laser-plasma coupling is weaker, the free-
electron temperature remains lower, and no halo is produced. At larger NAs, the plasma energy density is 
generally higher [Vog96b, Vog99a], an a halo can be produced even with IR laser pulses (Fig. 5.4).  

 The sharp borders of the plasma luminescence in Fig. 5.7 and the structures within the weakly luminescent 
plasma regions in Fig. 5.6 indicate that the luminescence in these regions is, most likely, not caused by black-
body radiation. If it was blackbody radiation, blurring should occur such as around the bright ‚hot„ spot in Fig. 
5.6 where the emission continues during the plasma expansion. The bluish radiation in the weakly luminescent 
parts could possibly be Bremsstrahlung, or recombination radiation. It is difficult to resolve these questions 
spectroscopically because of the re-absorption of short wavelength radiation in the water. 

 Experimental evidence for large energy densities in the high-density filaments or in hot spots is provided in 
Fig. 5.6: If we assume that the energy deposition occurs in accordance to the moving breakdown described in 
section 2.2, the plasma growth ceases at the peak of the laser pulse, and afterwards all energy is deposited in the upstream 
part of the plasma. This implies that half of the pulse energy must be absorbed in the brightly luminescent, red encircled 
region. Following this assumption, we obtain an energy density of ≈ 270 kJ cm-3, which is more than hundred times 
the vaporization enthalpy of water. Using the equation of state (EOS) for high energy-density water by Mattsson 
and Desjarlais [Mat06, Mat07], we can relate the energy density to pressure and temperature, as shown in 
Fig. 5.8.  
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Figure 5.8 Dependence of temperature and pressure on internal energy for high energy-density water. The NIST equation of 
state (EOS) does not cover the high energy-density region [NIS05]. Data are available from the SESAME data base (Los 
Alamos National Laboratories) and from the recently established EOS by Mattsson and Desjarlais that is based on quan-
tum mechanical molecular dynamics simulations [Mat07]. SESAME overestimates the pressure in an inter-
mediate energy density region because it overestimates dissociation. Therefore, we use the EOS of Mattsson and 
Desjarlais.  

 The value of 270 kJ cm-3 is outside the range of the EOS data covered in Fig. 5.8. By extrapolation, we 
obtain a corresponding a temperature of 105 K and a peak pressure > 1 Mbar, i.e. > 100 GPa. If we assumed 
that the plasma radiation is pure blackbody radiation, this would imply the existence of a thermal equilibrium 
between electrons and ions. In that case, temperatures well exceeding 105 K are required to produce 2.5-nm 
radiation. However, if the electron temperature is higher than the ion temperature, 2.5-nm radiation can be 
produced already at lower average energy density and temperature, and conditions corresponding to an average 
temperature of 105 K may suffice to produce the radiative energy transport resulting in the halo. Vogt and 
coworkers already showed experimentally that soft x-rays can be produced by focusing nanosecond laser pulses 
onto a water jet [Vogt01]. Thus, our hypothesis does not seem too far-fetched. 

 It must be emphasized that pressure and temperature can be deduced from internal energy only if the 
density of the medium is known. The density is known for optical breakdown in water whenever the energy 
deposition is isochoric, i.e. stress confined. This is always the case for ultra-short pulse breakdown because in 
that case the thermalization time is much shorter that the acoustic transit time through the focal volume even for 
sub-micrometer plasma diameters. Ns optical breakdown is nearly stress-confined for plasmas > 10 µm that are 
produced only at energies well above the optical breakdown threshold. 

 The largest plasma pressure values measured so far were 8-12 GPa at the plasma rim for IR breakdown 
produced by unseeded 6-ns pulses [Noa98]. Nevertheless, the much larger value > 100 GPa obtained in the 
above estimate may be realistic because it refers to a hot spot within a plasma produced by a UV pulse. Laser-
plasma coupling is much better for UV pulses than for IR pulses because the critical free electron density above 
which plasma becomes reflective is 9 times larger at 355 nm than at 1064 nm (Eq. 2.6). Moreover, energy is 
rapidly dissipated at shock fronts exhibiting a very large pressure jump [Duv63, Vog96a], and the pressure at the 
plasma rim may, hence, be considerably lower than at hot spots within the plasma. 

 Figure 5.9 presents photographs of the luminescent plasmas produced by slm 0.55-ns laser pulses of 
355 nm wavelength that were focused at different NA. For all NAs, plasma formation starts at the beam waist and 
grows with increasing pulse energy predominantly towards the incident laser pulse. In addition, a sharp tip is 
formed that extends beyond the beam waist in propagation direction of the laser beam. The absolute length of the 
tip increases with decreasing NA, but the ratio (tip length)/(overall plasma length) is similar for all NAs.  

 The plasmas produced at low NA exhibit a relatively homogeneous brightness distribution while the 
plasmas produced at NA = 0.8 show bright luminescence especially in the rear part of the plasma. Since the 
plasma growth by a moving breakdown wave ceases when the peak power in the laser pulse is reached, all 
energy contained in the second half of the pulse is deposited into the already existing plasma [Doc88, Vog96]. 
This explains the origin of the bright spot and suggests that at least half of the absorbed energy is deposited in 
this region. For smaller NA, this effect gets smaller but for NA = 0.3 a small bright rim is still visible at the right 
side of the plasma, oriented towards the incoming laser pulse. 
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Figure 5.9  Photographs of the plasma luminescence produced when 0.55-ns laser pulses of 355 nm wavelength are focused 
at NA = 0.8, NA = 0.5, and NA = 0.3. The rows correspond to equal energy for the different focusing geometries. All 
photographs were integrated over 10 laser pulses. The laser light is incident from the right. The white arrows mark the 
position of the beam waist of the focused laser pulse.  

The filamentation-like plasma tip that extends well beyond the beam waist must be related to some kind of 
nonlinear beam propagation. The critical power for catastrophic beam collapse is [Liu03]  
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with n0 = 1.33,  ≈ 4∙1016 cm²/W for water. For  = 355 nm, we obtain P´cr = 0.355 MW, and, with  = 550 ps, 
E´cr = 195 µJ. Thus the critical energy for self-focusing is much larger than the energies of 1-8 µJ that produce 
the filamentation in Fig. 5.9. Plasma defocusing [Fei74, Cou07] is the only mechanism that can explain the 
observed filamentation. The refractive index of plasma is smaller than that of normal water, and the plasma thus 
acts as diverging lens for the transmitted part of the incident laser light. The free electron density distribution in 
the plasma reflects the resulting laser intensity distribution in the beam waist. In the center part close to the 
optical axis, most of the incident laser light is absorbed by high-density plasma, whereas the boundary of the 
plasma with low density leads to a defocusing of the laser pulse. This defocused laser light will be focused 
slightly behind the original position of the beam waist. Here it creates additional plasma, which then contributes 
to further defocusing. Thus, nonlinear beam propagation effects may influence plasma-mediated energy 
deposition well below the self-focusing threshold. 

 We conclude that the spatio-temporal dynamics of plasma formation is, especially for long laser pulse 
durations, much more complex than previously assumed and by far not yet completely understood. Time-
resolved investigations of nanosecond breakdown by time-gated photography can provide further insight. 
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5.1.2. Photographs of femtosecond breakdown 
Figure 5.10 shows that plasma luminescence can be detected when 1040-nm femtosecond laser pulses with 
energies of approximately 90 - 570 nJ are focused into water at a numerical aperture of 0.8. This finding is very 
remarkable because plasma luminescence has never been observed when femtosecond pulses were focused at 
smaller numerical apertures (NA ≤ 0.3) and beam propagation was strongly influenced by nonlinear beam 
propagation and shielding effects [Vog99, Ham96]. White-light plasma emission was first observed when 25-µm 
water droplets were irradiated by powerful femtosecond laser pulses and breakdown generated by Mie-
backscattering within the droplet that focused the scattered radiation at large NA [Fav02, Cour03].  

 
 
 
 
 
 
 
         E = 48 nJ, ß = 1.93, l = 1.8 µm                E = 95 nJ, ß = 3.81, l = 3.6 µm 
 
 
 
 
 
 
 
 
         E = 165 nJ, ß = 6.6, l = 5.1 µm                E = 323.8 nJ, ß = 13.0, l = 6.5 µm 
 
 
 
 
 
 
                      5 µm 

         E = 458.6 nJ, ß = 18.4, l = 7.3 µm               E = 570.4 nJ, ß = 22.8, l = 7.6 µm 

Figure 5.10 Photos of luminescent plasmas produced by 350-fs laser pulses with 1040 nm wavelength focused at NA = 0.8. 
The values of the pulse energy E, normalized energy  = E/Eth, and plasma length l are given below each frame. The laser 
light is incident from the right. All photographs are integrated over 70 laser pulses at ISO 3200 and auto white balance. 

 Figure 5.11 demonstrates that in femtosecond breakdown at large NA the plasma grows from the beam waist towards 
the incoming pulse as described by the classical “moving breakdown” model (section 2.2 and [Doc88,Vog96]). This is 
possible because the entire plasma length is only ≈ 5 µm, compared to a pulse length of ≈ 100 µm for L = 350 fs. By 
contrast, for small NAs and breakdown regions longer than the pulse length, the breakdown wave moves with the 
femtosecond laser pulse [Ham97, Arn05]. 
 
 
 
 
 
 
 
 
 
 
 
       5 µm 
a)           b) 
 
Figure 5.11 a) Plasma luminescence produced by a 350-fs, 1040-nm laser pulse with 160 nJ energy ( = 7) at NA = 0.8; the 
photograph was integrated over 150 laser pulses. b) Overlay of the plasma luminescence with a photograph of the bubble 
produced close to the breakdown threshold. The laser beam waist is presumably located at the center of the bubble. The 
plasma has grown from the beam waist towards the incoming laser beam. 
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 Even though the light emitted by the plasma was collected with a numerical aperture of NA = 0.5, the 
plasma emission could be recorded only through integration over 70-150 pulses at an ISO setting of 3200. This 
is partially due to the large magnification employed (M = 175) but mostly to the weakness of the plasma 
emission. Since the emission is too weak for a spectral analysis to be performed, we are not yet sure whether it is 
blackbody radiation, Bremsstrahlung, or some kind of recombination radiation. We can exclude direct recombi-
nation radiation with photon energy of approximately 6.5 eV because such radiation would be immediately 
reabsorbed. However, in water, recombination is usually not a one-step process but consists in hydration of a 
free electron within about 300 fs and subsequent decay of the hydrated state that has an average lifetime of 
approximately 300 ns [Nik83]. Recombination radiation emitted during the decay of the hydrated state has a 
larger wavelength that may be able to leave the water cell. However, it seems unlikely that it is bright enough to 
be detected by the CCD chip of the digital camera. Moreover, if it could be detected, it should also be observable 
when the pump laser pulse is focused at smaller NAs, in contrast to previous experimental findings. A specific 
feature of the focusing at large NA, for which plasma luminescence was now first observed, is the highly loca-
lized energy deposition, leading to a highly compact plasma shape and large free-electron and energy densities.  
This would be consistent with an interpretation of the plasma emission as blackbody radiation.  

 Another feature of the plasma emission consistent with blackbody radiation is the color distribution from 
reddish at the beam waist through whitish at the center towards bluish at the upstream end. Since the plasma 
growth ceases when the peak power in the laser pulse is reached, energy contained in the second half of the pulse 
is deposited mainly into the upstream part of the already existing plasma while the beam waist is shielded. The 
resulting energy density distribution corresponds to the expected color temperature of blackbody radiation. 

 We used measured data sets of photographically determined plasma size and corresponding plasma 
transmission to determine the volumetric energy density (see slso section 5.3), and obtained a value of 
 ≈ 10 kJ/cm3. Femtosecond optical breakdown is isochoric because the free-electron energy is thermalized only 
after the end of the laser pulse. Therefore, the liquid density 0 at the end of the pulse is known, and from 0 
together with the measured value for the plasma energy density, we can calculate pressure and temperature using 
EOS data for high energy-density water [Mat06, Mat07], as already discussed in the previous section. For 
 ≈ 10 kJ/cm3, we obtain an average temperature of T = 2800 K (consistent with a peak temperature of 
T ≈ 6000 K and whitish luminescence in the plasma center) and p = 4.8103 MPa. Independently, we calculated 
p and T from the plasma volume and the measured maximum bubble radius Rmax using the Gilmore model of 
bubble dynamics [Gil52]. For a plasma radius R0 = 1.3 µm, max. bubble radius Rmax = 36 µm, and equilibrium 
radius Rn (2.45 µm), the predicted breakdown pressure is p = 1.35103 MPa, less than the value obtained using 
the EOS [Mat06, Mat97].  

 We conclude that the states of matter upon femtosecond breakdown are much less extreme than postulated 
by Juodkazis and coworkers who claim that pressures up to 107 MPa such as in nuclear explosions are produced 
when 100-nJ femtosecond pulses are focused into sapphire [Juo06]. These authors did not measure the plasma 
size but just assume that is produced in a 20-50 nm thin skin layer such as in surface ablation.  

 While femtosecond breakdown in bulk transparent media corresponds to relatively low energy densities, 
temperatures and pressures, we found experimental evidence that very large energy densities  270 kJ/cm3 can 
be produced in nanosecond breakdown. The strong difference in extent, energy density, and brightness of ns and 
fs plasmas is due to the different dynamics of free electron generation. In femtosecond breakdown, only one 
“set” of free electrons is produced and their energy is thermalized within a few picoseconds after the end of the 
laser pulse. In nanosecond breakdown, the thermalization time of the free electrons is only a small fraction of the 
laser pulse duration and, therefore, electrons are generated and recombine continuously during the laser pulse. 
Compared to one generation/thermalization cycle in femtosecond breakdown, this cycle can be repeated a 
thousand times during a nanosecond pulse. This way, very high plasma energy densities can be produced that 
will result in radiative energy transfer from the energy deposition region which „inflates‟ the plasma size, as seen 
in Fig. 5.12.  
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   a)          b) 

Figure 5.12 Plasma luminescence produced by IR femtosecond and nanosecond laser pulses, printed at equal magnification. 
a) 350-fs, 1040-nm laser pulse 7 times above bubble formation threshold (E = 160 nJ), b) 11-ns, 1064 nm laser pulse 7 times 
above BPL threshold (E = 590 µJ). For comparison, the insert in b) shows the low-density plasma produced by a 6.8-ns, 355 
nm pulse 7 times above bubble formation threshold (E = 14.6 µJ). In all cases, the laser pulses were focused at NA = 0.8. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

115 

 

10 100
1

2

3

4

5
6
7
8
9

10

 

 

pl
as

m
a 

le
ng

th
 (µ

m
)

ß-1

 IR
 VIS
 UV

m = 0.34

m = 0.37

m = 0.45

1 2 3 4 5 6 7 8 9 10
0.1

1

10

100

Doccio

m = 0.31

 

 

pl
as

m
a 

le
ng

th
 (µ

m
)

 - 1

1 2 3 4 5 6 7 8 9 10
0.1

1

10

100

m = 0.50

 

 

pl
as

m
a 

le
ng

th
 (µ

m
)

 - 1

Doccio

1 2 3 4 5 6 7 8 9 10
0.1

1

10

100

Doccio

m = 0.27

 

 

pl
as

m
a 

le
ng

th
 (µ

m
)

 - 1

5.1.3. Plasma length and volume 

Plots of plasma length and volume for all investigated combinations of laser pulse duration and wavelength are 
presented in Figs. 11.30 to 11.34 of the appendix. Here, in Figs. 5.13 to 5.15, we summarize the plasma length 
data for different wavelengths in one plot for each pulse duration and use a logarithmic scale to explore the 
respective scaling laws of plasma length with pulse energy. The moving breakdown model presented in section 
2.2 predicts a scaling law of l  (-1)0.5. Agreement with this prediction is rarely seen; very often the slope of the 
l(-1) curve is less steep.  

300 fs 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.13 Length of luminescent plasmas produced by 352-fs laser pulses with 1040 nm wavelength, 306-fs laser pulses 
with 520 nm wavelength, and 280-fs laser pulses with 347 nm wavelength focused through a 40x water immersion objective 
(NA = 0.8), normalized to ß – 1 with ß = E/Eth.  
 
1 ns,Gaussian 

 
 
 
 
 
 
 
 
 
 
 a)         b) 
 
 
 

Figure 5.14 Length of luminescent plasmas produced by 
1-ns microchip laser pulses with a) 1064 nm, b) 532 nm, 
and c) 355 nm wavelength focused through a 40x water 
immersion objective (NA = 0.8) normalized to ß – 1 
with ß = E/EBPL. For comparison, Doccios prediction 
[Docc88] of the plasma length with a slope m = 0.5 is 
fitted into the graphs of the plasma length. 
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Figure 5.15 Length of luminescent plasmas produced by seeded and unseeded 11.2-ns laser pulses with 1064 nm 
wavelength, 8.8-ns laser pulses with 532 nm wavelength, and 6.8-ns laser pulses with 355 nm wavelength focused through a 
40x water immersion objective (NA = 0.8) normalized to ß – 1 with ß = E/EBubble. 
 
 The most important deviation between the predictions of the moving breakdown model and the measure-
ment data relate to the absolute values of the plasma length. Fig. 5.14 shows that the actual values often exceed 
the predicted values by a factor of ≈ 5, and Fig. 5.16 below demonstrates that for longer IR laser pulses of 
11.2 ns duration, the factor is even ≈ 5. The reason for this deviation is that the moving breakdown model does 
not consider the plasma enlargement by radiative energy transfer from the region into which the laser energy is 
deposited. This enlargement is most pronounced at large NA, as investigated in this study. For smaller NAs that 
were explored in a previous study [Vog96b], the discrepancy also exists but is much less pronounced. 
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Figure 5.16 Length of luminescent plasmas produced by seeded and unseeded 11.2-ns laser pulses with 1064 nm 
wavelength, focused at NA = 0.8, compared to the prediction of the moving breakdown model (blue line). 
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5.2. Plasma transmission 

The total plasma transmission was measured with the experimental setup described in section 3. The detailed 
results of the transmission measurements are presented in Figs. 11.35-11.39 in the appendix. Here, in Fig. 5.17, 
we summarize the transmission data for different wavelengths in one plot for each pulse duration. We plot the 
transmission data as a function of dimensionless energy  to facilitate the comparison between wavelengths for 
which the absolute threshold energies are different.   

 
 
 
 
 
 
 
 
 
 
 
      a)         b) 
 
 
 
 
 
 
 
 
 
 
 
 
      c)          d) 
 
Figure 5.17 Plasma transmission as a function of the normalized laser pulse energy ß = E/Eth  for a) 300-fs laser pulses,  
b) 1-ns microchip laser pulses, c) seeded 7-11 ns laser pulses, and d) unseeded 7-11 ns laser pulses at UV, VIS, and IR 
wavelengths. The pulses were focused at NA = 0.8. 
 

 At equal dimensionless energy, transmission is usually largest for the UV wavelength and smallest for the 
IR wavelength. This is partially due to the vigorous avalanche at IR breakdown but partially also related to the 
fact that the energy thresholds are smaller for UV breakdown and, correspondingly, also the plasma length and 
plasma absorption. 

 For nanosecond pulses with smooth temporal profile, the transmission curves reflect the 2-step behavior of 
breakdown with separate thresholds for bubble formation and BPL. 
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5.3. Plasma energy density 
From the plasma transmission data, we estimated the absorbed energy deposited in the focal volume, using the 
simplifying assumption that the entire transmission loss corresponds to absorption: A = 1 – T (see 3.2.8.). This 
assumption neglects scattering and reflection which were, for luminescent plasmas, shown to be small in 
previous studies with IR and VIS wavelengths [Nah96]. Detailed results are presented in figures 11.40 to 11.44 
of the appendix. For the calculation of the plasma energy density, the measured data were fitted using the 
TableCurve2D computer program. 

 The plasma energy density was determined by calculating the ratio of absorbed energy to the 
corresponding plasma volume. We cannot calculate the energy values for individual laser exposures because the 
absorbed energy and the plasma volume were experimentally determined in different measurement series. 
Therefore, we relied on the fit functions for plasma volume V(E) and absorbed energy A(E). Division of the fit 
function A(E) by V(E) yielded the function for the plasma energy density (E). The plasma energy densities are 
plotted in Fig. 5.18 for all three wavelengths. We plot the data as a function of dimensionless energy  to 
facilitate the comparison between wavelengths for which the absolute threshold energies are different. 
  
 
 
 
 
 
 
 
 
 
 
      a)            b) 
 
 
 
 
 
 
 
 
 
 
 
 
      c)            d) 
 
Figure 5.18 Plasma energy density as a function of the normalized laser pulse energy ß = E/Eth  for a) 300-fs laser pulses,  
b) 1-ns microchip laser pulses, c) seeded 7-11 ns laser pulses, and d) unseeded 7-11 ns laser pulses at UV, VIS, and IR 
wavelengths. The energy density for ns plasmas is plotted on a logarithmic scale. The pulses were focused at NA = 0.8.  
 
 Quite obviously, the assumption A = 1 – T is only fulfilled in the BPL range but not for low-density plasma 
close to the bubble formation threshold. In this region, where low-density plasmas are produced, scattering is 
apparently much stronger than plasma absorption. Calculation of the energy density based on A = 1 – T thus 
leads to a dramatic overestimation of the energy density close to the bubble formation threshold.  
 
 In the BPL region, we obtain average energy density values between 5 and 45 kJ/cm3. For comparison: the 
vaporization enthalpy of water is 2.5 kJ/cm3; the energy density of the explosive TNT is 6.9 kJ/cm3. Uncer-
tainties arise because of the sometimes arbitrary delineation of the plasma shape on the photographs that depend 
on subjective estimates of brightness contours. The energy density in hot spots can always be larger than the 
average values given in Fig. 5.18. Moreover, the size of the entire luminescent region is, in the BPL range of 



 

 

120 

 

nanosecond breakdown, considerably larger than the volume in which the laser energy is deposited (Fig. 5.3). 
Thus the peak plasma energy density will thus be larger than the average density within the luminescent region.  

 Well above threshold, the average energy density in the entire plasma volume usually remains fairly 
constant with increasing laser pulse energy. This is probably due to the fact that redistribution of the deposited 
energy by radiative energy transfer will cease when the energy density in the source region drops under a critical 
value. 

 The above considerations with regard to radiative energy transfer apply to photographs taken at large  
NA ≥ 0.8 for which the plasma luminescence extends well beyond the laser cone angle. For UV breakdown at 
NA ≤ 0.3, a pulse duration of 6.7 ns, and well above threshold, the plasma luminescence remains within the laser 
cone angle, and volumetric energy densities of up to 250 kJ/cm³ could be identified in bright spots within the 
plasma (Fig. 5.6).  

Laser plasma coupling 

 In fs breakdown, a large plasma energy density must be associated with a large free electron density 
because only one “set” of free electrons is produced the energy of which is thermalized during a few ps after the 
end of the pulse. Temperatures of several thousand Kelvin required to produce visible plasma radiation can only 
be achieved with free electron densities of approximately 10²² cm-3 (A free electron density of 1.0∙10²² cm-3 
corresponds to a temperature of 6000 K for 1040 nm and NA=0.8, assuming a constant value of the heat capacity 
Cp). This is a very interesting finding because some researchers state that above the critical density for which the 
plasma frequency exceeds the light frequency, the plasma becomes 100% reflecting and further coupling into the 
plasma in completely impaired [Fei04]. For = 1040 nm, the critical free electron density amounts to 
approximately 1.01021 cm-3. Our results, even though still preliminary, indicate that the free electron density 
produced in the bulk of transparent dielectrics, can be at least one order of magnitude larger.  

 The Drude model predicts a steep rise of both plasma reflectivity and absorption for free electron densities 
above the critical plasma density [Feit04, Jia06]. However, the reflectivity does not reach 100 % but remains in 
the order of 70% [Jia06] which implies that laser energy can still be coupled into the plasma. Further 
considerations explaining efficient laser-plasma coupling at large free-electron densities are given in a series of 
papers by Godwin [God72, God79, God95]. The observation of strongly scattering streaks of large free electron 
density within the luminescent plasma [Lin07] and the pronounced plasma „inflation‟ that is indicative for 
radiative energy transport beyond the regions into which the laser energy is deposited both suggest that very high 
free-electron densities and energy densities are reached within the plasma.  
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6. Cavitation bubble size as a function of laser energy 

Shock wave emission and cavitation bubble formation are consequences of the rapid expansion of the laser-
produced plasmas that both are important for material processing [Vog96a, Vog03, Vog05]. While shock wave 
amplitude and energy are difficult to measure, especially for low-density plasmas produced at large NA and very 
small laser pulse energies, we have developed a precise technique for the determination of the maximum cavi-
tation bubble radius that yields results almost in real time (section 3.2.4 and [Vog08]). In previous studies on the 
energy partitioning in optical breakdown, we found evidence that the ratio of deposited energy going into 
acoustic transient emission and bubble formation remains fairly constant over a large range of laser parameters, 
especially for plasmas well above the optical breakdown threshold (the ratio acoustic energy : bubble energy is 
about 2:1) [Vog99a]. Therefore, we use the cavitation bubble energy as convenient marker for the conversion of 
incident and deposited laser pulse energy, respectively, into mechanical energy. Knowledge of these conversion 
rates helps understanding the conditions for precise laser surgery and materials processing, especially when 
compared to the amount of energy spent on inducing a phase transition of the material within the plasma volume. 

6.1. Bubble size at specific UV/VIS/IR wavelengths for various pulse durations 
Our results on bubble formation by laser pulses with smooth temporal shape are summarized in Fig. 6.1 for all 
investigated pulse durations comprising an energy range of 6 orders of magnitude. The experimental data are 
plotted on a double logarithmic scale, because the laser pulse energy ranges between 4 nJ and 1000 µJ (more 
than 5 orders of magnitude) and the bubble energy extends over 11 orders of magnitude. For comparison, 
Fig. 6.2 presents the results obtained with regular, nonseeded Nd:YAG laser pulses of 7-11 ns duration. 

 
 
 
 
 
 
 
 
 
 
 
 
 

  a)              b) 

Figure 6.1  Maximum bubble radius as a function of incident laser pulse energy for different pulse durations, wavelengths, 
and energies focused through a) a 40x (NA = 0.8) water immersion objective and b) a 63x (NA = 0.9) objective. The colors 
denote different wavelengths: blue = UV (347 nm and 355 nm for fs- and ns-pulses, respectively), green = VIS (520 nm and 
532 nm), red = IR (1040 nm and 1064 nm). The data for 7-11 ns pulse duration were obtained with seeded (slm) laser pulses. 

 

 

 

 

 

 

 

 

 

Figure 6.2  Maximum bubble radius as a function of incident laser pulse energy for different pulse durations, wavelengths, 
and energies focused through a 40x (NA = 0.8) water immersion objective. The colors denote different wavelengths as in 
Fig. 6.1.  The data for 7-11 ns pulse duration were obtained with regular, unseeded laser pulses. 
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 For all laser pulses with a smooth temporal shape, VIS or UV wavelengths, and  ≥ 500 ps, the optical 
breakdown is a two-step process. In the first step, very small bubbles with maximum radii between 150 nm and 
30 µm are generated in a low-density plasma regime, and no visible plasma luminescence can be observed. The 
bubbles in this regime are as small as femtosecond-laser-induced bubbles. The nano-and microbubble regime 
corresponds to irradiances in which avalanche ionization is balanced by recombination, preventing full 
ionization to be reached (see section 4.2.2.2). 

 The second breakdown step occurs abruptly at energies 1.5 to 30 times larger than the bubble formation 
threshold (depending on pulse duration and wavelength). At the steps, the plasma suddenly assumes a much 
larger size, bright plasma luminescence (BPL) is observed, and much larger bubbles are produced. The 
coincidence of these two changes is shown in Fig. 6.3 for 6.8-ns pulses at 355 nm wavelength. The steps are 
indicative for the runaway process driven by avalanche ionization in conjunction with thermal ionization 
(4.2.2.2). The energy range between bubble formation threshold and bright plasma luminescence threshold 
increases for shorter wavelengths and longer pulse duration. The ratio EBPL/EB is 24 for 6.8-ns UV pulses, 11 for 
8.8-ns VIS pulses, 2.8 for 0.93-ns UV pulses, 1.4 for 0.95-ns VIS pulses, and 2.7 for 0.55-ns UV pulses. 

 

 

 

 

 

 

 

 

Figure 6.3  Maximum bubble diameter and plasma length as a function of incident laser pulse energy for 6.8-ns pulses at 
355 nm wavelength focused through a 40x (NA = 0.8) water immersion objective. 

 For unseeded Nd:YAG laser pulses exhibiting intensity spikes in their temporal pulse shape, no reprodu-
cible nanobubble regime is observed (Fig. 6.2) but breakdown is usually associated with luminescent plasmas 
and the formation of large bubbles. Fig. 6.4 demonstrates that within the BPL regime at equal pulse energy, 
bubbles produced by unseeded IR pulses are larger than those created by slm pulses. The intensity spikes in 
unseeded pulses cause surges of intense photoionization of seed electrons that push the ionization avalanche. 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)          b) 

Figure 6.4  Maximum bubble radius as a function of incident laser pulse energy for a) 6.8-ns pulses at 355 nm wavelength 
and b) 11.1-ns pulses at 1064 nm wavelength. The pulses were focused  at NA = 0.8 (top) and NA = 0.9 (bottom). 
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 The bubble volume increases at the step between the microbubble regime and BPL abruptly by a factor of 
1000 for 6.8-ns UV pulses, and even 50 000-fold for the 8.8-ns VIS pulses. The respective values for the 
microchip laser pulses are 200 for the 0.93-ns UV pulses and 8000 for the 0.95-ns VIS pulses. The stronger 
increase of bubble size at BPL threshold for the VIS wavelength could be related to the fact that the rate of 
avalanche ionization is smaller at shorter wavelengths. Thus, the free electron density increases more slowly 
with energy for UV than VIS, and a larger dimensionless energy E/Eth is required to produce the temperature 
leading to thermal runaway. This explains the larger bubble size before the onset of the runaway. Thermal 
runaway itself progresses also more slowly for UV than VIS because it relies of an interplay of avalanche 
ionization, heating and thermal ionization (section 4.2.2.2).  

The optical breakdown with IR ns laser pulses is a one step process in which both bubble formation and the 
appearance of plasma luminescence coincide. The minimum bubble radius is 50 µm and therefore much larger 
than the smallest bubbles in VIS and UV breakdown. For IR wavelengths, the irradiance threshold for producing 
seed electrons by multiphoton ionization is very large due to the higher order of the multiphoton process (k = 6). 
At the same time, the rate of avalanche ionization is very high. Therefore, once the avalanche is initiated, there is 
no regime in which it can be balanced by recombination as for UV and VIS but already at threshold it progresses 
into the runaway regime where high-density plasma and large bubbles are produced.  

 Figure 6.5 demonstrates that the 2-step behavior for nanosecond breakdown at short wavelengths occurs 
within a large range of numerical apertures (at least 0.3 ≤ NA ≤ 0.9).  

 

 

 

 

 

 

 

 

  a)                b) 

Figure 6.5  Maximum cavitation bubble radii for UV laser pulses focused at different NA. The pulse duration was a) 0.55-ns, 
and b) 6.8 ns.  

 In Fig. 6.6, the bubble radius is plotted against the normalized pulse energy E/Eth because the latter 
presentation facilitates a comparison of the respective ranges of low density plasma formation. The low-density 
plasma range with small bubbles increases first with decreasing NA because of enhanced plasma shielding but 
the bubble size increases as well because of the larger breakdown threshold. For the 6.8-ns pulses, the range first 
increases with decreasing NA but then decreases again when the NA is further reduced from 0.5 to 0.3. 
 
 

 

 

 

 

 

 

 
a)           b) 

Figure 6.6  Maximum cavitation bubble radii Rmax for UV laser pulses focused at different NA, plotted as a function of the 
normalized pulse energy E/Eth. The pulse duration was a) 0.55-ns, and b) 6.8 ns. 
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a)               b) 

Figure 6.7  Normalized maximum bubble radii R/Rth for 0.55-ns microchip laser pulses with UV wavelength focused at 
different NA in dependence on the normalized pulse energy E/Eth. The pulse duration was a) 0.55-ns, and b) 6.8 ns. 

The relative increase of the bubble size at threshold, R/Rth , is shown in Fig. 6.7. For the microchip laser 
pulses (L = 550 ps), the bubble radius is for all objectives about 20x larger at the BPL threshold than at the 
bubble threshold. This corresponds to an 8000-fold increase of the bubble volume. The relative increase in 
bubble radius at the BPL threshold is largest (10x) for NA = 0.9, and decreases to 3x for NA = 0.3. For much 
smaller NA, the 2-step behavior will probably disappear.  

For the longer slm nanosecond pulses (L = 6.8 ns), the relative increase in bubble radius at the BPL 
threshold decreases also for lower NAs but the most remarkable feature is the reduction of the energy range for 
low-density plasma formation and the rapid increase of bubble size with decreasing NA (Fig. 6.6b) 

Disappearance of the 2-step behavior at low NA < 0.3 is probably one of the reasons why it has not been 
observed previously because most of the early work on nanosecond optical breakdown was done using relatively 
small focusing angles in order to avoid aberrations upon focusing the pulses into the medium of interest. 

Using microchip laser pulses of 550 ps duration focused at NA = 0.9, we can produce minute bubbles with a 
maximum radius of only 150 nm, i.e. below the optical diffraction limit (Fig. 6.5a). The minimum bubble radius 
above the BPL threshold is 30 µm, which corresponds to an 8 million times larger volume. This implies that it is 
now possible to produce ns laser effects that are 8 million times finer than previously assumed. 

6.2. Bubble size in OPO measurements of nanosecond and femtosecond breakdown 
Figure 6.8 presents the maximum bubble radii for all nanosecond slm OPO laser pulses ( L ≈ 2 ns) with wave-
lengths ranging from 725 nm to 1025 nm.  

     NA = 0.8        NA = 0.9  
 
 
 
 
 
 
 
 
 
 
 
(a)                 (b) 

Figure 6.8  Maximum bubble radius as a function of pulse energy for nanosecond slm OPO laser pulses (L ≈ 2 ns) of 
wavelengths ranging from 725 nm to 1025 nm focused at a) NA = 0.8, and b) NA = 0.9. 
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 For all wavelengths investigated, large bubbles of about 80 – 100 µm radius were produced already at 
threshold. Small bubbles with RB < 2 µm were generated with less than 2 % probability. This indicates that 
optical breakdown is a one-step process for IR wavelengths down to 725 nm. The transition to a two-step 
process must occur somewhere between 725 nm and 532 nm. 

The dependence of the maximum bubble radius on laser pulse energy in Fig. 6.8 exhibits a larger scatter of 
than observed at fixed wavelengths (Figs. 6.1 and 6.5 – 6.7). This is due to fluctuations of the laser pulse 
duration after new OPO alignments that were necessary after every change of wavelength and due to thermally 
induced drifts of the system performance, to pulse-to pulse fluctuations of the beam profile, and finally due to 
the occasional small spikes on the temporal pulse profile shown in Fig. 3.7.  

 Figure 6.9 presents the maximum bubble radii for femtosecond OPA laser pulses at selected wavelengths 
within the range between 347 nm and 1064.  

       NA = 0.8           NA = 0.9 
 
 
 
 
 
 
 
 
 
 

a)              b) 
 
Figure 6.9 Maximum bubble radius as a function of pulse energy for femtosecond OPA laser pulses of wavelengths ranging 
from 347 nm to 1064 nm focused at a) NA = 0.8), and b) NA = 0.9. 

 For all wavelengths investigated, very small bubbles below 100 nm radius were produced already at 
threshold, similar to the measurements using fixed wavelengths (Fig. 6.1). The bubble size increases rapidly with 
increasing laser pulse energy. The energy threshold for bubble formation increases considerably with increasing 
wavelength because the focal spot size increases with wavelength while the irradiance threshold decreases only 
slightly (Fig. 4.26). The bubble size at threshold remains fairly constant for all wavelengths between UV and IR, 
in agreement with previous observations at fixed wavelengths [Vog08]. This is expected because the bubble 
threshold is defined by the temperature rise for which the spinodal limit is exceeded at the focus center, and the 
bubble size is determined by the thermoelastic stress transient produced under these conditions [Vog05, Vog08]. 
Both the temperature of the spinodal limit and the thermoelastic stress generation do not depend on laser 
wavelength, and the bubble size at threshold should thus not vary with wavelength. 

6.3. Conversion efficiency of laser energy into bubble energy 
Figure 6.10 presents an overview of the conversion efficiency of incident laser energy into bubble energy for the 
same irradiation parameters as in Fig. 6.1a for NA = 0.8, and Fig. 6.11 shows the dependence on NA for UV 
0.55-ns microchip laser pulses. The bubble energy is given by  
 

              ,     (6.1) 

where p∞ = 0.1MPa, pv = 2300Pa, and maxmax /2)( RRp   ,  = 0.073 N/m. 

It becomes evident from Fig. 6.10 that the creation of nano-effects is always associated with a very low 
conversion rate of laser energy into mechanical energy, especially for nanosecond pulses. This is partially due to 
a low absorption of the laser energy at the bubble threshold (section 5.2), and partially due to a small conversion 
rate of absorbed energy into mechanical energy. The conversion rate rapidly increases with pulse energy due to 
the increase of peak temperature in the focal volume and the corresponding rise of plasma pressure.  
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a)             b) 

Figure 6.10 Conversion efficiency of incident laser energy into bubble energy for different pulse durations, wavelengths, and 
energies focused through a 40x (NA = 0.8) water immersion objective. Blue stands for UV wavelengths (347 nm and 355 nm 
for fs- and ns-pulses, respectively), green = VIS (520 nm and 532 nm), red = IR (1040 nm and 1064 nm). a) Same parameters 
as in Fig. 6.1a. The data for 7-11 ns pulse duration were obtained with seeded (slm) laser pulses. b) Data for ns pulses of  
7-11 ns pulse duration refer to unseeded laser operation.  

 The increase of conversion efficiency is more gradual for femtosecond breakdown but fairly abrupt at the 
BPL threshold of nanosecond breakdown. This difference is partially due to the slower drop of plasma 
transmission for fs pulses (5.2) and partially reflects that the Rmax(I/Ith) and Tmax(I/Ith) curves in Figs. 4.5 – 4.8 in 
section 4.2.2.2 also increase gradually for femtosecond breakdown but abruptly at the BPL threshold of 
nanosecond breakdown.  

 For large E/Eth values, the conversion efficiency of incident laser energy into bubble energy approaches a 
value of about 20% for all pulse durations, wavelengths and numerical apertures investigated. This value would 
be slightly larger if the conversion efficiency would be calculated using the absorbed rather than the incident 
energy. At large E/Eth values, plasma temperature and pressure are very large, and the Carnot efficiency 

)/(1 HotCold TT for the conversion of thermal energy into mechanical energy is close to its upper limit. 
Therefore, universal laws of energy partitioning for strong explosions in liquid media apply – similar to those 
described previously by Taylor [Tay50] and Sedov [59] for strong explosions in gases, and by Cole for 
underwater explosions [Col48]. Of particular interest is here the partitioning into bubble and shock wave energy 
because other contributions such as plasma radiation are very small [Vog99]. 

 The dependence of conversion efficiency on laser pulse energy is for Gaussian laser pulses fairly determi-
nistic. By contrast, for unseeded nanosecond laser pulses with ps spikes we observe the typical stochastic beha-
vior that is usually attributed to ns optical breakdown [Liu97]. Our results show that this is not an intrinsic 
feature of the breakdown process but rather related to the statistics of laser emission. Pulses with smooth tempo-
ral profile have, at threshold, smaller conversion efficiency than unseeded, spiky pulses. While the small con-
version efficiency close to threshold is the prerequisite for the creation of nano-effects in cells, the rapid rise of 
the conversion efficiency above threshold explains why the laser pulses can also be used to create small voids in 
solid dielectrics such as glass, quartz, or sapphire for which much larger forces are required than for bubble 
generation in water.  

 

 

 

 

 

 

 

 

Figure 6.11 Conversion efficiency of laser pulse energy into bubble energy for UV 0.55-ns microchip laser pulses focused at 
different NA as a function of incident laser pulse energy.  
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6.4. Shape of the laser-produced bubbles 

Diffraction limited focusing at large NA produces compact plasmas and, therefore, very round cavitation 
bubbles. Right at the breakdown threshold, the shape of the laser-produced bubbles may be ellipsoidal because 
the shape of the plasma itself is ellipsoidal ([Vog05], section 3.2), and the measured bubble radius is below 
150 nm for NA = 0.9 (Fig. 6.1b). However, for energies well above threshold, the bubbles rapidly assume an 
approximately spherical shape. 

 It has been shown theoretically that any deviations from the spherical shape are amplified during the 
collapse phase [Str71] and lead to jetting and bubble splitting [God99]. A large number of rebounds of a col-
lapsing bubble is, therefore, indicative for a highly spherical bubble shape. As seen in Fig. 6.12a, we observed 
8 rebounds after the first bubble oscillation, when a fs pulse with 520 nm wavelength and an energy 6 times 
above the bubble formation threshold was focused into water at NA = 0.8. A similar number of rebound oscil-
lations after a violent bubble collapse has previously been observed only in the context of single bubble lumines-
cence [Bar97, Bre02]. Slight deviations from spherical shape reduce the number of rebounds as shown in Figs, 
6.12b and c. The oblate spheroidal shape of the expanded bubble is due to the elongated plasma shape. In the 
final stages of the collapse, the aspherical bubble shape leads first to the evolution of an equatorial jet and then to 
two axial jets propagating in opposite direction [Bla97, Bru01] that result in bubble splitting which reduces the 
number of rebounds. 

The largest number of oscillations is observed for small bubbles with Rmax < 50 µm because under these 
conditions surface tension stabilizes the spherical shape. An extreme case in which the bubble performs more 
than 100 oscillations is shown in Fig. 6.13. 

 

 

 

 

 

        a) 

 

 

 

 

         
       1.4% asphericity 

b)                c) 

Figure 6.12  a) Scattering signal of a highly spherical bubble produced by a 306-fs laser pulse of 520 nm wavelength focused 
at NA = 0.8. The bubble oscillation time is 3000 ns, corresponding to a radius of 16.6 µm. The larger bubble in b) exhibits 
1.4% deviation from a spherical shape, leading to a collapse with fewer rebounds, as seen in c). 

 

 

 

 

 

 

Figure 6.13  Scattering signal of a highly spherical bubble produced by a 265-fs laser pulse of 755 nm wavelength and 
157 nJ energy focused at NA= 0.9. The bubble oscillation time is 6.43 µs, corresponding to a radius Rmax = 34.8 µm. The 
bubble oscillates more than 100 times. Initial nonlinear cavitation bubble oscillation of large amplitude are damped by 
acoustic transient emission, and the remaining gas bubble later performs small linear oscillation  
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 The highly spherical shape of the bubble produced at large NAs using laser pulse energies well above the 
breakdown threshold is due to a short length lp of the laser plasma compared to the maximum bubble radius Rmax. 
The dependence between plasma length and focusing angle was derived in section 2.2, Eq. 2.66. Expressed in 
terms of numerical aperture it is 

           ,  with   thEE /     (6.2) 

It is obvious from equation (6.2) that for a given  - value lp decreases and Rmax/lp increases with increasing NA. 

 Bubbles with highly spherical shape produced by aberration-free focusing of laser pulses at large NA using 
objectives with long working distance may serve as perfect model systems for the experimental investigation of 
initially spherical voids both in free liquids and with nearby rigid or elastic structures. 

 

6.5. Modeling results for nanocavitation close to threshold 

In 2005, we presented a theoretical analysis of femtosecond laser-driven bubble formation [Vog05], at a time 
when measurement results on the size of the laser-produced bubbles were not yet available. We are now able to 
compare the results of our fs breakdown model to the experimental data presented in this report [Vog08].  For 
this purpose, we will shortly recapitulate the line of reasoning in our analysis. 

 We first calculate the dependence of free electron density max  at the end of the laser pulse on irradiance 
I using a rate equation model. Multiplication of max  by the average energy of a free electron then yields the 
volumetric energy density )~(max kinE  , where 

~
 is the ionization potential, and 

~)4/5(kinE  is the 
average kinetic energy of the free electrons. The temperature rise produced by thermalization of the free electron 
energy is given by )/( 0 pCT  , where pC  is the heat capacity and 0  the mass density of the medium, and 
the final temperature is TCT  20 . We take an ellipsoidal temperature distribution 

),,(),,( max zyxzyxT   as starting point for the calculation of the thermoelastic stress evolution. Because of the 
predominance of multiphoton ionization, the )(I  dependence is, in this distribution, simplified to kImax . 
When the compressive stress in the focus center relaxes, a tensile wave evolves that results in a phase change 
once the tensile stress amplitude exceeds the stability limit (rupture threshold) of the superheated water. We 
assume that this occurs in the entire volume in which the kinetic spinodal limit as defined by Kiselev [Kis99] is 
exceeded. This volume is taken as bubble nucleus, and the subsequent dynamics driven by tensile stress and 
vapor pressure inside the bubble is calculated using the Gilmore model [Gil52]. The influence of heat exchange 
between bubble content and surrounding liquid is assessed by distinguishing between isothermal and adiabatic 
conditions. Figure 6.14 shows the numerical results for 1040 nm and NA  = 0.8. Assuming a thermalization time 
of 10 ps [10,15], we obtain a threshold temperature and pressure of C7.167 thT  and MPa8.62thp . 
Results for thT  are largely independent of wavelength because the shape of the focal irradiance distribution 
remains the same. However, with increasing NA , the focus becomes less elongated, the tensile stress wave more 
strongly focused, and thT  decreases to 151.5°C at NA  = 1.3 [Vog05]. 

 To compare the experimental )(max LER  values with model predictions for )(max TR , we equate the 
experimental and theoretical thresholds thE  and thT , and transform the LE –scale into a temperature scale as 
described above. As shown in Figure 6.14, we obtain an excellent agreement between predicted and measured 
bubble radii at the bubble formation threshold. With increasing temperature, the theoretical maxR  values grow 
initially slightly faster than the measured ones because we calculate the bubble expansion using the stress 
evolution in the focus center that originates in a situation without bubble formation. This approach neglects the 
clipping of the tensile stress amplitude upon rupture of the liquid, and overrates the force acting on the bubble 
wall that is actually located at a distance from the focus center.  

Under isothermal conditions, when temperature BT  and vapor pressure vp  inside the bubble decay only 
by heat diffusion within the liquid surrounding the bubble, maxR  is only slightly larger than under adiabatic 
conditions, when BT  and vp  drop rapidly upon bubble expansion (Fig. 6.14). The adiabatic bubble motion is, in 
turn, almost identical to the case where vp  is not at all taken into account (not shown). We conclude that, near 
threshold, fs laser-induced bubble formation is largely driven by tensile thermoelastic stress with little contri- 
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Figure 6.14 Measured bubble radii Rmax (o) compared to predictions for isothermal () and adiabatic () conditions of the 
bubble content with respect to the surrounding liquid. All data refer to 1040-nm pulses focused at NA  = 0.8. Arrows mark 
the region from 10 % to 90 % breakdown probability. The insets show the calculated thermoelastic stress distribution with 
bubble nucleus (N), and the adiabatic bubble oscillation for a peak temperature of T  = 200°C. Figure taken from [Vog08]. 
 

bution from vapor pressure. However, for T  > 300 °C, a steep increase of maxR  is observed, corresponding to 
the increase in Fig 3.25 for LE  > 25 nJ that starts about 11% above thE . Since at T   300 °C the spinodal limit 
is crossed at ambient pressure [16], no tensile stress is required any more for T  > 300 °C to induce a phase 
transition, and bubble formation progresses as explosive vaporization. For nanosecond breakdown, which is not 
stress-confined at the bubble formation threshold, bubble formation always progresses as explosive vaporization. 

 Modeling of the bubble formation for temperatures above 300 °C requires a different approach from that 
appropriate close to threshold. When the amount of deposited energy and the plasma size are known, the 
subsequent hydrodynamic development consisting of acoustic transient emission and bubble formation can be 
modeled by hydrodynamic codes based on tabulated equation-of-state data. This has previously demonstrated on 
ps optical breakdown using the MESA code developed at Los Alamos National Laboratories and measurement 
data from our laboratory [Cha97]. However, such calculations are numerically costly, and the codes are not 
easily accessible. In the following section we present a simpler approach in which the nonlinear energy 
deposition is estimated using our breakdown model and the conversion into mechanical energy is assessed in a 
simple approximation based on Carnot cycle considerations. The calculated dependence between the mechanical 
energy produced during breakdown and incident laser energy is then compared with the experimental data on 
bubble energy versus incident energy. 
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6.6 Modeling results on energy deposition compared to energy dependence  
      of bubble size 
The advanced breakdown model presented in section 2.1 enables to calculate the time evolution of the plasma 
energy density and the temperature in the focal volume. This ability creates a much closer link between model 
predictions and experimentally measurable data on material modification than previous models, which provided 
only the time evolution of the free electron density. For example, if we assume that the calculated temperature 
rise in the focal volume is a measure for the energy deposited in the breakdown process, we can compare this 
prediction to the experimentally determined bubble energy. This comparison is presented in Fig. 6.15 for UV, 
VIS and IR femtosecond breakdown (L = 340 fs) and in Fig. 6.16 for nanosecond breakdown produced by a 
microchip laser (L = 1.0 ns). The bubble energy EB is calculated according to Eq. (6.1). 

 In the left column of Figs. 6.15 and 6.16, the peak temperature rise in the focal volume is plotted as a 
function of the incident laser energy. Our breakdown model originally yields the focal temperature Tmax as a 
function of irradiance. The conversion into energy is done using equations (4.1) and (4.3) from section 4.2.2.5. 
As already discussed in section 4.2.2.2, the Tmax values above the BPL threshold are unrealistically high because 
our model does not consider the plasma growth with increasing irradiance that shields the focal region but 
assumes that the entire laser energy reaches the beam waist even at energies well above the BPL threshold. 
Moreover, the model does not consider the enlargement of the plasma volume beyond the laser cone angle by 
radiative energy transport (section 5.4) and the plasma expansion that leads to a rapid adiabatic cooling. For 
irradiance values up to the bubble threshold, the model predictions of Tmax are realistic. For Ibubble < I < IBPL, the 
predicted Tmax value rises faster with irradiance than in reality because the model neglects plasma growth and 
shielding. It will be a challenge for future modeling to include all spatio-temporal aspects required to derive a 
realistic temperature distribution in the focal region. However, in the present context, where we simply use the 
temperature rise from ambient temperature to Tmax as a measure for the energy deposition during plasma 
formation, it does not matter that the absolute values are partially much too high. 

 The Tmax (EL) curves in the left column of Figs. 6.15 and 6.16 cannot be directly compared to the EB (EL) 
curves in the right column because we have to consider the conversion efficiency from thermal into mechanical 
energy. In a first approximation, we use the efficiency derived for a Carnot cycle in equilibrium thermodynamics 

       
Hot

ColdHot

H T
TT

Q
W 

 ,         (6.3) 

and obtain   
Hot

ColdHot
Hot

ColdHot
ColdHotmech T

TTT
T

TT
TTE

2
)()( 



 .    (6.4) 

Here W denotes the mechanical energy exiting the system as work, QH is the heat energy entering the system via 
nonlinear energy deposition, ColdT  is the temperature of the cold reservoir (in our case the ambient temperature), 
and HotT is the temperature of the hot reservoir (in our case the temperature in the focal volume). Consideration 
of the Carnot efficiency leads to a value scaling with mechanical energy plotted in the middle column. To obtain 
real energy values, one needs to integrate over the T distribution in the focal volume and consider the heat 
capacity, which is beyond the scope of the present report. However, the scaling with EL will not change by this 
integration, and we can thus compare the shape of the calculated Emech (EL) in the middle column with the shape 
of the EB (EL) curves in the right column. Note that in performing this comparison, we implicitly assume that the 
partitioning of mechanical energy into acoustic energy and bubble energy remains approximately constant for 
varying focus temperature. However, this seems to be a reasonable assumption. 

 Considering the many simplifications made in our model of conversion of plasma energy into mechanical 
energy, the agreement between model predictions for Emech (EL) and measured EB (EL) curves is excellent both 
with regard to the general shape of the curves and the energy values for bubble and BPL thresholds. However, 
there is a difference in the vertical scale. In all cases, the experimentally determined bubble energy spans a larger 
range than in the model predictions. We attribute this discrepancy to the fact that the model does not consider the 
plasma growth during the laser pulse for E > Eth. Therefore, it cannot properly account for the entire deposited 
energy. 
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Figure 6.15 Comparison of modeling results on energy deposition with the experimentally determined energy dependence of 
cavitation bubble size for femtosecond breakdown at different wavelengths. Left column: Calculated focal peak temperature 
Tmax as a function of laser energy EL for energies above the bubble formation threshold. Middle column: Tmax (EL) as a 
measure of the breakdown-induced mechanical energy. Right column: measure cavitation bubble size EB (EL). The 
calculations were performed for 340 fs pulse duration, Tcr = 441 K (i.e. T = 148 K), 1.6 fs collision time, a band gap of 
6.55 eV, and a seed electron density ini = 21013 cm-3.  
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Figure 6.16 Comparison of modeling results on energy deposition with the experimentally determined energy dependence of 
cavitation bubble size for nanosecond breakdown at different wavelengths. Left column: Calculated focal peak temperature 
Tmax as a function of laser energy EL for energies above the bubble formation threshold. Middle column: Tmax (EL) as a 
measure of the breakdown-induced mechanical energy. Right column: measure cavitation bubble size EB (EL). The 
calculations were performed for 1.0 ns pulse duration, Tcr = 573 K (i.e. T = 280 K), 3.0 fs collision time, a band gap of 6.55 
eV, and a seed electron density ini = 21013 cm-3.  
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7.  Implications for laser nanosurgery and materials processing  
Our project did not aim at improving specific techniques for laser surgery of cells and tissues or material 
processing. However, our findings do have important implications for improving the cost-effectiveness of some 
of these techniques, and provide guidelines for parameter selection. These implications are briefly summarized 
in the following.  

7.1. Link of plasma modeling to material processing and delineation of a parameter 
space for controlled nonlinear energy deposition  

The incorporation of all ionization mechanisms including thermal ionization into the theoretical treatment of 
breakdown together with the consideration of losses by recombination, free electron diffusion and heat diffusion 
has enabled us to go beyond a mere calculation of breakdown thresholds by modeling the gradual increase of 
energy deposition with increasing laser pulse energy. The introduction of temperature-related breakdown criteria 
directly links plasma modeling to changes in the target relevant for laser surgery and material processing, such as 
bubble formation or plasma luminescence. Based on these criteria, we created a „tunability‟ map of the (- L) 
parameter space presenting the dependence of the laser-produced temperature on the incident laser energy. This 
map can guide the choice of laser parameters appropriate for different types of applications employing nonlinear 
energy deposition. It is useful not only for laser surgery of cells and tissues but guiding material modification 
(for example waveguide writing) and ablation of all kinds of transparent dielectrics.  

 Our approach will develop its full potential when the spatio-temporal aspect of the breakdown dynamics 
(plasma growth and shielding, nonlinear beam propagation) are incorporated into the modelling. Before that, the 
enrgy range in which the laser effects can be tuned will be underestimated. 

7.2. Cost-effective nanosurgery and material processing by means of  
UV- and VIS nanosecond laser pulses 

The sensitive probe beam scattering technique developed for the detection of the bubble formation threshold at 
large numerical aperture led us to the discovery that nano-effects can be produced not only by femtosecond laser 
pulses but also if UV- and VIS nanosecond laser pulses with smooth temporal profile and pulse energies below 
the threshold for bright plasma luminescence are employed. Such laser pulses are delivered from microchip 
lasers, which provides a cost-effective alternative to ultrashort pulse lasers.  

 The creation of nano- and micro-effects close to the bubble formation threshold is of particular interest for 
laser surgery in cells and small organisms [Vog05, Vog08]. Therefore, we display the microcavitation range of 
the data of Fig. 6.1 again in Fig. 7.1. The radii are plotted as a function of the dimensionless pulse energy 
 = E/Eth to facilitate the comparison of the effects arising from different laser wavelengths. 

 

 

 

 

 

 

 

a)          b) 

Figure 7.1 Bubble radius Rmax in the low-density plasma regime a) for 300-fs pulses, and b) for microchip laser 
pulses of 0.55 ns and 0.93 ns duration. The radii are plotted as a function of the normalized pulse energy E/E th 
for different wavelengths at NA = 0.9 () and NA = 0.8 (). 
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Figure 7.1 shows that the bubbles produced by microchip-laser nanosecond pulses are as small as those 
produced by femtosecond pulses. However, the energy range in which small bubbles can be generated is broader 
for the ns laser pulses (note the different axis in a) and b)). Regardless of pulse duration, near-UV wavelengths 
are best suited for nanosurgery because maxR  is smallest at threshold and increases most slowly with LE . The 
low order of multiphoton processes at short wavelengths translates into a relatively slow increase of max  and, 
consequently, maxR  with LE , which provides a good adjustability of the surgical effect. Nevertheless, the 

)(max LER  dependence is generally fairly strong. An online control of the bubble size based on our probe beam 
scattering technique could thus further improve the surgical precision (section 7.3). 

 Figs. 7.2 and 7.3 shows an example in which UV nanosecond pulses from a microchip laser are used for a 
purpose for which previously only femtosecond lasers have been employed. The SEM micrograph shows a 
corneal flap such as required for LASIK refractive surgery. The cut is very precise, the bed is smooth, and no 
thermal damage is observed. Figure 7.4 presents the logo of the University of Luebeck inside a microscope glass slide. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.2 Scanning electron micrograph of a corneal flap produced using UV laser pulses of 355 nm wavelength and 0.6 ns 
duration. The pulses were focused at NA = 0.75 about 150 µm below the corneal surface in an ex-vivo porcine eye. 
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Figure 7.3  Enlarged section of the bed of the flap in Fig. 7.2. The detail shown in a) is presented in larger magnification 
again in b), together with a transmission electron microscopic image of the collagen fibrils of the corneal stroma. The intact 
fibrils are indicative for the lack of thermal damage. 
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Figure 7.4 Logo of the University of Luebeck composed of micro-cavities created inside a microscope glass slide. Image 
height: 4 mm. 

 Figures 7.1 – 7.4 show examples for precise material processing inside of transparent dielectrics because 
this is the field in which UV and VIS nanosecond pulses have their largest potential and can best compete with 
femtosecond laser pulses.  

 For surface ablation, the optical penetration depth in metals is very small (< 30 nm), and the thermal 
confinement time is thus very short, in the range of a few picoseconds to a few tens of picoseconds. Energy is 
deposited in a very thin layer even upon irradiation of transparent dielectrics because of the rapid increase of 
nonlinear absorption with increasing free electron density. For  > cr, a skin layer develops, and electrons 
within this skin layer may be heated to large temperatures. Because of the small thickness of the deposition 
layer, an increase of the heat affected zone via electron and heat diffusion has been observed for pulse duration 
above ≈ 10 ps, i.e. for pulse durations longer than the thermalization time of the free electron energy. For pulse 
durations < 10 ps, the extent of the heat affected zone depends more on pulse energy rather than on pulse 
duration. For sufficiently high energies, large thermally affected zones have been observed at pulse durations as 
short as 100 fs [Mom96, Ben07] but for energies close to threshold, highly precise nano-effects could be created 
using pulse durations of 800 fs [Jog04]. 

 The situation is quite different for energy deposition into the bulk of transparent dielectrics. Here, the entire 
focal volume defines the zone of energy deposition, and the breakdown front can, at superthreshold energies, 
move towards the direction of the incoming laser beam. Because of the larger volume with dimensions > 100 nm 
the thermalization time is in the order of several nanoseconds for water and slightly less for fused silica 
(depending on the heat diffusivity). Thus, thermal confinement can be achieved even with nanosecond pulses. 
Therefore, the precision of the laser effects is not as soon limited by heat conduction as for surface ablation. 

 Shielding of the target by a plasma plume in front of the target is an issue for surface ablation but not in the 
same way for processing in the bulk of transparent materials. In surface ablation, avoidance of shielding requires 
the use of ultra-short pulse durations shorter than the hydrodynamic response time. Inside transparent materials, 
plasma growth and shielding in front of the laser focus occur both for nanosecond and femtosecond pulses, i.e. it 
brings no advantage to use ultra-short pulses. 
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 The energy deposition into the bulk of transparent materials may be influenced by nonlinear beam propa-
gation, especially when small focusing angles are used. Such effects depend on the peak power while the 
material modification is related to the deposited energy. Nonlinear beam propagation effects are, hence, less 
pronounced for longer pulse durations, which favors the use of  nanosecond pulses.  

7.3.  Online control of cell and tissue surgery 
We demonstrated in Figs. 6.1 and 7.1 that the bubble size grows fairly rapidly with laser pulse energy and 
showed In section 6.3, Figs. 6.10 and 6.11 that the conversion efficiency of laser light energy into cavitation 
bubble energy rises even more rapidly. An online control of the bubble size based on our probe beam scattering 
technique could thus further improve the precision in cell and tissue surgery, especially when the light trans-
mission in the beam path depends on the optical properties in the surrounding of the treatment location. Under 
these circumstances on cannot work with a pre-selected laser pulse energy to achieve a desired laser effects but 
needs to adjust the energy. Online control of the bubble size is a rapid technique for measuring the magnitude of 
the produced laser effect and thus well-suited for automated dosimetry. We created an algorithm for automatic 
evaluation of the probe beam scattering signals that presently runs at repetition rates up to 30 Hz with 10000 data 
point per scattering signal trace. By reducing the recorded data points, we can easily reach 300 Hz; and with 
additional improvements, online control at 1 kHz is feasible. This algorithm allows for an online dosimetry of 
high-throughput cell and tissue surgery and thus nicely complements the discovery of cost-effective controlled 
nonlinear energy deposition. 
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8. Future perspectives 
In the following we will give a brief list of challenging tasks for future experimental work and modeling efforts, 
accomplishment of which would further improve our understanding of optical breakdown.  

8.1 Experimental investigations 
1. Investigation of nonlinear beam propagation and its influence on plasma formation at small and medium 

numerical apertures. 

2. Investigation of thresholds for low- and high-density ns plasmas in the full range from small to large NAs 
(0.05 ≤ NA ≤ 0.9) 

3. Determination of the influence of linear absorption and inter-band excitation levels in biological cells and 
tissues on the breakdown threshold, comparison to the values in water. 

4. Investigation of plasma formation and mechanical effects (shock wave emission and bubble formation) in fs 
breakdown in water at medium NAs (0.1 ≤ NA ≤ 0.9) with high (fs) temporal resolution by means of pump-
probe Schlieren photography and scattering techniques. 

5. Time-resolved investigations of the spatio-temporal dynamics of nanosecond breakdown with 200 ps time 
resolution using a time-gated intensified CCD camera; analysis of the evolution of the streaks of high-density 
plasma and of the diffuse luminescence indicative for radiative energy transport. 

6. Time-resolved investigations of the dynamics of breakdown-induced cavities in cells and transparent tissues at 
medium and large NAs; analysis of the changes compared to bubble formation in water. 

8.2 Modeling 
1. Incorporation of the spatio-temporal evolution of breakdown, i.e. plasma growth and distributed shielding at 

superthreshold energies. For NAs at which nonlinear beam propagation can be neglected, this can be done 
based on the approach described by Jiao et al (2009). 

2. Incorporation of nonlinear beam propagation taking into account nonparaxial and vectorial effects. This could 
be done based on the approach described by Arnold et al. (2007).  

3. Consideration of the changes in laser plasma coupling at large free-electron densities such as reached well 
above the bubble formation threshold when part of the incident energy is reflected at the plasma produced 
earlier during the pulse.  

4. Consideration of field-induced electron drift and radiative energy transport from high-density plasma regions 
such as produced in nanosecond breakdown. 

5. Incorporation of centers with reduced excitation energy into the model, and investigation of the interplay of 
local avalanches arising from individual seed electrons and their fusion to “global” breakdown in order to 
consider the role of impurities. 

6. Consideration of plasma expansion and the resulting stress wave emission and hydrodynamics effects. This 
aspect is particularly important for nanosecond breakdown in which the expansion starts already during the 
laser pulse, influencing the laser-plasma coupling.  

7. Consideration of the change of collision rates and band structure with increasing plasma temperature during 
pico- and nanosecond breakdown 

8. Modeling of breakdown effects with tailored femtosecond laser pulses, based on our capability to implement 
arbitrary pulse shapes. 

In pursuing each of the mentioned tasks, one needs to compare experimental and modeling results. The improved 
understanding of controlled nonlinear energy deposition will be useful for numerous practical applications in 
laser surgery, material modification, and ablation of and within transparent dielectrics. 
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11. Appendix 

11.1 Breakdown probability curves 

11.1.1. Fixed wavelengths, 315 fs  
 
    NA = 0.8     1040 nm     NA = 0.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          520 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          347 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.1  Probability for optical breakdown in water induced by 315-fs laser pulses with 1040 nm wavelength (top), 520 
nm (middle), and 346 nm (bottom). The laser pulses were focused through a 63 x water immersion objective, NA = 0.9 (left) 
and a 40 x objective, NA =  0.8 (right). 
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11.1.2. Fixed wavelengths, 30 ps  
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 (c)            (d) 
 
 
Figure 11.2  Probability for optical breakdown in water induced by 30-ps laser pulses with 1064 nm wavelength for different  
water immersion objectives: (a) 10 x, NA = 0,3  (b) 20 x, NA = 0,5  (c) 40 x, NA =  0,8  (d) 63 x, NA = 0,9. 
 
 



 

 

148 

 

  

  

         532 nm 
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(c)            (d) 
 
Figure 11.3  Probability for optical breakdown in water induced by 30-ps laser pulses with 532 nm wavelength for different  
water immersion objectives: (a) 10 x, NA = 0,3  (b) 20 x, NA = 0,5  (c) 40 x, NA =  0,8  (d) 63 x, NA = 0,9. 
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Figure 11.4  Probability for optical breakdown in water induced by 30-ps laser pulses with 355 nm wavelength for different  
water immersion objectives: (a) 10 x, NA = 0,3  (b) 20 x, NA = 0,5  (c) 40 x, NA =  0,8  (d) 63 x, NA = 0,9. 
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11.1.3. Fixed wavelengths, 6-11 ns  
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Figure 11.5 Probability for optical breakdown in water induced by seeded/unseeded 11-ns laser pulses with 1064 nm 
wavelength focused through water immersion objectives: seeded: (a) 40 x objective, NA = 0.8  (b) 63 x objective, NA = 0.9; 
unseeded: (c) 40 x objective, NA =  0.8 (d) 63 x objective, NA = 0.9. Both for seeded and unseeded operation, bubble and 
BPL thresholds coincide. 
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Figure 11.6  Probability for optical breakdown in water induced by seeded 8.8-ns laser pulses with 532 nm wavelength 
focused through two water immersion objectives. The optical breakdown with seeded laser pulses is a two step process with 
two thresholds: (a), (c) the bubble formation threshold, and (b), (d) the bright plasma luminescence (BPL) threshold for the 
40 x objective, NA = 0.8, and for the 63 x objective, NA = 0.9, respectively. 
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Figure 11.7  Probability for optical breakdown in water induced by unseeded 8.8-ns laser pulses with 532 nm wavelength 
focused through two water immersion objectives: (a) 40 x objective, NA = 0.8  (b) 63 x objective, NA = 0.9. For unseeded 
laser pulses, no clear distinction between bubble and BPL threshold exists. 
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Figure 11.8  Probability for optical breakdown in water induced by seeded 6.8-ns laser pulses with 355 nm wavelength 
focused through two water immersion objectives. The optical breakdown with seeded laser pulses is a two step process with 
two thresholds (a), (c) the bubble formation threshold, and (b), (d) the bright plasma luminescence (BPL) threshold for the 40 
x objective,   NA = 0.8, and the 63 x objective, NA = 0.9, respectively. 
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Figure 11.9  Probability for optical breakdown in water induced by unseeded 6.8-ns laser pulses with 355 nm wavelength 
focused through water immersion objectives: (a) 40 x objective, NA = 0.8  (b) 63 x objective, NA = 0.9. For unseeded laser 
pulses, no clear distinction between bubble and BPL threshold exists.  
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11.1.4. Microchip lasers of fixed wavelengths, 0.5 -1.0 ns  
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Figure 11.10  Probability for optical breakdown in water induced by 1.01-ns laser pulses with 1064 nm wavelength focused 
through water immersion objectives: (a) 40 x objective, NA = 0.8  (b) 63 x objective, NA = 0.9. Bubble and BPL thresholds 
coincide. 
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Figure 11.11  Probability for optical breakdown in water induced by 0.95-ns laser pulses with 532 nm wavelength focused 
through two water immersion objectives. The optical breakdown with laser pulses is a two step process with two thresholds: 
(a), (c) show the bubble formation threshold, and (b), (d) the bright plasma luminescence (BPL) threshold for a 40 x 
objective, NA = 0.8, and a 63 x objective, NA = 0.9, respectively. 
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Figure 11.12  Probability for optical breakdown in water induced by 0.93-ns laser pulses with 355 nm wavelength focused 
through two different water immersion objectives. The optical breakdown with laser pulses is a two step process with two 
thresholds: (a), (c) show the bubble formation threshold, and (b), (d) the bright plasma luminescence (BPL) threshold for the 
40 x objective, NA = 0.8, and the 63 x objective, NA = 0.9, respectively. 
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Figure 11.13  Probability curves for optical breakdown in water produced by 0.55-ns laser pulses with 355 nm wavelength 
focused through water immersion objectives with different NAs: a) 10x objective, NA = 0.3, b) 20x objective, NA = 0.5, c) 
40x objective, NA = 0.8, and the d) 63x objective, NA = 0.9. For each NA, measurement data are displayed both for the 
bubble formation threshold and the bright plasma luminescence (BPL) threshold. 
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Figure 11.14  Probability curves for optical breakdown in water produced by slm OPO ns laser pulses of ≈ 2 ns duration for 
21 wavelengths ranging from 725 nm to 1025 nm (a) – u)). The pulses were focused through water immersion objectives 
with two different NAs. Left column: 40 x objective, NA = 0.8, right column: 63 x objective, NA = 0.9. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.15 (next 12 pages) Probability for optical breakdown in water induced by OPO fs laser pulses for 48 (a) – vv)) 
wavelengths ranging from 334 nm to 1085 nm focused through two different water immersion objectives: (left column) 40 x 
objective, NA = 0.8, (right column) 63 x objective, NA = 0.9. 
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Optical Breakdown Threshold 513 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 513 nm, 63x objective, NA 0.9

4 6 8 10 12

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 70.41694
R^2 =  0.9666
  
a 100 ±0
xc 8.19555 ±0.13617
k 1.59532 ±0.31325

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 529 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 529 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 544 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 544 nm, 63x objective, NA 0.9
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SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 52.51588
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Optical Breakdown Threshold 580 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 580 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 595 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 595 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 610 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 610 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 627 nm, 40x objective, NA 0.8
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SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 61.32549
R^2 =  0.97073
  
a 100 ±0
xc 7.37708 ±0.04757
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Optical Breakdown Threshold 644 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 644 nm, 63x objective, NA 0.9

6 8 10 12

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 65.31288
R^2 =  0.97063
  
a 100 ±0
xc 9.59574 ±0.04981
k 5.56111 ±1.37343

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 660 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 660 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 677 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 677 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 708.8 nm, 40x objective, NA 0.8
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SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 36.26676
R^2 =  0.98318
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Optical Breakdown Threshold 725 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 755 nm, 40x objective, NA 0.8
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y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 209.57329
R^2 =  0.88919
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Optical Breakdown Threshold 755 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 770 nm, 40x objective, NA 0.8
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SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 97.42835
R^2 =  0.95103
  
a 100 ±0
xc 10.81539 ±0.07307
k 2.97796 ±0.58698
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Optical Breakdown Threshold 785 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 785 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 799 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 799 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 814 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 814 nm, 63x objective, NA 0.9
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y = a/(1 + exp(-k*(x-xc))) 
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Optical Breakdown Threshold 834.8 nm, 40x objective, NA 0.8
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SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 88.13964
R^2 =  0.9459
  
a 100 ±0
xc 12.26111 ±0.20876
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Optical Breakdown Threshold 845 nm, 63x objective, NA 0.9
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Optical Breakdown Threshold 865 nm, 40x objective, NA 0.8
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Optical Breakdown Threshold 882.9 nm, 40x objective, NA 0.8
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4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 77.25641
R^2 =  0.95707
  
a 100 ±0
xc 12.7055 ±0.13338
k 1.345 ±0.23249

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 865 nm, 63x objective, NA 0.9

8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 58.29112
R^2 =  0.97024
  
a 100 ±0
xc 13.92141 ±0.08154
k 2.14586 ±0.35427

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 882.9 nm, 63x objective, NA 0.9

6 8 10 12 14 16

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 95.49494
R^2 =  0.95175
  
a 100 ±0
xc 11.6214 ±0.09416
k 2.32499 ±0.47887

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 903 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 12.65562
R^2 =  0.99438
  
a 100 ±0
xc 8.2799 ±0.02594
k 4.04909 ±0.37235

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 903 nm, 63x objective, NA 0.9

 
               40x, NA 0.8              63x, NA 0.9 
                   845 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         gg) 
                   865 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         hh) 
                  882.9 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         ii) 
                    903 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         jj) 
 



 

 

174 

 

6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 1123.41174
R^2 =  0.49871
  
a 100 ±0
xc 13.53285 ±0.32001
k 4.1021 ±4.64558

 

 
br

ea
kd

ow
n 

pr
ob

ab
ili

ty
 [%

]

pulse energy [nJ]

Optical Breakdown Threshold 923.8 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 32.8638
R^2 =  0.98449
  
a 100 ±0
xc 10.7234 ±0.03654
k 4.41818 ±0.62378

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 923.8 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22 24 26 28

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 18.09463
R^2 =  0.9919
  
a 100 ±0
xc 17.13942 ±0.10884
k 1.02931 ±0.10061

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 942 nm, 40x objective, NA 0.8

6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 12.97537
R^2 =  0.99379
  
a 100 ±0
xc 13.54219 ±0.04862
k 1.90036 ±0.15293

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 942 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 8.39917
R^2 =  0.99655
  
a 100 ±0
xc 16.61558 ±0.03032
k 3.19612 ±0.2501

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 956.8 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 3.2606
R^2 =  0.99867
  
a 100 ±0
xc 12.36808 ±0.00977
k 6.13482 ±0.34047

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 956.8 nm, 63x objective, NA 0.9

8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 13.83047
R^2 =  0.9937
  
a 100 ±0
xc 15.89091 ±0.05133
k 1.88942 ±0.16275

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 973 nm, 40x objective, NA 0.8

8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 44.03871
R^2 =  0.97991
  
a 100 ±0
xc 14.13032 ±0.06927
k 2.50572 ±0.38165

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 973 nm, 63x objective, NA 0.9

 
               40x, NA 0.8              63x, NA 0.9 
                   923.8 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         kk) 
                   942 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         ll) 
                  956.8 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         mm) 
                    973 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         nn) 
 



 

 

175 

 

6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 0.77278
R^2 =  0.9997
  
a 100 ±0
xc 12.48323 ±0.00285
k 12.6021 ±0.36455

 

 
br

ea
kd

ow
n 

pr
ob

ab
ili

ty
 [%

]

pulse energy [nJ]

Optical Breakdown Threshold 993 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 15.30136
R^2 =  0.99385
  
a 100.85278 ±2.47314
xc 9.74334 ±0.06348
k 2.09107 ±0.2314

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 993 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22 24 26 28 30

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 10.63517
R^2 =  0.99551
  
a 100 ±0
xc 18.28761 ±0.03824
k 2.91401 ±0.28868

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1005 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 31.13623
R^2 =  0.98593
  
a 100 ±0
xc 12.79654 ±0.03082
k 4.90502 ±0.73519

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1005 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 18.64114
R^2 =  0.99178
  
a 100 ±0
xc 13.93522 ±0.04288
k 2.74401 ±0.28607

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1020.5 nm, 40x objective, NA 0.8

6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 2.6402E-8
R^2 =  1
  
a 100 ±0
xc 14.38208 ±0.00055
k 38.67353 ±1.17694

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1020.5 nm, 63x objective, NA 0.9

10 12 14 16 18 20 22 24 26 28 30 32 34

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 13.82046
R^2 =  0.99397
  
a 100 ±0
xc 21.76052 ±0.0621
k 1.79972 ±0.18328

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1035.6 nm, 40x objective, NA 0.8

8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 24.00035
R^2 =  0.98774
  
a 100 ±0
xc 16.28937 ±0.07165
k 1.73483 ±0.20961

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1035.6 nm, 63x objective, NA 0.9

 
               40x, NA 0.8              63x, NA 0.9 
                   993 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         oo) 
                  1005 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         pp) 
                  1020.5 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         qq) 
                    1035.6 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         rr) 
 



 

 

176 

 

6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 5.69334
R^2 =  0.99749
  
a 100 ±0
xc 14.23724 ±0.0593
k 1.08696 ±0.06329

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1051 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 53.97906
R^2 =  0.97464
  
a 100 ±0
xc 10.67329 ±0.10492
k 1.92441 ±0.34296

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1051 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 14.74633
R^2 =  0.99392
  
a 100 ±0
xc 12.77051 ±0.07708
k 1.49104 ±0.15111

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1063.4 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

 SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 13.25165
R^2 =  0.99369
  
a 100 ±0
xc 9.24698 ±0.02812
k 3.30418 ±0.27199

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1063.4 nm, 63x objective, NA 0.9

4 6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 7.52035
R^2 =  0.99669
  
a 100 ±0
xc 12.26148 ±0.05305
k 1.39619 ±0.0926

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1072.6 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 16.22676
R^2 =  0.99259
  
a 100 ±0
xc 8.71263 ±0.03671
k 2.96401 ±0.28677

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1072.6 nm, 63x objective, NA 0.9

6 8 10 12 14 16 18 20 22 24

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 7.00155
R^2 =  0.99679
  
a 100 ±0
xc 14.61917 ±0.04532
k 1.71806 ±0.11699

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1085 nm, 40x objective, NA 0.8

4 6 8 10 12 14 16 18 20

0

20

40

60

80

100

SLogistic1 
Equation: 
y = a/(1 + exp(-k*(x-xc))) 

Chi^2/DoF = 18.64999
R^2 =  0.99067
  
a 100 ±0
xc 11.77323 ±0.11302
k 0.90147 ±0.08215

 

 

br
ea

kd
ow

n 
pr

ob
ab

ili
ty

 [%
]

pulse energy [nJ]

Optical Breakdown Threshold 1085 nm, 63x objective, NA 0.9

              40x, NA 0.8            63x, NA 0.9 
                1051 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         ss) 
               1063.4 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         tt) 
               1072.6 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         uu) 
                 1085 nm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         vv) 
 



 

 

177 

 

Figure 11.15 (previous 12 pages) Probability for optical breakdown in water induced by OPO fs laser pulses for 48 (a) – vv)) 
wavelengths ranging from 334 nm to 1085 nm focused through two different water immersion objectives: (left column) 40 x 
objective, NA = 0.8, (right column) 63 x objective, NA = 0.9. 
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11.2 Plasma photographs 

11.2.1. Fixed wavelengths, 315 fs  
                   IR 
 
 
 
 
 
 
 
 
 
 
 
 
 
         E = 48.3 nJ, ß = 1.93, l = 1.8 µm                E = 95.2 nJ, ß = 3.81, l = 3.6 µm 
 
 
 
 
 
 
 
 
 
 
 
 
 
         E = 164.7 nJ, ß = 6.6, l = 5.1 µm                E = 323.8 nJ, ß = 13.0, l = 6.5 µm 
 
 
 
 
 
 
 
 
 
 
 
 
 
         E = 458.6 nJ, ß = 18.4, l = 7.3 µm               E = 570.4 nJ, ß = 22.8, l = 7.6 µm 

Figure 11.16 Photos of luminescent plasmas produced by 352-fs laser pulses with 1040 nm wavelength focused  at NA = 0.8. 
The values of the pulse energy E, normalized energy  = E/Eth, and plasma length are given below each frame. The laser light 
is incident from the right. The white bar represents 5 µm. The photographs are integrated over 70 laser pulses, the camera 
Canon EOS 5D was set to ISO 3200 and auto white balance. 
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                           VIS without filter 
 
 
 
 
 

 
 
          E = 7.0 nJ, ß = 1.5                  E = 10.9 nJ, ß = 2.3 
 
 
 
 
 
 
 
          E = 21.2 nJ, ß = 4.5                  E = 48.2 nJ, ß = 10.1 
 
 
 
 
 
 
 
          E = 78.0 nJ, ß = 16.4                  E = 105.0 nJ, ß = 22.1 
 
 
 
 
 
 
 
          E = 131.6 nJ, ß = 27.7                  E = 149.9 nJ, ß = 31.5 
 
 
 
 
 
 
 
          E = 163.0 nJ, ß = 34.3                  E = 194.1 nJ, ß = 40.8 
 
 
 
 
 
 
 
          E = 201.3 nJ, ß = 42.3                  E = 233.7, ß = 49.1  
 

Figure 11.17 Photos of plasmas produced by 306-fs, 520-nm 
laser pulses focused at NA = 0.8. The values of the pulse 
energy E, and the normalized energy  = E/Eth are given 
below each frame. The laser light is incident from the right. 
The white bar represents 5 µm. The photographs are 
integrated over 25 laser pulses, the camera Canon EOS 5D 
was set to ISO 50 and auto white balance. Light scattering and 
deflection of the green pump laser beam by the plasma is 
stronger than the plasma luminescence. 

          E = 257.9 nJ, ß = 54.2 
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                     VIS with filter 
 
 
 
 
 
 

 
 
         E = 12.1 nJ, ß = 2.5, l = 0.70 µm                E = 16.7 nJ, ß = 3.5, l = 0.92 µm 
 
 
 
 
 
 
 
         E = 25.2 nJ, ß = 5.3, l = 1.14 µm                E = 34.2 nJ, ß = 7.2, l = 1.19 µm 
 
 
 
 
 
 
 
         E = 52.1 nJ, ß = 10.9, l = 1.32 µm               E = 76.8 nJ, ß = 16.1, l = 1.9 µm 
 
 
 
 
 
 
 
         E = 104.3 nJ, ß = 21.9, l = 1.67 µm               E = 133.6 nJ, ß = 28.1, l = 2.11 µm 
 
 
 
 
 
 
 
         E = 176.4 nJ, ß = 37.0, l = 2.24 µm               E = 239.5 nJ, ß = 50.3, l = 2.68 µm 
 
 
 
 
 
 
 
         E = 291.7 nJ, ß = 61.3, l = 3.03 µm   
 
Figure 11.18 Photos of luminescent plasmas produced by 306-fs laser pulses with 520 nm wavelength focused at NA = 0.8. 
The values of the pulse energy E, normalized energy  = E/Eth, and plasma length are given below each frame. The laser light 
is incident from the right. The white bar represents 5 µm. The photographs are integrated over 25 laser pulses, the camera 
Canon EOS 5D was set to ISO 400 and auto white balance. We used a dielectric blocking filter for the laser wavelength to 
eliminate scattered probe laser light. 
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               UV 
 
 
 
 
 
 
 
 
 
 
 
 
 
        E = 11.1 nJ, ß = 3.1, l = 1.0 µm                E = 22.2 nJ, ß = 6.1, l = 2.2 µm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        E = 44.0 nJ, ß = 12.1, l = 3.8 µm                E = 60.3 nJ, ß = 16.6, l = 4.5µm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        E = 76.5 nJ, ß = 21.0, l = 4,8 µm                E = 98.1 nJ, ß = 27.0, l = 5.2 µm 
 
Figure 11.19 Photos of luminescent plasmas produced by 280-fs laser pulses with 347 nm wavelength focused at NA = 0.8. 
The values of the pulse energy E, normalized energy  = E/Eth, and plasma length are given below each frame. The laser light 
is incident from the right. The white bar represents 5 µm. The photographs are integrated over 70 laser pulses, the camera 
Canon EOS 5D was set to ISO 3200 and auto white balance. 
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11.2.2. Fixed wavelengths, 6-11 ns 
 

         IR, unseeded 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.20  Photos of luminescent plasmas produced by unseeded 11-ns laser pulses with 1064 nm wavelength focused at 
NA = 0.8. The focal volume is imaged with 175x magnification. The values of the pulse energy, the plasma length and 
diameters are indicated on each frame. The light is incident from the right. 
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           IR, seeded 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.21  Photos of luminescent plasmas produced by seeded 11-ns laser pulses with 1064 nm wavelength focused at 
NA = 0.8. The values of the pulse energy, the plasma length and diameters are indicated on each frame. The light is incident 
from the right. 
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         VIS, unseeded, with filter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.22  Photos of luminescent plasmas produced by unseeded 8.8-ns laser pulses with 532 nm wavelength focused at 
NA = 0.8. A dichroic mirror in front of the digital camera was used to block the scattered green laser light. Therefore the 
plasma luminescence appears purple. The values of the absolute pulse energy E, normalized energy  = E/Eth , plasma length 
and diameter are indicated on each frame. The laser light is incident from the right. The white bar represents 5 µm. 
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Figure 11.23  Photos of plasmas produced by seeded 8.8-ns laser pulses with 532 nm wavelength focused at NA = 0.8. The 
values of the absolute pulse energy E, normalized energy  = E/Eth , plasma length and diameter are indicated on each frame. 
The laser light is incident from the right. The white bar represents 2.5 µm. 
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           VIS, seeded, BPL range with filter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.24  Photos of the bright luminescent plasmas produced by seeded 8.8-ns laser pulses with 532 nm wavelength 
focused at NA = 0.8. A dichroic mirror in front of the digital camera was used to block the scattered green laser light. 
Therefore the plasma luminescence appears purple. The values of the absolute pulse energy E, normalized energy  = E/Eth , 
plasma length and diameter are indicated on each frame. The laser light is incident from the right. The white bar represents 
10 µm. 
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Figure 11.25  Photos of luminescent plasmas produced by unseeded 6.8-ns laser pulses with 355 nm wavelength focused at 
NA = 0.8. The values of the pulse energy E, normalized energy  = E/Eth , plasma length and diameter are given on each 
frame. The laser light is incident from the right. The white bar represents 10 µm. 
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        UV, seeded, bubble range 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11.26  Photos of plasmas produced by seeded 6.8-ns laser pulses with 355 nm wavelength focused at NA = 0.8. All 
images are integrated over 100 laser exposures. The values of the pulse energy E, normalized energy  = E/Eth , plasma 
length and diameter are given on each frame. The laser light is incident from the right. The white bar represents 2.5 µm. 
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Figure 11.27 Single exposure photographs of the bright luminescent plasmas produced by seeded 6.8-ns laser pulses with 
355 nm wavelength focused at NA = 0.8. The values of the pulse energy E, normalized energy  = E/Eth , plasma length and  
diameter are given on each frame. The laser light is incident from the right. The white bar represents 5 µm.  
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11.2.3. Microchip lasers of fixed wavelengths, 0.5 -1.0 ns 

Crylas laser, 1 ns, IR, VIS, and UV wavelengths 

 

         BPL threshold energy     7x BPL threshold energy 
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Figure 11.28  Single exposure photographs of the bright luminescent plasmas produced by ns laser pulses with IR, VIS, and 
UV wavelengths focused at NA = 0.8. The photographs in the left column portray the plasma size at the threshold for plasma 
luminescence, the photographs in the right column show the plasma size at approximately 7 times BPL threshold energy. The 
laser light is incident from the right. The white bar represents 5 µm.  
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Powerchip laser, 0.55 ns, UV wavelength 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11.29  Photographs of the plasma luminescence produced when 0.55-ns laser pulses of 355 nm wavelength are 
focused through the 40x objective (NA = 0.8), 20x objective (NA = 0.5), and 10x objective (NA = 0.3). The rows correspond 
to equal energy for the different focusing geometries. The photographs were integrated over 10 laser pulses. The laser light is 
incident from the right. The white arrows mark the position of the beam waist of the focused laser pulse.  

Note the nonlinear beam propagation effects leading to a filament reaching beyond the laser beam waist. This filament is 
exclusively due to plasma defocusing because the laser power remains well below the self-focusing threshold. 
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11.3 Plasma length and volume 

 
11.3.1. Fixed wavelengths, 280-350 fs 

        plasma length              plasma volume 
 
 
 
 
 
 
 
 IR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
VIS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 UV 
 
 
 
 
 
 
 
 
 
 
Figure 11.30: Length and volume of luminescent plasmas produced by 352-fs laser pulses with 1040 nm wavelength, 306-fs 
laser pulses with 520 nm wavelength, and 280-fs laser pulses with 347 nm wavelength focused through a 40x water 
immersion objective (NA = 0.8). The plasma size was evaluated from the photos by measuring the size of the bright 
luminescence of the plasma. The measured plasma volume data were fitted by a function V(E) to be able to interpolate the 
plasma volume for any specific laser pulse energy E using the computer program TableCurve2D.  
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11.3.2. Fixed wavelengths, 6-11 ns 

 
              plasma length 
      seeded           unseeded 
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Figure 11.31: Length of luminescent plasmas produced by seeded and unseeded 11.2-ns laser pulses with 1064 nm 
wavelength, 8.8-ns laser pulses with 532 nm wavelength, and 6.8-ns laser pulses with 355 nm wavelength focused through a 
40x water immersion objective (NA = 0.8). The plasma size was evaluated from the photos by measuring the size of the 
bright luminescence in the inner part of the plasma. For seeded laser pulses with energies below the BPL threshold, the 
plasma size was identified with the size of the green scattering region on the photographs. 
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Figure 11.32: Volume of luminescent plasmas produced by seeded and unseeded 11.2-ns laser pulses with IR wavelength, 
8.8-ns laser pulses with VIS wavelength, and 6.8-ns laser pulses with UV wavelength focused through a 40x water 
immersion objective (NA = 0.8). The measured data were fitted by a function V(E) to be able to interpolate the plasma 
volume for any specific laser pulse energy E using the computer program TableCurve2D. 
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11.3.3. Microchip laser of fixed wavelengths, 1 ns 

 
 
            plasma length           plasma volume 
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Figure 11.33: Plasma length and volume of luminescent plasmas produced by 1-ns microchip laser pulses with 1064 nm, 532 
nm, and 355 nm wavelength focused through a 40x water immersion objective (NA = 0.8). An analytic function (red line) 
was fitted to the experimental data of the plasma volume using the computer program TableCurve2D.  
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11.3.4. Microchip 0.5 ns UV laser at different NA 

 
 
          plasma length           plasma volume 
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Figure 11.34: Plasma length and volume of luminescent plasmas produced by 0.5–ns microchip laser pulses with 355 nm 
wavelength focused through a 10x water immersion objective (NA = 0.3), a 20x water immersion objective (NA = 0.5), and a 
40x water immersion objective (NA = 0.8). An analytic function (red line) was fitted to the experimental data of the plasma 
volume using the computer program TableCurve2D.  
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11.4 Plasma transmission 

 
11.4.1. Fixed wavelengths, 280-350 fs 

 
        plasma transmission       absorbed energy 
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Figure 11.35: Plasma transmission and absorbed energy assuming A = 1 - T as a function of incident laser pulse energy 352-
fs laser pulses with 1040 nm wavelength, 306-fs laser pulses with 520 nm wavelength, and 280-fs laser pulses with 347 nm 
wavelength focused through a 40x water immersion objective (NA = 0.8). The energy intervals between 10 % and 90 % 
breakdown probability are indicated as shaded region. 
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11.4.2. Fixed wavelengths, 6-11 ns 
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Figure 11.36: Plasma transmission as a function of incident laser pulse energy for unseeded and seeded 11.2-ns laser pulses 
with 1064 nm wavelength, 8.8-ns laser pulses with 532 nm wavelength, and 6.8-ns laser pulses with 355 nm wavelength 
focused through a 40x water immersion objective (NA = 0.8). The marked area indicates the optical breakdown threshold 
region between 10 % and 90 % breakdown probability. Eth (50 % breakdown probability) lies in the center of the marked 
area. 
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Figure 11.37: Absorbed energy as a function of incident laser pulse energy calculated from the data in figure 11.22 assuming 
A = 1 - T for unseeded and seeded 11.2-ns laser pulses with 1064 nm wavelength, 8.8-ns laser pulses with 532 nm 
wavelength, and 6.8-ns laser pulses with 355 nm wavelength focused through a 40x water immersion objective (NA = 0.8). 
The marked area indicates the optical breakdown threshold region between 10 % and 90 % breakdown probability. Eth (50 % 
breakdown probability) lies in the center of the marked area. 
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11.4.3. Microchip laser of fixed wavelengths, 1 ns 

 
        plasma transmission       absorbed energy 
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Figure 11.38: Plasma transmission and absorbed energy assuming A = 1 - T as a function of incident laser pulse energy for 
1 - ns microchip laser pulses with 1064 nm, 532 nm, and 355 nm wavelength focused through a 40x water immersion 
objective  (NA = 0.8). The energy intervals between 10 % and 90 % breakdown probability are indicated as shaded region or 
lines, respectively, for both the bubble formation and BPL threshold. 
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11.4.4. Microchip 0.5 ns UV laser at different NA 

 
 
     plasma transmission            absorbed energy 
 
 
 
 
 
 
 
 
NA 0.3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
NA 0.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
NA 0.8 
 
 
 
 
 
 
 
 
 
 
Figure 11.39: Plasma transmission and absorbed energy assuming A = 1 - T as a function of incident laser pulse energy for 
0.5 - ns microchip laser pulses at 355 nm wavelength focused through a 10x water immersion objective (NA = 0.3), a 20x 
objective (NA = 0.5), and a 40x objective (NA = 0.8). The energy intervals between 10 % and 90 % breakdown probability 
are indicated as shaded region or lines, respectively, for both the bubble formation and BPL threshold.  
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11.5 Plasma energy density 

11.5.1. Fixed wavelengths, 280-350 fs  

 

        plasma energy density 
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Figure 11.40: Plasma energy density as a function of incident laser pulse energy for fs laser pulses with 1040 nm, 520 nm, 
and 347 nm wavelength focused through a 40x water immersion objective  (NA = 0.8). The energy intervals between 10 % 
and 90 % breakdown probability are indicated as shaded region. 
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11.5.2. Fixed wavelengths, 6-11 ns 
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Figure 11.41: Plasma energy density as a function of incident laser pulse energy above BPL threshold for unseeded and 
seeded 11.2-ns laser pulses with 1064 nm wavelength, 8.8-ns laser pulses with 532 nm wavelength, and 6.8-ns laser pulses 
with 355 nm wavelength focused through a 40x water immersion objective (NA = 0.8).  
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Figure 11.42: Plasma energy density as a function of incident laser pulse energy below BPL threshold for (a) seeded 8.8-ns 
laser pulses with 532 nm wavelength, and (b) seeded 6.8-ns laser pulses with 355 nm wavelength focused through a 40x 
water immersion objective (NA = 0.8). 
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11.5.3. Microchip laser of fixed wavelengths, 1 ns 
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Figure 11.43: Plasma energy density as a function of incident laser pulse energy for 1 - ns microchip laser pulses with 
1064 nm, 532 nm, and 355 nm wavelength focused through a 40x water immersion objective  (NA = 0.8).  
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11.5.4. Microchip 0.5 ns UV laser at different NA 

 
         plasma energy density 
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Figure 11.44: Plasma energy density as a function of incident laser pulse energy for 0.5 - ns microchip laser pulses at 355 nm 
wavelength focused through a 10x water immersion objective (NA = 0.3), a 20x objective (NA = 0.5), and a 40x objective 
(NA = 0.8). The energy intervals between 10 % and 90 % breakdown probability are indicated as shaded region or lines, 
respectively, for both the bubble formation and BPL threshold.  
 
 
 


