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AGENTS TECHNOLOGY RESEARCH

This report provides a comprehensive description of three separate efforts pursued by the agents technology research group. The efforts were focused on: state abstraction methods for reinforcement learning, the multi-agent credit assignment problem, and distributed multi-agent reputation management. State abstraction is a technique used to allow machine learning technologies to cope with problems that have large state spaces. This report details the development and analysis of a new algorithm, Reinforcement Learning using State Abstraction via NeuroEvolution (RL-SANE), that utilizes a new technology called neuroevolution to automate the process of state abstraction. The multi-agent credit assignment problem is a situation that arises when multiple learning actors within a domain are only provided with a single global reward signal. Learning is difficult in these scenarios because it is difficult for each agent to determine the value of its contribution to obtaining the global reward. In this report we describe the problem in detail and one specific approach we investigated that uses a Kalman filter to derive local rewards from global rewards. Multi-agent reputation management is important in open domains where the goals or the interests of the agents are diverse and potentially in conflict with one another. Reputation and trust can be used by the agents to determine which other agents in the system it should cooperate with and which it should not. This report details the development of the Affinity Management System (AMS), an approach for managing and learning trust in a distributed fashion that utilizes self-modeling.
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1 Executive Summary

This report details three efforts pursued by the agents in-house research team. The projects described in this report are: neuroevolutionary state abstraction for reinforcement learning; credit assignment for multi-agent reinforcement learning; and self-modeling for improved distributed reputation and trust management. Background information describing the problem domains and relevant technologies is provided. The approaches are described in detail and experimental results supporting the approaches are also provided.

Reinforcement learning technologies have the potential to solve many of our military’s decision problems in a robust and effective manner. However, reinforcement learning cannot be applied to most real world problems due to their large state spaces. State abstraction methods reduce the size of a problem’s state space to make them more approachable. In this report we describe a novel approach to state abstraction called Reinforcement Learning using State Aggregation via Neuroevolution (RL-SANE). RL-SANE automates the process of state abstraction and scales towards problems with large state spaces better than previous approaches. An experimental analysis of RL-SANE comparing it to other state abstraction methods is given. Also provided are previously unpublished results that demonstrate an improvement made to the RL-SANE approach.

Single agent reinforcement learning assumes that any changes made to the world state is the result of actions taken by the agent. In multi-agent domains this is not a reasonable assumption and a mechanism for determining which agents were responsible for changes to the world state are necessary for effective learning. This problem is known as the structural credit assignment problem and it is described in great detail with the report. We describe a distributed approach to this problem that uses a Kalman filter to attempt to derive an appropriate credit assignment for each agent making previously unlearnable problems learnable. Also provided are experiment results that demonstrate the effectiveness of this approach in a simple domain and a discussion on how the approach may be improved through inter-agent communication.

Autonomous agents operating in domains with other agents that may have conflicting goals need an appropriate means for determining reliable, reciprocal, and trustworthy partners. Trust and reputation management techniques attempt to learn through interactions with other agents in the system which ones are and are not to be trusted. In this report we describe our approach, the Affinity Management System (AMS), that attempts to estimate the trust other agents have for it as well as how much to trust other agents. By modeling the trust other agents should have for an AMS agent it is able to maintain positive collaborative relationships with trustworthy agents in the system. A full description of AMS as well as preliminary results for AMS in a competitive trust and reputation management domain are provided.
2 Introduction

Software agents are programs that have the ability to perceive the environment that they operate in, make decisions based on the observed state, and take actions that have an impact on the world state. They are an enabling technology that supports rapid, automated, distributed decision making. Agent technology has the potential to improve Air Force command and control (C2) by reducing manpower requirements, reaction times, and by making decision systems more robust in handling new situations. The research presented in this report are the products of three years of agents related in-house research. We present work on state abstraction methods for reinforcement learning, credit assignment for multi-agent learning, and distributed reputation management.

The first project presented is the development of an algorithm that automates the state abstraction process to enable reinforcement learning in domains with large state spaces. State abstraction is vital to machine learning technologies because they have difficulty in domains with large state spaces. In practice the process of state abstraction has been manual requiring extensive domain knowledge and trial and error. Reinforcement Learning using State Aggregation via NeuroEvolution (RL-SANE) is an algorithm developed in-house that finds effective state abstractions with minimal user input. It is a novel combination of neuroevolution and traditional reinforcement learning technologies. This report provides a detailed description of the algorithm and experiments that show RL-SANE’s ability to abstract state spaces allow it to learn and solve difficult control problems faster than competing algorithms.

Assigning proper credit to members of a multi-agent team for global rewards is the subject of the second project. The previously described project was concerned with single agent learning and makes an assumption that only the agent’s actions can change the world state. In scenarios where multiple agents are operating and learning independently this assumption does not hold true. Changes to the world state is a product of the actions taken by all agents operating in the environment. Factoring out the contribution of a particular agent from a gross reward signal will enable the agent to successfully learn in these domains using traditional reinforcement learning. However, the process of decomposing global rewards into local rewards is an open research problem. In this report we describe our investigation into this structural credit assignment problem, discuss one promising approach that utilizes a Kalman filter to derive local rewards, and describe an extension to the approach that we believe will improve its learning performance.

Rapid decision making is a byproduct of an agent’s autonomy. Agents do not necessarily have to wait for user input before making a decision, allowing them to make decisions as quickly as a machine can process the agent’s algorithms. In environments where autonomous agents interact with other agents that have potentially conflicting goals, mechanisms for learning which other agents
to cooperate with without user intervention are required. These mechanisms are known as trust
and reputation management schemes and they are designed to prevent other agents from taking
advantage of the agent employing the scheme. In this report we describe an approach called the
Affinity Management System (AMS) that uses perceived trust to improve the agents trust and
reputation management. We provide a description of the approach and preliminary results of its
use in a competitive multi-agent domain designed to exercise trust and reputation management
approaches.

In the following chapter, 3, we give background material necessary for an understanding of
each project and then describe our approaches in detail. Chapter 4 provides the results and analysis
of experiments run in support of each project. The report concludes in chapter 5 with a discussion
of the findings and directions for future research.
3 Methods

3.1 Motivation

3.1.1 Reinforcement Learning for Rapid Decision Making in Real-Time Environments

RL-SANE and our other work in reinforcement learning came about from the desire to develop an agent capable of learning how to play Asynchronous Chess [12]. Asynchronous Chess, or AChess, is an agent technology evaluation platform developed in-house. It is a competitive game that two or more agents can play that is similar to chess except that players are able to move as many pieces as they want whenever they want. The only restriction placed on the players is how often pieces may be moved. This change transforms the familiar game of chess into a challenging real-time strategy game that can be used to evaluate new technologies for rapid decision making. Because the game is similar to chess it is straightforward to develop heuristically based agents that perform well in the environment. However, the game is different enough from standard chess that much of the known tactics and strategies that work for that domain do not transfer to AChess requiring novel strategies. During the development of several heuristic based agents it became apparent that a learning approach would be ideal for adapting to the strategies of various opponents and discovering novel strategies. Also, a learning approach would be of high value because the technology developed can be transferred to many other domains outside of AChess.

3.1.2 Coordinated Multi-Agent Learning

As computational hardware becomes smaller and more ubiquitous there is an increasing need for algorithms that can be effectively distributed across a collective of independent platforms. These individual elements, often referred to as agents in the machine learning community, should exhibit both local autonomy as well as contribute to a global goal structure that benefits the system as a whole.

Many joint task environments provide a reward that is based on the performance of the collective, making it difficult to assign reward accurately to individual agents based on their performance. While it’s possible to design an environment with component rewards the task becomes difficult when there are a large number of agents or complicated tasks for which it is not clear what the pareto-optimal solution is. If we hope to apply distributed learning methods to a wider range
of problems it is necessary to find methods for determining reward distributions among multiple independent learners.

We focus on cooperative, model-free multi-agent environments that provide a team-based global utility based on the performance of all agents. We use the term model-free in the sense that the only information an individual agent has to make a decision is the state of the world and the global reward(s) provided by the environment. While additional knowledge could improve performance we first seek to find a domain independent solution that does not require a priori knowledge.

3.1.3 Distributed Reputation Management

Agents operating in persistent open environments with other agents require an ability to determine whether or not to cooperate with the other agents. Environments are open when there is little to no control over what entities are allowed to participate in the system. These environments are appealing in that they enable open collaboration and can scale very easily because they do not require centralized bookkeeping. However, without control there is no protection provided to guard the system against agents with malicious intent. In particular, we are referring to agents that have the objective of burdening the system by consuming resources, such as computation power and time, without providing a benefit. This type of agent is known as a free-loader. Trust and reputation management systems provide agents with a method of protecting themselves in open environments while discouraging malicious behavior of others by propagating negative feedback about potential free-loaders in the system. Beyond free-loading agents that do not intend on adding benefit to a system, we must also be aware of corruptive agents that are attempting to inject false information (liars) into a system. Identifying both free-loading and corruptive behavior will lead to increased efficiency of the overall system.

The interaction of the Air Force’s information systems with those of coalition partners and non-governmental agencies continues to increase and become more open. The potential for malicious activity increases as these systems become more autonomous. Research into trust and reputation systems will provide us with a means to protect our information systems from inside and outside influences that attempt to disrupt their operations.

3.2 Background

This section provides background information necessary to understand the approaches taken by the three projects discussed in this report. It begins with a discussion of reinforcement learning and state abstraction followed by a description of the algorithm RL-SANE. Following that is a discussion of the multi-agent credit assignment problem. The section concludes with a discussion of distributed multi-agent reputation management.
3.2.1 Reinforcement Learning and State Abstraction

Reinforcement learning (RL) is a form of unsupervised machine learning that attempts to derive optimal policies for problems through positive and/or negative feedback it receives from the environment it is operating in[41]. This form of machine learning is particularly interesting in that, unlike supervised learning approaches, RL methods do not require an oracle or extensive domain knowledge to guide their learning. Because of this feature, RL methods are able to derive solutions to problems that humans do not know how to solve and find better solutions to problems humans can solve.

RL algorithms are applied to problems that can be expressed as a Markov Decision Process (MDP) [5]. Formally, a MDP can be described as a tuple \( < S, A, T, R > \) where:

- \( S \) is a finite set of states of the world. States are defined by the features of the environment. Examples of features include aircraft position, velocity, health, weapon status, target status etc.
- \( A \) is a finite set of actions.
- \( T : S \times A \rightarrow S \) is the state transition function, giving for each world state and action a probability distribution over world states. We can write this as \( T(s, a, s') \) for the probability of reaching state \( s' \) given that we are in state \( s \) and take action \( a \).
- \( R : S \times A \rightarrow R \) is the reward function, giving the expected immediate reward gained by taking each action in each state. We can write this as \( R(s, a) \) for the expected reward for taking action \( a \) in state \( s \).

RL algorithms attempt to learn a policy, \( \pi \), to solve the problem. A policy is a mapping from the state space \( S \) to the action space \( A \) that prescribes the appropriate action to take given any state. Given a state \( s \), where \( s \in S \), the policy will dictate the next action for the learner to take, \( \pi(s) \rightarrow a \). The objective of the RL algorithm is to derive the optimal policy, \( \pi^* \), that maximizes the aggregate reward that the learner/agent receives while operating in the environment. RL algorithms are able to learn \( \pi^* \) by estimating the value of observed states based on the rewards received from visiting those states. Formally the value of a state, \( V(s) \), given a policy, \( \pi \), can be defined as:

\[
V^\pi(s) = \sum_{a \in A_s} \pi(s, a)[R(s, a) + \gamma \sum_{s'} T(s, a, s')V^\pi(s')] 
\]

\( \gamma \) is a discount factor used to adjust the relative importance of near term or long term rewards. Given enough samples RL algorithms are able to correctly learn the value of the states of the problem and the policy \( \pi^* \) that enable the agent to reach the most valuable states. Popular algorithms designed and proven to learn \( \pi^* \) in this way include Q-learning [45] and Sarsa [41].

Current RL approaches do not scale well as the size of a problem’s state space grows. RL algorithms have to experience the effect of trying actions in every state \( s \) a number of times in order to learn accurate estimates of \( V(s) \) and converge upon \( \pi^* \). Koenig and Simmons determined that the complexity of RL algorithms is NP-hard with respect to the size of the state space [20]. In
other words, as the number of states an RL agent experiences increases the amount of computation required to successfully derive a solution increases exponentially. This is a significant issue that has limited the applicability of RL algorithms to relatively simple problems and it is further compounded by what is called the “curse of dimensionality” [6]. The phenomenon that the curse refers to is that the dimensionality of a state space increases every time a new feature is added to describe a problems state. So, as the number of features used to describe the state increases the size of the state space grows exponentially.

Although learning over a raw state space can be prohibitively expensive, in most domains much of the state space is irrelevant or redundant with respect to solving the problem. There are a number of methods that can be used to reduce the size of a state space to a manageable size. These methods include feature set reduction [47], state abstraction, and heirarchical task decomposition [5]. In this report we focus on state abstraction.

State abstraction is the process of classifying large areas of ground state space as singular abstract states. The ground state space refers to a literal interpretation of the state where every combination of feature values describes a unique state [21]. The use of this interpretation of the state space is often not necessary. In most domains similar combinations of feature values can be generalized as being the same state with little or no impact on the RL algorithm’s ability to solve the problem. Learning over an abstract state space greatly increases the speed at which RL algorithms are able to learn problems. Because the RL algorithm is reasoning over an abstract state space that generalizes over the ground state space it does not have to experience every ground state to learn a policy for those states.

Methods for performing state abstraction include tile coding [40], radial basis functions [41], and neural networks [43]. These algorithms are examples of fixed state abstraction approaches. They require a considerable amount design considerations when being applied, and because they are fixed they do not adapt well to changes to the problem. In section 3.3.1 we describe RL-SANE which is a new approach that automates the state abstraction process and improves learning performance over traditional fixed approaches.

3.2.2 Multi-Agent Reinforcement Learning

In environments where the reward signal is a single global utility, we must ask, “how do we distribute credit to each action in the current episode which lead to the reward signal it received” This challenge, known as the temporal credit assignment problem, lies in the proper distribution of reward to the actions that contributed to the solution. In single agent learning temporal credit assignment is used to recognize how much individual actions, as part of a series of actions, contribute to local and global rewards. This interest has led to the development of a family of reinforcement learning algorithms called temporal differencing methods [41] that have proven to be very effective.

Multi-agent systems introduce a new set of challenges to the unsupervised learning process that are not present in single agent environments. Therefore, some method is needed to assign the proper amount of credit to each of the agents in a collective in an effort to maximize global utility. This is especially difficult because many environments that involve multiple agents return a single
global reward and not individualized rewards for each agent. An attempt to unify temporal and structural assignment has been proposed in [1] but relies on the assumption that the actions taken by individual agents are not concurrent and can be ordered serially.

Scalability still remains a significant challenge in many types of multi-agent systems. [27] This is especially true when the global utility contains contribution (or lack of contributions) from all agents in the system. In addition to computational scalability issues, multi-agent RL with a global reward signal suffers from interference in the form of changing rewards that are influenced by the performance of all agents in the system. Each agent is using the global reward to judge its own performance but the performance of all agents contributes to that signal. In a single agent MDP there is an assumption that the state and reward provided by the environment are a direct result of the action taken by the agent. Because other agents contribute to the reward and in some cases affect the state of other agents this assumption no longer holds.

The COIN (COllective INtelligence) framework, which is summarized in [44], describes a set of relations between world utility and local utility that we use to characterize agent interactions with both the environment and each other. This relationship is defined by two properties referred to as factoredness and learnability.

The factoredness property represents the influence that an agent has on the reward, meaning that when the local reward increases as should the global reward. Formally, if all other local rewards are fixed an increase in local reward for one agent should never result in a decree in global reward. This property insures that individual agents can use the global utility as an indication of their local performance even if it’s obscured by the local rewards of the other agents in the system.

The learnability property indicates to what degree the global reward is sensitive to an individual agent’s choices as opposed to determined by the other agents in the system. This represents the ratio of signal to noise that each agent must deal with. As the number of agents in the system increases the learnability decreases. In severe cases the individual contribution to the reward could be so small that it’s indiscernible from minor noise. In [35] two agents use RL to coordinate the pushing of a block without any knowledge of each other’s existence. While this is similar in the sense of being model-free it only involves two agents, which provides for high learnability.

3.2.2.1 Related Work

Reinforcement learning has proven to be an effective learning strategy in single agent environments [41] but until recently limited attention has been given to applying reinforcement learning to multi-agent environments. [36] Some methods for estimating local utility have been proposed, but in many cases these methods rely on a model of the agents, the environment, or some form of communication. [32] uses simulated power grids to explore different methods for distributed RL based on both global and local rewards but relies on there being local reward feedback, communication between nodes, and a known structure of the world that included neighboring nodes. [16] uses a coordination graph between agents to maximize subsets of the joint Q-learning process via pairwise relations. While this does not rely on a known structure of the environment it does require knowledge of the existence of other agents in the system.

Holland Bucket Brigade [18] is a well-known algorithm for assigning credit to individual clas-
siflers in a collection using iterative training based on the joint accuracy. While this solves a temporal credit assignment for the structural distribution of credit, MCAP differs in that it is solving multiple temporal credit assignment (one for each agent) that are provided rewards by a single structural credit assignment. Because the latter approach involves more interactions between individual learning components it is significantly more complex.

We were unable to find any approaches to this problem that operated without some knowledge of the other agents in the system. While many environments provide information about the agents involved in finding the solution it is likely that some amount of limited perception will exist, motivating solutions that require as little knowledge as necessary to operate effectively.

3.2.3 Multi-Agent Trust and Reputation

In persistent environments, such as peer-to-peer (P2P) systems, where cooperation amongst agents is necessary, trust and reputation are two valuable concepts that help agents intelligently select cooperative partners. Effective agents are able to determine which agents can be reliably called upon for support and which agents should be avoided for being unreliable or uncooperative. Without a proper trust and reputation management system, agents operating in an open environment run a serious risk of being exploited by selfish opportunistic agents. Because of the problem’s importance, significant attention has been paid to it over the past 20 years from experts in the field of AI, game theory, economics, and cognitive science[31].

3.2.3.1 Defining Trust and Reputation

Trust, as defined by Dasgupta[10], is a belief an agent has that the other party will do what it says it will and will reciprocate, even given an opportunity to defect to get higher payoffs. It is based on beliefs derived from direct interactions with other agents and via an agent’s reputation. Reputation in multi-agent systems is a measure of an agent’s standing or trustworthiness in an agent society. It is shared by agents in the form of opinions that are spread either through diffusion or retrieved from a centralized repository.

Trust can be derived from a combination of both knowledge of an agent from direct interactions or its reputation. Deriving trust from direct interactions is generally more desirable because opinions from other agents can be false or be semantically hard to evaluate. However, in environments where direct interactions are few and far between or potentially catastrophic, the use of reputation may be necessary. Reputation values are generally less expensive to obtain and more abundant. Mechanisms for sharing and using reputation reliably is the subject of many recent works [30, 34, 8, 24].

3.2.3.2 Levels of Trust

In open environments where agents can have different motivations or goals there are often incentives for lying or not participating in reciprocal behavior. Detection and avoidance of deceitful and/or “free-loading” agents are the goals of trust and reputation management systems. Agents can use computational trust models to identify good partners, protect themselves from bad ones,
and even influence other agents’ behaviors. The agents in the system which are found to be unreliable or selfish will be avoided by the other agents removing the incentive to lie or free-load. This phenomenon is termed as the shadow of the future and was shown in Robert Axelrod’s seminal work “Evolution of Cooperation”[4] where he showed that a cooperative relationship between two agents can be evolved in the Prisoner’s Dilemma game via a “tit for tat” strategy. Shadow of the future refers to the expectation of reciprocity or retaliation in future interactions that encourages cooperative behavior. By ousting liars and selfish agents the agents using a trust and reputation mechanism shape a society that removes the incentives for those behaviors and encourages the society to be more cooperative as a whole.

There are two different forms of trust in multi-agent systems that past research has focused on: system-level trust and individual-level trust[28]. System-level trust refers to trust metrics that are enforced and maintained by a centralized system or the interaction protocol itself. Examples of this type of trust include centralized rating systems, like those used by eBay and Amazon[28], and protocols such as Vickrey auctions[28]. The goal of this type of trust management system is to provide agents with some level assurance that interactions are reliable and safe. These methods try to limit the individual agent’s responsibility to find partners. This area of research is very important to designers of multi-agent systems, but is out of the focus of the research discussed in this report.

Individual-level trust refers to trust metrics built upon direct interactions with other agents and through the diffusion of third party opinions[28]. Research in this area has agents attempt to infer their own model of trust for other agents directly or through communication with others. These types of trust management schemes are desirable in that they are fully distributed and will work in unstructured open environments. Focus in these works is placed on giving the individual agent a means for selecting and keeping track of which other agents are equitable collaboration partners and which are not. It includes works that seek to determine trust values either through direct interaction only [22, 33, 26] and through the diffusion of reputation [30, 34, 29]. There are a number of open challenges associated with maintaining individual trust such as: how best to infer trust from experiences, determining defection or levels of defection from observations, modeling of opponent intentions, proper identification of agents, and the semantic exchange and interpretation of reputation.

3.3 Approaches

3.3.1 RL-SANE

Reinforcement Learning using State Aggregation via NeuroEvolution (RL-SANE) is an algorithm developed in-house to automate the process of state abstraction. It is a unique combination of neuroevolution and reinforcement learning technologies. Neuroevolution (NE) is an area of research that trains and/or constructs artificial neural networks through an evolutionary process such as a genetic algorithm. Populations of neural networks are initialized and individually evaluated on a problem that provides a fitness measure. The networks that are the “most fit” will survive to compete in the subsequent generation, whereas the “less fit” networks will be replaced with new random networks or mutated variations of the more fit networks. This evolutionary process will
create networks that, over the course of many generations, maximize their fitness and hopefully solve the problem at hand. NE was chosen as a way for providing customized neural networks for the purpose of aggregating states. Neural networks (NN) are function approximators and they have been successful in abstracting state spaces in the past [43].

RL-SANE uses NE to evolve NNs that are bred specifically to interpret and aggregate state information which abstracts the state space for the RL component. The NNs take the raw perception values and filter the information for the RL algorithm by aggregating inputs together that are similar with respect to solving the problem\(^1\). This reduces the state space representation and enables traditional RL algorithms, such as Sarsa(\(\lambda\)), to function on problems where the raw state space of the problem is too large to explore.

The NNs utilized by RL-SANE map the raw multi-dimensional perceptual information onto a single dimensional continuum that is used to represent the abstract state space. The continuum is a real number line in the range \([0..1]\). A bound on the size of the abstract state space, \(\beta\), is used to divide the continuum into a number of discrete areas. All points on the continuum within a single area are considered to be the same state by RL-SANE and are labeled with a unique state identifier. The neural networks are given the raw perceptions as input and the output provided is a state identifier, this is the state aggregation process. RL-SANE uses this state identifier as input to the RL component as an index into its \(Q\)-table. The \(Q\)-table is used to keep track of values associated with taking different actions in specific states. The networks which are found to be the best at grouping perception values that are similar with respect to solving the problem will enable the RL component to learn how to solve the problem more effectively. See figure 3.1 for graphical depiction of how the algorithm functions and Algorithm 1 for a pseudo code description of the algorithm.

\(^1\)“With respect to the problem” in this paper refers to groupings made by NE that improve RL’s ability to solve the problem, not necessarily the grouping of similar perceptual values.
We believe this overloads the networks and increases the likelihood of “interference”[9]. In this
encompasses a solution to the state aggregation problem, but the policy iteration problem as well.
What differentiates RL-SANE from other algorithms that use NE to do learning, such as in NEAT,
provides the RL component with a mechanism for coping with complex state spaces, via abstraction.
Reducing the complexity of the state space makes the problem easier to solve by reducing the
amount of exploration needed to calculate a good policy.

3.3.1.1 Related Work

The RL component provides a fitness metric for each network to the NE component by reporting
the aggregate reward it received in attempting to learn the problem. This symbiotic relationship
provides the NE component with a fitness landscape for discovering better networks. NE also provides
the RL component with a mechanism for coping with complex state spaces, via abstraction.
Reducing the complexity of the state space makes the problem easier to solve by reducing the
amount of exploration needed to calculate a good policy.

Algorithm 1 RL-SANE(S, A, p, m₀, m₁, mᵣ, g, e, α, β, γ, λ, ε)

1: //S: set of all states, A: set of all actions
2: //p: population size, m₀: set of all states, m₁: link mutation rate
3: //mᵣ: link removal mutation rate, g: number of generations
4: //ε: number of episodes per generation, α: learning rate
5: //β: state bound, γ: discount factor, λ: eligibility decay rate
6: //ε: ϵ-Greedy probability
7: P[1] ← INIT-POPULATION(S,p) // create a new population P of random networks
8: Q[i,j] ← new array size p // initialize array of Q tables
9: for i ← 1 to g do
10:   for j ← 1 to p do
11:     N,Q[i] = P[j], Q[j] // select network and Q table
12:     if Q[i] = null then
13:       Q[i]← new array size β // create a new Q table
14:     end if
15:     for k ← 1 to ε do
16:       s, s′ ← null, INIT-STATE(S) // initialize the state
17:       repeat
18:         s′_id ← INT-VAL(EVAL-NET(N,s′)*β) // determine the state id
19:         with-prob(s, a′) ← RANDOM(A) // ϵ-Greedy action selection
20:       else a′ ← argmax Q[s′_id,j]
21:       end if
22:       if s′ ≠ null then
23:         SARSAR(r, a.a′, s, γ, α, Q[i], s, a.a′) //update Q table
24:       end if
25:       s′, s′_id ← TAKE-ACTION(a′)
26:       N.fitness ← N.fitness++ // update the fitness of the network
27:     until TERMINAL-STATE(s)
28: end for
29: P[i,j] ← Q[i] // update array of Q tables
30: end for
31: P'[i],Q'[i] ← new arrays size p // array for next generation
32: for j ← 1 to p do
33:   P'[i],Q'[i] = BREED-NET(P[i],Q[i]) // make a new network and Q table based on parents
34:   with-probability m₀: ADD-NODE-MUTATION(P'[j])
35:   with-probability m₁: ADD-LINK-MUTATION(P'[j])
36:   with-probability mᵣ: REMOVE-LINK-MUTATION(P'[j])
37: end for
38: P[i],Q[i] ← P'[i],Q'[i]
39: end for
context, “interference” is the problem of damaging one aspect of the solution while attempting to fix another. RL-SANE, instead, only uses the neural networks to perform the state aggregation and uses RL to perform the policy iteration which reduces the potential impact of interference.

3.3.1.2 Bounding of the Abstract State Space

Selection of an appropriate or optimal state bound ($\beta$) is of great importance to the performance of the algorithm. If the selected state bound is too small, sets of perception values that are not alike with respect to the problem will be aggregated into the same state. This may hide relevant information from the RL algorithm and prevent it from finding the optimal, or even a good, policy. If the state bound is too large, then perception sets that should be grouped together may map to different states. This forces the RL component to experience and learn more states than are necessary. Effectively, this slows the rate at which the RL algorithm is able to learn a good policy because it is experiencing and exploring actions for redundant states, causing bloat. Bloat makes the $Q$-tables larger than necessary, increasing the memory footprint of the algorithm. In [49] we performed an analysis of the impact of the $\beta$ parameter on the performance of the algorithm for our benchmark programs. While we found that improper settings did have major adverse affects on the performance, the effects were consistent and could provide a landscape for a hill climbing algorithm to learn the proper setting. Below we describe the an approach we used to attempt to automate the parameter selection process.

3.3.1.3 State Bound Mutation

The RL-SANE algorithm accepts one parameter, the state bound, which controls the number of bins in the abstracted state space. A good estimation of this parameter will enable the neural network to abstract the state observations well and quickly converge on an optimal policy. To this end, instead of requiring the user to set a fixed state bound prior to learning, we take this state bound as a suggestion and allow the neural network to mutate it as learning goes on in an effort to find a better state bound than the user can provide. We tested two variations on this idea, the first allows the neural network to mutate the state bound one bin at a time, while the second allows for multiple bins to be added or removed per mutation.

The RL-SANE algorithm using the single bin mutation works as follows. An additional chromosome is added to each of the neural networks, representing the current state bound. During the mutation phase, this chromosome can be randomly selected and the value of the state bound is either incremented or decremented. In either case, the current values for each action in each bin need to be redistributed according to the new number of bins. For example, if the state continuum is currently divided into four bins and the state bound is incremented, the action values for each of the four current states must be redistributed across the five states. For new bins that fall completely within an old region, the new action values are a fraction of the old values; this fraction is the percentage of the old bin that is overlapped by the new bin. For bins that straddle two old ones, the new values are the sum of the corresponding fractions of the two bins that it overlaps. Computing the new values in this way allows all of the previously learned values to be reused in future learning.
The multiple bin mutation RL-SANE generalizes this idea. Since the initial state bound estimate may be far away from a good state bound value, moving in single steps towards this value may not be sufficient. Instead of limiting the neural network to only incrementing or decrementing the state bound, we allow it to select a random number of bins to add or remove, and the user can specify the maximum number of bins that can be added or removed in a single step. This allows the neural network to converge to a good state bound value faster than with the single step approach. Once again, the values for each action must be redistributed across the new bins when the state bound changes. There is the possibility that new bins might overlap more than two old ones, in which case each new bin sums up all of the values from the old bins that it replaces. For old bins that are only fractionally overlapped, only the corresponding fraction of the old values contribute to the new values.

3.3.2 Kalman Filter for Structural Credit Assignment

The Kalman Filter (KF) [19] is an optimal (unbiased) estimator for problems with linear Gaussian characteristics. A recursive filter, the KF estimates the true state of a system based on numerous observations of the state. The algorithm is quite simple, producing estimates by performing two stages, prediction and update. In the prediction phase, the state and covariance estimates from the previous iteration are projected forward to the current observation period using state transition and process noise covariance matrices. Next, the update stage, corrects the predicted state and covariance estimates through a weighting factor known as the Kalman gain. This process is repeated iteratively over the entire observable period of the state.

A Kalman Filter was used in [17] to generate local utility estimates based on the global utility received at each time step. In essence, this approach creates a mapping from states to rewards based on the variance of the global utility with respect to the states visited. As a result each agent forms a more accurate estimation of local utility for each state through repeated visits and varying global utilities. This approach does not only function without any models of the agents or environment, it does not even need to know that the other agents in the system even exist. This makes it a powerful method of estimation usable in a wide range of tasks.

In this approach, the Kalman filter is used to generate estimations of state utilities from noisy data. The global reward at time \( t \) is a linear combination of the local reward for being in state \( i \) and a noise term \( b \) at time \( t \):

\[
g_t = r(i) + b_t \tag{3.1}
\]

The original Kalman Filter utilized matrices to store internal values and required matrix multiplication to perform updates at each time step. As a result, implementations of this approach require significant computation as well as knowledge of exactly how many unique states will be encountered that the data structures can be initialized. Because of this we were limited in the environments we could use and the Kalman Filter also processed information for states it may have never visited. We have developed a matrix-free implementation of the Kalman Filter that not only removes some of the unnecessary structures and operations (such as utilizing only half of the covariance matrix since the covariance of state A and B is equivalent to the covariance of states B
Algorithm 2 KALMAN_LEARNER($\vec{s}$, $g$)

1: // $\vec{s}$: state vector
2: // $g$: reward signal for current state
3: $CP[1] \leftarrow 0$ // Initialize covariance of current state vector
4: $CP_{\text{noise}} \leftarrow 0$ // Initialize covariance of noise with respect to current state
5: $s = \text{GET STATE ID}(\vec{s})$
6: if $|S| = 0$ then
7: $E[s] \leftarrow g$
8: $E_{\text{noise}} \leftarrow 0$
9: EXPAND_STRUCTURES()
10: end if
11: if $S[s] = \text{null}$ then
12: $E[s] \leftarrow g - E_{\text{noise}}$
13: EXPAND_STRUCTURES()
14: end if
15: $PG_{\text{noise}} = PG_{\text{noise}} + KV$
16: $\text{resid} = g - (E[s] + E_{\text{noise}})$
17: for $i \leftarrow 0$ to $|S| - 1$ do
18: $CP[i] \leftarrow P[s][i] + PG[i]$
19: end for
20: $CP_{\text{noise}} = PG[s] + PG_{\text{noise}}$
21: $\text{val} = CP[s] + CP_{\text{noise}}$
22: for $i \leftarrow 0$ to $|S| - 1$ do
23: $K[i] = CP[i] / \text{val}$
24: $E[i] = E[i] + K[i] \times \text{resid}$
25: end for
26: $K_{\text{noise}} = CP_{\text{noise}} / \text{val}$
27: $E_{\text{noise}} = E_{\text{noise}} + K_{\text{noise}} \times \text{resid}$
28: for $i \leftarrow 0$ to $|S| - 1$ do
29: for $j \leftarrow 0$ to $|S| - 1$ do
30: $P[i][j] \leftarrow K[i] \times CP[j]$
31: end for
32: end for
33: for $i \leftarrow 0$ to $|S| - 1$ do
34: $PG[i] \leftarrow PG[i] - K[i] \times CP_{\text{noise}}$
35: end for
36: $PG_{\text{noise}} = PG_{\text{noise}} \times K_{\text{noise}} \times CP_{\text{noise}}$
37: return $E[s]$

and A) but also allows for growing data structures as new states are encountered.

It is still unclear how initial values of the covariance matrix P affect the speed and accuracy of reward estimation. The simplest values we could come up with that yielded good results was using the identity matrix multiplied by some small scalar value. For all experiments a scalar value of 0.1 was used but its likely that any knowledge of the environment could be encoded into P to provide the Kalman Filter with some bootstrapping information.

3.3.3 Affinity Management System (AMS)

The Affinity Management System (AMS) is our in-house developed multi-agent trust management scheme designed for cooperative multi-agent environments[26]. Agents using AMS establish trust or affinity for other agents in the system through direct interactions. We use affinity to define the level of trust an agent has with another. The affinity values can range between -1 and 1 signifying extreme distrust and extreme trust respectfully. The AMS is theoretically based on the mechanism of reciprocity [22, 33, 30]; Affinity is increased after positive and reciprocal interactions
and decreased for negative or non-reciprocal interactions. Unlike other reciprocity-based trust and reputation management systems, the AMS also models the affinity that other agents should have for the agent(s) using AMS. By modeling the affinity that other agents have for an AMS agent, the AMS agent is better able to sustain collaborative relationships, seek out reliable collaboration partners, and evaluate the potential or future utility for cooperating.

Each agent, $i$, keeps a 2-tuple, $F$, which holds the affinity values: the actual affinity value $A$ and the perceived affinity value $P$. We define these as follows:

$$F = (A, P)$$

$A_{i,j}$ is the affinity value that $i$ has about $j$ (another agent in the system). This value contains information on how $i$’s requests have been honored by $j$. $P_{i,j}$ is $i$’s perceived affinity value that $j$ may have about $i$. This value is updated when $j$ accepts or rejects a request from $i$. Notice that both $A$ and $P$ are kept and managed by $i$. Initially, $A_{i,j} = 0$ and $P_{i,j} = 0$.

### 3.3.3.1 Utility in AMS

In general, game theory defines utility to be the expected benefit for choosing an action, $A \in \{a, \bar{a}\}$, subtracted by the cost of the taking the action. That is,

$$U(A) = B(A) - C(A)$$  \hspace{1cm} (3.2)

In the AMS, we use the above utility definition to determine whether or not to accept a request for assistance or information in a MAS. The expected benefit is what the agent can expect in return for future interactions with the requesting agent. A cost function is used to discount the expected benefit, and is usually domain dependent.

### 3.3.3.2 Detecting and Penalizing Dishonest Agents

Agents operating in open competitive environments require a means for detecting and punishing dishonest behavior of other agents. If an agent has no mechanism for detecting an punishing dishonest behavior, other agents have no reason for not being dishonest if there are potential payoffs. Detecting dishonest behaviors can be largely domain specific. So, our method for detecting and penalizing dishonesty allows for heuristics to be used in the detection of false behaviors and integrates the penalty directly into the affinity values. Equation 3.3 describes how $A_{i,j}$ and $P_{i,j}$ are updated after an interaction with an individual agent is completed.

$$A_{i,j} = \alpha \times A_{i,j} + (1 - \alpha) \times v(t)$$  \hspace{1cm} (3.3)

Dishonest behavior is detected through the calculation of $v(t)$ which is a heuristic function that is domain dependent. The term $v(t)$ in equation 3.3 is used to denote the value of the performed task $t$. We bound the values $v(t)$ can take to be any real value between -1 and 1 that correspond to complete dissatisfaction and complete satisfaction respectively. Negative values for $v(t)$ should be used when it is believed the other agent was deceitful. The range of $v(t)$ values can be used to describe varying degrees of honesty.
Combined with a proper heuristic for determining $v(t)$ values, this provides AMS agents with a means to detect and penalize deceitful and selfish agents with negative utility values. In addition to equation 3.3, an additional aging function for $A_{i,j}$ and $P_{i,j}$ is added to make them tend towards zero. This aging mechanism mimics the forgiveness mechanism in the “tit for tat” strategy[4] and prevent AMS from dismissing adaptive agents that can learn to cooperate.

### 3.3.3.3 Probabilistic Cooperation Based on Affinity and Utility

AMS determines whether or not to accept another agent’s request for cooperation based on the utility to be gained from the collaboration. In [26] utility was defined as the increase in affinity, which represents the potential for reciprocity, subtracted by the cost. Cost was not fully defined and the cost of all tasks were considered equal. In environments with heterogeneous tasks a utility function that incorporates not just reciprocity, but the degree of reciprocity is required.

In this section we describe a new utility calculation, inspired by Sen’s Probabilistic Reciprocity Model[33], that incorporates a measure of how much reciprocity is to be expected. The Probabilistic Reciprocity Model (PRM) keeps track of the balance of reciprocity between agents. If an agent $i$ has done more for agent $j$ in terms of the cost of collaborating then agent $i$ has a positive balance $B_{i,j}$ in dealing with agent $j$. The purpose of keeping track of the balance $B_{i,j}$ is that agent $i$ should be less inclined to cooperate with agent $j$ the more positive the balance becomes. Agents use a sigmoidal function based on the value of $B_{i,j}$ to determine the probability for accepting further requests from agent $j$.

$$ Pr(i,j) = \frac{1}{1 + e^{\frac{B_{i,j}-U}{\tau}}} \quad (3.4) $$

Equation 3.4 is the new formula based on PRM that we intend to use with AMS to determine whether or not it is appropriate for agent $i$ to accept agent $j$’s cooperation request. It returns a value between 0 and 1 that determines the probability for cooperating. The new function includes $B_{i,j}$ balance information because it enables the AMS agent to handle environments with asymmetric size tasks. $\tau$ is a constant in the function used to scale the result. $U$, in the equation, represents the utility for accepting the request and is derived by the following function. The probability of the AMS accepting a cooperation request increases if either the utility is positive or if the balance of reciprocity is negative.

$$ U(i, j, c) = (\Delta P_{i,j} + A_{i,j}) \times c - c \quad (3.5) $$

Equation 3.5 defines utility to be a function of the difference between benefit and cost. The symbol $c$ represents the cost in performing the task and is defined by the environment. The benefit for cooperating is a function of how much agent $i$ trusts agent $j$ to be reciprocal, $A_{i,j} \times c$, and the increased affinity $j$ will have for $i$, $\Delta P_{i,j} \times c$. Cost $c$ is included in the derivation of the benefit because the level of reciprocation and increase in affinity should be relative to the size of the favor performed. Using this equation AMS agents will derive positive utility for helping agents they have higher affinity for or will receive higher affinity from. The function will also report negative
utility for assisting agents they have negative affinity for, preventing them from cooperating with those agents.

### 3.3.3.4 Related Work

In section 3.2.3.2 we mentioned the different types of MAS computation trust models. Here we will discuss three of the individual-trust based models in more detail.

- The first approach is one of the earliest computational trust models designed for MAS. Designed by Marsh in 1994[22] he designed a trust mechanism that attempted to determine whether not to accept cooperative arrangements based on the current situation. Agents using this model keep track of three different types of trust. **Basic Trust**, the agent’s overall disposition towards trusting everyone. **General Trust**, the amount of trust an agent has towards a particular agent regardless of the situation. And finally, **Situational Trust**, which is the amount of trust for the current situation derived from the general trust and the utility of effort.

  This approach is similar to AMS in that they are both based on trust derived from direct interactions, they both encourage reciprocity, and neither approach has a reputation component. However, we believe dividing trust values into separate components is unnecessary and only complicates the model. AMS uses a single measure for affinity which is easier to calculate and should be less error prone. Marsh’s method determines whether or not to cooperate with other agents based on statistical evidence and trust values derived from that evidence. AMS uses trust values and the utility for the cooperative interaction to make the same determination.

- Sen’s Probabilistic Reciprocity Model (PRM)[33] is our next exemplary model. It is a simple mechanism based purely on the premise of reciprocal behavior. In this system each agent keeps track of the balance of reciprocation between it and all other agents. If the number and size of favors that agent $i$ has done for $j$ becomes sufficiently greater than what the other agent has reciprocated, $i$ will become less likely to cooperate with $j$. It is a very simplistic model, but was shown to be very effective in excluding selfish agents from a population of cooperatively reciprocal agents[33].

  PRM is not a trust management system in the traditional sense. It keeps no measure of trust and has no mechanism for detecting dishonest behaviors of other agents. It only keeps track of which agents did what, how much was done, and if there is an unfair balance in a reciprocal relationship. Other agents are penalized by the agents using PRM if they are found not to return favors. AMS keeps track of actual trust values between agents. By using trust values AMS agents can avoid non-reciprocal and dishonest agents. The idea of keeping a reciprocal balance is intriguing though and in section 3.3.3 we described how we borrowed from Sen’s idea to improve the AMS model so that it can differentiate levels of cooperation in terms of the associated costs.
• REGRET by Sabater et al.[30] is one of the more advanced trust and reputation models. This model combines both direct trust and three different reputation components termed: Witness reputation, Neighborhood reputation, and System reputation. REGRET includes an ontological dimension which is used to combine the three subjective measures of reputation into a coherent and meaningful value which is used in determining whether or not to cooperate with other agents. The model is fairly complicated but modular, so certain components can be turned on or off to make a comparison to other methods, like AMS, easier and more meaningful.

This approach is very complex in comparison to the AMS model. It keeps databases of different types of interactions between agents. These databases are used to evaluate levels of trust over various contexts. This model may be more robust than AMS, but it also may not be able to scale well because it retains a significant amount of information for each interaction.

Like AMS, all of these models operate based on trust, reciprocity, or both. Aside from the differences described above, the most notable difference between these three models and the AMS model is that these models only model the trust an agent should have for others. AMS based agents also model the level of trust other agents should have for it based on past interactions. We believe AMS has an advantage over these other approaches because it can use this information to select partners that are more likely to cooperate and maintain productive relationships between agents.
4 Results and Analysis

4.1 RL-SANE Experiments

This section provides an experimental analysis of the RL-SANE algorithm designed to show the benefit its state abstraction process provides. RL-SANE is compared against two competing and established approaches on two well known benchmark problems. The results will show that the RL-SANE method of learning with state abstraction is superior to the other two approaches.

4.1.1 Benchmark Algorithms

4.1.1.1 NeuroEvolution of Augmenting Topologies

NeuroEvolution of Augmenting Topologies (NEAT) is a neuroevolutionary algorithm and framework that uses a genetic algorithm to evolve populations of neural networks to solve reinforcement learning problems[38]. Neuroevolution is a category of research that incorporates all technologies that train or construct artificial neural networks through an evolutionary process such as a genetic algorithm. Populations of neural networks are initialized and individually evaluated on a problem that provides a fitness measure. The networks that are the “most fit” will survive to compete in the subsequent generation, whereas the “less fit” networks will be replaced with new random networks or mutated variations of the more fit networks. This evolutionary process will create networks that, over the course of many generations, maximize their fitness and hopefully solve the problem at hand.

NEAT is an example of a TWEANN (Topology & Weight Evolving Artificial Neural Network) algorithm in that it evolves both the network topology and weights of the connections between the nodes in the network[37]. The authors, Stanley et al., found that by evolving both the network topology and the connection weights, they solved typical RL benchmark problems several times faster than competing RL algorithms[37] with significantly less system resources. The algorithm starts with a population of simple perceptron networks and gradually, through the use of a genetic algorithm (GA), builds more complex networks with the proper structure to solve a problem. It is a bottom-up approach which takes advantage of incremental improvements to solve the problem. The results are networks that are automatically generated, not overly complicated in terms of structure, and custom tuned for the problem.

Two of the most powerful aspects of NEAT which allow for such good benchmark performance and proper network structure are complexification[39] and speciation[38]. Complexification, in
this context, is an evolutionary process of constructing neural networks through genetic mutation operators. These genetic mutation operators are: modify weight, add link, and add node [39]. Speciation is a method for protecting newly evolved neural network structures (specie) into the general population, and prevent them from having to compete with more optimized species [39]. This is important to preserve new (possibly helpful) structures with less optimized network weights.

NEAT was chosen for our evaluation because it is a standard for TWEANN algorithms. Because it is a TWEANN algorithm it can be applied to many problems with very few modifications. The only prerequisites for applying NEAT to a problem is to know the number inputs provided, actions available, and the reward value for any given state the problem can take. Its performance should characterize the performance of other general purpose neuroevolutionary algorithms. Unlike the other algorithms used in our evaluation NEAT is not designed to perform state abstraction, although it does perform this task indirectly. Through complexification NEAT is able to derive ever more complex neural networks that can approximate the correct policy of an arbitrary environment. However, it is an expensive process and does not scale well as the size of the problem’s state space is increased. The inclusion of NEAT in our analysis will help demonstrate the importance of including a state abstraction component on problems with large state spaces.

4.1.1.2 Cerebellar Model Articulation Controller

The Cerebellar Model Articulation Controller (CMAC) algorithm was introduced in [23] (then called the Cerebellar Model Arithmetic Computer) as a means of providing local generalization of the state space based on how the human brain is thought to respond to stimuli [2]. This behavior allows states that are in proximity to an observed state to learn even though those states have not been observed themselves. Generalization is critical on continuous state spaces where the probability of seeing a previously learned state approaches zero; learning an optimal policy is reliant on using the values learned on similar states to cover for this lack of repetition.

CMAC can be considered a tile coding method [40], where the state space is partitioned into a set of tiles, and values that are learned from any one state in a tile are learned for all states in the tile. Partitioning the state space into many small tiles will slow learning since not many states are learned at a time, but all learned values will be very accurate in those tiles. Conversely, if the tiles are very large then action values will be distributed quickly across many states, but there is no guarantee that two states on opposite sides of a tile should share the same action values. In this case, each state may favor a different action, but only one action can be preferred per tile, possibly preventing a correct policy from being found. This tradeoff is mitigated by overlapping layers of tiles to provide both coarse and fine grain generalization. Each observed state updates one tile per layer, and each of these tiles covers a different portion of the state space. The preferred action for a state is the action that maximizes the (possibly weighted) sum of action values across all tiles that contain that state.

The CMAC algorithm has effectively learned a number of domains including the mountain car and single pole balance [40]. More recently, it has been shown to suffer from some limitations on slightly more complicated problems like the double pole balance [14]. The main difficulty in applying CMAC is choosing a suitable way to break up the state space into tiles. If this is
done inexpertly then states that do not prefer the same action can be forced to learn together if they are both confined to a single tile. This will severely slow down, if not prevent, the learning of a successful policy. A secondary concern is the memory requirements for high dimensional scenarios. The number of tiles per mapping scales exponentially in the number of input perceptions for a problem, and storing all visited tiles can quickly become unreasonable. Hashing techniques like those mentioned in [23] can be used to place limits on the memory requirements of CMAC, but they effectively cause non-local generalization of learned values in the event of a hash collision, which can negatively impact policy convergence.

Two recent methods have been proposed to overcome these difficulties. In [48] an adaptive tile coding mechanism is investigated as a way to locate areas of the state space that need more specific values to be learned. When no action is clearly preferred by a tile it is split into two tiles where the increased specificity of the new smaller tiles can lead to a better action selection. While promising, this method is not yet mature enough to be applied on general reinforcement learning problems. The use of two CMACs, one for specific areas of the state space where more discrimination is necessary, and another to provide wide area generalization is discussed in [50]. A positive result is given for the double pole balance problem in that work, however, the difficult step of identifying which areas of the state space require more discrimination must be manually specified.

CMAC was chosen for our analysis because it is the standard approach used for abstracting state spaces for reinforcement learning algorithms. Despite being a fixed linear function approximation and having storage requirements that grow dimensionally with the state space, CMAC has been successfully applied in many domains [40, 50]. Including CMAC in our analysis will help determine the limitations of fixed state abstractions on problems with ever larger state spaces.

4.1.2 Benchmark Problems and Experimental Setup

4.1.2.1 Mountain Car

The mountain car problem [7] is a well known benchmark problem for reinforcement learning algorithms. In this problem a car begins somewhere in the basin of a valley, of which it must escape. See Figure 4.1 for an illustration of the problem. Unfortunately, the car’s engine is not powerful enough to drive directly up the hill from a standing start at the bottom. To get out of the valley and reach the goal position the car must build up momentum from gravity by driving back and forth, up and down each side of the valley.

For this problem the learner has two perceptions: the position of the car, $X$, and the velocity of car, $V$. Time is discretized into time steps and the learner is allowed one of two actions, drive forward or backward, during each time step. The only reward the learner is given is a value of -1 for each time step of the simulation in which it has not reached the goal. Because the RL algorithms are seeking to maximize aggregate rewards, this negative reward gives the learner an incentive to learn a policy which will reach the goal in as few time steps as possible.

The mountain car problem is a challenging problem for RL algorithms because it has continuous inputs. The problem has an almost infinite number of states if each set of distinct set perceptual values is taken to be a unique state. It is up to the learner or the designer of the learning algorithm to determine under what conditions the driver of the car should consider a different course of action.
In these experiments the populations of neural networks for all of the algorithms have two input nodes, one for $X$ and one for $V$, which are given the raw perceptions. NEAT networks have three output nodes (one for each direction the car can drive plus coasting) to specify the action the car should take. RL-SANE networks have a single output node which is used to identify the state of the problem.

Individual episodes are limited to 2500 time steps to ensure evaluations will end. Each algorithm was recorded for 25 different runs using a unique random seed for the GA. The same set of 25 random seeds were used in evaluating all three algorithms. Runs were composed of 100 generations in which each member of the population was evaluated over 100 episodes per generation. The population size for the GA was set to 100 for every algorithm. Each episode challenged the learner with a unique instance of the problem from a fixed set that starts with the car in a different location or having a different velocity. By varying the instances over the episodes we helped ensure the learners were solving the problem and not just a specific instance.

4.1.2.2 Double Inverted Pendulum Balancing

The double inverted pendulum balancing problem [13] is a very difficult RL benchmark problem. See figure 4.1 for an illustration of this problem. In this problem the learner is tasked with learning to balance two beams of different mass and length attached to a cart that the learner can move. The learner has to prevent the beams from falling over without moving the cart past the barriers which restrict the cart’s movement. If the learner is able to prevent the beams from falling over for a specified number of time steps the problem is considered solved.

The learner is given six perceptions as input: $X$ is the position of the cart, $X'$ is the velocity of the cart, $\theta$ 1 and 2 are the angles of the beam, and $\theta'$ 1 and 2 are the angular velocities of the beams. At any given time step the learner can do one of the following actions: push the cart left, push the cart right, or not push the cart at all.

Like the mountain car problem, this problem is very difficult for RL algorithms because the perception inputs are continuous. This problem is much more difficult in that it has three times as many perceptions giving it a dramatically larger state space. In these experiments each algorithm trains neural networks that have six input nodes, one for each perception. NEAT has three output nodes, one for each action. RL-SANE only has one output node for the identification of the current state.

In this set of experiments the algorithms were tasked with creating solutions that could balance
the pendulum for $10^5$ time steps. Each algorithm was evaluated over 25 different runs where the random seed was modified. Again, the same set of random seeds was used in evaluating all three algorithms. Runs were composed of 200 generations with a population size of 100. In each generation, every member of the population was evaluated on 100 different instances of the inverted pendulum problem. The average number of steps the potential solution was able to balance the pendulum over the set of 100 determined its fitness.

4.1.3 Experimental Results

4.1.3.1 NEAT Comparison

Figure 4.3 show convergence graphs comparing the RL-SANE to NEAT on the benchmarks. The error bars on the graphs indicate 95% confidence intervals over the entire set of experiments to show statistical significance of the results. As can be seen from the charts the RL-SANE algorithm is able to converge to the final solution in far fewer generations and with a greater likelihood of success than NEAT in both sets of experiments. NEAT is only able to solve the entire double inverted pendulum problem set in just 2 of the 25 runs of experiments. The performance difference between RL-SANE and NEAT increases dramatically from the mountain car to double inverted pendulum problem which implies that RL-SANE may scale to more difficult problems better than NEAT.

Figures 4.2 and 4.4 show the structure of typical solution NN(s) for both RL-SANE and NEAT on both problems. In both figures the RL-SANE networks are much less complex than the NEAT networks. These results are not very surprising in that the RL-SANE networks are performing a less complicated function, state aggregation. NEAT networks need to perform their own version of state abstraction and policy iteration. The fact the RL-SANE networks do not need to be as complicated as NEAT networks explains why RL-SANE is able to perform better than NEAT on these benchmarks. If the NN’s do not need to be as complex they have a greater likelihood of being produced by the GA earlier in the evolution. This result also supports our belief that RL-SANE will scale better to more complex problems than standard NEAT.

The results shown in this section clearly demonstrate that combination of NE and RL is superior to a pure NE approach on these types of control problems. This conclusion is not surprising given that the NEAT approach does not explicitly perform state abstraction, which as discussed earlier (section 3.2.1) greatly reduces the complexity of the problem. The deflections of the resulting NNs in figures 4.2 and 4.4 show the extent to which the complexity is reduced and the performance of RL-SANE over NEAT provides further evidence. In addition, RL-SANE has a second advantage over NEAT in that it employs a traditional temporal differencing RL algorithm to assist it in overcoming the temporal credit assignment problem associated with problems of this type.
Figure 4.2: This figure shows the structure of typical solution neural networks for the mountain car problem. The $\beta$ value for RL-SANE was set to 50.

Figure 4.3: Shows the performance of the RL-SANE algorithm compared to that of NEAT on the mountain car (Left) and the double inverted pendulum (Right) problems. The RL-SANE runs used a $\beta$ value of 50 for the mountain car problem and 10 for the double inverted pendulum problem.
Figure 4.4: This figure shows the structure of typical solution neural networks for the double inverted pendulum problem. The $\beta$ value for RL-SANE was set to 10.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mountain Car</th>
<th>Double Pole Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Updates</td>
<td>States</td>
</tr>
<tr>
<td>RL-SANE</td>
<td>6.28E+07</td>
<td>21.64</td>
</tr>
<tr>
<td>CMAC 5-5</td>
<td>214825</td>
<td>114</td>
</tr>
<tr>
<td>CMAC 5-10</td>
<td>1866269</td>
<td>231</td>
</tr>
<tr>
<td>CMAC 10-5</td>
<td>164069</td>
<td>450</td>
</tr>
<tr>
<td>CMAC 10-10</td>
<td>153366</td>
<td>912</td>
</tr>
<tr>
<td>CMAC 10-20</td>
<td>145472</td>
<td>1831</td>
</tr>
<tr>
<td>CMAC 20-10</td>
<td>453413</td>
<td>3553</td>
</tr>
<tr>
<td>CMAC 20-20</td>
<td>447335</td>
<td>7121</td>
</tr>
</tbody>
</table>

Table 4.1: This table shows the results for experiments comparing RL-SANE to CMAC on the Mountain Car and Double Pole Balance problems. CMAC was run utilizing various parameters. Denoted with the labels CMAC $N-M$, $N$ is the number of tiles per tiling and $M$ is the number of tilings used. “-” signifies that the run was unable to find a solution due to either not converging to a solution or by failing from exceeding the memory capacity of the test machine.
4.1.3.2 CMAC Comparison

Here we present the results of the experiments comparing RL-SANE to CMAC. CMAC like RL-SANE, an unlike NEAT, utilizes a state abstraction component to reduce the complexity of a problem’s state space and a RL algorithm to derive policies. Table 4.1 shows the results of the experiments on the mountain car and double pole balance benchmark problems. CMAC has two parameters, number of tiles per tiling and number of tilings, that are used to adjust the size and generality of the abstract state space. We ran multiple experiments varying the numbers of tiles per tiling and number of tilings from 5 to 20. It is important to remember with CMAC that the dimensionality of the abstract state space increases with the dimensionality of the ground state space, so values exceeding 20 for the parameters were not tested as memory constraints were easily exceeded. RL-SANE was evaluated using the average found over 25 runs in each domain, whereas CMAC is a deterministic algorithm and only required single runs of each parameter setting. RL-SANE in this experiment also uses the state bound large mutation operator to dynamically adjust the state space. This is the reason why the “States” metric is not an integer for the RL-SANE results. The metrics used are: Updates which shows the number of times the Q-tables were updated (less is better), States that specifies the size of the abstract state space (less is better), and CPU time which accounts for the run time required by the algorithms to solve the problems (less is better).

The results show that for the mountain car problem CMAC is able to solve the problem in much less time and requires far fewer updates than RL-SANE. RL-SANE however is able to solve the mountain car problem using fewer states which may indicate that RL-SANE’s state abstraction method is more efficient than CMAC’s. CMAC is unable to solve the double pole balance problem at all whereas RL-SANE is. In our testing, utilizing these parameters, CMAC either failed to converge to a solution or failed because it exceeded the memory capacity of the testing machine. CMAC failed to converge using lower parameter values because the abstract state space is too general hiding relevant details needed to find a good policy. The double pole balance problem has a six dimensional state space, which is the reason why even for parameter settings less than 20 CMAC exceeded the memory constraints of the computer. These findings are supported by the authors of [15] who also attempted and failed to apply CMAC to the double pole balance problem. The dimensionality of the state space and the potentially non-linear relationship between features prevent CMAC from being effective on this problem. CMAC could potentially solve this problem if more effort was spent in defining the shape and density of the tiles. However, spending extra effort in engineering CMAC to work on such problems does not make sense when an approach like RL-SANE can successfully be applied with minimal customization.

4.1.3.3 State Bound Mutation Experiments

Proper state bound values are critical to the overall performance of RL-SANE. In [49] our initial results on varying state bound values suggested that optimal state bound values could potentially be derived during the operation of the algorithm. Automating the selection of the state bound parameter improves the generality and utility of this approach. Section 3.3.1.3 details our approach to adjusting the state bound parameter on-line through the use of a mutation parameter. The new method still requires an initial setting of the state bound, but that value is adjusted by the algorithm.
on-line to a more suitable setting. To test this new mutation method we compare small and large mutation variants of it to the original fixed state bound variant of RL-SANE. Initial state bound values from 10 to 100 were evaluated over each method on the double pole balancing problem. In the large mutation experiments the value of the state bound parameter value was allowed to vary by +/-5 every generation.

Figure 4.6 shows the best performance obtained by any of the approaches for a single setting of the state bound. In the graph the best large and small mutation runs are able to outperform the best fixed run. While the improvement is only marginal it does show that the adaptive state bound methods are able to converge to a solution as well as the fixed approach, so there is no loss in best performance from using them. Figure 4.5 shows the average performance of all three methods across all initial settings of the state bounds. The improvement in average performance that the large and small methods share over the fixed method is significant and it shows how the adaptive methods are less sensitive to improper initial state bound settings. Figure 4.7 further emphasizes the advantage of the adaptive methods. The graphs in figure 4.7 show the average performance of the three methods individually as well as bars that show the best and worst performance observed for each method over the testing. Fixed’s performance varies widely depending on the initial setting of the statebound whereas it does not vary nearly as much for the adaptive methods. From these results we can conclude that the adaptive mutation approaches are superior to the fixed method. There is no loss in performance and performance is less sensitive to poor initial state bound settings.

The results did not show a significant difference in the performance of the small and large state bound mutation operators. It does appear that the large mutation operator slightly outperformed the small operator but not significantly. Although these results do not demonstrate a benefit to using one over the other, we do believe that the large mutation operator will be superior to the small mutation operator. In domains where an effective state bound setting would be hard to guess the large state bound mutation operator can cover more of the search space faster than the small operator.

4.2 Kalman Filter Results

4.2.1 Test Environment: Grid World

In an effort to verify and extend the results achieved in [17] we used the same environment. The 5x5 Grid World, shown in Figure 4.8, is an environment in which all agents choose an action at each time step and are given a reward for entering a state. At each time step an agent can choose to move in one of four cardinal directions, but any movement from state 6 or 16 will always move the agent to state 10 and 18, respectively. Most states provide 0 reward but the two states that automatically move the agent provide a reward of 20 and 10, respectively. Each agent’s perception is limited to only its own state and is not affected by the location of the other agents in the world.

Because the global reward is the sum of the individual agent rewards this problem exhibits the factoredness property. The learnability of this environment is dependent on the number of agents contributing to the global utility. When more agents contribute to the global utility the learnability is reduced.
Figure 4.5: This graph shows the average performance over all initial settings of the state bound from 10 to 100 on the double pole balance problem.

Figure 4.6: This graph shows the best performance observed for any single state bound setting. For Fixed the best state bound setting was 10. 20 for Small and Large mutation.

Figure 4.7: These graphs show the average performance for all the methods individually as well as bars that show their maximum and minimum observed performance. Left is Fixed, middle is Small mutations, and right is Large mutation.

In order to analyze the interactions between the Kalman Filter and the reinforcement learners we tried a number of different settings for most of the available parameters while leaving the others invariant. We explored the effects of varying the number of agents, learning rate, epsilon, Kalman variance.

4.2.2 Results

Our initial analysis found similar results to [17] providing effective local reward estimations for 10 agents, an environment that would otherwise lead to poor performance using reinforcement learning based on the global utility. In the following graphs each line represents the local utility of one agent in the simulation.

The effects of interference can be seen as all agents decrease in performance even though they seem to have good local policies. We suspect that a reduction in global reward caused by the exploration of one agent reduces the value of the action taken by other agents at the same time. As
Figure 4.8: 5x5 GridWorld environment

Figure 4.9: Individual agent performance without Kalman filter
a result, agents with a good policy learn to deviate from that policy to try and find a better reward. When multiple agents deviate from their good policy the effect is compounded and all agents in the system decrease in performance and must reacquire a good policy.

![Individual Performance (Kalman)](image)

**Figure 4.10: Individual agent performance with Kalman filter**

With each agent using a Kalman Filter to generate a local reward estimation the effects of interference are minimized and, as a result, all agents are able to achieve better performance. This improvement warranted further exploration of the effects of different settings for learning rate, exploration, number of agents and the Kalman variance that is used as an input to the Kalman Filter. Unless otherwise specified each simulation is an average over 10 runs over a span of 100,000 iterations. The reinforcement learning used a learning rate of 0.90, a discount rate of 0.90, and an epsilon of 0.10 for E-greedy action selection.

### 4.2.3 Agent Scaling

While the Kalman Filter proved effective for a small number of agents we were interested in analyzing the scalability of this approach. This analysis was done in comparison to a non-Kalman method and also with respect to changes in multiple parameters.

Using a high learning rate that is well-suited for single agent learning, \( lr = 0.90 \), we found that even adding one additional agent decreased the average performance significantly. In excess of 10 agents the interference and low learnability led to terrible performance in this simple environment.

Since a lower learning rate reduces the effect of interference we repeated the experiment using \( lr = 0.3 \). As expected, the single agent learned slower but performance was improved when multiple agents were present. However, this improved average performance was still limited after 100,000 iterations and came at the cost of less stability.

In the final experiment each agent is provided with its own Kalman Filter that takes the state and global reward as input at each time step, returning an estimated local reward. Average performance
Figure 4.11: Average local reward of all agents with respect to the number of agents in the simulation. No Kalman filter

Figure 4.12: Average local reward of all agents using a lower learning rate. No Kalman filter
Figure 4.13: Average local reward of all agents using Kalman filter approach

is significantly improved as the number of agents scales to \( n = 10 \) but eventually the low learnability becomes too significant to overcome. However, even when the number of agents is large the Kalman Filter approach performs much better than Q-learning alone.

### 4.2.4 Learning Rate

Surprisingly, with 10 agents the learning rate did not seem to have a significant effect on the performance unless a very low value, such as .01 or .10, was used. In fact, an extremely high learning rate of .99 seemed to achieve the best performance. Because the Kalman Filter takes a number of iterations to accurately estimate the local rewards a higher learning rate allows the learner to adapt quickly to the change and capitalize on the accurate estimates as soon as possible. When running the same experiments with 100 agents, a situation that would be expected to benefit from a lower learning rate, there seems to be little difference in performance using any value between .20 and .99 with .01 providing lower performance and .10 requiring more time to reach the performance of other values.

### 4.2.5 Exploration

For a fixed number of iterations (100,000 in this case) it is apparent that as the number of agents is scaled up a higher rate of exploration is more effective. This is likely due to the low learnability caused by the number of agents requiring more exploration to discover more combinations of possible agent states which provides a more accurate characterization of the variance for an individual agent for any given state.
Figure 4.14: Effect of learning rate on performance with 10 agents using Kalman filters

Figure 4.15: Effect of learning rate on performance with 100 agents using Kalman filters
4.2.6 Kalman variance

Aside from setting the initial covariances, the Kalman variance is the only parameter passed into the Kalman Filter and we have confirmed that using a value of 0 causes the filter to fail. After trying many different settings we came to the conclusion that any value $[0.0001, 1.0]$ will suffice and that the filter is not significantly affected by changing this value.

The lack of sensitivity to the Kalman variance was surprising and we initially assumed that it was due to the low number of agents. We were interested to know if there was some correlation between this variance value and the magnitude of the global rewards with a larger number of global utility contributions, such as 100 agents.

Once again, the Kalman variance had no significant effect as long as the value was kept between 0.0 and 1.0. We are still uncertain as to the the reason for this peculiarity but based on inspection of the variable affected by the Kalman variance it would seem that it is a multiplicative effect that is dominated by the data itself in most cases.

4.3 AMS - Preliminary Results

In this section we present preliminary results for the Affinity Management System. The main contribution of AMS is its use of perceived affinity, which in theory will enable more effective reputation management by exposing more information on the strategies of other agents and improving an AMS agent’s standing in an agent society. Unfortunately, at the time this report was written we have not fully explored the use of perceived affinity. Instead we present initial experiments showing AMS is competitive with other trust management approaches without the explicit use of perceived affinity. We also show how perceived affinity values evolve through repeated in-

![Epsilon scaling (LR 0.90, Variance 0.01) - Effect of epsilon (exploration rate) on performance with respect to the number of agents](image)

Figure 4.16: Effect of epsilon (exploration rate) on performance with respect to the number of agents
Figure 4.17: Effect of Kalman variance on performance with 10 agents using Kalman filters

Figure 4.18: Effect of Kalman variance on performance with 100 agents using Kalman filters
interactions with agents utilizing various strategies. This section begins with a discussion of the test environment, proceeds with a discussion of the benchmark agents used in testing, and conclude with the experimental results.

4.3.1 Agent Reputation and Trust testbed

The Agent Reputation and Trust (ART) [11] testbed is a platform developed by students at the University of Texas with the explicit purpose of evaluating distributed agent reputation management schemes. ART simulates a resource constrained environment where agents vie for possession of resources. As such, agents must interact with each other in order to maximize their individual resource coffers. Through agent interaction, ART creates a situation where agents are rewarded on their inherent expertise, as well as their ability to utilize other agents’ expertise. The following is a detailed description of ART.

The environment is a simulated art appraisal community where the testbed seeks to mimic established relationships of trust that people establish in an art appraisal environment. There are a couple major relationships that dominate such an environment. The first is the relationship between the client and the art appraiser. The second is the relationship amongst the agents that represent the art appraisers. In the system, each agent represents an individual painting appraiser that can accurately give appraisals on some fraction of the $n$ different eras of artwork in the simulation. The objective of these agents is to maximize the amount of “cash” they receive from successfully appraising pieces of art. Clients, simulated by the environment, are the primary source of cash. There is a fixed number of clients that pay a set amount of cash for an appraisal on a piece of art. Clients seek out appraisers that can evaluate their art works’ monetary worth as accurately as possible, while agents seek to maximize their accrued work. The agent appraisers in the environment are competing with each other for a proportion of the customer population. As an agent accurately appraises works of art, their reputation increases amongst the clients proportional to the performance of other agents in the system. However, since no agent is an expert of every era, the agents must contract out work to other agents. The agents can ask and pay one another for opinions on artwork they need help appraising. When working with one another the agents have the choice of helping, not helping, or purposely deceiving the other agent. If an agent is honest in its opinions, the agent will build their reputation amongst the agent community increasing the chance of getting profits from providing secondary opinions. As such, the reputation of agents amongst themselves also comes into play in the accrual of work. What is also important to note, is that the gains that stem from the increases in reputation and trust are still essentially a zero-sum game for the agents in the system. The gain from one agent comes at the expense of every other agent in the system. Hence, there is a real incentive for the agents to not help one another, especially when taking into account how the testbed measures performance. In this particular case, the metric of performance of an agent is the monetary evaluation of their accrued work through the simulation.

The ART platform has come to be accepted by the agent community as one of the de facto validation testbeds for reputation and trust agent algorithms. Top participants from the ART competition have been showcased at the Autonomous Agents and Multi-Agent Systems Conference (AAMAS) annually since 2006 [42]. The competitions have encouraged researchers from
academia and industry to explore various different schemes that have resulted in the development of some exceptional agents.

During the 2007 competition, we participated and the experience of competing, proved to be very beneficial. It revealed insights that have helped our development of trust and reputation agent algorithms. We intend to compete in future competitions with the knowledge gained from the experience. However, what is more important is the leveraging of that experience into the work we are currently proposing. We plan to utilize an agent incorporating a more generalized approach of the domain specific agent that was submitted to the ART competition.

The competitions have provided benefits on two fronts. They have provided us with direct feedback on the performance of AMS and a source of agents built on different reputation management strategies to benchmark AMS against. Some of the top performing agents are available for download as executables from the ART website\textsuperscript{1}. Unfortunately, given the non-domain specific nature of AMS, the utilization of the top agents from the competition as benchmarks becomes impractical due to their utilization of highly domain specific methods. Therefore, only non-domain specific techniques of the AMS will be focused on.

The ART testbed simulates an environment AMS is designed for, is accepted by the agents community, and provides us with a rich library of alternative strategies to compare AMS against. For those reasons we chose ART for the analysis of AMS.

4.3.2 Benchmark Agents

- **Honest Agent** - This agent is one of the default agents included with the ART testbed and is representative of a completely altruistic agent. The agent always reports its actual expertise for a given era when asked. And when other agents in the system ask an Honest agent for an opinion on a piece of art work it always gives an honest opinion. Honest agent also always believes the opinions it receives from other agents in the system and has no mechanism for seeking the most reliable and honest agents in the society. Honest agents have no trust and/or reputation management system.

- **Cheat Agent** - This agent is one of the default agents included with the ART testbed and is representative of a completely selfish agent. The agent always reports that it is a complete expert in any era when asked. And when other agents in the system ask a Cheat agent for an opinion on a piece of art work it provides an opinion, but does not invest any money in the opinion. Without investing any money in the opinion, the opinions provided are usually considerably off even if the agent is an actual expert in the era. Cheat, like Honest, has no trust and/or reputation management system. The agent also always believes the opinions it receives from other agents in the system and has no mechanism for seeking the most reliable and honest agents in the society.

- **Simple Agent** - This agent is one of the default agents included with the ART testbed and it employs a simple trust mechanism to help it determine the best collaboration partners.

\textsuperscript{1}http://www.lips.utexas.edu/art-testbed/
Simple uses a heuristically derived trust values based on positive and negative interactions with other agents to determine which other agents in the system to cooperate with, trust, and how much to trust them. Trust values are maintained for every agent it interacts with. If the trust value drops below an arbitrary threshold then the agent is no longer trusted. Untrusted agents will not be asked for opinions any longer and if they ask for an opinion the Simple agent’s strategy will mimic Cheat. If the trust value exceeds a certain threshold value the agent will become completely trusted. Trusted agents will be asked for opinions on eras they report they are experts in and their opinions will be weighted with the expertise reported. Agents that are not trusted or untrusted are asked for opinions randomly so that a proper trust value for the agent can be calculated. Opinions from these agents are weighted with their reported expertise in the era.

- **UNO Agent** - UNO is the agent that won the 2007 ART competition. It employs complicated heuristic functions designed for the ART competition that help it determine which other agents in the society to cooperate with. The strategy employed is detailed in [25] however the author leaves out the parameters used by the agent to win the competition. In our experiments we utilize a copy of the UNO agent that employs the parameters it used to win the competition.

### 4.3.3 AMS Benchmark Experiment

The experiment described in this section is a preliminary experiment to evaluate the performance of AMS in the ART testbed. Perceived Affinity is only used for determining the utility of helping another agent. Perceived Affinity is not used to determine the strategy of other agents. This analysis will be pursued in future work. In this experiment we evaluated the AMS agent in the ART competing against four other agents employing different strategies described in the previous section. The final cash balance obtained by the agents at the end of the run was used as the metric to determine the agents’ performance. Parameters used for the experiment were 100 time steps, 10 different eras of art, and expertise values were not allowed to change.

Figure 4.19 shows the cash balance accumulated by each agent over the 100 time steps of the run. The figure is only representative of one run of the ART simulation. Many more runs would have to be run before any substantial conclusions can be drawn from the results. However, this result does show that the AMS agent without an enhanced strategy utilizing perceived affinity can be competitive with agent UNO. This is somewhat impressive given that agent UNO was the winner of the 2007 competition and is specifically configured for the environment. The conclusion that we are able to draw from this result is that the current AMS agent has achieved a suitable baseline to determine whether or not the use of perceived affinity will help or hinder an agent once it is properly integrated. Those experiments will be the subject of future work.

The graphs shown in figure 4.20 show the actual and perceived affinity levels the AMS agent derived of the other agents in the simulation. Our belief is that information about the strategy of an agent can be inferred from differences in the actual and perceived affinity levels. If the actual affinity level drops after a drop in perceived affinity, meaning that the AMS agent did something to hurt the other agent’s trust of it and the other agent responded negatively, this implies the other
Figure 4.19: This graph shows the bank balance of 5 different agents in a sample run of the ART testbed. On this run the AMS is competitive with agent UNO, the winner of the 2007 competition.
Figure 4.20: These graphs show the actual and perceived affinity values recorded by the AMS agent in the experiment shown in Figure 4.19. (Upper Left) Honest Agent, (Upper Right) Cheat Agent, (Lower Left) Simple Agent, and (Lower Right) UNO Agent.

agent is using a trust mechanism. Agents whose actual affinity level does not change with their perceived affinity level are probably not utilizing a trust mechanic. This theory is not tested here however. These graphs simply serve to show how the two values evolve.

From the graphs it can be seen that the AMS agent quickly learns to distrust the cheat agent and the negative perceived affinity means the AMS agent was also less likely to help the cheat agent during the run. The AMS agent maintains a high level of actual affinity for the honest and simple agents. This is not surprising given that they are designed to be honest and reciprocal. It would be interesting to add a test for retaliatory behavior to the AMS agent’s strategy. If the AMS agent purposely performed a negative action toward both Simple and Honest we would most likely have seen a drop in actual affinity for Simple due to a retaliatory reaction whereas honest would not retaliate. Another interesting observation is that the AMS agent usually has a higher perceived affinity value than actual affinity for agent UNO. This means that the AMS agent believes it has done more for UNO than UNO has done for it. This information could be used to alter the strategy with agent UNO so that the cooperation is more equitable.
5 Conclusions

5.1 Automated State Abstraction for Reinforcement Learning

RL-SANE is a powerful new approach for automating the process of state abstraction to enable reinforcement learning to be applied to problems with large state spaces. Our results demonstrate that it is able solve difficult RL problems more effectively than two standard state-of-the-art approaches, NEAT and CMAC. Neuroevolution provides a mechanism for deriving customized non-linear state abstractions that simplify large and complex state spaces. Combined with temporal differencing learning, the approach is able to learn good policies while also learning effective state abstractions.

We also presented a new method for deriving the state bound parameter, mutation of the state bound. The state bound parameter defines the size of the abstract state space and proper selection is critical to the performance of the algorithm. Previously a proper setting for the parameter had to be discovered through trial and error. The new state bound mutation operators are able to adjust the state bound parameter to a proper value from an initial setting. While the new operators do not eliminate the need for the parameter, the results show that RL-SANE is less sensitive to the initial parameter setting and performs faster overall with the new adaptive methods.

In future efforts we will explore alternative methods for deriving the abstract state space and attempt to apply our approaches to ever more complex domains. RL-SANE utilizes NE to discover NNs that fit an abstract state space of the size and shape that the user defines. The abstract state space in RL-SANE is one dimensional and all the states are of equal size. The NE component spends much of its time manipulating the NN’s output to conform with that representation of the state space. It is possible that within a population of NN’s there exists NNs that do abstract the space well, but do not conform to the representation of the abstract state space RL-SANE imposes upon it. As a result these networks are abandoned or forced to evolve to fit the abstract state space which takes extra time. It may be possible to identify networks that abstract the state space without conforming the defined space by evaluating how the NN is clustering outputs. If the clusters form meaningful state abstractions then the approach will work. This will improve the performance of RL-SANE by reducing the complexity of the NE component which is the most expensive component computationally.

RL-SANE has only been applied to academic problems. While these problems are difficult and useful for benchmarking against competing approaches, they do not demonstrate how useful the approach is towards real world problems. In future efforts we will attempt to apply RL-SANE to
more complex and realistic domains.

5.2Kalman Filter for Multi-Agent Learning(132,282),(899,835)

The Kalman Filter has so far proven to be an effective means of estimating local utility in cooperative, model-free, team reward environments, but as the number of agents increases beyond a certain threshold the learnability decreases enough so that the overall performance suffers. However, by changing the value of the exploration parameters with respect to the number of agents in the system the performance can be increased. This motivates further investigation into a means of automatically assigning an exploration rate based on the number of agents (if known) or utilizing a softmax [41] action selection with a cooling factor on the temperature parameter.

Surprisingly, the learning rate and Kalman variance have very little effect on the performance of the agents except in extreme cases. Therefore, it would seem that in this environment a high learning rate, such as the values around lr = .90 often used for single learners, would also be effective in the multi-agent case up to n = 100. This would indicate that the Kalman Filter is the primary determiner of performance and should be the focus of future work to improve performance using this approach.

In the near future we plan to investigate the effectiveness of the Kalman Filter for local utility estimates in episodic environments in which we expect the speed of learning will decrease. Because the rewards will be provided only at the end of an episode utility estimates will be computed once per iteration of the environment as opposed to being updated at every time step. However, we expect that this approach will still prove effective after a sufficient number of state combinations among the agents has been explored.

In addition we are eager to test this approach in environments that require coordination of multiple agents to achieve a positive utility. In these cases the filter must not only generate an estimate of mapping from local states to rewards but also take into account the states of other agents, increasing the state space significantly. Without this additional state information the utility values will incur additional noise that is dependent on the actions of the other agents with no information to make the distinction between individual and coordinated actions. However, it’s entirely possible that the Kalman Filter will recognize an improved average performance when in certain states and cause the learner to prefer those states, increasing the opportunities for positive cooperation.

Because each agent models the contribution of the other agents in the system as noise, some form of communication of local utility estimates could provide a better estimate of the noise term. However, it is still unclear how each agent will weight it’s own estimate against the input of others to find a set of values that characterizes the entire global utility received. In addition, because of the scalability issues involved in of broadcasting these estimates there will need to be a mechanism for limiting the communication whenever possible. We have investigated a few possible types of communication, all of which have proved ineffective and led to decreased performance:

1) Randomly assign agent pairs at each time step and exchange state information. Use that state information to perform an additional Kalman update using the new state and global utility.
2) Randomly assign agent pairs once at the start of the simulation and perform the same updates as in 1).

3) Same as 1) and 2) but instead of just exchanging state information provide a second communication that returns the estimated local reward for the other agent’s state. This estimate replaces the estimate of the originating agent.

The single noise value used by the Kalman Filter may be the limiting factor in environments with low learnability. It’s possible that a noise value could be used for each state, but this would likely increase the complexity of the algorithm as well as the number of iterations needed for an acceptable estimate. Therefore, a feasible approach would likely use a combination of local noise values for estimation and a global noise used for computing the covariance of states to noise and noise on itself.

As we explore more complex environments we expect that expanding state spaces will cause some significant scalability issues. Therefore, there is potential for integrating the Kalman approach with state space abstraction techniques, such as CMAC. [3]

5.3 Agent Reputation with Self-modeling

The Affinity Management System is a novel approach to the distributed trust and reputation management problem that includes the concept of perceived affinity. Perceived affinity attempts to estimate the trust other agents in a system should have for the agent employing AMS. This estimate, in theory, will provide the AMS agent with information that will help it determine the best collaboration partners, avoid free loaders, and identify the strategies of other agents in the system. In this report we provided a description of AMS and preliminary results of an agent employing AMS in the ART testbed. The results show that AMS is competitive with the best known approach to the ART environment. AMS was able to identify and avoid the free loader in the system and maintain effective collaborations with the other agents in the system. Based on this result we believe that the current AMS agent is a suitable platform for evaluating the benefits of utilizing perceived affinity. Unfortunately, at the time of this writing we have not fully explored the use of perceived affinity. In future work we will derive specific methods and perform experiments to show how perceived affinity can be used to determine the strategies of other agents.
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7 Symbols, Abbreviations and Acronyms

AAMAS - Autonomous Agents and Multi-Agent Systems Conference
ACChess - Asynchronous Chess
AF - Air Force
AMS - Affinity Management System
ANN - Artificial Neural Network
ART - Agent Reputation and Trust testbed
C2 - Command and Control
CMAC - Cerebellar Model Articulation Controller
COIN - COllective INelligence
E-Greedy - Epsilon Greedy
GA - Genetic Algorithm
KF - Kalman Filter
MAS - Multi-Agent System
MDP - Markov Decision Process
ML - Machine Learning
NE - NeuroEvolution
NEAT - NeuroEvolution of Augmenting Topologies
NN - Neural Network
NP-Hard - Non-polynomial hard
P2P - Peer to peer
PRM - Probabilistic Reciprocity Model
RL - Reinforcement Learning
RL-SANE - Reinforcement Learning using State Aggregation via NeuroEvolution
TWEANN - Topology & Weight Evolving Artificial Neural Network