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What Is the GIGA CODE Lab?

& Name: Global Information Grid, Agents, and COllaborative
Decision Environments

& Mission: Experimental studies of Global Information Grid
Operation and Applications

% Products:

-Testbed facilities for GIG NOCs, collaborative decision
environments, agent grid, and network-centric human-agent
habitats,

-Experiments,

-Thesis Projects,

-Class Projects,

-Research proposals, papers, conference presentations.
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Research Focus on Sensor-Decision Maker Networking
and Collaborative Technologies
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GIGA Lab Testbed Infrastructure

4 Network-Physical layer segments: wireless LAN, NASA ACTS Ground
Station, Internet 2 Node (Server Iron, IronView), GPS enabled
PDAs/handhelds, federated student satellite network ground station, UAV
links, deck operation sensors, surveillance sensors

& Application layer, collaborative C2 and situational awareness
environment: mobile Peer-to-Peer and Client-Server collaborative testbed
(Groove system and NPS agent facilitators), agent grid (DARPA CoABS
platform), GPS based situational awareness and monitoring agents.

4 Adaptive Network Management Environment:

-Management Nodes (NOC segments): Spectrum, and Solar Wind systems,
End-to-End VolP system , terrestrial NOC for the Nemesis Project, ACTS
Ground Station. Management Nodes (NOC segments): Spectrum, and Solar
Wind systems

-Multiagent CoABS middleware (DARPA) integrated with SNMP MIB agents

& Network Simulation Modeling segments: OPNET-STK based models of
UAV LANs, UAV-LEO satellite networking, sFlow and SNMP MIB
management agents.

¥ Integrated Management Environment : network-centric human-agent
habitats
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Background Studies: Peer-to-Peer Self-Aware
Collaborative C2 Environments
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daptive Wireless Networking for Support of P2P
Collaborative C2
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Shared Situational Awareness for Small
Expeditionary Units
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P2P Collaboration via Groove: Maintaining Location
Awareness Feedback to Small Unit Members
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P2P Tactical Collaborative Environment Topology
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Tactical Operations Center View of P2P
Collaborative Network

4 Network Management

System Snapshot of P2P

Topology during the
experiment
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New level of feedback: network
performance awareness



P2P Throughput Analysis
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Monitoring bandwidth and packet loss

All Teams Bandwidth Received

All Teams Bandwidth Transmissions

5 —e—Team 1 9 —e—Team 1
3 300 Received _ g 150 Transmitted
(&)
D W —ll—Team 2 5 £ —ll— Team 2
200 A ) S = 100 .
i § ‘ x“ vﬁ“ Received z 3 Transmitted
.'g < 100 Team 3 & E Team 3
= 0+ MK Received ® 9 ' Ah Transmitted
g 228283883 Team 4 S 8888338§S Team 4
Ly Yy wvwy vy Received mw v w o 9 © Transmitted
Time —K—Team5 Time —¥—Team 5
Received Transmitted
Percent Packet Loss o—Team 1
—=— Team 2
g Team 3
— Team 4
% —%— Team 5
5 —e— Team 6
< ——IPAQ 1
S —— IPAQ 2
a IPAQ 3
IPAQ 4
IPAQ 5
IPAQ 6




D

PDA View of Network Performance Feedback
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Mare P2P Environment:
Facilitator Model
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Establishing P2P Facilitator

4 We observed self-organizing behavior of R&S team
members in switching the modes of communication

& The strongest and unexpected effect of self —
organizing behavior emerged on the command
center site: the P2P team created Facilitator

& Faclilitator interpreted and shared in fly selected
network performance data in order to synchronize
the voice and data sharing calls between the team
members
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Additional Facilitator Functions

Bandwidth management for P2P Groove clients

This issue appeared to be critical form of operational feedback to the
team members. They frequently used Orinoco client to identify the
coverage and adjust their operations to the failing coverage. Groove
client lacks such mechanism

Scalability and mobility

The experiments proved scalability of wireless P2P collaborative
networking. The main problems emerged in synchronizing voice
communication that created a lot of interference. By some reason the
members ignored using the voice messaging. Common opinion: wrong
Interface. The data sharing features scaled up easily.
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Support for Access to C-S Sources

4 Combining P2P with Client-Server communications

Experiment proved P2P and C-S integration feasible, but sensitive
to the roaming between the access points coverage areas. The P2P
application sharing features yet underdeveloped in Groove appeared to
be especially sensitive to roaming. They drop applications processing by
crossing the boundaries with substatnial packet loss. Restoration
features are necessary






)/DARPA NICCI Habitat Approach

(NICCI stands for Network-Centric Infrastructure for Command,
Control and Intelligence)
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Human-Agent Tactical Habitats

4 Relief Operations Habitat

4 Aircraft Carrier Deck Operation Habitat

4 Network Operations Fusion Habitat

& Expeditionary Force UAV Networking Habitat

& SOF UAV Networking Habitat

& Ubiquitous Surveillance Habitat

& Search and Rescue Habitat

& SEALs Small Boats METOC Data Collection Network



Humanitarian Operations Habitat
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Network Operations Habitat
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CKM Testbed: P2P Situational
Awareness Integration with EWALL



Objectives

& Providing testbed for exploring situational awareness,

knowledge visualization, knowledge base construction,
knowledge sharing, and consensus development aspects of
applying collaborative technology to tactical level network-centric
operations

4 Providing set of proof-of-concept limited objective experiments

addressing the challenges of tactical level team collaboration on
planning and conducting the NEO missions.

& Providing flexible interface for plugging in the CKM collaboration

products.

& Bringing location awareness to EWALL, advance EWALL

philosophy in data relationship analysis via location based
Information

& Bringing EWALL data fusion and association mechanisms to

tactical peer-to-peer collaborative environments



8 2

Testbed Platforms

# MIT EWALL Client-Server Web-based
Teamwork Environment

4 Groove P2P Collaborative Shared Workspaces
Network

4 NAVAIR Groove-EWALL Modules
4 NPS Self-Aware Human-Agent Habitat
4 NPS Tactical Networks for NEO Experimentation
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roove-based shared situational awareness:
adding location and content awareness via agents
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EWALL Integration

4 Major challenge for present tactical P2P
collaborative environments: lack of fusion and
shared reasoning features

4 One good answer: integration with EWALL
& First step- C2 GUI interface level

4 Next step-multiagent grid: EWALL modules as
grid services
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ROCC Human-Agent Habitat

ROCC: Relief Operations Coordination Center

Using the principles revealed by the DARPA CoABS program, which deals
with the techniques used to safely control, coordinate, and manage large
systems of autonomous software agents, the NPS has developed an agent-
based ROCC system for tactical level of Complex Humanitarian Emergency
situational awareness. Its main mission is to give the users self-aware
capability to maintain situational awareness on each other’s location and have
a common knowledge of events in their area of operations.

The tool manages to integrate a series of in-house developed agents with the
ROCC web-based application and with the Groove client. A short description
of the functions covered by the two most important agents is:
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CoABS Grid: Multiagent Middleware
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mMultiagent Architecture

4 The SA Management Agent provides the visual interface display for all participants through their

a
e

web browser and is intended to support the shared situational awareness for all the tool's users. It
provides display capability for a great amount of information which allows a user to make informed
decisions on how to assist in a particular event and also provides the necessary information to
coordinate assistance.

The Tracking Agent provides position-location information to the SA Management Agent for
display in the browser. Data collected by the Tracking Agent comes from one of two input sources.
One source uses manual inputs from the user who clicks and drags a user icon to a location on
the display. The icon is then dynamically displayed to everyone accessing the ROCC. A second
input source is from a GPS receiver. This is accomplished by enabling a software agent that takes
the GPS receiver input and transmits it to the SA Management Agent in the ROCC, which
subsequently moves the user icon to the correct location on the display. This method is much
more accurate and requires no user input to adjust position information. This method of input is
obviously hindered when a participant is obstructed from GPS detection (e.g. inside a building) or
does not have a GPS receiver. In this situation, the user can easily switch to manual inputs by
clicking the appropriate button on the ROCC display.

Finally, the Complex Humanitarian Emergency Situational Awareness Tool may exist in two
different spaces at the same time:

-on the web server — that means it is accessible to all the users that can access the server where
it resides:

-on the CoABS Grid — which can be understood as the infrastructure layer that has all the of the
agents and services running on it.
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'RBCC Situational Awareness Multiagent

Systems

& Agents
— Tracking Agent
« GPS or Manual
— SA Management Agent
— CoABS Grid Agent
— Text Messaging Agent
— Database Agent
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ROCC Agent-Based Architecture for Situational
Awareness Sharing

4 Concept: 100% SA view sharing
& Client-Server Elements (C-S)
4 Peer-to-Peer Elements (P2P)

4 Flash based integration of C-S and P2P
components

4 Bandwidth Friendly

4 CoABS Integrated: immediate access to expert
sources via the CoABS Grid
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mocc Agents in CKM NEO
Scenario
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| Created by:
Type of alert:
Created/Updated on:

Alert Description:

ROCC Alert # 4.

Alert Information

Mark Davis
Weapons of Mass Destruction
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Cache of weaponsfammofrpa s, In addition, over 1000 viles
containing a white pwder substance.
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Team Information

Team Mame: Hezekiah Barge Ir.

Type of Contact: Military
Rank or Position: Major
Email address:

Description:

Color on the map: Red

Communication Options

Phone /Mobile # :

Pager Number:
GROOYE Agent: Installed
Wireless networking: Enabled
Video Camera: Enabled

Fegistered with Grid Manager to provide:

CoABS Agent: s Arcess to water supply DB

GPS Poster Device: Equipped

Update Profile | | Close |
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Created hy:

Displaced Person:

Marital Status:
Status:
Spouse Mame:
Home Origin:
Comments:
Marked as:

Created fUpdated on:

ROCC Alert # 3
laced Person Information
Tormmy Testman Carmnp: Camp Smith
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Fatima Tirkiti
25
Female

Maried

Missing Adult , need clothing , need medical assistance

Muharnmad Tirkiti
Tirkit

Mot cooperating
Mot marked.
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