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I. Title of Project and Principal Investigator

The California Central Coast Research Partnership: Building Relationships, Partnerships
and Paradigms for University-Industry Research Collaboration; Susan C. Opava, Ph.D.

II. Summary of Project

The mission of the California Central Coast Research Partnership (C*RP) is to facilitate
the exchange of technical knowledge and skills between the higher education sector and
the private sector in San Luis Obispo County, and to encourage the growth of high-tech
companies in the region, thereby enhancing economic development and quality of life.
Since its inception, the project has focused on technologies of relevance to the
Department of Defense. The partnership is a long-term plan to create a dynamic and self-
supporting university-industry-government partnership that capitalizes on the strengths
and mutual interests of the educational and technology-based business sectors. The plan
recognizes the key role of higher education in preparing a highly skilled work force and
transferring new knowledge to practical uses. The outcomes of this partnership, when
fully realized, will be the creation of a robust and self-sustaining base of University
R&D activities; the development of existing technology-based businesses and the
creation of new ones; and the generation of opportunities for job training and research
and development activities for University and Community College students and faculty.

The project also includes the construction (with non-DOD funding) of a technology park
on the California Polytechnic State University campus, which will provide state-of-the-
art space for private technology companies engaged in research and development
activities, as well as a business incubator that will provide all of the support services
needed by start-up, technology-based companies. The aspect of the program supported by
this ONR grant is the continued development of a strong base of applied research at Cal
Poly, through university-government-industry partnerships designed to optimize the
application of the strengths of each of these sectors to problems of mutual interest. The
management team, operational since January ’02, continues to lead the projcct and
develop the collaborative relationships between the educational and private sectors that
are essential to realizing long-term goals and securing the financial base that will allow
full-scale project development.

III. Relevance to ONR Objectives

A. Relevant partners.

C’RP represents a coalition of educational institutions, local, state and federal
government, and private businesses that have worked together in unprecedented fashion
to advance the common goals inherent in the proposed university-industry partnership.
The current partners in the project and their contributions include:
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California Polytechnic State University i
o committed the land for the first building in the Cal Poly '
Technology Park construction project, valued at ~§1.5 million
o provided assistance in financial management of the project
o contributed $90,000 for a pre-feasibility study by Bechtel ,
Corporation
o committed scveral hundred thousand dollars of in-kind
contributions of scnior management time and effort over scveral
years and continues to do so
o invested ~$1,000,000 in efforts to raisc additional funds for the
project; sccured sufficient privatc and other federal funding to
construct the first building in the Cal Poly Technology Park
CENIC (Corporation for Educational Network Initiatives in California;
association of Internct2 universities in CA)
o works with Cal Poly to provide high-bandwidth internct access to
support C’RP research projects
City of San Luis Obispo
o in partnership with Cal Poly developed a carrier-ncutral fiberoptic
ring around the city that benefits both Cal Poly and tcchnology-
based businesscs
Housing and Urban Development
o provided funds toward construction of the pilot technology park
building.
Economic Development Administration
o has provided funds toward construction of the pilot technology
park building.

Efforts arc ongoing to secure new partncrs, including:
= Major corporations
= Small technology-based businesses

B. Relevant R&D focus.

The research programs that were supported are relcvant to scven of the eight “thrust
areas” of ONR’s Code 30 Science and Technology Program. The projects involved basic
rcscarch in thesc areas, as well as applicd research and development leading to morc
immecdiate technological applications. The seven areas of relevance and thc more specific
focus arcas to which the rcsearch contributced are listed below:

Command and Control, Computers, Communication: situational awarencss;
communications; knowledge managemcnt; computational elcctromagnetics; autonomous
systems; LIDAR; data acquisition; satcllite constellations; reconnaissancc; denial of
service attacks.
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Force Protection: post-impact/explosive force stability assessment; bio- and chemical-
hazard detection and mitigation; risk/vulnerability assessment; new materials; collision
avoidance; autonomous robots.

Mine Countermeasures: coastal monitoring; [ED detection; situational awareness.

Human Performance, Training and Survivability: cognitive performance
enhancement; physical performance enhancement; smart materials; sensors; biological
stress reactions; biomarkers; injury repair; improved materials and processes for use on
military bases and in the field.

Intelligence, Surveillance and Reconnaissance: data acquisition; sensors; satellite
constellations; autonomous vehicles; optical and radar imaging.

Logistics: alternative energy sources; new materials.
Maneuver: advanced design and materials for vehicles (land and water).
€. University-industry-government partnership.

The primary focus of this long-term initiative is to forge a strong link between private
sector R&D and University applied research to speed the development of new knowledge
and the transfer of technology to the public and private sectors. San Luis Obispo has
become a draw for technology businesses (with a heavy concentration of software
development companies) from both the LA Basin and Silicon Valley. For example, SRI
(Stanford Research Institute), International operates a "software center of excellence" in
the city. Lockheed-Martin has a research and development group in nearby Santa Maria.
Two local companies manufactured critical components for the Mars rovers, and other
companies, e.g. California Fine Wire, Aeromech, and CDM Technologies are suppliers to
the military. Also located on the Central Coast are branches of two major biotechnology
companies: Promega Biosciences and Santa Cruz Biotechnology.

D. University strengths.

Cal Poly is a State university that has achieved national distinction as a polytechnic
university, with engineering and computer science programs ranked among the very best
undergraduate programs in the country. Its strengths have led it to orchestrate the
research partnership effort and the consortium of partners described herein. Cal Poly also
has affiliations with CSA (California Space Alliance) and with Vandenberg Air Force
Base, where it has offered an M.S. in Aerospace Engineering by distance learning. Cal
Poly has the capability to offer many more academic programs by distance learning to
remote locations. In particular, through possible collaborative agreements at cable-head
locations around the world (including Asia and Europe) our programs can be made
available to military personnel stationed almost anywhere in the world.
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Over the past several years, the University’s faculty has been turning over at a rate of
about 10% a ycar. The University has responded to this opportunity by hiring research-
oriented faculty and promoting applied research and development. With as many as 50-
60 new faculty hires per year in the past six years, the University is Positioned to
undertake significant R&D projects for government and industry. C'RP has provided
needed support and infrastructure for these faculty, which has enabled them to develop
ongoing research programs and secure >$7 of competitive funding for each $1 of C’'RP
funding invested in them.

Cal Poly also has a highly qualified student body with entering credentials comparable to
students who attend the highest ranked campuses of the University of California. Our
students gain valuable experience working with faculty on externally sponsored research
projects.

A hallmark of Cal Poly is its extensive network of industry partners. The President’s
Cabinet consists of more than 30 major corporate and business leaders. Each collegc, and
cach department within the college, has its own industrial advisory board. Until recently
these connections were not exploited to attract industry-sponsored R&D to campus;
hence, one of the goals of the C*RP partnership is to use these existing relationships with
industry to garner support for our R&D efforts, wherever possible in a three-way
partnership with government entities, so as to leverage the assets of each partner for the
benefit of all. Cal Poly’s College of Agriculture, Food and Environmental Science has
successfully demonstrated this kind of partnership through its Agricultural Research
Initiative. Through this initiative, a consortium of four campuses in the CSU garnered $5
million a year in on-going funding from the State of California to support agricultural
research of interest to the State, with a pledge to raise matching funds from industry. This
State and private funding has leveraged additional support from the fedcral government.
Similar new CSU-wide initiatives include the Council on Ocean Affairs, Science and
Technology (http://www.calstate.edu/coast) and the Water Resources and Policy
Institute.

As will be seen in the rcmainder of this report, Cal Poly has extraordinary
interdisciplinary technical assets that can be brought to bear on the science and
technology issues of importance to ONR.

In summary, the California Central Coast Research Partnership has taken advantage of a
confluence of factors, including existing and potential relationships, fortuitous
technological and economic developments in the region, the particular strengths and
expertise of the Collaborative Agent Design Research Center at Cal Poly, and a meshing
of the research and development interests of the University, the Office of Naval

Research, and the private sector. C'RP is the vehicle for fully realizing the benefits of the
common goals and synergies of the partners and their respective resourccs.
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IV. Summary of Results During the Period of Performance

A. General.

The C’RP program was originally funded through an award from ONR in FY ’02. This
report covers an award that began on 9/30/2007 and ended on 9/30/2009. General
accomplishments are summarized below. Detailed reports are presented later in the
document.

An overview of accomplishments during this project period follows:

e Research carried out by the CADRC (Cooperative Agent Design Research
Center), of particular interest to ONR and the Marine Corps, was again fundcd. A
detailed report on this project is provided in Section IV.C.1 of this report.

e New research has been developed and some research has been continued,
including some with industry collaboration. Projects address topics highly
relevant to defense and national security, such as data acquisition, imaging and
analysis, energy efficiency, communications, command and control,
reconnaissance, autonomous vehicles, bio/chemical sensors, robotics, and
risk/vulnerability assessment. Detailed reports of the results of these projects are
presented in Section IV.C.2 of this report.

e Since January 1, 2003, e RP-supported faculty have received ~$45 million
($44,987,351) in competitive funding from other sources.

o New research capacity was developed, including new instrumcntation and
enhanced infrastructure (detailed below in Section IV.B).

e Funds were also provided to support small student research projects through
collaboration with Cal Poly’s Honors Program. Talented, high-achieving students
in Cal Poly’s selective Honors Program were given the opportunity to work on
research projects with a faculty member for 1-2 academic quarters and to present
their results at a campus symposium at the end of the academic year. C’RP-
supported project reports are presented in Section IV.C.3 of this report.

e Two consultants from the University of Washington spent two days on campus
meeting with various faculty and academic administrators to discuss our research
and development and technology transfer capability. The bios of the two
consultants are appended (Appendix A).

e Information technology infrastructure support was provided. Internet2
connectivity was initially acquired for the campus in November 2001, to support
current and future research efforts. Internet2 membership and connectivity has
continued during this grant period.
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e A database of >70 technology—based companies that are potential partners in
the project and potential research collaborators has been updated. A series of on-
campus research forums initiated last year was continued. Companies werc
invited to campus two times during the last year to learn about specific University
research projects and identify potential areas for collaboration. Scveral
collaborative relationships have developed.

e The first research and development company to be located on campus in
anticipation of the construction of the pilot building for the technology park
continues to flourish in the campus environment and has developed research
collaborations with faculty in several different disciplines and colleges. These
have resulted in two federal rcsearch grants (USDA and NIH) in the arcas of
alternative fuels from biomass and oral vaccines, respectively. The company,
Applicd Biotechnology, Inc., specializes in thc use of genctically modified plants
to produce non-food products, for example, industrial enzymes, biochcmical
reagents and oral vaccines. The presence of the company has spurred faculty to
develop research in this area and a specialized research grcenhousc supports this
developing work. A second company has been recruited to campus, specializing
in object-oriented software development.

e Cooperative relationships have been established or renewed with technology
companies that are potential research collaborators, including: Cascade Designs
(watcr treatment systems), Stellar Explorations (aerospacc), Toyon (radio
frequency and electronics), Phycotech (algae for biofuel), Visual Purple (virtual
realilty), Moch International (catalyst manufacturer), Horsepower LLC (computer
applications), Couto Solutions (software), ARB Green Power (hybrid vehicles),
Electricore (R&D consortium), Discovery Life Sciences (life sciences research),
Medusa LLC (R&D consortium), EFuel (alternative fuels), Vetel Diagnostics (life
scienccs), Rantec (power systems), NextIntent (aerospace systems).

o The web site for the project (www.c3rp.org), which presents C’RP as an
interface between Cal Poly and business/industry for the purpose of facilitating
R&D relationships, was updated.

o Efforts continuc to dcvelop industry partncrs in the area of alternative energy
and energy efficiency for the purpose of developing research in this field. To this
end we have worked with Phycotech, First Solar, Continental WindPower, EFuel,
Energy Alternative Solutions, Inc., Pacific Gas & Electric, Rey Energy, and Blue
Aqua Solutions.

e The project’s leaders have continued to work with other privatc and government
partners to advance thc project and to attract research collaborators and support,
including the Institute for Energy Efficiency at the University of California, Santa
Barbara and the Naval Facilities Engineering Command at Port Hueneme. During
this projcct period, we continued to use funding provided by the Economic
Development Administration for construction of the first building of the
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technology park. Construction began in November 2008 and will be completed
in Spring 2010; construction is about 45% complete. We are currently negotiating
leases with technology-based companies that will become the first tenants in the
building. Criteria for tenant selection include significant R&D activity in areas
that complement Cal Poly’s research strengths and a commitment to collaboration
with faculty.

B. Development of new research capacity

One of the goals of the project was to increase the capacity of the organization to carry
out state-of-the-art research in the areas of interest. To this end, specialized
instrumentation was acquired and infrastructure was developed, as detailed below.

1. Instrumentation.

We acquired the following major equipment/systems. Other minor instrumentation,
acquired for use on individual projects, is described in the reports for those projects.

NanoTest System

This is a fully flexible nano-mechanical property measurement system, capable of
measuring hardness, modulus, toughness, adhesion and many other properties of thin
films and other surfaces, as well as single dynamical load and displacement ranges.
Sample environment and impacting conditions can be set up to closely replicate
conditions that these materials actually see in-use. The NanoTest is a fully modular
system that allows the user to configure the system to meet his/her individual necds,
making it particularly suitable for the shared use that we engage in.

This system has been used by C’RP researchers in various departments (Materials
Engineering, Chemistry, Aerospace Engineering, Mechanical Engineering) who work on
surface properties of coatings, composites and other materials. One special feature of the
system is that it includes a higher temperature environment than any other currently
available competitive product, allowing the study of materials in a high-temperature
environment. Current projects on thin films, tissue engineering and propertics of bone
have benefited from the availability of this resource. The military has shown interest in
medical research on bone physical properties.

Nanoflow HPLC and Chip/MS (ion trap) Analytical System

The acquired system is the combination of a nanoflow HPLC and a Chip/MS (ion trap)
analytical system. Analysis of molecules by this system consists of powerful resolution
by HPLC (separation of myriads of peptides in the case of proteomics, or high resolution
of any other chemicals), followed by tandem mass spectroscopy obtained by ion-trap
methodology. In research on chemical components and proteins, this is the state of the art
methodology for identification of molecules, whatever their origin. The Agilent 1200
Series HPLC combined with the Chip/MS system is a new microfluidic chip-based
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technology for nanospray LC/MS. Bascd on the HPLC-Chip and HPLC-Chip Cube MS
interface, it provides a new lcvel of nanospray MS sensitivity, robustness, ease of use and
rcliability.

Cal Poly entered the field of proteomie analysis after the first wave of scientific and
tcchnical advances had resulted in a second generation of protocols and instrumcntation.
Protcomics is the simultaneous analysis of all the proteins in a living system, microbe or
organ. The analytical system we acquired provides the flexibility needed to address the
diverse scientific needs of the users at Cal Poly for molecule identification. For example,
the instrument has a very high sensitivity which is necessary for the quality of research
we are eondueting in the field of protcomies, but ean also easily be used by chemists
working with purc substances. Very important is its ease of use and maintcnance. The
separation/chromatography chemistry can be modified by changing a ‘chip’ (thc size of a
credit card), which is very convenicnt in an environment of diverse research work.

The analytical system has been used to support a number of C*RP projeets, among them:

o Protcomic analysis of milk fat globule membrane protcins as biologieally active
compounds. The instrument is used to characterize proteins of the milk fat globule
membrane in an ongoing C’RP-supported project to determine the beneficial
effects of these unique proteins on human health and performance.

o Reactive coatings. The system is used to characterize synthetic molecules being
created in the lab. These molccules are being immobilized in polymers and on
surfaces for the neutralization of chemical and biological warfare agents.

o Post-translational modifications in enzymes and proteins. Using this instrument,
kinase/phosphatase activity is monitored for important biological processes, such
as signaling in malarial diseases. This tool allows us to determine the location
and extent of phosphorylation in enzymes important to this disease.

o Novel marine natural produets. This instrument is a vital component of
charactcrization of new produets currently being isolated in the lab. The ability to
confirm both molecular mass and structure provides invaluable information on
their nature and potential uses.

o Tracking cnvironmental change in marine organisms. This C’RP projeet uscs the
instrument to complement other proteomics eapabilities that exist in the
Department of Biological Seienees (MALDI-TOF-TOF). The clectrospray ion
trap enables separation of protcins by liquid ehromatography, allowing the
subsequent use of MuDPIT (Multi-Dimensional Protein Identification
Technology), a powerful protein-separating tcchnique that enables a high-
throughput mode. Importantly, the MALDI-TOF-TOF offers excellent mass
accuracy that is used for peptide mass fingerprinting, while the electrospray ion
trap offers excellent capabilities for de novo sequencing of peptides and for the
identification of post-translational modifications.
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Other Instrumentation

Total Organic Carbon Analyzer — used for biofuels research, specifically to conduct
carbon mass balances on algae ponds.

Kjeldahl Apparatus — used for nitrogen analysis in a variety of research applications,
including biofuels research.

Single and Multi-cell Impedance Sensor on Chip — a custom-designed instrument created
for bio/chemical sensing.

Differential Interference Contrast Microscopy System — used to study the effects of
neurotoxins (nerve gases) in a model cellular system.

Reactive lon Etcher System — this enhancement to our microfabrication laboratory uses a
plasma (rather than environmentally dangerous chemicals) to etch silicon, silicon dioxide
and silicon nitride and is used to fabricate microfluidic devices (lab-on-chip) and
microscale electrostatically actuated mirrors; and in some solid-state lighting applications
(white LEDS).

2. Infrastructure.
In the infrastructure area, the following projects were supported.

Development of a laboratory to investigate injury-repair in skeletal muscle and
vasculature after traumatic injury and ischemia. Equipment was acquired to support
this research which uses state-of-the-art molecular and genetic techniques to study
muscle repair and angiogenesis. More detail is provided in section IV.C.2.

Development of a Biosafety Level II Facility for biosecurity research. The facility
includes an autoclave, biosafety cabinets and incubators and meets the standards for
conducting BL-II research. The facility will be used for biosecurity research related to
protecting the food supply by monitoring and detecting pathogens.

Development of an Auto-Control System for remote operation of a Yamaha RMAX
helicopter. The system has been developed to remotely operate a research-scale
helicopter donated to the program by Northrup Grumman. It will run piloting software
and sensing systems. More detail is provided in section IV.C.2.

C. Detailed research reports
The remainder of this report contains detailed individual reports of the technical results of

the research projects carried out during this project period. They are presented in the
following order:
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1. Collaborative Agent Design Research Center (CADRC) project report

2. Other rescarch project reports
3. Honors-student project reports

Representative publications resulting from this work are included with the individual
reports. Documents that supplement the reports are included in Appendix B.
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Knowledge Management Project
Collaborative Agent Design Research Center (CADRC)

Project Investigator:

Pohl Jens
Department of Architecture
California Polytechnic State University
San Luis Obispo, CA

11



N00014-07-1-1152 P.1.Susan C. Opava, Ph.D.

Knowledge Management Project
Collaborative Agent Design Research Center (CADRC)

Executive Summary

With the rising popularity of distributcd computing (e.g., Web Services), the process of
mapping data within and betwcen data models has become a primary focus of
computcrized information system dcvelopment. Though methodologics have becen
dcveloped to overcome the syntactic and semantic obstacles to thc interoperability of
heterogeneous data models, too often these methodologies are labor-intensive, prone to
error, and requirc the application of considerable technical and domain-functional
expertisc. In addressing this growing problem, rcsearchers and students at the
Collaborative Agent Design Research Center (CADRC) have developed the Intelligent
Mapping Toolkit (IMT). IMT is a software system that provides decision support for
mixed-initiative semantic mapping of mctadata and instance data between relational data
models.

To automate specific aspects of thc semantic mapping problem, IMT cmploys a variety of
reasoning paradigms in the form of software agents to support human analysis. These
paradigms are drawn from the field of artificial intelligence (AI). IMT utilizes a novcl
federation of software agents capable of leveraging an open-ended set of reasoning
methods, as well as dcrivatives of thesc software agents to correct data quality issues
stemming from network-centric computing.

Introduction

In its previous rcsearch cfforts, thc CADRC has studied the interoperability of
heterogeneous data models in the domain of logistical decision-support. The application
of this research led to the design and implementation of the Intelligent Mapping Toolkit
(IMT) in the 2006-2007 research cycle. This initial version of IMT proved to bc an
effective multi-agent semantic mapping tool with demonstrated utility for large-scalc
problems and the potential to dramatically improve mapping throughput by
USTRANSCOM analysts dealing with data quality issues in support of military logistics.
Through the IMT software, the CADRC has demonstrated that combinations of
intelligent agent comparators arc morc effective than comparators operating
independently.

During the 2007-2008 project year, researchers and developcrs at the CADRC, under the
auspices of the California Central Coast Rescarch Partnership, cxtended IMT’s initial
data analysis support and its semantic-based mapping capabilitics to offer a wider range
of services including:

e New intelligent agent comparators to realize grcater mapping cffectiveness.
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e Data cleansing capabilities for the correction of flaws in operational
enterprise information.

o Intelligent data querying capabilities.

These capabilities can be employed to help relieve difficulties associated with
interoperability among the underlying data of the many disparate systems within the
United States Department of Defense (DoD). This report describes the evolution path to
the current version of the IMT software, as well as future development goals.

Project Description

The IMT technology evolved to transcend the original vision of supporting analysts in
mapping the data representations of legacy systems to a common shared representation.
This was achieved by providing Intelligent Reference Data Management (IRDM)
services that support semantic mapping, data analysis, operational data cleansing, and
intelligent queries. All of these services were designed to be the building blocks of a
problem-specific software artifact. The following section describes the outcome of
current efforts to enhance this IMT technology foundation.

Semantic Mapping

Data mapping is the process of logically correlating data elements among heterogeneous
data models. Because these heterogeneous data models can exhibit data discrepancies,
IMT technology exploits semantic relationships and suggests the semantic mappings
necessary for addressing and resolving data discrepancies. The foundational mapping
services and their similarity agents define the core of IMT technology.

Relational Model

REiati O (liable ) INa Attribute (Column or Field) Tuple

l (Row or

Rainforest Animals Record)
Common Name Legs Peoisonous Color R
Attribute e em—tt 2 faise | Bue
Value Anaconda 0 faise Green > Relation
White-Kneed ¥ (Table)
Tarantula 8 true Black }
\ s‘g:ltltocm“ 6 false Yeliow v _ J

Figure 1: Example illustration referencing key elements of the Relational Model.

IMT technology assumes data models involved with mapping conform to the relational
model as illustrated in Figure 1. Translator modules are used to marshal external data
sources to relational model compliant data sources during run-time mapping (e.g., data is

P.I.Susan C. Opava, Ph.D.
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translated to a commonly shared representation as mapping takes place). Similarly, data
brokering modulcs are used to marshal external data artifacts to relational model
compliant data artifacts prior to mapping (e.g., mapping occurs over data elements of a
commonly shared representation).

In review, the original tasks that the IMT was built to carry out include:

1. Metadata mapping: This entails discovery of tables and fields (c.g., structural
data elements) in a target databasc, which correspond to tables and fields in
the sourcc database. Documentation of this relationship 1s referred to as
metadata mapping. The IMT documents two types of metadata mappings:

a. Relation mapping - the relationship between a relation or table from
onc database to a relation or table of another database.

b. Attribute mapping - the relationship between an attribute or column
from one relation to an attribute or column of another relation.

2. Instance-data mapping: This entails the discovery of records (c.g., value data
elements) in a target rclation, which correspond to rccords from the sourcc
relation. Documentation of this relationship is called an instance-data

mapping.
Comparison Category Comparison Agent
e Semantic Text (Inexact match)
Text ¢ Key (Exact match)
e Phonetic
e Geo-Spatial Location
Location o Latitude-Longitude
o Zip Code
e Weight
¢ Volume
Quantity ¢ Dimension
¢ Real Number
Numeric e Date
e RGB Color
Generic e Data-Value

Table 1: The IMT Similarity Agents.

Note that the word correspond in the previous context is uscd loosely. The criteria
leveraged to promote candidate mappings come from two sources:

1. Software Similarity Agents: Agents are geared toward solving domain-
spccific problems. If an agent specializes in comparing colors, then given
characteristics of two colors the agent will produce an objective value that

can be utilized to gauge similarity. Table 1 lists agents currently available to
IMT.
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2. Humans: Human reasoning is an integral part of determining correct data
mappings, since agent reasoning is limited to the information available about
data elements. While the results of several agents can be aggregated in order
to attempt to suggest the most accurate data mapping, a human may have
domain-specific knowledge that the agent does not have. For this reason a
human should always be allowed to participate in the mapping process.

The following sections describe enhancements to the IMT technology's semantic
mapping capabilities that were designed and implemented during the past project cycle.

Data Value Agent

Often metadata embedded in multiple domains is found to be of such poor quality that
insufficient semantic context is available to existing IMT metadata mapping agents to
provide useful mapping suggestions.

Unlike the original IMT metadata mapping agents, the Data Valuc Agent does not rcly on
the characteristics of attributes but rather assists in creating metadata mappings by
determining the similarity between two relational attributes based on their values in a set
of reference data (Figure 2). If the values are of a comparable data type, then instance-
based agents (currently utilizing term classification with text and numeric similarity
comparators) are employed to provide a similarity metric for the attributes.

In order to apply the Data Value Agent,
a set of reference data must exist,
supporting each attribute in question.
From a sample of each reference data set ue
the Data Value Agent determines the
type of data associated with the attribute -_
(i.e., alphanumeric, numerical, a single

character, and so on) and assigns

similarity agents accordingly.  The m
results of these agents can be aggregated
with results of other mctadata mapping Yellow Yellow
agents to increase the accuracy of the
metadata mapping suggestions.

Figure 2: A comparison is made between instances
of two attributes.

Phonetic Agent

One of the subjects of research and development in 2008 involved the expansion of
IMT's collection of agents to include the Phonetic Agent. The Phonetic Agent brings
IMT technology closer to the world of natural language processing by utilizing sounds
involved in human specch to determine the similarity betwcen words and phrases.

The Phonetic Agent employs a Double Metaphone algorithm to classify words by their
pronounced sound (Philips 2000). For example the terms “anaconda” and “annahkanda”
will both transform to “ANKNT” and be considered equivalent by the Phonetic Agent.
To produce a similarity metric, the Phonetic Agent classifies every two-gram derivative
of the reduced terms and employs the Case-Based Classification engine.

P.1.Susan C. Opava, Ph.D.
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Scmantic mapping scrvices offered by IMT technology can readily takc advantage of the
Phonctic Agent by assigning a weighting factor that allows the rcsults produced by the
agent to contribute to the overall similarity metric of the data elements for both metadata
and instance-data mapping suggestions.

Color Agent

An instance-data-bascd agent that has reccntly been added to the IMT technology’s suite
of similarity agents is the color agent. The color agent determines thc similarity between
two Red-Green-Blue (RGB) color values. A color can be broken up into its red, green,
and blue components, each ranging from zero to 255. For example, a very bright red
color would havc a rcd component of 255, a grecn componcnt of zero, and a bluc
component of zero. The simple but effective approach taken by the Color Agent is to plot
the red, green, and blue values for any two eolors in three-dimensional spaee on X, y, and
z axcs, respectively. A traditional three-dimensional distance formula is then applied to
produce a metric that rcprcsents the similarity between the two eolors, relative to the
other colors in the data that are being eonsidered.

Because a typical sct of data will not contain the rcd, green, and bluc integer values for a
color attribute (i.e., a database of peoplc might list a person’s hair color as brown), the
color agent supports thc loading of synonyms prior to determining color similarity. A
synonym passed to the color agent is expected to map the name of a color (i.e., green) to
a hexadecimal value (i.e., 0xO0FF00). The red, green, and blue values are extraeted from
the hexadecimal valuc and arc used in place of the data wherever the namc of the eolor is
found.

Intelligent Query

A direct derivative of the mapping technology is the intelligent or semantic query
capability. The existing IMT instance-data mapping agents allow for thc performance of
inexact queries across any type of character-encoded data. Every refcrence data sct
attribute specified within data managed by IMT is associated with an agent that will
perform instanee-data similarity eomparisons to achieve a powerful guery by similarity
capability.

The scope of databasc query facilities desirable for a semantic search capability far
exceeds traditional database management system (DBMS) funetions. They presuppose a
lcvel of embedded intclligence that has not been available in the past. Some of these
desirable fcatures include: conceptual searches instead of faetual searches; automatically
gencrated search strategics instead of predetermined search commands; multiple database
access instead of single database access; analyzed search results instead of direct (i.e.,
raw) search results; and, automatie query generation instead of requested scarches only.

A traditional DBMS typically supports only factual searches. In othcr words, uscrs and
applieations must be able to definc precisely and without ambiguity what data they
require. In complex problem situations uscrs rarely know exactly what information they
require. Often thcy can dcfine in only conceptual terms the kind of information that they
are sceking. Also, they would like to be able to rcly on the DBMS to automatically
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broaden the search with a view to discovering information. Traditional query technology
utilizes exact match and Boolean logic constraints to identify and retricve an item of
interest (e.g., name = Joe or length < 100). In traditional search engines, Boolean logic
keywords are commonly used for identifying items of interest (e.g., description contains
‘Joe’). IMT technology offers the ability to search inexactly on free form text.

An effective query mechanism is broken into two major components:

1. Term Parser: All known documents and query criteria are divided into terms.
Terms can represent paragraphs, sentences, phrases, words, or even pieces of
words, such as n-grams and phonetic parts. IMT technology is built on n-
gram (specifically tri-gram) and word terms. Due to the abundance of terms,
an efficient data structure that supports rapid maintenance and retrieval should
be used. A typical data structure for this purpose is some variant of a B-tree.

2. Similarity Comparator: After the terms of a documents have been extracted
and indexed in a data structure, the next step in the information retrieval
process involves comparing terms from the query criteria to the indexed terms.
This comparison leverages IMT's instance-data mapping agents.

Intelligent query is an evolving capability of IMT technology that is proving useful for
USTRANSCOM endeavors. This technology will receive a great deal of focus for 2009
efforts involving Document Search and Agent-Based Semantic Search capabilities.

Data Cleansing

Data cleansing is the process of validating error prone operational data against reference
data, finding invalid or questionable attribute values, and presenting suggestions for
correction. The end-result is a set of higher quality data with few or no errors.

There are two common practices that introduce errors into data.

e System-to-system data transfer. When data are transferred from one system
to another system, there is a chance that data can be altered due to data model
translation mistakes. When this cycle is repeated, the problem compounds
resulting in partially invalid data.

e Human input. When data are manually entered into a system, the human user
can make mistakes and enter invalid data. Many times these errors will have a
pattern such as neighboring keys on the keyboard being pressed instead of the
correct key. Homoglyphs, as described previously, can also add to errors
whenever data are entercd manually.

Guaranteeing the accuracy of operational data is crucial precisely because such data are
commonly used as an input to systems that rely on valid data in a standard format. Most
systems will fail when provided with slight alterations of an expected data format, even
though the data may be meaningful to a human operator.

In order to cleanse data, a great deal must be known about thc reference data that acts as
an oracle in the cleansing process. By making use of the semantic mapping tools offered
by the IMT tcchnology, metadata and instance-data relationships between data elements
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are first exposed. For a simple example, suppose that operational data eontains the name
of a rainforest animal. In order for thc data cleansing proeess to cheek if the animal name
is present in the Rainforest Animals referenee data shown in Figurc 1, a metadata
mapping must exist between the operational and reference attributcs. Onee the proper
metadata and instance-data mappings are established, then the following types of
validations ean oceur:

Identifier Validation: ldentifiers are distinguished by known attribute mappings
from an operational data table to a reference data table. If an identifier value in
the operational data is not found in the reference data, then thc operational valuc
is deemed invalid. For example, suppose that the operational data eontain an
identifier attribute eorresponding to the Common Name attribute shown Figure 1
with the attribute value of "Polar Bear." IMT teehnology determines that "Polar
Bear" is not a valid Common Name for a rainforest animal beeause it 1s not part
of the reference data.

Intra-Instance Field Validation: Given an identifier, a reference data table may
contain attributes expressing charaeteristies of the identified entity (i.e., a tree frog
has four legs). The operational data may eontain the same attributes, thus it is
possible to corrclate rccords based on an identifier attribute and validate
supporting attribute values. Suppose the operational data specifies that a tree frog
has six legs. While it is entirely possible for a Rainforest Animal to have six legs,
it is not valid for a tree frog to have six legs. In this case the operational value is
deemed invalid and since the IMT technology has suecessfully ecorrelated
operational data with referenee data to determine that the combination is invalid,
the correet referenee data values ean be aequired as suggested eorreetions. This
type of validation utilizes only a single reference data set and no instance-data
mappings.

Inter-Instance Field Validation: This type of validation produces the same
results as the Intra-Instanee Field Validation; howcver, it works aeross multiple
reference data sets tied together by instanee mappings.

Constraint Validation: This technique does not rely on referenee data but rather
on domain-specific constraints. An operational attribute value is deemed valid if
it conforms to a Boolean logie constraint such as: less than; starts with; or,
matches a regular expression.

Complete Record Validation: The IMT technology validation serviee ineludes a
module that performs complex SQL queries to eorrelate operational data with
reference data and determines the minimal number of required ehanges to a reeord
in order to deem it entirely valid. This eapability relies heavily on the other
validation tcchniques and is not useful for determining what makes a reeord
invalid, but suggests how to fix it.
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Suggestions:  Suggestions for the correction of attribute values to establish
validity are the result of two processes:

o [ntelligent Query: Continuing examples with the rainforest animals
reference data, suppose that identifier validation deems the attribute
value "annahkanda" invalid. Leveraging IMT technology's intelligent
query capability in conjunction with the Phonetic Agent, the data
cleansing technology will suggest the correction "anaconda”.

o Instance Correlation: Intra-Instance Field Validation and Inter-
Instance Field Validation rely on enumerated valid candidate values to
determine validity of attribute values. If an attribute value is deemed
invalid then the enumeration of valid candidate values is simply
returned as suggestions.

To understand a comprehensive example of data cleansing, please first review Figure 3.
The operational data contains seven attributes: stFirstName (a student's first name);
stLastName (a student's last name); profFirstName (a professor's first name);
profLastName (a professor's last name); section (a class section); grade (a student's letter
grade for a class section); and, Grade Points (a student's awarded grade points for a class
section). Five reference data sets exist: Students, Professors, Class Sections, Letter
Grades, and Grade Points. Many metadata and instance-data mappings exist among these
data sets, exposing the relationships within and among the data.

The following validation can take place as shown in Figure 3:

1. Leveraging Identifier Validation reveals if a student with the specified first
name €xists.

2. Leveraging ldentifier Validation also reveals if a student with the specified
last name exists.

3. Leveraging Intra-Instance Field Validation reveals if there exists a student
with both the specified first name and last name (e.g., the combination is
valid).

4. Leveraging Inter-Instance Field Validation reveals if the specified student
belongs in the specified class section.

Validation will continue in a similar fashion until every operational attribute value has
been validated.
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First Name Last Name

John IBellardo -«
|Chris Buckalew
Chris Clark
John Clements -¢
A A Section Building Room
1011 5 13
101-2 52 B145
101-3 14 231
— 1031 19 158
A
First Name Last Name
Arun Abraham
Begum Adalet
Jonathan Argaman .
Chloe Bakalar Grades Grade Points
A » 4
A A = :
B+ 2
8 1
A 4
4 4 |4 L I Ve, |
stFirstName stLastName profFirstName profLastName section grade Grade Points
Glenn Markouts |Chris Wood 126-1 C+ 0
Timothy Weaver |Clark Liu 1031 ‘C- 2
Murad De Renzy Charnner TChuck Gharibyan 101-2 C+ 3
Matthew Funke Gene Fisher 126-1 C+ 3

Figure 3: An example illustrating the relationships among reference and operational data sets.

Service Orientation

IMT was designed and implcmented as a stand-alone single-user system. Diverging from
the monolithic software paradigm, IMT has applieations in the Software as a Scrvicc
(SaaS) domain. Serviees, partieularly Web Serviees, expose IMT's core capabilities over
a network, sueh as the Internet, for use by other software applications in completing their
work. SaaS serviees take advantagc of concepts drawn from the Service-Oriented
Architecture (SOA) paradigm and are implemented as eomponents of an Enterprise
Serviee Bus (ESB), thereby enabling seamless integration into diverse systems.

Scrviec interfaeces offered by IMT technology rely on XML-based messaging betwecn a
client and server. The primary interface utilizes the World Wide Web Consortium
(W3C) Simple Object Access Protocol (SOAP) standard to achieve intelligible
eommunieation betwcen thc IMT services and clients (World Wide Web Consortium
2007, April 27). In addition to thc SOAP interface, the popular but non-standardized |
Rcpresentational State Transfer (REST) arehiteeture is also supported for XML messagc |
cxchange. The popularity of REST stems from its use by web browsers to request wcb '

page content over the Internet.
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Support for the service interfaces is incomplete without resources describing the data
model utilized for establishing message content. IMT technology describes its service
interface data model via the W3C endorsed Web Service Description Language (WSDL)
and XML Schema (World Wide Web Consortium 2007, June 26). Figure 4 illustrates the
service interfaces provided by the Intelligent Mapping Facility, which are described in a
WSDL document.

Intelligent Mapping Facility External
Text . l
Similarity {- Managed Data Brokering Ex[;:::
Agent Data Services W=
Quantity
Similarity =
Agent
Agent Core
Engine Logic
Numeric
Similarity QJ =
Agent
. - |
. Intelligent Data
s?r:::::y ¢ ng'y —'{ g:r%?l:g Cleansing
Services Services
Agent
T L L
Interface Th;:l?::a
Translator B

Figure 4: Service Oriented Architecture of the Intelligent Mapping Facility.

In September 2008 the CADRC began discussions with the J6 division of
USTRANSCOM relating to the establishment of a Knowledge Management Laboratory
(KML) as a field research unit of the CADRC Center. The KML facility would serve as a
test bed for current USTRANSCOM-J6 efforts to transition to an information-centric
SOA-based knowledge management environment, under a CRADA contract. The goal of
the laboratory is to showcase Software as a Service (SaaS) concepts and provide a test
bed for service integration. IMT technology was featured as a primary player in the
initial test bed presentations.

Second Research Cycle (focus for 2009)
Document Search

The focus for IMT technology research in 2009 will be the further evolution of the
intelligent query capabilities to support document search.

Proposed Areas of Research:

P.1.Susan C. Opava, Ph.D.

21



N00014-07-1-1152

Research of Indexing Technology: The current intelligent query mcchanisms
adopted from the IMT scmantic mapping technology offer a linear order of
complexity for term classification. For very largc data sets, searching
complexity of this magnitude is not feasiblc when confronted with a time
sensitive problem. Indexing technology for efficient information rctricval
typically involves variants of an Invertcd Index and B-tree with a logarithmic
worst case cost in locating a record.

Information Retrieval: To avoid the overhead of constructing data structurcs
neccssary to search on every service request, thc proposed new indexing
tcchnology would construct the data structure on the server's hard-disk drive.
Data structure content on-disk would not bc loaded into memory when
nceded; instead, it would use fast disk searching algorithms for information
retrieval.

Term Parsing for Standard Document Formats: To accommodate indexing of
documents, terms must first be extracted from the document's content. The
goal of a term parser is to locate the content for term extraction and then
employ a standardized tokenizing algorithm (e.g., n-gram tokenization). The
proccss of accessing required content can vary among document formats,
necessitating the nced for specialized term parsers.

Concept Extraction: To infer categorization by extracting the meaning from a
document. For example, a document describing "trees" could refer to Biology
or Computer Science because the keyword can have different mcanings.

Workload Distribution and Clustering: To allow independent instances of
IMT services to work together in solving a problem. This feature may involve
partitioning indexed terms among servers.

Identification of a Test Environment: To select an appropriate case study
testing domain. Initial efforts for locating a suitable testing environment
focused on working in the domain of a library; particularly, the Kennedy
Library at the California Polytechnic State University (Cal Poly) in San Luis
Obispo. An ideal approach for integration and testing of the search technology
would entail cnhancement of the library’s rccordkeeping activities to supply
an inexact full-content search. Other possible participants include the Cal
Poly College of Architccture and Environmental Design's Media Resource
Center.

Other Areas of Research

Service Security Layer: Enforce integrity and confidentiality on IMT servicc
messaging. Initial rcsearch into this subjcct should revolve around the Open
Oasis specification WS-Security (WSS). WSS describes how to attach
signaturcs and encryption headers to SOAP messages.

Natural Language Processing: Convert human language into a morc formal
and consistent representation for manipulation by computer algorithms. This
subject of research may involve detcrmining both the semantics of a document,
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or extracting additional types of terms from a document (i.e. Phoneme
Extraction Agent).

o WordNet Integration: Enhance agent growth by utilizing external resources
such as WordNet, a publicly available linguistic ontology (Fellbaum 1998).
WordNet will strengthen an agent's ability to identify occurrences of
terminological variations due to conceptual abstraction. For example,
WordNet's hyponym relationships (is-a-type-of) between concepts (i.e., a
Swallowtail Butterfly is-a-type-of insect) can be exploited.
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Project title: Quenched Random Disorder in Soft Condensed Matter.
Investigator: Saimir Barjami, Physics Department, Calpoly, San Luis Obispo, Ca.
Project Goal: The goal of this project was twofold:

1. To establish a world-class experimental facility in the Physics Department, in
the College of Science and Math, California Polytechnic State University for
the study of order and disorder phenomena in condensed matter, the Order-
Disorder Phenomena Laboratory.

2. To study the physics of quenched random disorder effects on the phases and
phase transitions of soft condensed matter and complex fluids (liquid crystals).

Summary of Results:
I will present the summary of results from this project based on thc two goals
presented in the “Project Goal” part of this report.

1. Building and operation of the AC Calorimeter for the Order-Disorder
Phenomena Laboratory.

Two students were hired beginning Spring quarter and Summer quarter in the
construction and testing of AC Calorimeter. A block diagram of the design and
electronic equipment of the ac calorimeter that was built from scratch and will be used
in this work are presented in figures 1 and 2. The work to built and test the AC
Calorimeter extended over a period of 6 months, from March 2008, till August 2008,
due to the very complex nature of the calorimeter.
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Figure 1: Schematics of the AC Calorimeter build in our Order-Disorder Phenomena
lab. The sample lies inside a massive copper block, which is temperature controlled to
better than 1mK in the stepwise mode.
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Figure 2: Block diagram of Calorimeter built in our Order-Disorder Phenomena Lab.,
showing all the connections to the instruments. The wholc control and data
acquisition is computer controlled through a GPIB intcrfacc.

A detail list of cquipments and acccssories that wcre bought to construct the
calorimeter will be attached to this rcport upon requcst.

Initial Results in Testing the AC Calorimeter.

The basics of the AC calorimetry technique consist of applying periodically
modulated sinusoidal power to the material to be studied, and monitoring thc resulting
sinusoidal tcmperaturc response of thc matcrial. Aftcr sending the sinusoidal power
to the matcrial we monitorcd the tcmperature response oscillations attached to the
sample. Such oseillations are prcsented in Figure 3.

The data shown in Figure 3 represents thc raw tcmperaturc oscillations in the sample,
without any avcraging or smoothing routine used, which highlights again the very
high - resolution capabilitics of our calorimeter.

Sinusoidal response of thc sample shown in Figure 3 is a dircct indicator of the
successful operation of the new, built from scratch AC Calorimeter in our new Order-
Disorder Phenomena Laboratory, which we employed in the study of quenched
random disorder cffects.
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Figure 3: Sinusoidal response of AC Calorimetry. The data shown represents
the raw temperature oscillations in the sample, without any averaging or smoothing
routine used, which highlights the very high - resolution capabilities of our
calorimeter.

2. Quenched Random Disorder in Soft Condensed Matter.

The isotropic (/) to nematic (N) phase transition is weakly first-order and the
orientational order is characterized by a tensor order parameter. In the presence of
dispersed surfaces as the source of the Quenched Random Disorder (QRD), the
disorder couples to both the magnitude and the direction of the orientational
anisotropy axis (the director). Thus, in general, both field-like and elastic couplings
may occur. In Liquid Crystals (LC) + aerosil systems, the soft nature of the gel
partially anneals the stronger elastic coupling reveling the random-field coupling to
the magnitude of the order parameter.

In this experimental research work we focus on a liquid crystal — 4’ — n — Pentyloxy —
4 — Cyanobi — phenyl (SOCB). We prepared several samples of SOCB with quenched
random disorder (QRD) incorporated into them. QRD in Liquid Crystals (LC)
requires the inclusion of fixed random solid surfaces at all possible length-scales up to
the sample size. This was achieved by “dissolving” type 300 aerosil (SIL) into the
host LC. The SIL is comprised of SiO; (silica) spheres of diameter about 7 nm, coated
with (-OH ) hydroxyl group. The coating enables the spheres to hydrogen bond and
form a thixotropicl0, fractal gel, in an organic solvent, through a diffusion limited
aggregation process.

Several AC Calorimetry temperature scans were carried out for bulk SOCB and for
several densities of aerosil particles in SOCB:
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was carried out from September 20 until December 15.
In order to determine the excess heat capacity associated with the phase transitions, an
appropriatc background was subtracted. The total sample heat capacity over a wide
tempcraturc range had a lincar background, Cp(background), subtracted to yield:
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In Figurc 4 we prescnt cxeess specific heat, ACp, as a function of tempcraturc for bulk
50CB liquid crystal taken with our new AC Calorimeter, over a wide rangc of
temperatures, from 305 K to above 360 K. A Sharp Isotropic to Nematic phasc
transitions is observed for the bulk at 337 K., as shown clearly in Figure 4. A double
calorimetric feature is evident in the [+N coexistence region from thc excess specific
heat data as seen in Figure 4, and is a signature of the first order character of this
transition.
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Figure 4: Excess specifie heat, ACp, as a function of tempcraturc for bulk SOCB
liquid crystal. The vertical dashed line indicatc the /-N transition. Isotropic to Nematie
phasc transition is observed for the bulk at 337 K.

An cxpanded view of the temperaturc scan data about the Isotropic to Ncmatic phase
transition as a function of temperature is shown in Figure 5. A doublc calorimctrie
featurc is evident in the [+N eoexistcnce region from the exeess speeifie heat data as
secn in Figurc 5, and is a signature of the first order character of this transition. This is
a clear indieation that the release of the latent heat is affeeted by thc disorder, and
follows a two-step process. Disorder seems to affect both the magnitude and thc
dynamies of the latent heat release.



Previous work done on the Isotropic to Nematic phase transition for CCN47 + aerosil
disordered systems, presented in the Project Proposal, showed a similar double
calorimetric feature for this transition and offers compelling evidence that the I-N
transition with weak quenched random disorder proceeds via a two - step process, in
which random-dilution is followed by random-field interactions on cooling from the
isotropic phase, a previously unrecognized phenomena. We believe the double
calorimetric feature evident in the Isotropic to Nematic phase transition for bulk
50CB taken with our new Calorimeter, confirms that result.
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Figure 5: Expanded view of the temperature scan data about the nematic to isotropic
phase transition as a function of temperature for bulk 5OCB liquid crystal. The
vertical dashed line indicate the /-N transition. Isotropic to Nematic phase transition is
observed for the bulk at 337 K.

After bulk 5OCB data, we then proceeded with several AC Calorimetry temperature
scans for SOCB + aerosil disordered systems for several densities of aerosil particles

in SOCB: p, =0.078-2-; p, =0220-8-; p =0489-5_; p =0.647-2
G

3 3, 3
m cm

g

cm cm’
In Figure 6 we present different temperature scan data taken for the above samples
and for bulk SOCB.

Isotropic to Nematic phase transitions for different samples are clearly indicated in the
Figure 6 by different peaks. Temperature shifts and the suppression of the Isotropic to
Nematic phase transition peaks are clearly seen in Figure 6 as the density of silica is
increased from 0.078 to 0.647 g/cm’.

The evolution of the first order Isotropic to Nematic phase transition peak is clearly
indicated from the picture starting from the bulk, getting bigger for 0.078 g/cm’
sample, getting supprcssed for the 0.220 g/cm®, more suppressed for 0.489 g/cm’



sample and almost smeared out for 0.647 g/em’ sample, which is a elear signature of
the Quenched Random Disorder effects of aerosil particle in SOCB liquid erystal.

The effeet of quenched random disorder is elearly showing in the data: the shift in
transition temperatures, the broadening of the transition region, the suppression of the
peak with inereasing siliea density, and even the complete disappearance of the peak
for the 0.647 g/em’ sample.
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Figure 6: Excess specific heat, ACp, as a funetion of temperature for bulk SOCB and
SOCB + aerosil samples at different silica densities taken with our new AC
Calorimeter. Isotropic to Nematic phase transition regions are clearly seen in the
figure. See figure insets for definition of symbols.

The I-N Transition Enthalpies:

For first-order transitions finding the I-N transition enthalpy is complicated by the
presence of a two-phase coexistence region, as well as a latent heat AH. The total
enthalpy change through a first-order transition is the sum of the pre-transitional
enthalpy and the latent heat. In an AC-calorimetric measurement, ACp values
observed in the two-phase region are artificially high and frequency dependent due to
partial phase conversion during a 7ac cycle. The pre-transitional enthalpy 6H is
typically obtained by substituting a linearly truncated ACp behavior between the
bounding points of the two-phase coexistence region into:

8 = / AC,dT

An independent experiment is required to determine the latent heat AH. A direet
integration of the observed ACp yields an effective transition enthalpy dH* and this



contains some of the latent heat contributions, thus 6H < 6H* < AH,py = 0H +AH.
We will conclude this analysis at a later time.

We conclude pointing out the clear success of our project. We have designed,
constructed and successfully tested the AC Calorimeter, which did require an
extensive work during six months and participation in the project or two undergrad
students, Aaron Jahoda, Physics major, and Ryan Koether, Math major. We have
investigated the Quench Random Disorder effects in SOCB liquid crystal + aerosil
samples at different silica densities.

This work and its results are part of the very important applications of Liquid Crystals
and their many effects in many areas of science and engineering, as well as device
technology, such as Optical and Radar Imaging, with a tremendous interest to the
Office of Naval Research . Applications of Quenched Random Disorder in Liquid
Crystals are still being discovered and continue to provide effective solutions to many
different problems.

These results will be submitted for publication in one of Physical Review Journals at a
later time.

Administrative Details

e The PI took 2 units release time in Spring Quarter 2008.
® The PI received Summer salary from this project.
e Two students were hired during Summer Quarter 2008.
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Communication within Satellite Constellations

Introduction

The CubeSat's small, standardized form-factor has been one of its biggest
assets. It allows the satellites to be flown economically, enabling a myriad of
applications and experiments that were previously not conducted due to high
launch costs. However, this same form-factor poses one of the biggest engineering
challenges to designing, building, and deploying CubeSats. The size and power
constraints that result from such a small enclosure limit the complexity of the
satellite’s payload and corresponding experiments.

There are two general approaches to working within these constraints. The
first is to push the miniaturization envelope, creating ever-smaller payloads. The
second approach is to fly multiple satellites in a constellation (or cluster) that
cooperate with each other, each performing a piece of the overall mission. To date
the cluster approach has been rarely used with extremely small satellites, however
the operational concept is well known and discussed amongst CubeSat developers.

Current CubeSat communication protocols are built on the assumption that
the ground station communicates directly with the satellite. This simplifies protocol
design in a number of ways. For instance, if the Cal Poly ground station has a packet
to send to a CubeSat (CP3), it simply waits for CP3 to pass overhead and sends the
packet. This is easier than sending the CP3 packet to the first satellite that passes
overhead, CP4, and then depending on CP4 to relay the packet to CP3. This relaying
capability is a fundamental component of cluster communication.

Satellites within a constellation, especially those launched in different P-
PODs, will be in periodic communication range of each other as determined by their
orbits. This periodic connectivity requires a dramatically different routing strategy
than is employed in fixed, “always on” connections. Existing CubeSat ground
stations resolve periodic connectivity through the use of human operators and
orbital predictions. The operators use the predicted time of the next pass, prepare
commands for the satellite in advance, and then perform the actual communication
as the satellite passes overhead. Satellite constellations, on the other hand, have no
onboard human operator responsible for communication. All the scheduling,
relaying, and routing must be implemented by onboard software.

Initial development of this networking software, the corresponding
protocols, and the necessary tools to evaluate them before flight, was the focus of
this work. The remaining sections in this report provide an overview of the work
done and the work yet to do in four important areas, including how this work aligns
with The Office of Naval Research (ONR) goals, the communication protocol, the
protocol simulator, and initial protocol analysis.
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Alignment with ONR Goals

Satellite constellations can be used to solve a number of different and important
problems. The research in this proposal is a fundamental enabling technology for
constellations. This section describes how constellation technology could be
applied to three different categories of specific interest to ONR and DOD: national
security applications, command and control / communication, and intelligence /
reconnaissance.

This work has two primary national security applications. First, a large part of
national security is ensuring that our critical infrastructure is protected against
failure when attacked. While it is beyond the scope of this work to identify exactly
what constitutes critical infrastructure, this research will develop and evaluate
different technology that provides the most basic form of failure protection,
redundancy. In addition, advanced satellite technology is considered a strategic
advantage, and this research will advance the state of the art in satellite
communication technology.

This research also falls squarely into the ONR's interests of command and control,
computers, and communication. The broad categories of computers and
communication are easily meet by the nature of the research. Specific example
applications include deploying a disruption tolerant satellite network that can carry
mission critical data securely (command and control, etc). The tolerance is obtained
from the redundancy in the system, however the security goal is not as obvious. The
underlying technology needs to be designed and tested such that is operates
correctly even when under computer-based attacks, like Denial-of-Service attacks,
that don't cause any physical harm to the satellite.

Finally, the ability to amortize the cost of a single, high bandwidth link across many
satellites makes this technology ideal for intelligence, surveillance, and
reconnaissance applications when it is necessary to deploy a large number of
resource constrained sensing nodes and related infrastructure.

Protocol

The first step in designing a routing protocol is determining the overriding
behavioral categories for the protocol. These categories have a pronounced impact
on the details of the design. In multi-hop wireless networks, there are two decisions
to make: Should the protocol be proactive or reactive and should the protocol be
link-state or distance vector.

Proactive protocols determine the path through the network before any packet is
actually transmitted. This is used, and works very well, in static networks (like the
Internet) and multi-hop routing protocols for networks whose mobility pattern
results in nearly static networks.

The decision was made to use a proactive protocol for satellite cluster networks
because of two factors. First, the orbits are predictable. The satellites themselves
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can make high quality predictions of when they will come in communication range
of each other. This makes the network properties closer to static than dynamic. The
second reason is that exposure time, the time when one satellite is in
communication with another satellite, is relatively small and reactive protocols
tends to have much higher initial overhead in every exposure period. These two
factors lead us to design a proactive protocol.

The second major design decision is selecting between link-state and distance
vector. In a link-state protocol each node builds a virtual map of the entire network,
and then uses graph algorithms to select the best route through the network. In a
distance vector network each node only learns about the nodes its neighbor can
reach, and then selects the best neighbor for the current packet. Given the
disconnected nature of CubeSat constellations, we decided that a link-state protocol
is more appropriate. It enables the protocol to use the aforementioned exposure
predictions in a straightforward manner. A distance vector protocol would have
also resulted in much higher protocol overhead due to the dynamic network.

The link state table, which holds the information necessary for the routing protocol,
contains more information than a traditional link state protocol. In addition to
storing details about which satellites are within communication range of each other,
it also stores information that enables the satellites to predict when they will no
longer be in range, and when they with subsequently fly in range again.

Since the link state information is reasonable concise, sending it between satellites
enables each satellite to predict exposure time and transmission opportunities for
the entire network.

Types of Nodes

This work divides the responsibilities of network node into three different
categories: Low Latency Mule (LLM), High Bandwidth Mule (HBM), and Sensor. The
LLM allows small amounts of information to be transmitted between the Sink and
the sensors. This is primarily intended for command and control data from the
ground station to the satellites. Since ground station exposure is small, roughly 15-
20 minutes per pass with only a few passes a day, this connection is not able to
transmit large quantities of data.

The HBM primarily used for bulk data transfers, enabled by deploying a higher
powered and larger satellite in capable of higher downlink bandwidth. The primary
use of the HMB is to move large amounts of payload data, like images or complex
data tables, from sensors down to Earth. The HBM has a longer period between
exposures to each satellite, but stays in range of that satellite for several hours each
time. The HBM will also have a much higher bandwidth connection with the sensors
because the range will be much smaller and with less atmospheric interference than
from a sensor straight to the ground station. In addition to increased bandwidth,
this can also save power on the sensor because each sensor will be sending the data
a shorter distance with a lower power radio.

P.1.Susan C. Opava, Ph.D.
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The HBM will then relay this information down to the ground station much faster
than an individual sensor can. This is possible because the HBM is a larger satellite
with more power and a larger antenna, which enables it to achieve higher data rates
than a sensor can. In the case of the low earth orbits (LEO; like CubeSats), the
sensors see the ground station 40 minutes a day, but will only see the HBM every
one or two months.

The final type of node is the sensor itself. The sensors can be gathering any sort of
data from the payload to be transmitted to the ground station.

Satellite Modes

Each node in the network may be in one of three different modes: discovery, power-
save, and active.

Discovery Mode

Discovery mode is used to learn about the orbits and exposure times of peer
satellites in the network. This mode is entered immediately after satellite
deployment. In this mode the satellite sends out broadcast packets to discover all of
the satellites in the network. A broadcast packet is sent periodically until a node
obtains enough topology information from the other satellites. This requires a
satellite to pass and contact to each other satellite at least twice to calculate the
relative orbit times. Once this information is obtained a satellite leaves Discovery
Mode and enters Power-save Mode.

Power-Save Mode

Power-save mode is used, as the name implies, to save power when no
communication is possible for a long time. This mode is entered when a node
determines that it will not be in communication range with another satellite for at
least one minute. While in this mode a satellite will still respond to discovery mode
broadcast packets, but will not generate them. A satellite leaves power save mode
and enters active mode when it expects to be in communication range of another
satellite within the next minute.

Active Mode

Active mode is used to exchange both link state information and data packets. A
node enters active mode when it anticipates coming within communication distance
of another satellite in the next minute. Active mode is further divided into three
phases: handshake, link state exchange, and data exchange.

Active nodes begin in the handshake phase. During the handshake phase they
periodically broadcast and respond to special handshake packets. Once a node has
received a handshake response from another satellite, both satellites know they are
in communication range and proceed to the link state exchange phase.
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During the link state exchange phase the satellites send the contents of their link
state table to each other. This information is necessary to the operation of the
routing protocol, so it is transferred before any actual data. Since this information is
only used within the routing protocol, it is all considered protocol overhead.

To minimize this overhead, the information transmitted during the link state
exchange phase is kept intentionally small. Each satellite has a unique identifier (a
small integer) assigned during construction that is used to describe the endpoints of
a connection. The type of both of the satellites is also exchanged. This allows the
satellites to differentiate between sensors, LBM, and HBM so data can be routed
through the most appropriate channel. The last time the satellite was “seen” is
exchanged. This is the time that the satellites last came within range of one another
and started to communicate. The duration of the exposure is exchanged and used in
conjunction with the radio bit rate to calculate the maximum amount of data that
can be transferred during a connection. The final piece of data is the time until the
two satellites will be in range again. The link state information is required for
power save mode and routing to work correctly.

After all the link state information has been exchanged for every satellite in the
network, the node begins the data exchange phase. In this phase any data that has
been previously queued the peer satellite is transmitted. This includes both data
generated at the node and data the node has received and agreed to forward on
behalf of another node in the network. The receiving node acknowledges each
packet successfully received, which facilitates increased reliability in the network.

The data exchange phase ends when the satellites are no longer in communication
range. At that point the individual satellites will enter power save mode or active
mode as appropriate.

Routing

Routing is the process of determining which path, from source to destination, the
data should take to traverse the network. This routing algorithm considers four
important pieces of information when routing a packet: the type of packet
(command and control or data), the type of satellite (HBM vs. LBM), the remaining
capacity of the connection, and the projected amount of time to transmit the data.
More specifically, the algorithm considers all possible paths for the current data and
select the set of paths that result in the data arrive as soon as possible at its
destination. It is possible, especially if the quantity of data to transfer is large, that
the data gets split into smaller pieces that are routed independently. This allows the
real possibility that each piece of data takes a separate path through the network.

Simulator

Understanding the performance implications of a protocol before deploying it is
critical, especially in a network composed of satellites. As part of this work, a
discrete event simulator was developed to help analyze the protocol.

P.1.Susan C. Opava, Ph.D.
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The simulation engine has a few important features that enable different scenarios.
First, each satellite in the simulation is given its own three line element (TLE). TLEs
describe the orbit of a satellite. There are a number of publically available TLEs for
existing CubeSat satellites. Using actual CubeSat orbits improves the realism of the
simulations.

The simulation also provides the ability to adjust both the both the bit rate and
range of the radio used to communicate between the satellites. This enables us to
understand the minimum performance requirements for the satellite-satellite radio.

The simulator also includes an implementation of the aforementioned protocol.
This implementation is able to transfer data from orbiting sensor nodes to the HBM,
measuring the performance of protocol. The implementation was also designed to
be as separate from the simulator as possible, to make it much easier to port to a
CubeSat platform.

Initial Protocol Performance

The first performance metric analyzed was the theoretical benefit of using a satellite
constellation with aggregated downlink capacity. The theoretical results consider
only the maximum exposure time in a year between a sensor satellite and both the
ground station and a HBM and the amount of data that can be transmitted during
those intervals. Figure 1 shows this analysis:
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The curved lines are satellite-to-satellite capacities, while the straight lines are
direct to ground station. The different lines represent different radio bit rates. The
x-axis is the range of the satellite-to-satellite radios. Notice that a 10kbps radio with
a range of 200km is the minimum necessary to improve on the existing direct-to-
ground station communication.

Figure 2 analyzes the overall throughput of the network per year, given a variable
number of HBM satellites and fixed radio performance (1mbps, 150km range). It
shows that total network capacity increases almost linearly as additional HMBs are
added to the network.
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Another important performance consideration is the amount of time it takes to get
data back to earth from the network. There are two considerations here. The firstis
the time is takes, and the second is the amount of data transferred. Table 1 shows
the maximum latency, or the length of time, until the data arrives given one, two,
and three sensors in the network.

1 Sensor / 1 HMB 2 Sensors / 1 HBM 3 Sensors /1 HMB

78 Days 41 Days 20 Days

Table 1: Maximum latencies given a varying number of sensor nodes.
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Figure 3

With only one sensor talking to one HBM, 78 days occur between each connection
and therefore it can only send data back to the ground station once every 78 days.
The two and three sensor times get drastically better making the maximum latency
reduce to a maximum of 20 days.

These results seem poor when comparing the protocol to the maximum latency of
communicating directly with the ground station of one day, but it is also important
to take into account the amount of data that can be transferred during these times.
Figure 3 shows the average amount of data that can be transferred per day
depending on the bit rate of the communication between the sensors. As can be
seen it takes only a communication speed of 5 kbps in the worse case to send more
data per day on average than is currently possible, despite the much larger latency.
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This discrepancy between latency and bandwidth underscores the importance of
classifying data before sending it. 78 days is too long for command and control data,
but isn’t unreasonable for bulk data.

Future Work

Simulator

P.I.Susan C. Opava, Ph.D.
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The simulator created gives a good idea of how the protocol will perform, but is by
no means perfect. The ground station side of the simulator is not yet complete, so
attempting to measure the data going from the HBMs down to the ground stations
can not yet be tested and must be left to theoretical evaluation. This is an important
aspect to be considered before attempting to build prototypes of the system so in
the next revision of this project it is important to incorporate this into the simulator.

Protocol

As in any new protocol there are many places for improvement and optimization.
Some future details that could be improved include creating a more advanced
medium access protocol in order to more fully utilize the available bandwidth. One
such possibility is to make the transfer of data fully synchronized to further limit the
number of collisions and achieve near 100% bandwidth use. The protocol can also
be extended to work with larger varieties of satellites and could be used to connect,
pico satellites, LEO satellites, and even GEO satellites into a larger network. This is
beyond the scope of this work, but would be an interesting and beneficial future
addition.

Conclusion

In conclusion the protocol begun by this work is a plausible and effective solution to
creating a sensor network in space, where the orbits of the satellites are predictable
and the density is sparse. This work supports these conclusions through both
theoretical analysis and simulation results. The preliminary throughput simulations
show improvement over what is currently in use in the CubeSat project.

Contributors
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work and the final report.
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Communication within Satellite Constellations

Introduction

The CubeSat’s small, standardized form-factor has been one of its biggest
assets. It allows the satellites to be flown economically, enabling a myriad of
applications and experiments that were previously not conducted due to high
launch costs. However, this same form-factor poses one of the biggest engineering
challenges to designing, building, and deploying CubeSats. The size and power
constraints that result from such a small enclosure limit the complexity of the
satellite’s payload and corresponding experiments.

There are two general approaches to working within these constraints. The
first is to push the miniaturization envelope, creating ever-smaller payloads. The
second approach is to fly multiple satellites in a constellation (or cluster) that
cooperate with each other, each performing a piece of the overall mission. To date
the cluster approach has been rarely used with extremely small satellites, however
the operational concept is well known and discussed amongst CubeSat developers.

Current CubeSat communication protocols are built on the assumption that
the ground station communicates directly with the satellite. This simplifies protocol
design in a number of ways. For instance, if the Cal Poly ground station has a packet
to send to a CubeSat (CP3), it simply waits for CP3 to pass overhead and sends the
packet. This is easier than sending the CP3 packet to the first satellite that passes
overhead, CP4, and then depending on CP4 to relay the packet to CP3. This relaying
capability is a fundamental component of cluster communication.

Satellites within a constellation, especially those launched in different P-
PODs, will be in periodic communication range of each other as determined by their
orbits. This periodic connectivity requires a dramatically different routing strategy
than is employed in fixed, “always on” connections. Existing CubeSat ground
stations resolve periodic connectivity through the use of human operators and
orbital predictions. The operators use the predicted time of the next pass, prepare
commands for the satellite in advance, and then perform the actual communication
as the satellite passes overhead. Satellite constellations, on the other hand, have no
onboard human operator responsible for communication. All the scheduling,
relaying, and routing must be implemented by onboard software.

Initial development of this networking software, the corresponding
protocols, and the necessary tools to evaluate them before flight, was the focus of
this work. The remaining sections in this report provide an overview of the work
done and the work yet to do in four important areas, including how this work aligns
with The Office of Naval Research (ONR) goals, the communication protocol, the
protocol simulator, and initial protocol analysis.
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Alignment with ONR Goals

Satellite constellations can be used to solve a number of different and important
problems. The research in this proposal is a fundamental enabling technology for
constellations. This section describes how constellation technology could be
applied to three different categories of specific interest to ONR and DOD: national
security applications, command and control / communication, and intelligence /
reconnaissance.

This work has two primary national security applications. First, a large part of
national security is ensuring that our critical infrastructure is protected against
failure when attacked. While it is beyond the scope of this work to identify exactly
what constitutes critical infrastructure, this research will develop and evaluate
different technology that provides the most basic form of failure protection,
redundancy. In addition, advanced satellite technology is considered a strategic
advantage, and this research will advance the state of the art in satellite
communication technology.

This research also falls squarely into the ONR's interests of command and control,
computers, and communication. The broad categories of computers and
communication are easily meet by the nature of the research. Specific example
applications include deploying a disruption tolerant satellite network that can carry
mission critical data securely (command and control, etc). The tolerance is obtained
from the redundancy in the system, however the security goal is not as obvious. The
underlying technology needs to be designed and tested such that is operates
correctly even when under computer-based attacks, like Denial-of-Service attacks,
that don't cause any physical harm to the satellite.

Finally, the ability to amortize the cost of a single, high bandwidth link across many
satellites makes this technology ideal for intelligence, surveillance, and
reconnaissance applications when it is necessary to deploy a large number of
resource constrained sensing nodes and related infrastructure.

Protocol

The first step in designing a routing protocol is determining the overriding
behavioral categories for the protocol. These categories have a pronounced impact
on the details of the design. In multi-hop wireless networks, there are two decisions
to make: Should the protocol be proactive or reactive and should the protocol be
link-state or distance vector.

Proactive protocols determine the path through the network before any packet is
actually transmitted. This is used, and works very well, in static networks (like the
Internet) and multi-hop routing protocols for networks whose mobility pattern
results in nearly static networks.

The decision was made to use a proactive protocol for satellite cluster networks
because of two factors. First, the orbits are predictable. The satellites themselves
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can make high quality predictions of when they will come in communication range
of each other. This makes the network properties closer to static than dynamic. The
second reason is that exposure time, the time when one satellite is in
communication with another satellite, is relatively small and reactive protocols
tends to have much higher initial overhead in every exposure period. These two
factors lead us to design a proactive protocol.

The second major design decision is selecting between link-state and distance
vector. In a link-state protocol each node builds a virtual map of the entire network,
and then uses graph algorithms to select the best route through the network. In a
distance vector network each node only learns about the nodes its neighbor can
reach, and then selects the best neighbor for the current packet. Given the
disconnected nature of CubeSat constellations, we decided that a link-state protocol
is more appropriate. It enables the protocol to use the aforementioned exposure
predictions in a straightforward manner. A distance vector protocol would have
also resulted in much higher protocol overhead due to the dynamic network.

The link state table, which holds the information necessary for the routing protocol,
contains more information than a traditional link state protocol. In addition to
storing details about which satellites are within communication range of each other,
it also stores information that enables the satellites to predict when they will no
longer be in range, and when they with subsequently fly in range again.

Since the link state information is reasonable concise, sending it between satellites
enables each satellite to predict exposure time and transmission opportunities for
the entire network.

Types of Nodes

This work divides the responsibilities of network node into three different
categories: Low Latency Mule (LLM), High Bandwidth Mule (HBM), and Sensor. The
LLM allows small amounts of information to be transmitted between the Sink and
the sensors. This is primarily intended for command and control data from the
ground station to the satellites. Since ground station exposure is small, roughly 15-
20 minutes per pass with only a few passes a day, this connection is not able to
transmit large quantities of data.

The HBM primarily used for bulk data transfers, enabled by deploying a higher
powered and larger satellite in capable of higher downlink bandwidth. The primary
use of the HMB is to move large amounts of payload data, like images or complex
data tables, from sensors down to Earth. The HBM has a longer period between
exposures to each satellite, but stays in range of that satellite for several hours each
time. The HBM will also have a much higher bandwidth connection with the sensors
because the range will be much smaller and with less atmospheric interference than
from a sensor straight to the ground station. In addition to increased bandwidth,
this can also save power on the sensor because each sensor will be sending the data
a shorter distance with a lower power radio.

P.I.Susan C. Opava, Ph.D.
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The HBM will then relay this information down to the ground station much faster
than an individual sensor can. This is possible because the HBM is a larger satellite
with more power and a larger antenna, which enables it to achieve higher data rates
than a sensor can. In the case of the low earth orbits (LEO; like CubeSats), the
sensors see the ground station 40 minutes a day, but will only see the HBM every
one or two months.

The final type of node is the sensor itself. The sensors can be gathering any sort of
data from the payload to be transmitted to the ground station.

Satellite Modes

Each node in the network may be in one of three different modes: discovery, power-
save, and active.

Discovery Mode

Discovery mode is used to learn about the orbits and exposure times of peer
satellites in the network. This mode is entered immediately after satellite
deployment. In this mode the satellite sends out broadcast packets to discover all of
the satellites in the network. A broadcast packet is sent periodically until a node
obtains enough topology information from the other satellites. This requires a
satellite to pass and contact to each other satellite at least twice to calculate the
relative orbit times. Once this information is obtained a satellite leaves Discovery
Mode and enters Power-save Mode.

Power-Save Mode

Power-save mode is used, as the name implies, to save power when no
communication is possible for a long time. This mode is entered when a node
determines that it will not be in communication range with another satellite for at
least one minute. While in this mode a satellite will still respond to discovery mode
broadcast packets, but will not generate them. A satellite leaves power save mode
and enters active mode when it expects to be in communication range of another
satellite within the next minute.

Active Mode

Active mode is used to exchange both link state information and data packets. A
node enters active mode when it anticipates coming within communication distance
of another satellite in the next minute. Active mode is further divided into three
phases: handshake, link state exchange, and data exchange.

Active nodes begin in the handshake phase. During the handshake phase they
periodically broadcast and respond to special handshake packets. Once a node has
received a handshake response from another satellite, both satellites know they are
in communication range and proceed to the link state exchange phase.
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During the link state exchange phase the satellites send the contents of their link
state table to each other. This information is necessary to the operation of the
routing protocol, so it is transferred before any actual data. Since this information is
only used within the routing protocol, it is all considered protocol overhead.

To minimize this overhead, the information transmitted during the link state
exchange phase is kept intentionally small. Each satellite has a unique identifier (a
small integer) assigned during construction that is used to describe the endpoints of
a connection. The type of both of the satellites is also exchanged. This allows the
satellites to differentiate between sensors, LBM, and HBM so data can be routed
through the most appropriate channel. The last time the satellite was “seen” is
exchanged. This is the time that the satellites last came within range of one another
and started to communicate. The duration of the exposure is exchanged and used in
conjunction with the radio bit rate to calculate the maximum amount of data that
can be transferred during a connection. The final piece of data is the time until the
two satellites will be in range again. The link state information is required for
power save mode and routing to work correctly.

After all the link state information has been exchanged for every satellite in the
network, the node begins the data exchange phase. In this phase any data that has
been previously queued the peer satellite is transmitted. This includes both data
generated at the node and data the node has received and agreed to forward on
behalf of another node in the network. The receiving node acknowledges each
packet successfully received, which facilitates increased reliability in the network.

The data exchange phase ends when the satellites are no longer in communication
range. At that point the individual satellites will enter power save mode or active
mode as appropriate.

Routing

Routing is the process of determining which path, from source to destination, the
data should take to traverse the network. This routing algorithm considers four
important pieces of information when routing a packet: the type of packet
(command and control or data), the type of satellite (HBM vs. LBM), the remaining
capacity of the connection, and the projected amount of time to transmit the data.
More specifically, the algorithm considers all possible paths for the current data and
select the set of paths that result in the data arrive as soon as possible at its
destination. It is possible, especially if the quantity of data to transfer is large, that
the data gets split into smaller pieces that are routed independently. This allows the
real possibility that each piece of data takes a separate path through the network.

Simulator

Understanding the performance implications of a protocol before deploying it is
critical, especially in a network composed of satellites. As part of this work, a
discrete event simulator was developed to help analyze the protocol.
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The simulation engine has a few important features that enable different scenarios.
First, each satellite in the simulation is given its own three line element (TLE). TLEs
describe the orbit of a satellite. There are a number of publically available TLEs for
existing CubeSat satellites. Using actual CubeSat orbits improves the realism of the
simulations.

The simulation also provides the ability to adjust both the both the bit rate and
range of the radio used to communicate between the satellites. This enables us to
understand the minimum performance requirements for the satellite-satellite radio.

The simulator also includes an implementation of the aforementioned protocol.
This implementation is able to transfer data from orbiting sensor nodes to the HBM,
measuring the performance of protocol. The implementation was also designed to
be as separate from the simulator as possible, to make it much easier to port to a
CubeSat platform.

Initial Protocol Performance

The first performance metric analyzed was the theoretical benefit of using a satellite
constellation with aggregated downlink capacity. The theoretical results consider
only the maximum exposure time in a year between a sensor satellite and both the
ground station and a HBM and the amount of data that can be transmitted during
those intervals. Figure 1 shows this analysis:
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The curved lines are satellite-to-satellite capacities, while the straight lines are
direct to ground station. The different lines represent different radio bit rates. The
x-axis is the range of the satellite-to-satellite radios. Notice that a 10kbps radio with
a range of 200km is the minimum necessary to improve on the existing direct-to-
ground station communication.

Figure 2 analyzes the overall throughput of the network per year, given a variable
number of HBM satellites and fixed radio performance (1mbps, 150km range). It
shows that total network capacity increases almost linearly as additional HMBs are
added to the network.
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Another important performance consideration is the amount of time it takes to get
data back to earth from the network. There are two considerations here. The first is
the time is takes, and the second is the amount of data transferred. Table 1 shows
the maximum latency, or the length of time, until the data arrives given one, two,
and three sensors in the network.

1 Sensor /1 HMB 2 Sensors / 1 HBM 3 Sensors / 1 HMB

78 Days 41 Days 20 Days

Table 1: Maximum latencies given a varying number of sensor nodes.

P.1.Susan C. Opava, Ph.D.
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Figure 3

With only one sensor talking to one HBM, 78 days occur between each connection
and therefore it can only send data back to the ground station once every 78 days.
The two and three sensor times get drastically better making the maximum latency
reduce to a maximum of 20 days.

These results seem poor when comparing the protocol to the maximum latency of
communicating directly with the ground station of one day, but it is also important
to take into account the amount of data that can be transferred during these times.
Figure 3 shows the average amount of data that can be transferred per day
depending on the bit rate of the communication between the sensors. As can be
seen it takes only a communication speed of 5 kbps in the worse case to send more
data per day on average than is currently possible, despite the much larger latency.
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This discrepancy between latency and bandwidth underscores the importance of
classifying data before sending it. 78 days is too long for command and control data,
but isn’t unreasonable for bulk data.

Future Work

Simulator

P.1.Susan C. Opava, Ph.D.
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The simulator created gives a good idea of how the protocol will perform, but is by
no means perfect. The ground station side of the simulator is not yet complete, so
attempting to measure the data going from the HBMs down to the ground stations
can not yet be tested and must be left to theoretical evaluation. This is an important
aspect to be considered before attempting to build prototypes of the system so in
the next revision of this project it is important to incorporate this into the simulator.

Protocol

As in any new protocol there are many places for improvement and optimization.
Some future details that could be improved include creating a more advanced
mediurn access protocol in order to more fully utilize the available bandwidth. One
such possibility is to make the transfer of data fully synchronized to further limit the
number of collisions and achieve near 100% bandwidth use. The protocol can also
be extended to work with larger varieties of satellites and could be used to connect,
pico satellites, LEO satellites, and even GEO satellites into a larger network. This is
beyond the scope of this work, but would be an interesting and beneficial future
addition.

Conclusion

In conclusion the protocol begun by this work is a plausible and effective solution to
creating a sensor network in space, where the orbits of the satellites are predictable
and the density is sparse. This work supports these conclusions through both
theoretical analysis and simulation results. The preliminary throughput simulations
show irnprovement over what is currently in use in the CubeSat project.
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Construction of an Efficient Microbial Peptidase Delivery System to Treat Celiac Discase |
and Maximize Human Health |

I. Background:

Ccliac disease (coeliac disease, celiac sprue, CD) is an auto-immune enteropathy resulting from
sensitivity to epitopes containcd within gluten, the dominant protein portion of many common
grains including wheat, barlcy and rye. Exposure to these proteins Icads to inflammation and
widesprecad atrophy of intestinal epithelia in individuals with CD. Symptoms of CD arc gencrally
similar to other chronic gastrointcstinal disorders such as Crohn’s diseasc and Ulcerative colitis,
thus it is commonly mis-diagnosed in both children and adults (Picarelli ct .al., 2000; Corazza,
1996) . While the symptoms of CD may be tolerable or even sub-clinical in somc individuals, the
assoeiated conditions and long-tcrm effects of unmanaged CD can be severe or even fatal. These
includc; skin disordcrs, ulccrative colitis, lymphocytic colitis, liver discase, thyroid disease,
ancmia, diabetes, bone mctabolism, malignancy and even neurological and psychological
disturbances (Ciclitira et. al., 2005). Since thcsc grains arc ubiquitous in the average western
dict, ths diseasc greatly detracts from the quality of life. The prevalence of CD is approximately
1:100 among the Caucasian population, making it the most commonly diagnosed chronic
gastrointestinal disorder (Ciclitira ct. al., 2005). The goal of this project is to develop a strain of
probiotic lactic acid bacteria that will colonize the small intestine and supplement the intestine
with prolyl peptidase activity. This activity will allow for incrcased break down and absorption
of dietary proteins and removal of potentially harmful metabolites.

Rationale for Prolyl Peptidase Supplementation

Prolinc is the most abundant amino acid in beta-casein and a major component of glutcn. Prolinc
is unique 1n that the amine group involved in peptide bonding is eovalently bonded to its side
chain. This secondary amine produces tight kinks in protein secondary structure such that the
linkages are resistant to common digestive cnzymes. The result is an accumulation of the prolinc
rich peptides, most of which arc not absorbed by the body and are excretcd through the urine or
feces. Incomplete utilization of these proteins not only predisposes people to the development of
CD, it also limits the nutritive valuc of two staplcs of the western dict: milk and bread.

Prolyl Peptidases in Bacteria

Prolyl peptidase activity is conspicuously absent from the human digestive tract. These enzymcs
however can be found throughout the microbial community, including those that arc residents of
the human gastrointestinal tract. Presently the most abundant incidence of prolyl peptidase
activity can be found in the genus Lactobacillus. Due to their inability to synthesizc many amino
acids, LABs are dependcnt upon cxtracting their amino acid requirements from the environment.
For this reason LABs (cspecially Lactobacilli) maintain an extremcly complex and diverse
proteolytic system. Prolyl peptidase activity has already been characterized in several species in
the LAB family including, Lactobacillus helveticus, Lactobacillus sakei, Lactobacillus reuteri
and Lactococcus lactis (Degracve et. al., 2003; Sanz et. al., 2001; Rollan et. al., 2001; Xu et. al.
2001). Prolyl peptidase cxpression has also been documented in bacteria outside of the LAB
family such as, Flavobacterium meningosepticum, Sphingomonas capsulate, Myxococcus
xanthus (Shan et. al. 2004). Wc¢ havc confirmed that prolyl peptidase activity is present in sevcral
specics of Lactobacillus including L. helveticus, L. reuteri, L. casei, L. acidophilus and L.
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delbruckei. The procedure developed to assay prolyl peptidase activity uses the substrate Proline-
para-Nitroaniline (Pro-pNA) to measure proline hydrolysis at the carboxy side of the proline.
Cleavage at this sitc releases the yellow pNA product that can be quantitatively measured by
spectrometry (A =405 nm). We have observed the prolyl peptidase activity in lactic acid bacteria
1s primarily confined to the cytoplasmic milieu of the cell. Cell hydrolysates (prepared by
sonication) showed substantially higher prolyl peptidase activity than intact cells indicating that
very little prolyl peptidase is secreted into the extracellular environment (table 1). We will
continue these experiments on cultures that demonstrated differences in protein expression when
grown in media containing milk components to determine if there is a correlation between this
proteolytic activity and thc presence or absence of supplemented milk components.

Table 1: Qualitative and Quantitative Analysis of Ala-Pro-pNA hydrolysis by cell lysates.

oD@
Strain Genus species 0 min 15min_ | 30 min | Qualitative
Blank Blank 0.096 0.106 0.112 | -
GR-1 Lactobacillus rhamnosus 1.874 1.921 2.01 | +/-
7469 Lactobacillus rhamnosus 1.962 2.047 2.179 | +/-
LC10 Lactobacillus casei 1.128 1.104 1.092 | -
RO49 Lactobacillus rhamnosus 0.878 0.868 0.866 | -
MR220 | Lactobacillus helveticus 1.325 1.521 1.767 | ++
4356 Lactobacillus acidophilus 2.012 3.313 4 [ ++++
23272 Lactobacillus reuteri 1.927 2.348 2.776 | +++
NCK388 | Lactobacillus helveticus 2.118 2.454 3.041 | +++
Lactobacillus delbrueckei ssp.
San Lactis 0.564 2.179 3115 | ++++
Lactobacillus delbrueckei ssp.
MR120 | bulgaricus 1.133 1.492 1.914 | +++
RO1M1 Lactobacillus rhamnosus 1.672 1.692 1.722 | +/-
393 Lactobacillus casei 1.462 1.57 1.807 | +

(Optical density measured at A=405 nm)

Probiotic bacteria as enzyme delivery vehicles to manage CD

Bacteria that stabilize the intestinal tract and promote healthy digestion are termed
probiotic. Although the term probiotic is relatively new the idea of beneficial bacteria is as old as
the study of our defenses against harmful bacteria. Classically, probiotic bacteria are primarily
members of the lactic acid family of bacteria (LAB). LABs are gram positive, non-spore forming
bacteria that produce lactic acid from the fermcntation of sugars. Lactobacillus is the largest
genus of LABs consisting of more than 50 species (Stiles & Holzapfel,1997; Tannock, 2004).
Lactobacilli are important for the production of foodstuffs. Most notable among these organisms
are Lactobacillus delbrueckii ssp. bulgaricus and Lactobacillus sanfranciscensis used in the
commercial production of yogurt and sourdough bread respectively. While their primary role in
food production is the fermentation of sugars to lactic acid, non-commercially important LABs
are also responsible for producing a wide variety of compounds beneficial to humans including;
anti-microbial peptides, exopolysaccharides and other metabolites (Ross, Morgan & Hill, 2002).

An important role of probiotic bacteria in the human intestinal tract is the regulation of
intestinal homeostasis. This involves protecting the mucosal epithelium from pathogens, dclivery
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of regulatory signals to the immune system and neuromuscular system, as well as inhibition of
pathogenic bacteria through nutrient competition, binding translocation and production of anti-
microbial peptides (Shanahan, 2004). The genus Lactobacillus has been shown to be cffective in
the treatment and prevention of gastrointestinal disorders such as infectious diarrhea and
inflammatory bowel disease (Saavcdra, 2000; Servin, 2004; Shanahan, 2004).

Several of the bacteria discussed in the previous section that possess prolyl peptidases are
ablc to colonize the intestines, including the small intestine. A bacterial strain that can colonize
the small intestine and constitutively express and secrete prolyl peptidase enzymes at a high levcl
of activity would effectively supplement the area with enzymes capable of dctoxifying gluten.
Furthermore, if a probiotic bacterium such as those described above were used, the individual
would not only alleviation of CD symptoms due to prolyl peptidase activity, but also enjoy the
health benefits attributed to intestinal colonization by probiotics. Unfortunatcly, no probiotic
microorganism yet studied expresses prolyl peptidase enzymes on the outer surface of the eell.
However, due to the advancements in molecular biology technology, it may now be possible to
engineer strains capable of surface expression of prolyl peptidases. This hypothetical strain
would be able to colonize the small intestine and express prolyl peptidases on the surface of the
cell, thus effectively localizing enzyme activity at the site of celiac pathology. The remainder of
this document describes the initial research undertaken to achieve this single goal, to provide the
first non-dietary treatment option for celiac disease.

Construction of S-layer Directive Reporter/Expression Vectors

The microbial S-layer is a two-dimensional crystalline matrix that completely covers some
members of the Eubacteria, and nearly all members of the Archaca, domains of lifc. One
extensively studied S-layer protein is the SIpA protein of Lactobacillus acidophilus. The SIpA
protein is composed of three components, a N-terminal leader sequence that directs secretion, a
crystallizing domain and a C-terminal anchoring domain. The construction of several ncw S-
layer detection and expression vectors has begun in our lab in order to assess the efficiency of
the S-layer extractions, measure induction of the S-layer promoter system in Lactobacillus
acidophilus, and to express endogenous prolyl peptidases at the outcr surface of the cell (as a
fusion with the S-layer protein) or secreted from the cell. The objective in re-localizing these
peptidases to the exterior of the eell is to determine if the digestion of proline-rich proteins is
enhanced, thus increasing nutrient availability and destroying potentially harmful immunogenic
peptides.

II. Results
Construction of Expression Cassettes

To first determine the suitability of the expression system for localizing fusion proteins, such as
those expressing prolyl endopeptidascs, a green fluorescent reporter was used to track the
localization of the protcin. All components necessary to build the cassettcs shown in figure 1
were amplified from extracted Lactobacillus acidophilus NCFM genomic DNA (ProL, Pro,
Aterm and Term) or plasmid pMB293 (GFP) using the high fidelity pyrococcus-like enzyme,
Phusion DNA polymerase (Finnzymes).
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a) 8-layer expression cassettes
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Figure 1: S-layer GFP expression cassettes and expected localization. (A) S-layer cassette
constructs with engineered restriction sites for cloning and replacement of the GFP reporter with
prolyl peptidases of interest (Ascl). (B) the expected localization of the fusion protein product
from each expressed cassette (A) in L. acidophilus.

Digestion independent cloning of S-layer GFP cassettes into pGKMCS

In order to efficiently clone the cassettes into pPGKMCS, a digestion independent cloning (DIC)
technique was developed. DIC allows for orientation specific cloning using sequence homology
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between the insert and vector (see Figure 2). For DIC, insert and vector DNA containing
homology at each cnd was mixed together in a Phusion PCR without primers and taken through
5 cycles of denaturation and extension.
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-~ - suitable for transformation.

Figure 2: Digestion Independent Cloning (DIC) of expression cassettes into suitable shuttle
vector for propagation and expression in E.coli and Lactobacillus sp.

A relatively high degree of success was found with this method, allowing the rccovery of
>100 potential cloncs for each cassette. Recovered clones were screcned by CFU PCR to identify
those that contained their respective inserts. After CFU PCR identified the cloncs, they were
screencd for GFP using fluorcscence microscopy and western blot analysis (sce Figure 3).
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b) GFP(+) slpA Blank PQT PLGT PGAT PLGAT
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Figure 3: Assessment of expression from fusion cassettes in E.coli. (A) GFP cxpression
asscssed by fluorescence microscopy for plasmids carrying PLGAT, PLGT, PGAT, and PGT.
(B) Western blot analysis of expression cassettes using anti-GFP antibodies. Expected sizes for
cach product are: GFP(+) from yeast expression plasmid = 52.8kD; PGT = 27kD; PLGT = 31kD;
PGAT = 40kD; PLGAT = 45kD.

In order to be able to discern possible reasons why PLGAT is not expressed in E. coli and
somc of the expression cassettes had limited fluorescence under the microscope, the inserts from
threc plasmids pPGKMCS:PLGAT, pGKMCS:PLGT and pGKMCS:PGT werc scquenced.
Sequencing results for the PLGAT cassctte showed a frameshift deletion of two nucleotides at
places 347 and 348 . The PLGT cassette acquired a single nucleotide deletion resulting in a
frame-shift mutation at nucleotide 352. For the available sequence, the PGT insert appeared to be
as expected, however, poor sequence data was obtained for the 5’ end of each insert, including
the sigma factor binding sites.

This investigation has yieldcd the successful construction of a broad host range shuttlc
vector with a robust multiple cloning sequence to allow relatively easy cloning and cxpression of
DNA in Lactobacillus and other organisms in which the pGK12 plasmid will replicate. This
work has also revealed toxicity of unknown origin which resulted in the acquisition of mutations
in the inserts, despite the fact that a proofreading polymerase was used for each amplification.
Furthermore, we have developed a novel cloning technique, which once optimized, may allow
for dircct cloning of these cassettcs into Lactobacillus, thus bypassing the toxicity problem in E.
coli. While it is likely that the anchor sequence plays a role in this toxicity, it cannot be the solc
culprit as the PLGT inscrt was also mutated. Until it is determined whether or not DIC can be
utilized for this application, inducible expression systems for E. coli was developed to prevent
selection for mutants during cloning and allow for analysis of the s/pA localization signals in
both organisms.

Development of an Inducible Expression System to Evaluate Fusion Protein Toxicity

Inducible plasmid-based expression systcms are often used to allow cxpression of inserts that
may be toxic to their host. The prcvious section has shown that the expression and/or localization
signals derived from the s/pA4 gene of Lactobacillus acidophilus NCFM are toxic in E. coli,
Icading to the inability to recover clones bearing the expected inserts. In order to be able to
effectively asscss the efficacy of using the s/pA4 localization signals to guide surface layer
expression of prolyl peptidase activity, we sclected the E. coli expression system, pET30, which
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exploits the IPTG controlled expression to provide easily inducible expression of heterologous
proteins. The current investigation describes the utilization of pET30 based plasmids to assess
the viability of using s/p4 signals to drive prolyl peptidase localization in E. coli.

Initially, two pET30 based plasmids were constructed using the SIpA leader (“L”), a
truncated version of the original SlpA anchor sequence (“S™), and the Xaa-prolyl peptidase from
L.reuterii (“X”), named pET30:LS and pET30:LXS. In order to determine if toxicity is
associated with either insert, growth was monitored after induction with IPTG. The pET30:LS
plasmid showed a significant halt in growth after 15 minutes of induction and even a slight drop
in OD600 after 1.5 hours compared to the uninduced control (see Figure 4). Interestingly, the
pET30:LXS only exhibited only a small degree of growth impairment when compared to the
uninduced control.

1.2
1
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=@~ pET30:LXS Induced
0.6 #— pET30:.XS Uninduced
~8-pET30:LS 'nduced
0.4
= pET33:.XS Uninduced
0.2
0
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Figure 4: Assessment of toxicity associated with the SIpA leader and anchor sequences.
Growth curves from E.coli harboring the pET30:LS or pET30:LXS plasmids. OD600
measurements were taken every 15 minutes from cultures either induced with IPTG or not.

The two pET30 plasmids were built in such a manner as to preserve the downstream His-
tag as part of the inducible open reading frame, thus allowing for determination of full length
expression of the inserts by detection of the His-tag using western blot. The His-probe analysis
showed full-length LXS expression (101.1 kD) localized to the insoluble pellet fraction of the
cell lysate. Expression of LS (12.7 kD) was much lower and was also localized to the pellet
fraction (see Figure 5). No peptidase activity could be detected in whole cell lysates prepared
from the induced pET30:LXS cultures despite the evidence of full-length expression of the insert
by His-tag detection (data not shown).
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Figure 5: Localization of LS and LXS in E.coli. The C-tcrminal His-tag of the [.5-hour
indueed gene produets from cells harboring pET30:LS and pET30:LXS. L = lysate, S = ccll
supernatant (medium), P = insolublc pellet from lysate. Molecular wcight standards (from
bottom to top): 15kD, 25kD, 35kD, 50kD, 75kD, 100kD, 150kD. Expccted sizes: LS = 12.7kD,
LXS = 101kD.

To further investigate the possibility that these fusions wcre localized to inclusion bodies
in the cells, induced cultures were cxamined by light microscopy. Distinctive morphological
differcnces werc observed between induced cultures of E. coli harboring pET30:LXS and
uninduced cultures. Induced cultures showed drastieally clongatcd cellular morphology with
irregular staining. Uninduced cultures displayed the individual 1 uM by 2 uM rods characteristic
of E. coli (see Figure 6).

Uninduced Inducead

s

Figure 6: Morphological characteristics of induced vs. uninduced cultures. The presence of
inclusion bodics werc clicarly visiblc in the pET30:LXS plasmid-bearing strain upon IPTG
induction.
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II1. Discussion:

The extremely well characterized pET30 expression system allowed for the continued
investigation of the potential for using s/pA4 secretion and anchoring signals in fusion with
peptidase genes to drive localization. The examination of these gene fusion products in E. coli
was undertaken to provide conceptual evidence for the experimental design. The pET30:LS
plasmid played a dual role in this investigation. This expression vector was initial constructed as
a negative control to be used in the pET30:LXS peptidase activity assays, however it also
allowed for direct assessment of toxicity associated with the S-layer localization components.
Upon induction with IPTG the pET30:LS culture displayed no growth after 15 post-induction.
This observation provides undeniable evidence that the s/pA leader and/or anchor are extremcly
toxic in E. coli. The observed growth characteristics are consistent with the murein hydrolasc
activity previously prescribed to the full size anchor, but was thought to have been abolished by
replacement of this component with the truncated anchor.

It was interesting to observe the distinctive difference in toxicity between the LS insert
and the LXS insert. There were three possible explanations for the attenuated toxicity associated
with LXS as compared to LS:

1) The full-length LXS cassette may not be expressed in E. coli. It was possible that the
Xaa-Pro peptidase derived from L. reuteri may not be expressed in E. coli due to codon
bias associated with the coding region of this gene. If a rare codon was used in this open
reading frame then this might lead to truncation in E. coli and thus effectively delete the
anchor domain from the gene product. If the anchor were indeed the source of toxicity,
then this would abolish the lethal effects of this protein. In order to determine if this was
the case, HRP conjugated NTA was used to probe for the C-terminal His-tag. Since the
cloning scheme allowed for only the C-terminal His-tag of the pET30 expression vector
to be in frame with the recombinant protein, only full length proteins would be detected
using this method. The blot clearly shows evidence of expression of the entire insert
yielding the expected 101.1 kD protein (Figure 3-4). Therefore, truncation cannot be the
explanation for decreased toxicity associated with this insert as compared to LS.

2) LXS is aggregating to form inclusion bodies in the cytoplasm of E. coli, thus is not
able to elicit its toxic effects in the periplasmic space. This hypothesis may be
supported by observed differences in cellular morphology between induced and
uninduced LXS cultures. The induced culture showed drastically different morphology
and contained what may be inclusion bodies within the cells. Meanwhile the induced LS
cells showed no morphological differences from the uninduced control (Figure 3-5). The
His-tag probe results may also support this assertion, as the vast majority of protein was
associated with the insoluble cell lysate pellet. By definition, inclusion bodies are
comprised of insoluble protein aggregates and would therefore localize to the pellet
fraction after cell lysis and centrifugation. An alternative explanation for the presence of
the expressed protein in the insoluble fraction is that the anchor is functioning properly in
E. coli and is anchoring within peptidoglycan layer of this organism. If the protein is
being expressed as an inclusion body the enzyme may still be able to be purified, re-
solubilized and re-folded to determine enzymatic activity. Also, the concentration of
IPTG used for induction could be dropped in order to achievc a level of induction that is
not high enough to promote aggregation.
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3) The Xaa-Pro domain abolishes the toxicity associated with the other domains. The
peptidasc domain of the fusion protein may result in the inability of the leader peptide to
be recognized or properly processed in E. coli leading to lack of secretion, which may
ease the toxic affeets of the insert. Analagously, if toxicity is associated with the anchor
domain then the peptidase domain may result in a conformation that abrogates any
catalytic activity associated with this domain. Thus leading to attenuated toxicity when
compared to LS. Unfortunately, the current study ecould not address how the Xaa-Pro
domain influences the S-layer signals.

It 15 worth noting that while possibility one described above can be discounted,
possibilities two and three arc not mutually exclusive and both may be partially responsible for
the lack of toxicity observed after induction of LXS. In order to properly assess these affects as
well as the exact source of toxicity in E. coli (Leader or Anchor or both), new plasmids allowing
for every possible permutation of these componcnts, are currently being built. These new
plasmids (pET30:LX, XS, X, L, and S) would not only allow for the determination of the exact
source of toxicity in E. coli but would also provide insight into the reason why there is no Xaa-
Pro peptidase activity detectable in induced pET30:LXS cultures whole cell lysates. The lack of
peptidase activity may be a result of at least two possibilities. The peptidase domain may not be
able to fold correctly when fused to the leader and/or anchor components, and /or this protein
may require cellular components not present in E. coli that are required for protein folding or
enzymatic activity. Furthermore it is likely, based on microscopic and His probe analysis that
aggregates of LXS form inelusion bodies, which are unlikely to show activity. Construction and
analysis of the aforementioned vectors would allow for progress to be made toward
undcrstanding what exactly is curtailing peptidase activity in the present study and may elucidate
a solution to this problem.

Concluding Remarks and Future Goals:

The work dcscribed herein provides a solid technological foundation for the genetic
engineering of Lactobacilli. Among these advaneements is the construetion of an E. coli-
Lactobacillus shuttle vector with a robust MCS as well as general proccdures describing
molecular techniques optimized for these bacteria. A notable achievement is the development of
a novel method of digestion independent cloning (DIC), which, onee fully charactcrized may
allow for direct cloning of cassettes into Lacfobacillus. This research also highlighted the unique
difficulties inherent within a non-model system. Incompatibility between the Lactobacillus
derived localization components and the E. coli cloning host in this study resulted in the inability
to recover the desired shuttle plasmids and resulted in a significant amount of lost time and
resources. In order to prevent this same mistake from occurring again, a three stage experimental
plan has been developed.

Stage 1: Characterization of all components in the E. coli model. This initial
investigation will allow for preliminary conceptual evidence for the utilization of prolyl
peptidases to hydrolyze immunogenic peptides when fused to secretion and anchoring signals.

Stage 2: Determination of the functionality of S-layer localization componcnts in the
intermediate host, L. acidophilus. This stagc utilizes the organism from which the S-layer
components were originally i1solated to determine if they are still functional when expressed in
recombinant form and fused to the peptidasc.
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Stage 3: Assess the efficacy in the destination organism, L. reuteri. The final stage will
ascertain whether or not a bacterial prolyl peptidase delivery vehicle is a viable treatment option
for CD.

By following this experimental design, future research is expected to be more likely to
succeed. In this investigation, it is likely that the toxicity witnessed in the cloning host is a result
of fundamental differences between the cellular physiology of these organisms that are not yet
completely understood. Indeed the exact function of the SIpA protein in Lactobacillus
acidophilus has not yet been completely defined.

This underscores a fundamental limitation imposed by the nature of applied genetic
research. The genomic revolution has provided an incredible wealth of information from a vast
number of organisms with extremely diverse ancestry. The challenge of sifting through this
information and effectively mining the data for products that may be of therapeutic importance is
laid upon the shoulders of researchers in the post-genomic era. The step-wise approach described
above provides a framework for investigators in this field. While the exact stages will differ
depending on the specific goal, it is important to be able to move through models to prevent the
over pursuance of false leads and maintain a steady course towards the final goal.

This ongoing research presented in this report aims to create an entirely new form of
treatment, not only for celiac disease but other disorders in which enzyme supplementation
through commensal microorganisms might be useful. This goal represents a paradigm shift in the
way scientists view the human body. It is no longer seen as a collection of discrete parts that
make up a whole, but as a single, integrated biological system in which microorganisms play a
fundamental role.
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Building a laboratory to investigate injury-repair in skeletal muscle and its vasculature

The long-term goal of my research program is to participate in the development of molecularly-
targeted therapeutic strategies for patients with injury or disease in the peripheral limbs. Example
injuries of the peripheral limb include muscle strains or bone fractures while example diseases of the
peripheral limbs include peripheral artery disease, osteoporosis, or sarcopenia. This research effort
also has important implications for the possibility of limb regeneration, as injury-repair involves
cellular processes that are similar to those that control limb development in the embryo. The role that
we will play in this overall effort towards more personalized treatments for these injuries and
diseases is in advancing the understanding of the molecular regulation of injury-repair. Specifically,
we are interested in how blood vessel function is affected by injury and disease. The blood vessels
we are most interested in are the small arteries and arterioles, whose primary function is to regulate
tissue blood flow through changes in their diameter- a process known as vasoactivity. Although it is
well known that injury-repair in skeletal muscle of the limb is associated with impaired vasoactivity,
the molecular mechanism (i.e. the proteins) underlying this impairment is poorly understood. This is
critical because tissues will not function properly without sufficient oxygen delivery by blood.

Given the critical role of blood flow control in maintaining normal tissue function, the original goals
of this proposal were to better understand the impact of injury-repair on vasoactivity and skeletal
muscle function by defining the tissue conditions associated with impaired vasoactivity and reduced
skeletal muscle function using a chronic ischemia (insufficient blood flow due to arterial occlusion)
model of injury-repair. Preliminary data indicated that impaired functional hypercmia is not a
ubiquitous feature of ischemia, but occurs only in those muscles that are hypoxic (low O2) or contain
recently grown blood vessels. Therefore, the objcctives of this research are to:

1. Determine the effects of hypoxia and angiogenesis (growth of new capillaries) on
vasoactivity.

2. Determine the effects of hypoxia and angiogenesis on muscle force production.

3. Characterize the hypoxic, angiogenic, and muscle regeneration response to ischemic injury in
previously un-described skeletal muscles in the hindlimb

These experiments will further our understanding of the specific aspects of ischemia that cause
impaired vasoactivity and skeletal muscle function and thus provide the foundation for future
investigations directed towards uncovering the specific proteins underlying thesc impairments.
However, the focus of this project was solely to acquire some of the necessary equipment and
supplies to enable this research and did not involve actual experimentation.

Background & Significance

The ability for skeletal muscle to increase its blood supply during contraction (termed functional
hyperemia) is impaired during injury-repair) [1] and disease (e.g. obesity, hypertension, diabetes, etc)
[2]. This observation is significant because skeletal muscle function 1s required for many essential
activities, such as postural maintenance and locomotion. Muscle contraction lasting longer than
several seconds requires an increase in Oz delivery to support the elevated metabolism. The increased
O: delivery is primarily mediated by increased blood flow through resistance vessel vasodilation
(increase in blood vessel diameter), which as stated above, is impaired during a wide variety of
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injury-repair and discase states.

Although impaired functional hyperemia during injury-repair and disease are well described in rats
[3], rabbits [4], and humans [5], the proteins responsiblc for this impairment are not known.
Understanding the molecular mechanism (i.e. the proteins) underlying this impairment is nccessary
for the development of specific, efficacious, and personalized therapies designed to restore functional
hyperemia during injury-repair and disease. Presently, impaired functional hyperemia in patients
(who present with symptoms of intermittent claudication, or pain in the legs during walking) is
treated with excrcise, dietary changes, and/or pharmacologic agents that are prescribed on a largely
trial and error basis [6].

Thereforc, to improve the specificity and effectiveness of injury rehabilitation and diseasc treatment,
the goal of my research program is to uncover the proteins that cause the impairment in functional
hyperemia during injury-repair and disease. The first step towards achieving this goal is to expand
upon previous research in this area by describing the effects of injury-rcpair on functional hypercmia
in the mouse. The importance of this step lies in the fact that mice are the only research animals
routinely availablc for genetic manipulation- targeted genetic disruption and transgcnesis. Targcted
genetic disruption describes the removal of a specific gene from the mouse genome while
transgenesis is a technique used to enhance the expression of a specific gene. Using animals
dcveloped with these genetic manipulations, I plan to determine the rolc of specific gene products
(proteins) in modulating functional hyperemia during injury-repair and disease. However, becausc
thousands of the ~30,000 genes present in the mouse genome are expressed in skeletal muscle,
gcnetic manipulation cannot be the sole experimental approach used to uncover the gene products
causing impaired functional hyperemia during injury-repair. Viz., it is not practical to selectively
modify (remove or over-express) every gene present in skeletal muscle until we find one that causes
the impaired functional hyperemia observed during injury repair and disease.

Thereforc, we will start the process of identifying candidate proteins involved in vasodilatory
dysfunction by assessing the anatomical, physiological, and biochemical impact of injury-repair on
vascular function tissue under different experimental conditions. Completing this first step will
allow us to define the specific features of injury-repair that lead to impaired functional hyperemia.
For this research, we are interested in identifying the particular aspects of ischemic injury (induced
by interrupting arterial blood flow) that cause a reduced skeletal muscle blood flow rcsponse during
muscle contraction.

To determine the effcct of ischemic injury on functional hyperemia, we will use chronic hindlimb
ischemia in voung, healthy mice as a model of injury-repair. In addition to modeling acute, traumatic
injury, hindlimb ischemia also serves as a simplified model of peripheral artery disease- therefore the
results from this work will provide the foundation for future research directed towards understanding
the mechanisms underlying impaired functional hyperemia in more complex human disease models,
e.g. aged mice with hypercholesterolemia.

Two different models of chronic hindlimb ischemia will be employed; both models involve
interrupting blood flow through the femoral artery (Figure 1), which injures the limb and causes
muscle fiber death due to diminished oxygen and nutrient delivery. The subscquent repair proccss
involves both muscle fiber regeneration and vascular growth. These two models allow us to cxaminc
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the effects of different injurious stimuli and a variety of repair processes.

Ligation model
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Figure 1. Hindlimb ischemia diagrams
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For example, in the ligation model, a single ligation (tie off with suture) will be made in the femoral
artery in the thigh (Figure 1, top). This ligation results in collateralization (outward growth of
arteries and arterioles) in the thigh and hypoxia in the calf (Figure 2) and allows us to examine how

two injurious stimuli- hypoxia and ischemia as well as the collateralization aspect of tissue repair
affcct skeletal muscle physiology. In the resection model, a long segment of the femoral artery will
be resected (removed) from the hindlimb (Figure 1, bottom). This resection results in hypoxia and

angiogenesis (growth of new capillaries) in the calf (Figure 3), allowing us to examine the injurious

stimuli of hypoxia and ischemia, as well as how microvascular growth affects functional hyperemia

during repair.

Additionally, different muscles in each of these models contain different muscle fiber types and also
undergo differing levels of injury and subsequent regeneration. This heterogeneous response
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provides us an opportunity to examine the influence of muscle fiber properties on the rcpair proeess,

as well as on physiological function following repair. For example, muscles with different fiber types
or that undergo differing levels of fiber damage may also experiencc differing levels angiogenesis or
impairments to blood flow.

Using these two models, we will disscet the eontribution of different aspects of the repair process on
impaired functional hypercmia and muscle forcc production.
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A. femoralis
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Figure 2. Collateral arteries forming after ligation surgery

For example, if functional hypcremia to the calf is impaired only in the rescction model, then we will
have learned that angiogenesis during repair is an important contributor to rcduccd functional
hypcremia, and the injurious stimulus of hypoxia docs not substantially affcct blood flow control.

In summary. the long-tcrm goal of my rcsearch program is to identify the proteins responsible for
impaired skeletal muscle function during ischcmic injury-repair and discasc. Using the equipment
purchased through this project, we will bc able to take the initial steps towards achieving this goal by
using a combination of physiological, anatomical, and biochemical assessments to determine the
impact of ischemie-injury on vascular function.

70




N00014-07-1-1152 P.1.Susan C. Opava, Ph.D.

ah : . .

ahion sirg Figure 3. Capillary formation in calf
cross section (angiogenesis, brown

A spots) following resection surgery

Capillaries

‘ »
.
.
’ A
1] ~ b
y B }
Sullivan et al, 2002

B

1200

*

w1000 | 2 * s
g E
0%
S 800
QS 0
-
Z 8
8= 600 I

Control Day7 Day14 Day?21 Day 35

iIschemic

The results of this research may result in the identification of target proteins involved in modulating
skeletal muscle function during injury-repair and disease, thus providing targets for specific
biotechnology and biomedical engineering-based therapeutic and rehabilitation strategies.
Additionally, the results from this work are relevant to the Office of Naval Research with respect to
the recovery of soldiers from traumatic injury. By understanding the proteins that affect proper
functioning in repairing tissues, specific therapies can be designed to enhance the recovery of
soldiers with injuries that affect peripheral limb function by activating those proteins involved in
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restoring proper physiological function, or conversely by inhibiting thosc proteins involved in
impairing physiological function. Furthcrmore, in addition to providing targets for biotechnology-
bascd therapeutics, understanding the protcins involved in mediating normal peripheral function will
also provide targets for gauging the effcctiveness of physical therapies, such as exercising training, at
the molecular level. Thus, identifying the proteins involved in modulating skelctal muscle functional
hyperemia will allow thc development of specific exercise-training regimens that utilizc or arc based
on biomarkers (mRNA or proteins) to assess fitness and training program effcctivencss.

Infrastructure Development & Equipment Use

The first major piccc of cquipment that 1 was able to purchase through this award is a micropressure
system (Figures 4 & 5). The purpose of the micropressure systcm is to measure blood pressurc in
blood vessels that are too small to catheterize with a fluid-filled polymer catheter (typically vessels
less than 300pm in diamcter). The micropressurc system is composed of three main components- a
glass microelectrode, a pressure regulator, and an amplifier/signal processor (main unit). The
microelectrode (a glass capillary tube heat-stretched to a tip diametcr of 1-3um) is filled with a
concentrated clectrolyte solution (e.g. 3M KCl) that has a very low resistance to current flow. This
resistance is continuously monitored by thc main unit.

Figure 4. Micropressure system main unit
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Pressureregulator

Calibrationvial

Flmdtrap
Figure 5. Micropressure system

Once the microelectrode is placed inside a blood vessel, the hydrostatic pressure of blood will cause
isotonic plasma to enter the electrode tip. The entry of plasma into the electrode tip will increase the
resistance to current flow as it dilutes the concentrated electrolyte solution within the microelectrode.
This change in resistance is detected by the main unit, which then signals to the pressure regulator to
increase pressure. The pressure regulator is connected to both positive and negative pressure sources
(Figure 5); if an increase in current resistance as measured by the main unit (due to entry of plasma
into the electrode tip), it will signal the pressure regulator to increase the net pressure it allows to
pass to the microelectrode by increasing the electrodes’ exposure to the positive pressure, decreasing
the electrodes’ exposure to the negative pressure source, or both. This net pressurization of the
electrode will force the isotonic plasma back out of the microelectrode tip and return the current
resistance back to its low, baseline level. The arterial pressure is then determined as the net pressure
(applied to the microelectrode by the pressure regulator) required to maintain low current resistance
(i.e. prevent plasma entry) in the microelectrode.

Blood flow is determined by both the resistance of a vascular network and the pressure gradient
across the vascular network. We were previously able to measure blood flow and vessel diameter
(the main contributor to resistance). Using this methodology we will now be able to determine

pressure gradient across a vascular bed and determine how ischemic injury impacts this driving force
of blood flow.
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In addition to experimental proccdures involving laboratory mice, our rescarch program is also
attcmpting to further our understanding of ischemia and limb injury on vascular physiology and limb
function through numecrical modcling strategics. A sccond use of the micropressurc system described
abovc will be allow us to measurc the arterial pressure within skeletal muscle to provide the
boundary conditions for our modcl calculations as wcll as validate the pressurc predictions made by
our model.

The sccond major piecc of equipment that 1 was able to purchase through this award is a bioscnsor
system (Figures 6 & 7). Thc purpose of the biosensor system is to measurc the concentrations of
biological moleculcs that readily participate in oxidation-rcduction rcactions. The Biosensor is
composed of two main components- an ampcromctric clectrodc and an amplifier/signal processor. A
specific Poisc voltage (that is the voltage that induccs maximum reduction of a particular
biomolccule) is continuously applicd to the solid microclectrode from the main unit. However, the
electrode is part of an incomplete circuit and therefore current will not effectively flow through the
clectrode unless that biomolecules is present. When the biomolecules (that is cffectively reduced at
the specific Poise voltage applied to the clectrode) is present, an oxidation-reduction reaction occurs
that completes the electrode current and allows current to flow. Therefore, the resistance to current
flow in the electrode is directly proportional to the amount of biomolecule in the solution. The
specific biomoleculcs that can be assessed with this device include oxygen, nitric oxide, hydrogen
peroxide, hydrogen sulfide, and glucose- the first three of which are critical factors involved in
controlling vasodilation and functional hyperemia.

Figure 6. Biosensor systcm main unit
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Nitric oxide electrode

Figure 7. Biosensor systcm

Although we were unable to use the biosensor for in vivo measurements, we were able to perform
bench-top calibrations of the nitric oxide electrode (figure 8).

The ability of arterial vessel to dilate and increase downstream blood flow depends on the proper
signals being sent to the smooth muscle cells to instruct these cells to contract and decrease blood
flow (vasoconstriction) or relax and increase blood flow (vasodilation). As mentioned in the
introduction, there is not one single signaling molecule responsible for making smooth muscle cells
relax. Fortunately, with our biosensor system we will be able to measure the concentrations of three
molecules produced by the endothelium that signal the smooth muscle cells to relax- nitric oxide,
hydrogen peroxide, hydrogen sulfide. Measuring how ischemic injury-repair affect the production of
the signaling molecules will bring us much closer to determining the molecular cause of impaired
hyperemia following ischemic injury. Furthermore, the ultimate regulator of both
vasodilation/vasoconstriction and microvascular growth is oxygen.
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Figure 8. Nitric oxide bench-top ealibration with biosensor system

As oxygen coneentrations ean be measured with our biosensor, we will be able to deseribe the effects
of ischemie on this eritical regulatory moleecule- better understanding what features of ischemia
(hypoxia, inflammation, tissue growth) are most eritieal in affeeting tissue function.

In eonelusicn, the primary interest of my research program is in understanding how injury-rcpair and
discase affect tissue funetion. Specifically, we are interested in microvaseular function beeause the
cfficient cxchange of nutrients and wastes is eritieal to tissue funetion. Unfortunately (given its
eritical importanee), microvaseular funetion is impaired following injury and disease. Therefore, the
ultimate aim of our laboratory is to deseribe the molecular mechanism for the impairment of vascular
function by ischemie injury. This proposal allowed use to make significant movement towards the
completion of this goal through the purchase of equipment that will allow us to assess both
hemodynamies, eellular signaling, and tissue health (oxygenation) in healthy animals and following
ischemie injury.
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Single-Cell Impedance Sensing for Pathogen Detection and Disease Quantification
Purpose

The motivation behind this work was to provide early detection of pathogen or toxin-
related abnormalities at the cellular level with the particular goal to make this technology
available to front-line war-fighters, with a secondary application to clinical diagnostics
for example, cancer screening. Why single cell detection? Most diagnostics indicators are
based on macroscopic symptoms, ¢.g., fever, swelling, wheezing, and sneezing. For
such symptoms to surface, typically thousands of cells are infected; hence, a person
exhibiting such symptoms could be in serious or terminal condition and may need to be
quarantined. If, however, there were a deployable system that could be used to perform
routine checks on personnel via throat swab or blood sample, the war-fighter’s health

could be assessed at treatable stages.

The operational concept is a system that can be deployed in a first-aid vehicle and
personnel would be spot-checked to enable early detection. The desired assay should
have the following features:

1) Minimally invasive sample collection

1) Ease of use

ii1) Capability to detect single cells or small groups of cells

iv) Rapid detection

V) Portability
Under these concepts of operation, a MEMS-based single cell impedance sensor was

proposed, together with low cost, easy to use support equipment.

During the duration of the C’RP grant, we developed a Bio-MEMS device to capture

single cells and groups of cells. The resultant concept design is shown below in Figure 1.
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Figure 1. On the left is a multi-chamber, single-cell design to enable simultaneous

statistical analysis. On the right is a single chamber to demonstratc the concept.

As shown above, the multiple- ehamber design on the left is optimal to enable rapid

prediction of average Impedance Spectra. In this design, cells are introduced into multiple
chambers that “dead-end” in a detection chamber. The deteetion chambers are in suction
mode during loading. This design ensures (100%) that cells will be captured in cach
chamber. To demonstrate the concept of a “dead-end” or sure-fire capture chamber, a
single capture chamber was manufactured that is representative of the chambers on the
multi-chamber system. (It 1s important to note that the multi-chamber design was also
manufactured and tested. It did have some re-design issues that were beyond the scope
and timing of the MS student working on the project.) The resultant single-ehamber

design was instantiated in PDMS and is shown in Figure 2.

Solid PDMS

Electrodes

Figure 2. A collection of cells in the PDMS (PolyDimethylSiloxane, translucent rubbcr)

eapture chamber with Au electrodes.

As shown above, a collection of cells are positioned between the clectrodes. The

geomctric features of the channel walls and chamber walls appear as whitc lines. The

80




N00014-07-1-1152 P.1.Susan C. Opava, Ph.D.

central channel leading vertically below the cells is a suction channel to help position and
hold the cells in the chamber where the electrodes meet. The two channels that are at 45
degrees and meet near the top electrode pair are included to enable backflush or expel
extra cells in the capture chamber. The speckled white dots in the PDMS regions are

merely optical artifacts and do not represent anything significant.

The cell capture chamber was designed for 10 micron diameter cells; hence, if the cell
diameter is smaller than 10 microns there will be an accumulation of cells in the capture
chamber. If however the cell size is on the order of 10 microns, only a single cell can be

captured, see figure 3 below.

Feed befld Single 10 um bead
suspension incapture
chamber

Figure 3. Capture of a 10 micron polystyrene bead in a single-cell capture chamber

A bead suspension is introduced into the chamber and via suction, a single bead is
positioned into the capture chamber. To ensure that only a single bead is in the chamber,
a back flow is introduced in the 45 degree channels, as described above, with continued
suction in the primary capture channel, and the excess beads are flushed out back into the

feed suspension chamber (also see Figure 2).

Additionally, as shown in Figure 2., the capture chamber is equipped with parallel
electrodes. Once positioned in the chamber, the cell or cells are subject to an AC signal at
progressively larger field frequencies. These same electrodes simultaneously create the
AC field and read the input current at the various frequencies and the resultant impedance

is back-calculated.

To drive the clectrodes and to analyze the impedance response, a system was set up using

™

National Instruments cards for the electronics, coupled with a Labview " interface. In

Figure 4, the fluidic and the electronic interface are shown.
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Figure 4. The experimental setup with Labview™ and mierofludic interface.

As described above, the device enabled capture and isolation of a singlc cell based solely
on fluid flow control. In parallel with this effort, the elcctronic circuit was designed and
implemented to cnable swept-frequency AC-signal and Impedanec sensing. The circuit
design was implemented using a National Instruments Signal Generator and data
acquisition cards. The packaged device was designed to enable fluid and eleetrical
conncetion. The connection was designed to enable connection from the macroscopic
world to the microscopic. This assembly was then integrated with a LabSmith™ inverted
microscope utilizing the Dell XPS with the National Instruments cards and Labview™
intcrface. The XPS served as a work-station to both drive the circuit and to collect video
data of the cell capture proccss. The electrieal and fluidie eonncetions arc shown in

packaged assembly below in figure S.
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Figure 5. The packaged cell capture chip. On the right the electrical connections are

shown. In the center is the chip illuminated by the inverted microscope light source.

The support structure for the assembly shown above is a plexiglass breadboard that
enables mounting of Labsmith™ microfluidic valves and plumbing. The outline of the

chip can be seen in the middle, and below is the LED microscope light source.

Another significant contribution to this capability is the software interface to enable
simultaneous signal generation and data acquisition. The interface between the National
Instruments function generator and data acquisition cards was accomplished through a
Labview™ program developed by MS student, Stephanie Hernandez. The Labview ™™
program enabled use-defined signal production/control, data acquisition and analysis.
Additionally, a Labview™ interface was developed to enable an effective human

interface for experimentation. The interface is shown below in Figure 6.

P.I.Susan C. Opava, Ph.D.
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Figure 6. Labview ™™ interface. The graphs display the measured signal (above/left) and
phase (below/left). On the right, the user can input the signal source, the measurement

source, the signal amplitude and the signal frequency.

Using the system and interface described above, impedance spectra were developed for
air, saline solution, a 10 pm polystyrene bead in saline and a collection of yeast cells with

diameters less than 10 pm in saline. The results are compared in Figure 7.
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Impedance Comparison
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Figure 7. Impedance spectra for air (dark blue), saline solution (magenta), polystyrene

bead (green) and yeast cells (turquoise). The frequency ranged from 10 Hz to 40 MHz.

The spectra above cover the desired range necessary for cellular characterization, 100 Hz
to 30MHz. Through these measurements, a critical piece of information, the crossover
frequency, can be characterized for various cell types, healthy cells and diseased cells.
More specifically, the crossover frequency is the frequency at which the target spectrum
is equal to the pure saline or background frequency. As shown above, the crossover

frequency for a collection of yeast cells, in our system, is approximately SMHz.

Major Accomplishments
This work has resulted in the following major accomplishments:
e MS degree Josh Fradriquela (Microfluidic single Cell Capture Device) in progress
e MS degree Stephanie Hernandez (LabviewTM interface and Impedance
Experiments) in progress
¢ Design and development of a microfluidic single-cell capture device.
¢ Design and development of a system to conduct impedance spectra experiments

e Poster presentation at the “2009 Lab on a Chip World Congress”
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Future Plans

A start-up company in Minnesota has expresscd intercst in working with us and possibly
hiring students associated with this project. Additionally this system will bc adapted for
stem-cell research. Specifically the systcm can be used to characterize cellular
modification via chemieal stimulation, e.g., differentiation, up-rcgulation of proteins, ccll

death, etc.

Current activities

MS student Stephanic Hernandez is still taking data on yeast cclls using the system. In
particular, she is examining “dead” yeast eells to compare with live ycast cells to
demonstrate a demonstrative change in spectra using the same ccll line. Additionally MS
student Tom Harper will carry on Stcphanie’s work and adapt the system to explore
spectra for eell differentiation. A new graduate student will bc recruited to work along

side Tom Harper.

The resulting work has been proposed to DARPA as an approach to dctcction of sub-
micron particles, e.g., virus collection and detcction from saliva samples. In the proposcd
scheme, polystyrene beads will be funetionalized to crecate a surface laycr of small
spccies. c.g., proteins, viruscs, etc. The functionalized beads will be characterized prior
to cxposing the beads to a sample solution containing the target macromolecule. Once the
bcad has captured the targct, it will be intcrrogated via the Impedance Sensor System and
the spcctra will be compared to bead without target. The resulting net spectrum will be
used to 1) detect the presencc of the target in the sample, and 2) to develop conduetivity

and permittivity data to charactcrize these properties of the target, that is, propcrties yet to

be definitively measured.
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Multi-AUV Path Optimization for improved Ocean Model Forecasting

Primary Investigators: Christopher M. Clark, Mark A Moline

Introduction

Oceans provide us with some of our most valuable resources. To manage and eonserve them rcquircs us
to understand them. This can be difficult because their characteristic parameters (c.g. temperaturc,
currents, ctc.) have large spatial and temporal variability.

Ocean modeling provides an essential tool in predieting such characteristic parametcrs with a limited sct
of measurements. Moreover, models can bc used to foreeast future values of the parameters.
Unfortunately, the limited availability of sensor measurements for building such models may not be
adequate for generating aceurate foreeasts.

To remedy this problem, a system of multiple Autonomous Undcrwater Vchicles (AUVs) ean be
deployed between forecasts to obtain measurements in the specifie loeations which will lead to the
greatest improvement in aeeuraey of the ocean model forecast.

The core of this project was to devclop an algorithm that constructs AUV trajectories that are optimal in
the sensc that their measurements will minimize errors in tracking points subject to the practical
constraints associated with a real AUV (e.g. maximum velocity, turning radius, ocean currents etc.) In this
context, the points to be tracked by the AUV are those that minimize error in oeean parameter forecasting.

Along these lines, the investigators have developed a new algorithm to plan paths for multiple AUV that
must visit designated locations of interest. Unlike previous work, this algorithm takes into consideration
1) kinematic constraints of the AUV, 2) dynamic model of the AUV when caleulating path costs, and 3)
the presencc of ocean eurrents,

Algorithm Development

This research addresses the problem of allocating targets to multiple autonomous underwater vehicles
(AUV) in the presencc of constant ocean currents. The main difficulty of this problem is that the non-
holonomic vehieles are constrained to move along forward paths with boundcd curvaturcs. The Dubins
model is a simple but effcctive way to handle the kinematic characteristics of AUVs. It gives eomplete
characterization of the optimal paths between two eonfigurations for a vehicle with limitcd turning radius
moving in a plane at constant speed.

In the algorithm developed, Dubins paths arc modified to include ocean currents, resulting in paths
defined by curves whose radius of curvaturc is not constant. To determine the time required to follow
such paths, an approximate dynamic model of the AUV is queried due to the computational eomplexity of
the full model. The lower order model is built from data obtained from sampling the full model. The full
modecl is used in evaluating the final tour times of the sequences generated by the proposed algorithm to
validatc the results.
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Results

The proposed algorithm solves the task allocation problem with market-based auctions that minimize the
total travel time to complete the mission. The novelty of the research is the path cost calculation that
combines a Dubins model, an AUV dynamic model, and a modcl of the ocean current. Simulations were
conducted in Matlab to illustrate the performance of the proposed algorithm using various numbers of
task points and AUVs. The task points were generated randomly and uniformly close together to highlight
the necessity for considering the curvature constraints. Sample task point sequences and the resulting
paths are shown in Figure 1.

‘ay -;_]3} Ue 12 py =—
= a' N .6 ° * pe 6 5. . .
. 6 a Vs Y ¢
» 1e x 9
',"';\ 5 es -.4 'S e
: ‘:“. T 1
: ey o £\ . et AN
' LE " | 3. b1
& K : -// [t 3 ' . 4 = y
¢ 2 ’ oy :. i
7 ; . ol \
4 . ,—-04 3 »1 + e _,,r': 3 1
£ i < s
1 l\6/: 1 Q '
+ t * % £ ¥ ) ¥ P i ¥ ¥ %
g 30y
Ue Iy —
(c) < @ Y
? < L i Sy *]
TP 2 o 4 3
-8 g m 5' .6 I.
.. v, «® e
1] 3?3 . ¢ ] 4 o
7 d —
/:- T "9,."‘3 N
p . 3 " y L 5 5
24 l E o
- & I' E
L ; +—6 1 . ' -
i 1 L ek )1
1 ! L 2
s Y 3 W * 3 E 3 ) 3 I 3 T 3%

Figure 1: Task point sequences generated by an altcrnating algorithm that minimizes Euclidean distance
path costs (a and c), as well as by the proposed algorithm that considers kinematics when planning (b and
d). Additionally currents of velocity 0.25 m/s in the positive x direction were added in (b and d).

For a sufficiently dense set of points, it becomes clear that the ordering of the Euclidean tours (created
with an Alternating algorithm) are not optimal in the case of the Dubins multiple travelling salesmen
problem. This is due to the fact that there is little relationship between the Euclidean and Dubins metrics,
especially when the Euclidean distances are small with respect to the turning radius. An algorithm for the
Euclidean problem will tend to schedule very close points in a successive order, which can imply long
maneuvers for the AUV. This is clearly demonstrated by the numerous loops that become problematic
with dense sets of points. The algorithm proposed in this research does not rely on the Euclidean solution
and therefore, even in the prcsence of ocean currents, can creatc paths that are feasible for curvature
bounded vehicles. To note, path times were decreased considerably in the simulations when using the
proposed algorithm as compared to the Alternating algorithm (see Table 1).

&9




N00014-07-1-1152 P.1.Susan C. Opava, Ph.D.

No current With current
Alternating | Proposed || Alternating | Propeeiad
Algorithm | Algorithm | Algorithm | Algorithm
L 18] 0.9 N 1012 n9.8

Tos (5) 75.1 X 551 hT.

Table 1: Comparison of path completion times for the alternating algorithm and the proposed algorithm.
Field tests were also conducted on an Iver2 AUV at the Avila Pier in California to validate the
performanee of the proposed algorithm in real world environments, (see Fig 2). Missions created based on
the sequenees generated by the proposed algorithm were conducted to observe the ability of an AUV to
follow paths of bounded curvature in the presence of ocean currents.

(a) (b)
Figure 2: The Center for Coastal Marine Science located at Avila Pier (a) and the Iver2 AUV (b).

Results show that the proposed algorithm generated paths that were feasible for an AUV to track closely,
cven in the presence of ocean current. In Figure 3, a sample set of thee AUV paths are shown that were
planned for by the proposed algorithm and tracked by the Iver2 AUV.
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Figure 3: Example paths planned to be track 20 points by 3 AUVs (a). Actual paths (solid line) tracked by
the Iver2 AUV in Avila Bay are shown in (a), (b), and (c).

Outcomes

Currently, the work is being published in several forms. Student Beverly Chow’s Master’s Thesis [1] has
been published which details both the algorithm development and ocean results. The experimental results
[2] will be published and presented at the International Symposium on Unmanned Untethered
Submersible Technology (UUST). Algorithm details and simulation results were submitted in the
form of a conference paper [3] to the IEEE/RSJ International Conference on Intelligent RObotics
Systems (IROS). Finally, a journal paper is under preparation [4].

As a broader outcome, the algorithm developed will be used for planning within an ocean modeling

system that is scheduled to be up and running in by fall. The model will cover the Avila Bay area,
enabling forecasting of ocean parameters including temperature and currents in 3 dimensions.
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Relevance to ONR
This work falls dircctly in linc with ONR’s Code 311- Autonomous Systems, in which “Rescarch is
conductcd in motion planning algorithms and bchavior of tcams of agents”.

Publications

[1] Chow B. “Assigning Closely Spaced Targets to Multiple Autonomous Underwater Vehicles”,
Master’s Thesis, University of Waterloo.

[2] Chow B, Clark CM, Huissoon JP. 2009. “Assigning Closely Spaecd Targets to Multiple
Autonomous Underwater Vehicles” To appear in the 2009 International Symposium on
Unmanned Untethercd Submcrsible Technology (UUST).

[3] Chow B, Clark CM, Molinc MA, Huissoon JP. 2009. ““Assigning Closely Spaced Targets to
Multiple AUVs”, submitted to the IEEE/RSJ International Conferencc on Intelligent RObotics
Systems (IROS).

[4] Chow B, Huissoon JP, Moline MA, Clark CM. 2009. “AUV Path Planning in the prcsence of
Currents” In preparation for submission to the Journal of Field Robotics.
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Report Section 1: 100 kHz Axial Scan Rate Swept-Wavelength OCT using
Sampled Grating Distributed Bragg Reflector Lasers

Shane O’Connor, Michael A. Bernacil, Andrew DeKelaita, Ben Maher, and Dennis Derickson
California Polytechnic State University, 1 Grand Avenue, San Luis Obispo, CA 93407
Contact person: Dennis Derickson, ddericks@calpoly.edu, 805-756-7584

ABSTRACT

Fast wavelength tunable sampled grating distributed Bragg refleetor (SG-DBR) lascrs are used to generate fast,
linear, eontinuous wavelength sweeps. High resolution wavelength sweeps in excess of 45 nm are demonstrated at a
100 kHz repetition rate. The front mirror, back mirror and phase segment tuning segments can be modulated at very fast
rates, whieh allows for very fast wavelength ramp rates. This sweep is generated through three time synehronized
current versus time waveforms applied to the back mirror, front mirror and phase sections of the laser. The sweep
consists of fifty separate mode-hop-free tuning segments which are stitched together to form a near continuous
wavelength ramp. The stitching points require a maximum of 60 ns for amplitude, wavelength, and thermal settling time
to allow the laser to equilibrate. Wavelength tuning non-linearities, output power wavelength depcndency, and
wavelength discontinuities are defects in the wavelength sweep that result from propcrties of the wavelength tuning
meehanism as well as limitations of the signal gcnerators that produee the time varying bias currents. A Michelson
Interferometer is used to examine the effeets of these defects for optical coherence tomography (OCT). The OCT
measurements demonstrate spectral broadening of the souree and interference signal reduction as the penetration depth
increases. However, these cffects are not very severe for delay differences less than 2 mm even without eorreetion for
sweep nonlinearities.
Keywords: optieal eoherenee tomography, tunable semiconductor lasers, distributed Bragg refleetor lasers

INTRODUCTION

Sampled grating distributcd Bragg reflcctor (SG-DBR) lasers demonstrate wavelength switehing times that are faster
than any other laser in its class. Because monolithic cavity SG-DBR lasers utilize a much smaller cavity length than
fiber-optie ring lasers' and external cavity lasers’, SG-DBR lasers are capable of generating wavelength sweeps at much
faster sweep rates. Experimental results demonstrate that SG-DBR lasers are capable of stepped-wavelength switching
times on the order of 10 ns for the phase section of the laser’. Furthermore, the large and continuous tuning range of the
SG-DBR laser in the C-band, whieh exeeeds 45 nm*, is another useful feature of these devices. SG-DBR lasers with
adjaeent wavelength band coverage can be concatenated for even larger wavelength eoverage. However, creating a
eontinuous wavelength sweep requircs implementing a complicated tuning meehanism as deseribed in [4].

To implement this tuning meehanism, three synehronized arbitrary waveform genecrators are used. The arbitrary
waveforms are gencrated through a mapping of the wavelength as a function of current into the front mirror, baek mirror
and phase sections of the laser. From this wavelength map, a set of currents versus time are synthesized for eaeh of the
wavelength tuning segments. The result provides for a continuous wavelength sweep from 1523.317 nm to
1570.078 nm. Repetition rates as fast as 100 kHz for the 47 nm wavelength sweep are demonstratcd. However,
wavelength stitehing discontinuities in the wavelength sweep become apparent at high repetition rates. Experimental
analysis show that the sweep rate and performanee limitations are due to bandwidth limitations of the arbitrary
waveform generators.

A Michelson interferometer is used to experimentally test this high bandwidth, high speed wavelength sweep for
high resolution OCT applieations. The results demonstrate that the spectral content of the measurements begin to
degrade after approximately 2 millimeters of delay differencc for the 47 nm wavelength sweep operating at a sweep rate
of 100 kHz. In this OCT experiment, no attempt was made to eompensate for sweep non-linearities.
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2.1. Constructing the Wavelength Sweep

Figure | illustrates the block diagram used to generatc a fast wavelength sweep. Three arbitrary waveform
generators, synchronized by a trigger input, are required to drive the threc wavelength tuning segments of the laser. The
gain and SOA seetion of the laser are D.C. biased. Each voltage input is converted to a current input through the use of a
series current limiting resistor. The temperature of the laser is held constant at 22° C using a Thermoeleetric Cooler
(TEC) controller. The optical isolator at the output prevents reflections from causing undesired instability and linewadth
broadening within the laser. Though the laser contains an internal isolator, experimental tests proved this isolation to be

inadequate.
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Figure 1: (a) The block diagram required for a fast wavelength sweep gencration is shown. Three arbitrary waveform generators are
used to drive the three wavelength control connections to the laser (Front Mirror, Back Mirror, and Phase Sections). The resulting
ramp of the laser wavelength over a 1523 nm to 1570 nm wavelength range is accomplished in less than 10 mieroseconds. (b) This is
a picture of the SGDBR laser package and the high speed coaxial drive connections.

In order to create a linear, continuous, wavelength sweep, the time varying bias currents to the front mirror, back
mirror, and phase sections must be configured appropriately. The DC tuning map of the laser was generated by varying
the current into the front mirror and back mirror for the set up in Figure 1. An example tuning map is shown in Figure 2.

Wavelength (nm)
£

Front Mirror Current (mA) Back Mirror Current (mA)

Figure 2: Mode map demonstrating wavelength as a function of front mirror and back mirror bias currents. From this mode map, a
tuning strategy is obtained to generate a continuous and linear wavelength sweep from 1523.317 nm to 1570.078 nm. The currents
are chosen to follow the paths | through 10 that are illustrated in the diagram in order to cover the full laser wavelength range.
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In order to tunc the lascr from the shortest to longest available wavelengths, a series of paths needs to be followed on the
tuning curve shown in figure 2. By sequencing through a series of paths from | to 10, the entire wavelcngth range of the
SGDBR lasers can be covered. In addition to the basic tuning map of Figure 2, additional tuning information for the
phase current and the exact routc to takc on each tuning path is required. Figurc 3 shows an illustration of one of the
paths and thc optimum route to take on this path.
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Figure 3: The middle plot illustrates path 6 found in figure 2 in more detail. (a) The upper path boundary is charaeterized by a +5 nm
inerease in wavelength. (b) The lower path boundary is eharaeterized by a -5 nm decrease in wavelength. (c) For a small value of
phase eurrent, a loeus of points is shown where the +- 0.3 nm offset peaks are at a symmetrieal level. (d) For a medium value of phase
current a locus of points is shown where the +- 0.3 nm offset peaks are at a symmetrical level (e) For a large value of phase eurrent a
locus of points is shown where the +- 0.3 nm offset peaks are at a symmetrical lcvel. (f). The best spectral shape bias point for the
medium value of phase current is shown. Both a narrow span and wide span spectral trace show the bias point with best speetral
shape. A 0.07 nm resolution bandwidth was used for all of the speetral measurements shown in this figure.
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In figure 3a/b the boundaries of an example tuning path with speetral examples are given. Three example bias points
with low medium and high phase eurrents are shown in figure 3 e/d/e. An example spectral plot for a best bias point for
the front mirror, back mirror, and phase sections is shown in figure 3f. A ecomputer algorithm was generated to sweep
the laser through each path and come up with the best set of diserete bias points for best rejection of unwanted speetral
side lobes. A computer program was then used to interpolate between each of these best speetral points and generate a
table that could be used by the arbitrary waveform generators shown in figure 1. Figure 4 shows an example set of bias
values that were sent to the arbitrary waveform generator.

Arbitrary Waveform Generator Tuning Waveforms for a 47 nm
Wavelength Sweep
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Figurc 4: Example drive voltages versus time for the back mirror, front mirror, and phase tuning scctions. These voltages are
programmed into the arbitrary waveform generators of figure 1. (a) The tuning voltages for a 47 nm wide sweep are shown. (b) The
tuning voltages for a narrow sweep are shown.

The waveforms shown in figure 4 show a saw-tooth shaped sct of drive voltages. The front mirror and back mirror
currents repeat approximately every 7nm of the tuning curve. The phase current repeats approximately every 1 nm. The
point in the waveform where the slope 1s near vertieal is called a wavelength ramp stitehing point. At the stitching point
the current of the laser is changed abruptly but the wavelength before and after the abrupt laser eurrent ehange should be
identical. During the wavelength stitching events, the laser is going trough a mode change and the laser output is not
useful during that time interval. Later sections of this paper show that the time duration of these stitehing events is about
50 ns for this prototype system. The sweep that is construeted from this laser is then a series of 50 continuous tuning
segments stitched together with 50 ns transition times between the segments.
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2.2. Wavelength Sweep Analysis

The current waveforms of Fig. 4 were repeatcd at a series of rcpetition rates between 0.1 Hz of | MHz. The time-
averaged spectrum for a 100 kHz repetition ratc is shown in Figure 5. This swecp exhibits an optical sweep width of
approximately 47 nm. The output power of the source did vary with position in the sweep. The power of the source
varies along cach path shown in figure 2 if the gain section and semiconductor optical amplifier segments are at a
constant bias level. Amplitude flatness can be obtained by providing a current amplitude control to the semiconductor
optical amplificr segment as the laser tunes across the band.

47 nm Wavelength Sweep Spectrum

20
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Bandwidth
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40 L ! I | ! ! J !
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Figure 5: This shows the time averaged power versus wavelength for the laser tuning over a 47 nm wavelength range at a 100 KHz
repetition rate. A 0.1 nm resolution bandwidth is used in this measurement.

An experiment was set up to tcst the linearity of the wavelength swcep and the time duration of the wavelength stitching
points. Figure 6 shows the measurement apparatus for characterizing wavelength versus time.
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Swept Pass Filter Oscilloscope
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Figure 6: A repetitive band pass filter is used to assess the linearity of the wavelength versus time.

A Fabry-Perot filter with a 0.4 nm free spectral range was place at the output of thc tunable laser. The periodic
transmission versus wavelength of the Fabry-Pcrot filter provides wavelength markers that repeat as the tunablc lascr is
scanned over its tuning range. The band pass filter provides an FM to AM conversion of the laser output, since the
amplitude of the transmitted signal at the output of the filter varies as a function of the input wavelength. Thc
wavelength ramp at the output of the laser, which provides a linear change in wavelength as a function of time, will then
follow the shape of the band pass filter over the width of the wavelength sweep. This optical signal is converted to an
electrical signal with a high spced photodetector and applied to an oscilloscope.
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Fig. 7 shows the time rcsolved output of the measurement apparatus in fig. 6 for sweep repetition rates between 1 Hz and
1 MHz. Thc horizontal axis is time normalized to the period of the sweep. For a 1 MHz repetition rate, the timc
coverage would be 0 to 1 microsecond. The sweep covers a 3.2 nm range.

Normalized Transmission Qutput of an Optical Repetitive Band Pass
Filter due to a 3.2 nm Wavelength Sweep
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Figure 7: An example output for the measurement apparatus of figure 6 is shown. The output of the repetitive band pass filter
demonstrates the performance of the wavelength sweep as a function of sweep repetition rate from | Hz to | MHz. Two types of
switching points are illustrated for the laser. Figure 7a and 7e show stitching points where the phase current is rapidly switched
between two values. Figure 7b shows a triple stitehing point where front mirror, back mirror and phase section drives are abruptly
changed. The ideal measurement result would show a smooth change in filter output as a funetion of time that replicates the
transmission versus wavelength funetion of the Fabry-Perot filter. For low sweep rates, the wavelength discontinuities at both phase
and triple stitching points are very small. For high sweep rates at 500 kHz and above the laser does not stabilize at the stitching points
and large stitching errors oceur.

The drive voltage for the front mirror, back mirror and phase scctions is shown on thc samc axis as the output of the
dctcctor. This wavelength ramp mcasurement shows two types of wavelength stitching crrors. The first phasc stitch in
figure 7a is found at 0.3 normalized seconds. For low swceep rates, the output of the filter is smooth indicating a small
stitching crror. FFor frequencies above 500 kHz, there is not sufficient timc for the laser to stabilizc and a wavclength
coverage crror occurs. The stitching errors arc morc pronounced when a triple stitching point occurs. A triple stitching
point oeeurs when the phasc, front mirror, and back mirror drive voltagcs all changc abruptly.

The time duration of the stiteh transicnt was studied in dctail. The SGDBR laser system takes approximatcly 40
ns to equilibratc to the identical wavelength with a diffcrent lascr longitudinal mode during a phasc stitching transition.
The stitehing point at 0.5 normalized sceonds rcprescnts the worst ease triple stiteh situation where the phasc scetion,
front mirror, and back mirror eurrents are changed simultancously. In this casc, thc wavelength, power transient, and
thermal transient are morc scvere but the entire stitching time is still less than 60 ns.
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2.3. Experiment: Michelson Interferometer OCT measurements

A Michelson Interferometer is used to test the fast generated wavelength sweep in an OCT test environment.  This
optical signal is split into two paths; a referenee path and a path to image a deviee under test. The referenec path
contains a moveable reflector that enables the ability to change the path length differenee between the referenee path and
the path to the DUT. The eleaved end of a single mode fiber optic cable provides 4% power reflection at the glass to air
interface and serves as the deviee under test. The two optical signals are mixed at the output of the interferometer,
providing an optical beat signal that is ineident on a photodeteetor. The photodetector eonverts the envelope of the beat
signal into an eleetrical signal that ean be measured by a speetrum analyzer. This experimental set up, illustrated in
Figure 8, ercates a simulated OCT experiment in which the change in the delay difference between the referenee and the
DUT allows for the simulation of different penetration depths within the DUT.
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Figure 8: Block diagram of the Michelson Interferometer experiment simulating an OCT measurement.

For a swept wavelength souree, the beat signal that results at the output of the interferometer is eaused by the
wavelength (or frequeney) difference between the two signals. This difference frequency is related to the delay
differenee between the two paths. Furthermore, the diffcrence frequency increases proportionally to an increasc in the
delay difference between the two paths. Figure 9 demonstrates the OCT measurement for various delay differences
using the 47 nm wavelength sweep of Fig. 3 at a repetition rate of 100 KHz. This 47 nm sweep provides a distance
resolution of approximately 25.6 pm°. The experimental results demonstrate that the speetrum of the beat signal
broadens and the amplitude decreases as the delay differenee between the two paths inereases. For delay differenees of
2 mm or less, these undesirable effeets are not espeeially severe. No efforts were made to correet for the nonlinearity of
the wavelength sweep in this measurement.

OCT Measurement for Varlous Delays with a 47 nm Wavelength
Sweep (Sweep Rate: 100 KHz; RBW: 10 KHz; VBW: 3 KHz)
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Figure 9: OCT measurements for the 47nm wavelength sweep at a repetition rate of 100 KHz.
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3. CONCLUSION

Fast wavelength sweeps with SG-DBR lasers have been demonstrated by applying three synehronized arbitrary
waveforms to the respective tuning inputs of the laser. The short cavity length and small eapaeitanee of the SG-DBR
laser deviee allow for a very fast wavelength-swept souree for optical eoherenee tomography applications. A 47 nm
continuous wavelength sweep was demonstrated at user adjustable repetition rates between 0 to 1 MHz. The 47 nm
wavelength sweeps consists of a eoneatenation of fifty Inm wide eontinuous tuning segments. The fifty concatenated
sweep segments cach have a 50 nS wait period between sweep segments during which the output of the SGDBR laser is
stabilized. An overview of the tuning paths that are nceded to drive the laser was given resulting in a series of saw tooth
waveforms being applied to the front mirror, back mirror and phase sections of the laser. Uscable sweep rates up to
1 MHz were demonstrated for the 3.2 nm narrow sweep, and up to 100 kHz were demonstrated for a 47 nm wavelength
sweep. An Optical Coherence Tomography measurement was made with a Miehelson interferometer measuring the air
to glass interface reflection between an optical fiber and air. The OCT measurement demonstrates that the performance
of this wavelength sweep is adequate for imaging up to 2 millimeters in depth into a sample with no correction for
wavelength non-linearity in the sweep.
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Report Section 2: Generation of High Speed, Linear Wavelength Sweeps
Using Sampled Grating Distributed Bragg Reflector Lasers

Shane O’Connor, Michael A. Bernacil, and Dcnnis Derickson

California Polytechnic State University (Cal Poly), 1 Grand Avenue, San Luis Obispo, CA, 93407, USA

ABSTRACT - Wavelength-tunable sampled grating distributed Bragg reflector (SG-DBR) lascrs are used for
telecommunications applications in which the laser is sct to a communication channel and changed infrequently. SG-DBR
lasers can be tuned to any wavelength over a 50 nm tuning range with fast transition times using a set of three control
currents. This paper demonstrates generation of fast linear wavelength ramps covering the entire tuning range of the laser.
Continuous and linear wavelength sweeps are achieved by applying three time synchronized wavcforms to the front mirror,
back mirror, and phase sections of the laser. Continuous wavelength coverage is achieved by appending 50 separate mode-
hop-free tuning segments. The wavelength stitching transitions require a maximum of 60 ns for amplitude, wavelength, and
thermal settling time to allow the laser and drive electronics to equilibrate. Full band wavelength ramps with 100 kHz
repetition rates have been demonstrated. An example FMCW LIDAR application of this fast wavelength ramp is given.
Index Terms — Distributed Bragg reflector lasers, light detection and ranging.

I. INTRODUCTION

Sampled grating distributed Bragg rcflcctor (SG-DBR) lasers demonstrate wavelength switching times that are fastcr
than external cavity tunable diode lasers or fiber ring lasers due to their very short optical cavity length. Experimental
results demonstrate stepped-wavelength switching times on the order of 10 ns for the phase scction of the laser'.

Continuous wavelength swceps are achieved by mapping the wavelcngth as a function of current into the front
mirror, back mirror, and phase sections of the laser. The wavelength maps are used to find tuning paths that can be
concatenated together into a continuous coverage wavelength ramp. Arbitrary waveform generators arc uscd to drive the
front mirror, back mirror, and phase sections of the SGDBR lascr and create the associated lincar wavelength ramp.

A Mach-Zehnder Interferometer is used to experimentally test this wavelength sweep for high speed light detection
and ranging (LIDAR) applications®. The results reveal that short range LIDAR measurements at sweep rates betwcen 10
and 80 kHz dcmonstrate a distance resolution of + 45 pum or lcss.

1I. CONSTRUCTING THE WAVELENGTH SWEEP
To create a continuous and linear wavelength swcep, the three tuning scctions of the lascr must be controlled with

very accurate, time synchronized current waveforms. These waveforms are obtained by first analyzing the wavclength
of the laser as a function of the front and back mirror bias currents as shown in figure 1.

Wavelength (nm)
i
=]

10
Front Mirror Current (mA) 5

. " ¢ Back Mirror Current (mA)

Figure 3: Mode map demonstrating wavelength as a function of front mirror and back mirror bias currents. From this mode map, a tuning strategy is
obtained to generate a continuous and linear wavelength sweep from 1523.317 nm to 1570.078 nm.
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Figure 1 illustrates 10 different paths that ean be utilized to eover the full wavelength span of the laser. On each path
the front mirror and back mirror currents are nearly proportional. The phase seetion tuning eurrent is not ineluded in the
map of Fig. 1. The wavelength of the laser would jump in 0.2 nm steps if the phase seetion eurrent of the laser were
constant. The 0.2 nm step size eorresponds to the longitudinal mode spacing of the laser. The phase section ean be
utilized to electrieally streteh the eavity length in order to ereate 1.0 nm wide mode-hop free tuning segments. An
example tuning segment of the laser for path 5 is given in figure 2.
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Figure 4: Front mirror, back mirror, and phase section waveforms thal drive the laser along path 5.

The front and baek mirror eurrents are proportional but parabolie eurrent versus time funetion is required to get a
linear wavelength versus time output. The phase seetion is eleetrieally stretched and reset 6 times over the duration of
this tuning path.

Each path illustrated in figure 1 has a path width. The tuning waveforms are designed to ensure that the laser is
tuned along the eenter of each tuning path to prevent mode hops throughout the sweep. The side mode suppression ratio
of the tunable laser wavelength ramp was optimized by eharaeterizing the optimal position along the tuning path.

In order to achieve wavelength sweep linearity, the three synehronized tuning eurrents are mapped in 0.1 nm
inerements. | pm wavelength resolution was achieved by linear interpolation between the bias points. Finally, by
eoneatenating tuning paths in the speeifie order shown in Figure 1, a continuous 47 nm wavelength sweep is achieved
from 1523.317 nmto 1570.078 nm.

These three tuning waveforms are uploaded into three Agilent 33220A Arbitrary Waveform Generators. The
waveform generators are time synehronized using an external trigger input. Frequeney limitations and finite switehing
times of the waveform generators result in wavelength glitehes at each tuning segment eoneatenation point. Thermal
settling times intensify the magnitude of the wavelength gliteh at these transition points. Experimental analysis
demonstrated that a maximum of 60 ns is required for the laser and drive eleetronies to equilibrate.

111. LIDAR EXPERIMENT
Fig. 3 shows an experimental set up to observe the performanee of the wavelength sweep for LIDAR applieations.

The swept wavelength output of the laser is split into two paths; a short referenee path, and a long delay path. These two
paths are then eombined to ereate a beat signal that relates to the length difference between the two paths.
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Figure 5: The laser is powered by the D.C. sources and the wavelength sweep is controlled by the arbitrary waveform generators. The Mach-Zehnder
Interferometer provides a fiber based LIDAR environment. The frequency of the beat signal, which relates to the length difference bctween the
reference path and delay path, is measured by a spectrum analyzer.

TEC

The envelope of the optical beat signal is converted to an clcctrical signal at the output of a photodetector. This signal is
then amplified and measured using a spectrum analyzer.

Figure 4 demonstrates several spectral measurements of the beat signal as a function of the repetition ratc. At the
10, 20, 50, and 80 KHz repctition rates, the beat signal demonstrates a resolution of + 45, 40, 35, and 25 millimeters
respectively. Though the theoretical distance resolution of the 47 nm wavelength swcep is approximately 25.6 pm®, the
spectral bandwidth of the beat signal dominates the distance resolution. Furthermore, thc spectrum of the beat signal due
to a 50 KHz and 80 KHz repetition rate demonstrates an unusual shape. This distortion is most likely attributed to both
the non-linearities in the wavelcngth as a function of time, which is intensified by faster sweep rates, and the bandwidth
limitations of the arbitrary waveform generators.
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Figure 6: LIDAR measurements for a 0.3 m delay line at sweep rates ranging from 10 KHz to 80 KHz (left to right respectively). The LIDAR
measurements are contained within optical fiber using an FMCW architecture.

1V. CONCLUSION

Fast wavelength sweeps with SG-DBR lasers have been demonstrated by applying three synchronized arbitrary
waveforms to the respective tuning inputs of the laser. Mapping the wavelength as a function of the three tuning
currents and appending the tuning segments results in a 47 nm continuous wavelength sweep. Performing LIDAR
measurements using a Mach-Zchnder Interferometer demonstrates that short range distance measurements at update
rates between 10 and 80 KHz provides distance resolutions between + 45 and + 25 micrometers.
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REPORT SECTION 3: MICROWAVE SIGNAL GENERATION USING SINGLE-CHIP FAST
WAVELENGTH-TUNABLE SAMPLED GRATING DISTRIBUTED BRAGG REFLECTOR LASERS

Michael A. Bernacil, Shane O’Connor, Ben Maher, Andrew Dekelaita, and Dennis Derickson

ABSTRACT — MICROWAVE SIGNAL GENERATION USING SINGLE-CHIP FAST WAVELENGTH-
TUNABLE SAMPLED GRATING DISTRIBUTED BRAGG REFLECTOR (SG-DBR) LASERS IS
DEMONSTRATED. MICROWAVE SIGNALS ARE ESTABLISHED BY A SELF-HETERODYNE
TECHNIQUE. THE LASER FREQUENCY IS SQUARE-WAVE MODULATED BACK AND FORTH
BETWEEN TWO CLOSELY SPACED WAVELENGTHS. THESE TWO WAVELENGTHS ARE MADE TIME
COINCIDENT USING A FIBER MACH-ZEHNDER INTERFEROMETER. THE DIFFERENCE
FREQUENCY IS DETECTED AND AMPLIFIED. MICROWAVE SIGNALS UP TO 12 GHZ HAVE BEEN
MEASURED BY FREQUENCY MODULATING THE PHASE SECTION OF THE SG-DBR LASER.
MILLIMETER WAVE DIFFERENCE FREQUENCIES ARE EASILY AVAILABLE FROM THE SG-DBR
LASER. MICROWAVE SIGNAL SPECTRAL WIDTHS AS NARROW AS 10 MHZ HAVE BEEN ACHIEVED
FOR LOW BACK MIRROR CURRENT INPUTS. SPECTRAL WIDTH RESULTS AS A FUNCTION OF
DEVICE DC BIAS CONDITION ARE PRESENTED. TIME RESOLVED FREQUENCY STEP
MEASUREMENTS OF A HIGH-SPEED PACKAGED DEVICE HAS SHOWN 40NS WAVELENGTH
SWITCHING TIMES DOMINATED BY THE SPEED OF THE ELECTRICAL DRIVING SOURCE.

INDEX TERMS — DISTRIBUTED BRAGG REFLECTOR LASERS, DISTRIBUTED FEEDBACK LASERS,
MICROWAVE GENERATION, MICROWAVE OSCILLATORS, MILLIMETER WAVE GENERATION,
OPTICAL SELF-HETERODYNING, SEMICONDUCTOR LASERS, WAVELENGTH TUNABLE LASERS.

1. INTRODUCTION

Tunable diodc lasers are currently the focus of much attention in the telecommunications industry, as thcy arc
expected to bccome cssential components for thc next generation of dense wavelength division multiplexing systems [1].
Sampled-grating distributed Bragg reflector (SG-DBR) single-chip tunable lasers have emerged as a dominant solution
to wavelength-agile fibcr optic communication systcms. These 3 mm long diode lascr chips can tune over the cntirc
1525 to 1565 nm tclecommunication band with three current inputs controlling the laser wavelength. SG-DBR lascrs
offer many desirable features such as fast switching times, good side mode suppression ratios (ratios > 40 dB), broad-
wavelength tuning ranges of approximately 50 nm (1520 — 1570 nm or 1570 — 1610 nm), as well as lasing stability and
rcpeatability.  Prcvious research into SG-DBR lasers has led to demonstrations of fast wavelength switching capabilitics
of fewer than S-ns for a 64-channel laser with switching accuracy of £12 GHz [2].

The fast wavclength switching charactcristics and widc tuning range of the SG-DBR laser can be utilized for
microwave signal gcneration.  Fig. 1 shows a block diagram illustrating the basic approach that is used. The SG-DBR
laser has its opcrating frequency determined by currents applied to the laser. A low frcquency square wave modulation
with fast transitions is applied to the laser rcsulting in a square wave modulated optical frequency versus time. The
square wave modulated optical signal is applied to a Mach-Zehnder interferometer. The long delay path of the
interferometer is choscn to be equal to half thc period of the squarc wave modulation signal.
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Fig. 1. The block diagram used to generate microwave signals using SG-DBR lasers is shown. The laser is current modulated (a)

with a square wave current waveform. A square wave optical frequency versus time (b) results. The output of the interferometer (¢)
has the two optical frequencics present at the same time. The difference frequency (d) is photodetected (e) and applied to the
eleetrical spectrum analyzer for analysis (f).

Using this self-heterodyne approach, mierowave and millimeter wave signals can be generated using a low frequency
square wave. Photodetector bandwidth measurements can be made using this self-heterodyne signal as the exeitation
sourcc. This compact source can frequency hop with sub-microsecond update rates over arbitrary frequency patterns
from DC to the millimeter wave bands. The frequeney range and power of the mierowave and millimeter wave
signals arc limited by the photodetcctor characteristics. Photodetcctor structures with several hundred GHz
bandwidth should enable signal generation beyond the range of traditional mierowave sourees and frequeney multiplier
circuits. A lirmtation on the usefulncss of thesc sources in applications 1s presently the spectral width of the optical
sourees used for self-heterodyne. Seection I1 will eontrast this work to previous examples of signal generation by self-
heterodyne methods.

11. MICROWAVE SIGNAL GENERATION
USING SELF-HETERODYNE REVIEW

The self-heterodyne method for microwave signal generation described in this paper was initially deseribed in
references [3], [4], and [5]. References [3] and {4] used a distributed feedback laser in a self-heterodyne configuration
similar to that shown in Fig. 1. Triangular and reetangular current waveforms were injeeted into the laser bias. The
distributed feedback laser produeed both intensity and frequeney changes in response to the current wavcforms.
Microwave signals up to 4 GHz were reported. Reference [4}reported on the use of SG-DBR lascrs using the self-
heterodync configuration of Fig. 1. Frequencies as with R (FM) that was applied to the Mach-Zehnder intcrfcrometer.
The optieal frequeney differenee frequency was photodetected and the generated miecrowave signals were observed with
an clectrical spectrum analyzer. Reference [4] demonstrated self-heterodyne microwavc gencration with a full-band
wavelength tunable SG-DBR laser. The SG-DBR approach utilized only FM modulation and showed dramatically
rcduccd microwave signal spectral width. Self-hcterodyne of a dual-wavelength fiber laser has also becn reported [5).

Optically injection lockcd semiconductor lasers have recently been used in photonic mierowave gencration [6]. A
common method of generating mierowave signals from optical eomponents utilizes a master-slave laser arrangement. In
a master-slave configuration with sufficient injcction power, the optical frequency of the slave laser is injection loeked to
that of the master laser. By properly adjusting the injection strength and the frequeney detuning, instability oceurs
through Hopf bifureation into the period-one dynamieal state. The result is a tunable mierowave oscillation depcndent
on the optieal power of the slave laser [6].
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A third category used to ereatc microwave signals is based on an external modulation technique. The external
modulator can either be an electro-optic intensity modulator or a phase modulator. A system that could generate
millimeter-wave signals using an external intensity modulator was proposed in 1992 by O’Reilly et al. [7]. A frequency-
doubled eleetrical signal was optically generated by biasing the intensity modulator to suppress the optical carrier and
the even-order optical sidebands. A 36 GHz millimeter-wave signal was generated when the intensity modulator was
driven by an 18 GHz mierowave signal. A key advantage of this approach is that frequeney-doubled signals can be
generated with a relatively low-speed external modulator. However, similar to approaches in the first catcgory, a high
quality microwave reference souree is required [7].

I11. SG-DBR LASER CHARACTERISTICS

The laser chosen for this work was the JDSU Ine. MKS-063-B widely tunable laser that was internally modified by the
manufacturer to allow for fast wavelength switching. Fig. 2 shows a top view of the SG-DBR laser diode chip used in
the experiments. This laser chip has five segments requiring separate current biases. The gain seetion provides for the
amplification needed to obtain stimulated emission. The baek mirror and front mirror form current-controlled
wavelength dependent reflectivity to tune the wavelength of the laser. The phase scetion performs fine “eurrent-
controlled stretching” of the laser cavity to make small adjustments in the wavelength of the laser. The semiconduetor
optical amplifier (SOA) adjusts the laser output power.

Waveguide
angled at
output for
reduced

Bragg Grating
periodically
Back Gain  Phase Front Output e *? ™"

Mirror Segment Adjust Mirror Amplifier

Fig. 2. Top view of the SG-DBR laser utilized in this experiment: The magnitude of currents driving the back mirror (a), front mirror
(d), and phase segment (c) control the wavelength of the laser. The gain section (b) and semiconductor optical amplifier (e) control
the laser output power.

SG-DBR single-chip monolithie tunable lasers were originally developed for teleceommunication applications. These
devices allow for a wide wavelength tuning range over the erbium-doped fiber amplifier operational band of 1525 to
1565 nm, or the extended L-band of 1565 to 1605 nm. References [1], [2], and [8] provide illustrations of the device
design and the mechanism of wavelength eontrol in the SG-DBR laser. Similar single chip tunable lasers such as the Y-
Junetion variant are also suitable for this applieation [9].

Fig. 3 illustratcs tuning characteristics for the deviee used in the experiments of this paper. The wavelength as a function
of the front mirror and back mirror currents are given. The phase section current is held constant at 5.5 mA in the
measurement. In order to get a smooth change of frequeney as a function of bias, one must inerement the front mirror
and back mirror eurrents simultaneously. A series of paths where the laser wavelength can be continuously
tuned is shown in Fig. 3. One has to concatenate paths in order to cover the complete frequency
band of the SG-DBR laser. The microwave signals generated in this work involve tuning between
wavelengths on a single path of the laser-tuning curve.
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Fig. 3. A Three-dimensional view of the SG-DBR wavelength tuning characteristies is given. The horizontal axes represent the
current drive to the front mirror and back mirror segments of the laser. The phase current is held constant at 5.5 mA. The illustrated
paths show regions where a continuous change in wavelength is available. Path 1: 1565 — 1560 nm; Path 2: 1560 - 1555 nm; Path 3:
1555 — 1550 nm; Path 4: 1550 - 1545 nm; Path 5: 1545 - 1540 nm. The horizontal arrows represent the 1 nm ‘tiled’ regions between
wavelength paths

Any laser output wavelength from 1525 to 1565 nm can be produced by generating a wavelength tuning-look up table
that utilizes current changes in the front mirror, back mirror and phase segments of the SG-DBR laser. For microwave
signal generation, only a small wavclength change is nccessary. The entire laser tuning range corresponds to a
frequeney difference of S THz. This self-heterodyne method will utilize very small wavelength ehanges to provide
difference frequencies in the miecrowave and millimeter wave bands. The front mirror, back mirror and the phase section
are the wavelength control segments of the laser.  Fig. 4 shows the DC tuning curves of the front mirror, back mirror
and phase scetion of the laser. Both the optieal power and frequeney are shown as a funetion of DC bias. The front
mirror and back mirror currents show the 5 nm wide stair-step wavelength changes that occur when traversing the tuning
eurve in Fig. 3 with only one current changing. The phase-section tuning curve is of particular interest in that only a
small wavelength range is covered. The phase section output power is also only slightly dependent on the phase seetion
bias current. The output power changed by only 0.2 dB over most of the phase section tuning range. Microwave signal
generation using self-heterodyne has been accomplished using the front mirror, back mirror and phase sections.
Modulation of the phase section is the focus of this paper. Square wave current modulation of only a few milliamps in

the phase section is required to produee difference frequencies in the microwave and millimeter frequency ranges up to
60 GHz.
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Fig. 4. (a) The wavclength and optical powcr as a function of current applied to thc front mirror is shown. The other
laser segments arc biased as follows; back mirror: 30 mA, phase section: 5.5 mA, gain: 100 mA, SOA: 150 mA. (b) The
wavelength and optical power as a function of current applied to the back mirror is shown. The othcr laser segments are
biased as follows; front mirror current: 20 mA, phase scction: 5.5 mA, gain: 100 mA, SOA: 150 mA. (c) The
wavelength and optical power as a function of current applied to the phase section is shown. Thc other laser segments
arc biased as follows; front mirror current: 20 mA, back mirror current: 30 mA, gain: 100 mA, SOA: 150 mA. Thcse
three graphs illustrate the coursc tuning (front mirror and back mirror) and fine tuning control (phasc section) of the SG-
DBR laser. Thc back mirror, front mirror and gain segments primarily control thc wavelength and producc a small
amount of changc in the optical power. The phase section offers continuous wavelength tuning over a narrow range.
The front mirror and back mirror offer discontinuous tuning (typically in 5 nm steps) over the full range of the laser.

1V. Microwavc signal generation

Fig. 6 shows thc mcasurcment diagram and initial results for microwave signal generation using self-heterodyning
of an SG-DBR laser. The output of the laser is coupled into a single mode fiber pigtail and sent into a Mach-Zehnder
interferometer with a 3.5 ps path time delay difference. A square wave drive current with a repetition frequency of
1/(7ps) was applied to the phase scction of thc SG-DBR laser. The square wave current modulation causes the laser to
switch back and forth betwecn two adjacent optical frequencies. The long delay path of the intcrferometer builds up a 0
to 3.5 [ s time rccord at A ;. The current drive then forces the laser to A , for the 3.5 ps to 7 ps portion of a modulation
period. The output of the Mach-Zehnder interferometer therefore has A ; and A , overlapping in time. The interfcrometer
beats the two switching optical frequencies together and the resulting output of the photodetector/preamplier is a
sinusoid at the differcnce frequency [4].

The linewidth of the lascr source is a kcy parameter controlling the spectral width of the microwave difference
frequency output. Fig. 7a shows the results of a homodyne measurement of the laser linewidth for the case of no applied
square wave modulation. The homodyne diffcrence frequency is centered at 0 Hz. The — 3 dB bandwidth of the signal
centered at DC is 28.7 MHz. This unmodulated width represents a limit to the width of microwavc signals gencrated in
the self-heterodyne case since lascr linewidth typically increases under modulation.
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Fig. 6b and 6¢ presents examples of microwave signals generated via self-heterodyning the laser output. The
measurcment set up for these results is shown in figure 6d. All segments except for the phase section are DC biased.
The phase section has a 143 kHz square wave current modulation with varying levels of amplitude. The highest
frequenecy mierowave signals measured were at 12 GHz. This frequency was limited by our photodetector and amplifier
inventory.
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Fig. 6. (a) The self-homodyne linewidth of the signal is shown. back mirror: 30 mA, front mirror: 20 mA, phase: 5.5 mA, gain: 100
mA, SOA: 150 mA. (b) Low frequency microwave signals generated via delayed self-heterodyning. The top number in cach box is
the DC bias current on the phase section and the bottom number is the 3 dB speectral width. (¢) High frequeney mierowave signals
generated via delayed self-heterodyning (d) Experimental setup for obtaining delayed homodyne or self-heterodyne speetrum from the
Mach-Zehnder inlerferometer output. The speetrum analyzer resolution bandwidth is 3 MHz for all measurements.

The average linewidth of the laser measured from the low frequeney mierowave signals is approximately 23 MHz,
and the average linewidth measured from the high frequeney microwave signals is approximately 40 MHz. The data
shows that the higher the modulation eurrent amplitude, the broader the linewidth. However, these results show
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consistency between the unmodulated and modulated linewidth measurements. The 28 MHz measured linewidth from
the homodyne signal of fig. 6a is roughly between 23 and 40 MHz.

It is expected that the linewidth of the laser will be increased under modulation compared to the unmodulated case.
Linewidth broadening can occur duc to low frequency temperature transients during wavelength switching, broadband
noise coupling into the frequency modulation segments and the stability of the current sources switching the wavelength
of the laser. The linewidth of thc lascr is also dependent on the DC bias eondition of the laser. Fig. 7 shows a map of
the variations in measured linewidth and its dependency on front and back mirror current tuning. The linewidth was
measured using the homodyne method shown in figurc 6a. The narrowcst lincwidth signals are found when small
currcnts arc applied to the front and back mirror segments.
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Fig. 7. Two-dimensional tuning map identifying areas where laser linewidth is greater than 75 MHz and less than 10 MHz. Both
unmodulated homodyne results (Hom LW) and modulated self-heterodyne (Het LW) results are indicated. The regions enclosed by
the dashed ovals had the narrowest linewidth results

A heavy concentration of 10 MHz measured linewidths occurs when the DC bias of the back mirror is between 0 and 5
mA. The linewidth is less dependent on front mirror bias condition. Thc microwavc signal gencration method discussed
in this work only requires a small wavelcngth change around a DC operation point establishcd by the front mirror and
back mirror bias. Fig. 7 shows that there are specific bias points for narrowcst spectral width microwave signal
generation.

V. High speed package and response measurements

SG-DBR lasers were originally designed for telccommunication applications that did not utilize the fast wavelength
switching capabilities of thc laser. Most telccommunication applications utilize integrated low pass filters into the laser
package in order to minimize the potcntial for extcrally introduced noisc affecting the spcctral content of the laser.
However, for applications requiring fast wavelength switching, such as microwave signal generation, it is necessary to
remove the low pass filters. Fig. 8 shows a close up of the packaged SG-DBR laser assembly. Semi-rigid coaxial cables
are connccted to the pins of the buttcrfly package to maximize coupling of fast switching time square wave waveforms
to the laser.
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Fig. 8. A modifizd 14-pin butterfly-packaged packaged laser with internal low pass filters removed is shown. The leads are fed with
0.085-inch diameter semi-rigid coaxial cable to allow high-speed {(modulation) drive of the device.

The butterfly Icads were suspended over an RT-Duroid dielectric surface to create an environment closc to 50 Q in
the butterfly package Icads. For hcat sink purposcs, the entire unit was mounted onto an aluminum block.

The frequeney modulation response of the laser was tested to determine the potential wavelength switching speed.
Fig. 9 shows the apparatus that was uscd to mcasurc the FM frequency responsc of the packaged laser. A sinusoidal AC
current waveform was applied to the phasc scction of the laser inducing sinusoidal frequency modulation at the laser
output. The laser output was then applied to a 0.1 nm passband width band pass filter. The laser output was aligned to
the skirt of the filter lower in wavelength than the pass band peak. As a result, the optical wavelength was offset from
the wavelength of maximum transmission. An FM to intcnsity modulation converter is formed by thc band pass filter
skirt. By changing the frcquency of the sinusoidal modulation current waveform, the frequency modulation responsc of
the lascr was obtaincd. The photodctector scnscs the intcnsity modulation and applics it to an cleetrical spectrum
analyzer. The FM frequeney response measurement shown in Fig. 10 indicates that the lascr package ean be cfficiently
modulated up to 100 MHz.
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Fig. 9. The experimental sctup used to measure FM modulation efficiency is shown. A wavelengih 1unable band pass filier (BPF)
was adjusted so that the laser wavelength was on the skirt of the filter. The BPF serves as a wavelength diseriminator converting
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frequency modulation into intensity modulation. The frequency deviation as a function of the sinusoidal currcnt modulation to the
phase section was measured.
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Fig. 10. The frequency modulation (FM) efficiency of the phase segment of the SG-DBR laser with respect to modulation frcquency
is shown. Fig. 9 showed the measurement set up. Efficient modulation frequencies up to 100 MHz were demonstrated.

V1. time resolved frequeney performance

Linewidth broadening under square wavc modulation is a fundamental concern for narrow spectral width mierowave
signal generation. A time resolved frequeney step measurement was performed to quantify the time interval over which
the mierowave signal is off, and to identify a mechanism for microwave signal broadening above the unmodulated
linewidth performance of the laser. The experimental setup for the time resolved experiment was similar to the
frequeney respone measurement setup shown in Fig. 9 with an oscilloscope replacing the spectrum analyzer. The square
wave current modulation was directly coupled to the phase section of the laser.

A time resolved frequeney measurement result is shown in Fig. 11. The laser output was plaeed at a wavelength that
was longer than that of the filtcr passband for measurement A.  Thc bandpass filter acts as a wavelength discriminator
turning frequency changes into inensity changes that are photodetected and measured on the oscilloscope. The process
was repeated with the laser wavelength plaeed shorter than the filter passband in position B. In position C the laser was
placed at the center of the passband where FM to intensity modulation is minimized. The cireles in fig. 11 highlight
thermal transients effecting the frequeney switehing time of the laser. The transients have been identified to be on the
order of 200 ns in duration. The presence of thermal transients broadens the width of the microwave signal generated by
the self heterodyne technique.
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Fig. 11. Optical frcquency as a function of time for a squarc wave currcnt modulation at 143 kHz is shown. The circled regions
highlight the overshoot locations of the optical frequency caused by thermal transients. Trace A is for the case of the laser wavelength
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positioned longer that the filter passband. Trace B if for positioning shorter than the filter passband. Trace C is for eentering of the
laser on the filter passband.

The switching time of the SG-DBR laser was also observed from the time resolved step measurement. Fig. 12

shows the transition time between the two optical wavelengths. A wavelength switching time of approximately 40 ns
was observed. This time is dominated by the the rise time of the applied current modulation waveform.
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Fig. 12. The frequency versus time is shown near the transition point of the square wave modulated laser. The eireled area shows the
switching time between sequential optieal frequeneies. Trace A is for the casc of the laser wavelength positioned longer that the filter
passband. Trace B if for positioning shorter than the filter passband. Trace C is for centering of the laser on the filter passband.

Reeall from [2], switching times of 5 ns have been achieved for this class of diode lasers. However, these results
were obtained only under pre-emphasis switching conditions where amplitude overshoot or undershoot conditions of the
RF current square waveform were nonlinearly emphasized. Reealling the frequency response measurements presented
in Fig. 10, switching times on the order of 10 ns (1/100MHz) should be possible. The microwave signals gencrated by
this method thus are eontinuous wave with the exeeption of the the 40 ns switching time of the laser wavelength output.

VII. CONCLUSION

Microwave signal generation using a single wavelength tunable SG-DBR laser has been demonstrated. This
technique does not require a master laser synchronized to a slave laser, an external microwave drive source, or a mode-
locked laser. Microwave signals up to 12 GHz have been demonstrated. Linewidth measurements have been taken from
the delayed self-homodyne signals showed speetral widths between 22 and 53 MHz. Extensive linewidth
charaeterization was performed to show optimal bias eonditions for the SG-DBR laser seginents in order to generate
microwave signals.

A high frequency laser package was designed to minimize the transition time during wavelength switching,
Frequency domain and time-resolved frequency response experiments were performed to echaracterize the packaged laser
response. Wavelength switching times of 40 ns were produced.
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Summary:
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This report gave a summary of the work done by Dennis Derickson, Brandon George, Ben Maher, Shane O’Connor,
Mike Bernacil and Andrcw Dekclaita in over the period of Jan 2008 to Dee. 2008. Table 1 below gives a high Icvel
summary of the work with 4 areas highlightcd. The significance to the office of Naval Research is also summarized.

This report cssentially eontains the results of four papers that were published over this time period.

1f a more detailed

aeeount of the work is desired, a set of four Master’s thesis documents arc cited below.

Table 1: The key outcomes of this work are highlighted in the following summary table along with the associated
relevance to the project sponsor.

Item Discussion Significance to the Office of
Naval Research

LIDAR The initial proposal for this project was to demonstrate | A small size, inexpensive, fast update
Sample Grating Distributed Bragg Rcflector Lascr’s | ratc, swept wavelength lasers sourcc
applications for LIDAR systems. Scction 2 of this report | was demonstrated for the LIDAR
highlights the LIDAR results that were achieved and reported | application.  This deviee should be
at the IEEE LEOS annual meeting. important for portable LIDAR systcms

where fast update rate is essential.

OoCT This same high rcpetition rate source was used for optical | OCT is becoming an important mcthod
coherence tomography measurements. Section 1 of this report | of  non-invasive  examination  of
highlights the investigation results. This work was reported at | refleetivity versus distanee in biologieal
SPIE’s photonies west conferenee in January of 2009. samples. The significanee of this work

is demonstrating that an inexpensive
portable laser source ean work in OCT
applications.

Mierowave | Section 3 of the report shows that these fast tunable lasers | Optical methods of  generating

Signal have application to gcneration of microwave and millimeter | millimeter wave signals with a delayed

Generation wave signals. self heterodync techniquc arc shown.

This souree along with high speed
optical dcteetors eould be a viable
method for signal generation in the
100s of GHz region.

Optical The fast sweep time of the SGDBR tunablc lascr allows for | This work allows for a significant

Scnsing 10 pS time resolution of optical sensors. advancement in timc-resolved

Interrogation

measurements of optieal sensors which
rcly on changes in thc frequency
rcsponse.
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Publications that were generated as part of this project form the basis for the report. The
references are as follows:

1. Shane O’Connor, Michael A. Bernaeil, Andrew DeKelaita, Ben Maher, and Dennis Derickson “100 kHz Axial Scan
Rate Swept-Wavelength OCT using Sampled Grating Distributed Bragg Reflector Lasers” in Coherence Domain Optical
Methods and Optical Coherence Tomography in Biomedicine X111, edited by Joseph A. Izatt, James G. Fujimoto, Valery
V. Tuchin, Proceedings of SPIE Vol. 7168 (SPIE, Bellingham, WA 2009).

2. Shane O’Connor, Michael A. Bernaeil, and Dennis Derickson “Generation of High Speed, Linear Wavelength
Sweeps Using Sampled Grating Distributed Bragg Reflector Lasers” 2008 IEEE LEOS Annual Meeting, Newport
Beach, CA, paper TuB 2

3. Michael A. Bernacil, Shane O’Connor, Ben Maher, Andrew DeKelaita, and Dennis Derickson, “Mierowave Signal
Generation Using Single-Chip Fast Wavelength-Tunable Sampled Grating Distributed Bragg Reflector Lasers,” IEEE
International Microwave Symposium: IMS 2008, paper WE4D-05, June 2008

4.Deriekson, D., Bernaeil, M., DeKelaita, A., Maher, B., O'Connor, S., Sysak, M. N., Johanssen, L., "SGDBR single-
chip wavelength tunable lasers for swept source OCT" in Coherence Domain Optical Methods and Optical Coherence
Tomography in Biomedicine XII, edited by Joseph A. Izatt, James G. Fujimoto, Valery V. Tuchin, Proeeedings of SPIE
Vol. 6847 (SPIE, Bellingham, WA 2008) 68472P.

More Information on this Work is Available in the Following MS Thesis Documents at Cal
Poly

1. Shane O’Connor, “ High Speed Wavelength Tuning of SG-DBR Lasers for Light Detection and Ranging and Optical
Coherence Tomography” MS Thesis, California Polytechnie State University, May 2008

2. Mike Bernacil, “ Microwave Signal Generation Using Self-Heterodyning of a Fast Wavelength Switching SG-DBR
Laser”, MS Thesis, California Polytechnie State University, May 2008

3. Ben Maher, “High Speed Wavelength Tuning for Optical Coherence Tomography Applications”, MS Thesis,
California Polytechnie State University, Dee 2008

4. Andrew DeKelaita, “Open-loop Tuning of SG-DBR Widely Tunable Lasers for Optical Coherence Tomography
Applications” MS Thesis, California Polytechnie State University, Dee 2007
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Laser”, MS Thesis, California Polytechnic Statc University, May 2008

3. Ben Maher, “High Speed Wavelength Tuning for Optical Coherence Tomograply Applications”, MS Thesis,
California Polytcchnie State University, Dec 2008

4. Andrew DeKelaita, “Open-loop Tuning of SG-DBR Widely Tunable Lasers for Optical Coherence Tomograpiiy
Applications " MS Thesis, California Polytechnic State University, Dec 2007
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An experimental and theoretical study of the electro-optical
response of a new type of ferroelectric liquid crystal

Project Investigators:

Jonathan Fernsler, Saimir Barjami,
Karl Saunders
Department of Physics
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San Luis Obispo, CA
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Project title: An experimental and theoretical study of the eleetro-optical response of
a new type of ferroeleetrie liquid erystal

Project aim: The aim of this collaborative project is to conduct a threefold
investigation of a technologieally promising class of ferroeleetric liquid erystals,
known as de Vries liquid erystals, which exhibit a colossal eleetro-optical response.
The unusual electro-optieal properties of these de Vries materials have generated
significant interest for their potential use in liquid erystal displays and photonie
deviees. This projeet will simultaneously proceed on three fronts, two experimental
and one theoretical. Dr Fernsler will experimentally investigate the relationship
between the electro-optical response of the materials and their orientational order. Dr
Barjami will econduet ealorimetric measurements on different materials to correlate
thermodynamie nature of the smeetic A-C transition with the size of the optical
response. Dr Saunders will use an established theoretical model to gain insight to the
interconneeted relationships between the optical response, orientational order and
thermodynamic nature of the A*-C* transition. Combining the results of these three
investigations will provide unprecedented insight to these materials, particularly in
their incorporation and optimization for electro-optical deviees

Summary

Results
Optical Response and Orientational Order (Dr Fernsler)

Considerable progress has been made in the eleetro-optic measurements of de Vries
liquid erystals and some surprising results have led us to pursue additional
investigations. Three Cal Poly undergraduate students have built the apparatus’ and
conducted experiments: Danial Staines, Reymundo Ortiz, and Austin Havens.

Preparation of Liquid Crystal Cells

We have built ecustom-designed equipment to prepare liquid erystal (LC) cells
for experimentation on our project. LC cells consist of glass plates, coated with a
transparent conducting layer of indium tin oxide (ITO), followed by a rubbed-nylon
alignment layer, with a ~4-12 um thick LC layer sandwiched between plates. This
geometry allows us to observe aligned LC materials and apply eleetrie fields to these
samples between the plates (in a similar fashion to a parallel plate eapacitor) to
measure eleetro-optie response. To aceomplish this fabrication, students built the
following devices: A eustom-made dip-coater applies a layer of nylon to glass-slides;
a rubbing deviee, which rubs the nylon-coated cells to align the liquid crystal
moleeules; a system to measure cell thickness analyzes interference fringes using a
spcctrometer on an unfilled eell.

Birefringence

Mecasurements of the birefringenee, An, versus temperature have been
accomplished on two “de Vries”-type liquid erystal materials: an achiral fluorinated
compound, 8422, and a siloxane material, TKSiKN65. We also plan to examine a
chiral homologue of 8422, 8422[2F3]. The results of these measurements showed
behavior that is consistent with Dr. Saunders’s predietions from his previous model
(sce Fig. 1): birefringence inereases while cooling from the high-temperature isotropie




phase in the SmA phase, but near the transition to SmC, the birefringence drops. This
indicates increasing orientational order when cooling high in the SmA phase,
followed by an unusual decrease in orientational order near the transition. In the SmC
phase, the presence of arbitrarily-ordered domains makes measurement of
birefringence impossible without an aligning electric field. A third de Vries material,
W415, showed completely different behavior: the birefringence increased almost
linearly with cooling throughout the SmA and SmC phases. This behavior was not
expected in a de Vrics liquid crystal, and we wish to investigate this material further.
However, the sample we obtained has chemically degraded which has limited our
present inquiries: we hope to obtain more of this material and a “standard” smectic
material to compare with our other de Vries materials in the future.
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i*‘igure 1 Birefringence, An, versus temperature for TsiKN6S (left) and 8422 (right) in the SmA phase.

While our data supports the overall trends predicted by Dr. Saunders’s theory, the
precise behavior near the SmA-SmC transition may indicate whether these transitions
are near the tricritical point as supported by Dr. Barjami’s data below. We are
implementing an interference filter and a photometric calculation from our camera
system to obtain more precise measurements of birefringence for these and other
materials.

Our camera system supplied by this grant has allowed us to record photo-
micrographs of liquid crystal textures. Figure 2 shows the material 8422 doped with 5
wt% of its chiral homologue, 8422{2F3], in the SmA (66°C) and SmC (36°C) phases.

Figure 2 8422 dope(i with 5 wt% of its chiral homologue, 8422[2F3], at 66°C in the SmA phase (left)
and 36°C in the SmC phase (right).

In the SmA phase, the material is well-aligned with a uniform texture. Upon cooling
into the SmC phase, the molecular director (average direction of the long axis of



molecules) tilts and domains with different orientations are observed (see Figure 2).
An eleetric field can orient the domains in the SmC phase along one orientation,
producing a uniform texture.

Electro-optics

The SmC phase of ehiral liquid erystals is ferroelectric: a spontaneous
polarization develops that is coupled to the orientation of the molecular director (the
avcrage long axis of the moleeules). We have applied a DC eleetric field to our
samples to examine the effccts on birefringence and molecular orientation. The
matcrial 8422 doped with 5 wt% of 8422[2F3] was switched to saturation at an
extremely low field of ~1 V/um: this extremely high susceptibility is a hallmark of de
Vrics matcrials that is particularly impressive considering this is an achiral material
dopcd with only a small amount of chiral material. Although no ehanges were
observed with an applied electric ficld high in the SmA phase, near the SmA-SmC
transition we observed an induced tilt within ~3 °C of the transition and small changes
in the bircfringence (see Figurc 3). Our present measurements of birefringence were
insufticiently sensitive to record these pretransitional changes, but we expect that our
new system should be able to observe these field effects. Below the SmA-SmC
transition, the birefringence and tilt angle, 8, incrcase rapidly and appear to saturate at
~ 37 °C. This large increasc in birefringence is eonsistent with the predietions of Dr.
Saunders’s theory.
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Figure 3 8422 and 5 wt% 8422[2F3] with an applied field of 5V/mm. At left, the birefringence vs.
temperature shows the pretransitional drop, followed by a rapid rise in the SmC phase. Tilt angle (at
right) was measured to be zero to with 3 °C of the transition, and in the SmC phase it rapidly increases,
saturating at €~ 27°.

After implementation of our ncw birefringence technique, we will conduct detailed
measurements of 8422 and our othcr materials with a DC fields.

We applied an alternating field to liquid crystal cells to investigate the time-
dependent nature of the molecular reoricntation. In the ferroeleetrie SmC phase, an
applied field reorients moleeules and switches the polarization-indueed surfaee eharge
from one side of the cell to the othcr. This produces a “polarization current” which
can be measurcd by recording the current flowing through the ccll as a function of the
applied voltage. We built a circuit to measure polarization current and employed a
function generator producing a trianglc wave, then amplificd the signal to producc a
90V peak-to-peak output. An oscilloscope recorded the current and applied voltage,
shown in Figure 4 for 8422 doped with 5 wt% 8422[2F3]. We measured peaks in the
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Figure 4 Current vs. time through a cell of 8422 and 5 wt% 8422[2F3] with an applied 45V triangle
wave. Two peaks are observed originating from the switching of Ferroelectric polarization and
induced dielectric polarization.

current due to ferroelectric switching (seen only in the ferroelectric SmC phase) and
dielectric switching (seen throughout the smectic phases). The rest of the current
signal 1s due to the flow of ions in the liquid crystal sample. We can measure the
polarization density of our samples by integrating the polarization current of our AC
signal. We are developing a routine to compute this polarization density, and we will
compare our results in the vicinity of the SmA-SmC transition to the predictions of
Dr. Saunders’s new theory.

Thermodynamic Nature of A*-C* Transition (Dr Barjami)

A. Building and operation of the AC Calorimeter for the Order-Disorder
Phenomena Laboratory.

Two students were hired beginning Spring quarter and Summer quarter in the
construction and testing of AC Calorimeter. A block diagram of the design and
electronic cquipment of the ac calorimeter that was built from scratch and will be used
in this work are presented in Figures 5 and 6. The work to built and test the AC
Calorimeter extended over a period of 6 months, from March 2008, till August 2008,
due to the very complex nature of the calorimeter.
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Figure 5: Schematics of the AC Calorimeter build in our Order-Disorder Phenomena
lab. The sample lies inside a massive copper block, which is temperature controlled to
better than 1mK in the stepwise mode.
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Figure 6: Block diagram of Calorimetcr built in our Order-Disorder Phenomena Lab.,
showing all the connections to thc instruments. The wholc control and data
acquisition is computer controlled through a GPIB interface.

Initial Results in Testing the AC Calorimeter.

The basics of the AC calorimetry technique consist of applying periodically
modulated sinusoidal power to the material to be studied, and monitoring the resulting
sinusoidal temperature rcsponse of the material. After sending the sinusoidal power
to thc material we monitored the temperature response oscillations attachcd to the
sample. Such oscillations are presented in Figure 7.
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Figure 7: Sinusoidal responsc of AC Calorimetry. The data shown represcnts
the raw tempcrature oscillations in thc sample, without any averaging or smoothing
routine used, which highlights thc very high - resolution capabilitics of our
calorimeter.




Sinusoidal response of the sample shown in Figure 7 is a direct indicator of the
successful operation of the new, built from scratch AC Calorimeter in our new Order-
Disordcr Phenomena Laboratory, which we employed in the study of de Vries liquid
crystals. We use this sinusoidal response of the sample to calculate the total heat
capacity of the sample and cell, given by:

oT

ac

where Pois the amplitude of the applied heating power, ® is the angular frequency, C
=Cs+ Cecis the total heat capacity of the sample and cell, and Tac is the amplitude of
the temperature oscillations.

B. Calorimetric measurements on different de Vries matcrials to correlate
thermodynamic nature of the smectic A-C transition with the size of the
optical response.

A new class of chiral smectics, known as de Vries smectics, shows great potential for
Ferroelectric Liquid Crystals devices as they exhibit an electroclinic effect with
unusually large optical responses, with little or no layer contraction. The application
of a moderate electric field (5 V/micron) in the A* phases (5 V/micron) yields a
rotation of the optical axis of up to 31" with layer contraction of less than 1%!
Another attractive feature of these de Vries smectics is that these fast and colossal
optical responses occur over a relatively wide temperature range. Finally, cooling into
the C* phase shows none of the defects and loss of contrast associated with layer
contraction.

Research to date indicates that the unique and desirable features of de Vries materials
are directly related to their low orientational order and the thermodynamic nature of
the A*-C* transition, which will be the goal of this project.

The material under study: TSiKN65 was synthesized by J. Naciri, Center for
Bio/Molecular Science and Engineering, Naval Research Laboratory. It has a
significantly large electroclinic effect and exhibits a small layer contraction in the Sm-
A phase even when a large electric field is applied across the cell, as well as from Sm-
A to Sm-C* phase in the absence of a field. Also, the order parameter is indeed found
to be very small compared to that obtained for conventional Sm-4 or Sm-C* even
when a large electric field is applied across the cell, and is not well understood
because no detailed direct information about the local molecular structure has so far
been reported.

In order to determine the excess heat capacity associated with the phase transition, an
appropriate background was subtracted. The total sample heat capacity over a wide
temperature range had a linear background, Cp(background), subtracted to yield:

AC,=C,-C, (background)

as the excess Cp due to the SmA-SmC phase transition. The resulting ACp data are
shown for pure TSiKN65 in Fig. 8 over a wide temperature range about, where the
units are J K~ per gram.
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Figure 8: Exeess speeifie heat, ACp, as a funetion of temperature for TSiKN65.

A very sharp Smeetie A to Smeetie C phase transition peak ean be observed in Figure
8 at 298.14 K. To characterize the echange in shape of the ACp(SmA-SmC) data, a

|T—T'
—

used to analyze the experimental specific heat data associated with the SmA-SmC
phase transition:

traditional power-law form in terms of the redueced temperature ¢ = will be

AC, (SmA-SmC)=A"t *(1+ D*t* )+ B,

where the eritical behavior as a funetion of redueed temperature 7 is characterized by
an exponent a, amplitudes A+ above and below the transition, a critical background
term B., and corrections-to-scaling terms charaeterized by the eoefficients D+ and
exponent A, 1 0.5. Our high-resolution ACp calorimetric data indicates that the
exeess heat eapaeity assoeiated with the Sm-A-Sm-C transition is surprisingly elose to
a trieritical point. The evolution toward the tricritical point observed in our heat
capacity investigation is eonsistent with results obtained from the theoretical study of
Dr. Saunders.

1) Dr. Karl Saunders Results:




Theoretical Model (Dr Saunders)

The theoretical modeling of the electroclinic response of chiral de Vries materials has
been very successful. This was done by generalizing a zero-field nonchiral model to
include the effects of chirality and the presence of an electric field. A manuscript
describing the model and results has been submitted to Physical Review E. In
particular, the model predicts the following, interrelated features of de Vries
materials.

1) Our theoretical model indicates that materials with low orientational order and
strong layering order should exhibit a transition close to a tricritical point. This is a
point where the smectic-A* — smectic-C* transition goes from being first order to
second order. As will be discussed below, the proximity to such a transition is a
crucial factor in the unusually strong electrooptic response of de Vries materials. The
combination of low orientational order and strong layering order is significant
because many de Vries materials that have been studied to date do indeed exhibit such
a combination. The theoretical prediction of the significance of this combination
could help in the design and synthesis of de Vries type materials. It should also be
pointed out that a preliminary analysis of Dr Barjami’s calorimetric data indicates that
the transition in TKSiKN6S5 is indeed close to a tricritical point. Dr Barjami’s data
also has some other unusual, exciting and potentially significant features that we plan
to analyze.

2) According to the theoretical model, the unusually strong electrooptic response of
de Vries materials can be attributed to the proximity of their smectic-A* — smectic-C*
transition to a tricritical point. As discussed above, this proximity can be attributed to
a combination of low orientational order and strong layering order. For de Vries
materials with a second order transition close to tricriticality, the electrooptic
response, i.e. the tilting of the optical axis as a function of applied field, will be
continuous but unusually strong. For a first order transition, the effect is particularly
striking, with the electrooptic response being discontinuous. This means that the
tilting of the optical axis will exhibit a jump as applied field is increased. This
unusually strong response can be particularly desirable in the manufacture of liquid
crystal displays (LCDs). The electrooptic response curves predicted by the theoretical
model are qualitatively consistent with published data on de Vries materials.
However, we are excited to make direct quantitative comparisons with electrooptic
response data that Dr Fernsler plans to obtain for the de Vries material TKSiKNG6S.

3) An exciting prediction of the theoretical model is that the contraction of the layers
associated with the strong electrooptic response is unusually small for systems with
low orientational order, of which de Vries materials are an example. The combination
of strong electrooptic response with small layer contraction is highly desirable in the
LCD industry. This is because it avoids buckling of the layers (observable in an
optical microscope as periodic stripes) which drastically reduces the performance
necessary for optical devices. As a result of this buckling, the only commercial FLC
displays are used in camcorders viewfinders and not in larger displays, such as in
televisions or laptops. Thus, the possibility of strong electrooptic response without
buckling is an exciting feature of de Vries materials. The theoretical modeling of this
project has gone some way to explaining why de Vries materials exhibit this exciting
feature.



4) A final result of our thcoretical model is that the increase in the birefringence
associated with the strong electrooptic response is unusually large. This is also
important in the context of de Vries type materials being strong candidatcs for use in
LCDs. Again, the response curves (of birefringence to applied field) predicted by the
theoretical model are qualitatively consistent with published data on d¢ Vrics
materials. We also look forward to making direct quantitative comparisons with
bircfringence data that Dr Fernsler plans to obtain for the de Vries material
TKSiKN65S.

Remaining tasks

Optical Response and Orientational Order (Dr Fernsler)

Our results show clear support of Dr. Saunders’s de Vries model, but our
prcsent measurement accuracy 1s insufficient to extract the details of the temperature-
dependent birefringence. Application of our new interference filter and revised
method for determining birefringence should allow us to improve out measurements
and determine the nature of the SmA-SmC transition in orientational order. Using
these more sensitive results, we will compare the results of our three de Vries
materials with particular interest in determining whether these transitions are near the
tricritical point indicated by Dr. Barjami’s results and Dr. Saunders’s theory. Wc also
hope t0 obtain more of the material W415, which showed very different tcmperature-
dependent birefringent behavior and a “standard” smectic material for comparative
purposcs.

Dr. Saunders’s new theory describes electro-optic interactions in the vicinity
of the SmA-SmC transition. We observed some changes in the birefringence near this
transition, but with our improved birefringence measurements, we will try to observe
thesc delicate interactions to compare with the theory.

Thermodynamic Nature of A*-C* Transition (Dr Barjami)

The assumption of SmA-SmC tricritical behavior of TKSiKN65 liquid crystal is very
powerful and requires further experimental studies, which wc proposec to conclude
during Summer 2009. Of great importance is the calculation of latent heat of the
transition, an indicator of thc order of the transition.

However, for first-order transitions the situation is complicated by the presence of a
two-phase coexistence region, as well as a latent heat AH. The total enthalpy change
through a first-order transition is thc sum of the pretransitional enthalpy and the latent
heat. In an AC-calorimetric measurement, ACp values observed in thc two-phase
rcgion are artificially high and frequency dependent due to partial phasc conversion
during a Tac cycle. The pretransitional enthalpy J6H is typically obtained by
substituting a linearly truncatced ACp bchavior between thc bounding points of the

two-phase coexistence region into 0H = .[ AC,dT , while an independent cxperiment
is required to determine the latent heat AH. A direct integration of the observed ACp

yields an effective transition enthalpy 6H* and this contains some of the latent heat
contributions; thus 0H < 0H* < AH, ;.1 = 0H +AH.




Theoretical Model (Dr Saunders)

The main remaining task with regards to the theoretical modeling is to cross-check
our theoretical model with experimental data for de Vries material TKSiKN65. This
will be done once Dr Fernsler’s has completed these nontrivial experimental
measurements.

As discussed above, Dr Barjami’s data indicates that the smectic-A* - smectic-C*
transition in de Vries material TKSiKN65 does indeed take place near a tricritical
point. However, the material shows a significant pretransitional anomaly which
indicates that the transition may be very different from previously observed smectic-
A* - smectic-C* transitions. There may be a connection between this anomaly and the
de Vries-like nature of the material. It is proposed that Dr Saunders carry out a
theoretical analysis to investigate this connection. (see below under New ideas and

possibilities)

New ideas and possibilities

Optical Response and Orientational Order (Dr Fernsler)

The structure of the de Vries SmA phase is still unresolved and several
conflicting models have been presented to the research community. Observation of
samples in the process of switching may help determine these structures. We are
particularly interested to compare the anomalous sample, W415, to our other de Vries
materials to determine if this material’s different temperature-dependent birefringence
is also reflected in a different switching behavior. We have developed a novel
method to compute the orientation of the molecular director during application of AC
electric fields. Our camera system allows us to record a movie of our sample in the
process of switching, and can take images at faster than standard video rates for
increased resolution. We have developed a simple routine using Matlab to process
image data from these movies to determine the average brightness of the cell during
switching. The intensity of the signal is proportional to sin® @, where &is the
molecular tilt angle, which allows us to extract the orientation. Preliminary data of
8422 with 5 wt% 8422[2F3] switching under an alternating field using this
photometric approach is shown in Figure 9. Furthermore, statistics on the orientation
can be obtained by analyzing the image data. As Dr. Saunders suggests below,
critical fluctuations may be important in the nature of the SmA-SmC transition of de
Vries materials. Our statistical analysis of images during switching may shed light on
this new area of inquiry.
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Figure 9 8422 with 5 wt% 8422[2F3] image intensity versus timc during switching
with an applied sinc wave with S0V peak to peak.

We believe that this new technique, combined with polarization current
measurements may help us resolve the structure of the de Vries SmA phasc. It is also
possible that more than one de Vrics phase exists: e.g. the markedly different
temperaturc-dependent birefringence behavior observed in W415 may indicate that it
has significantly different structurc than other de Vries materials.

Thermodynamic Nature of A*-C* Transition (Dr Barjami)

During Summer 2009 we proposc to obtain and continue the study of deVries liquid
crystals by invcstigating the heat capacity behavior of other deVrics liquid crystals:
W415 and 8422 and comparing the results with heat capacity study of TKSiKN65 and
with the results obtained for the Optical Response and Orientational Order results
obtained by Dr. Fernsler on these materials.

Theoretical Model (Dr Saunders)

The pretransitional anomaly near the smectic-A* - smectic-C* transition, observed by
Dr Barjami, indicates that the transition may be very different from previously
observed smectic-A* - smectic-C* transitions. Such an anomaly oftcn means that
there are significant critical fluctuations near the phase transition. We propose to
investigate the size, bchavior and effects of critical fluctuations near the smectic A*-
C* transition. Such an investigation has never been carried out because these critical
fluctuations ncar the A*-C* transition have always been assumed to be negligible. We
believe that the pretransitional anomaly observed by Dr Barjami may be evidence that
these critical fluctuations can in fact be quite significant and could play an important
rolc in underlying mechanism responsible for the de Vries structure.

Relevance/applicability of this work to DOD interests

Hand held electronic devices with liquid crystal displays (LCD’s) arc
ubiquitous in our society and are of particular interest to the DOD for work in the
field. LCD’s are optimal for thesc applications because of their slim profile and low
power requirements. Nevertheless, significant improvements in thesc systems can be
made to optimize these LCD’s to reduce power requirements (which can lead to
longer battcry life) and improve visual quality.




Present LCD’s almost all use the twisted nematic geometry where alignment
layers between the two plates holding the liquid crystal material are oriented 90
degrees to one another. This produces a helical twist in the molecular director, which
rotates the polarization of light to allow linearly polarized light to pass through
crossed polarizers surrounding the cell. To achieve a dark state, these twisted nematic
LCD’s apply an electric field, which polarizes the molecules, which then rotate
similar to dipoles in an electric field. This method has several disadvantages in image
quality. Because the nematic phase itself is not polar, a relatively large electric field
must be applied to polarize and reorient molecules and this reorientation is relatively
slow. Although present nematic LCD’s have improved this response time, motion
blurring is unavoidable on these type of displays because bright pixels for one frame
of a moving image stay on for the entire duration of that frame and then switch at the
beginning of the next frame: our eyes blur these frames together causing a perceived
distortion in moving images. Furthermore, the helical structure of twisted ncmatic
LCD’s causes distortions in the color when viewed off-axis, thereby reducing the
viewing angle of these displays. While some of this problem has been corrected by
use of additional refractive films coated on the display, this adds cost, bulk and
reduces some light coming from the screen. Finally, because the nematic phase
inherently produces some flicker due to thermal fluctuations (observed as a
shimmering effect in a polarizing microscope) and the electric field producing the
dark state of a pixel cannot fully reorient molecules, the contrast ration of present
LCD’s is limited and cannot approach that of a traditional cathode ray tube (CRT)
display.

Smectic liquid crystals could improve many of these drawbacks to twisted
nematic displays. The chiral SmC phase is a polar ferroelectric phase, so
reorientation of molecules occurs at lower applied elcctric fields and it is significantly
faster (by about an order of magnitude). This can allow for an LCD with lower power
requirements (hence longer battery lifc) and can eliminate motion blurring by using a
duty-cycle approach to producing a grayscale in each pixel (the amount of time a
pixel is bright or dark during each frame is adjusted to produce the impression of dark
or light pixel; this approach is used by digital light processing, DLP, projectors).
Smectic LCD’s have a more uniform structure thoughout the cell, instead of the
helical structure used in twisted nematics, which would improve the viewing angle
without the use of additional films. Finally the contrast ratio of thesc displays would
be improved over nematic displays because the smectic phase does not suffer from
flickering effects and has a more uniform structure when switched with electric fields.

Until now, smectic liquid crystals have not been used extensively in displays,
except in viewfinders for camcorders. This is because of the present cost of
manufacturing these materials and defects introduced when cooling into the
ferroelectric SmC phase due to a contraction of the smectic layers. De Vries-type
materials can eliminate these defects because of their lack of layer contraction. Up
until now, only a relatively small number of de Vries-type materials have been
synthesized and their cost is prohibitively high for use in displays. However, our
work to understand the de Vries SmA and SmC phases could lead to predictions to
improve the design of future materials, which could optimize these materials for
LCD’s and reduce thcir cost by simplifying synthesis and producing matcrials in bulk
quantities.
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Feature Selection and Boosted Classification Algorithms for
Pedestrian Detection

Samuel J. Frame, Ph.D.
Department of Statistics

Abstract

Detecting pedestrians in video imagery is an emerging necessity for civil and federal law
enforcement agencies, and agencies within the Department of Defense. Support vector machines
(SVM), neural networks, mixture models, and boosting algorithms are competing methods which
have all been suggested. For this work, we focus on boosting weak classifiers to detect pedestrians
and select features. Boosting algorithms are attractive because they rely on simple, weak classifiers
and they are computationally inexpensive. Furthermore, they serve as an internal method of
selecting features. We have already implemented a fast, accurate, and numerically stable boosting
algorithm for detecting pedestrians and selecting features. We will extend our current research and
implement a mixture model weak classifiers. Also, we will exploit the univariate feature selection
already present to allow for larger, multivariate feature sets. Furthermore, continued funding will
allow us to better continue to test and evaluate our newly constructed system. This project will
provide continued seed money for the principal investigator's professional activities.

Keywords

Pedestrian detection, boosting, classification, feature selection, statistical learning
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1 ldentification of the Problem

Modern surveillance scenarios are saturated with digital vidco rccorders, autonomous smart weapons, and
sensing platforms that contain a wide variety of sophisticatcd scnsors. As such, the ability to automatically,
accurately, and quickly detect objects of intcrest is a capability critical to the mission of civilian law
enforcement agencies, Homeland Security, and the Department of Dcfensc. Rapid, real-time object dctection
is a necessary component of the Navy's mission to conduct urban warfare, Automatic Target

Recognition (ATR) and tracking of vchicles of interest, and "“end game" dclivery of autonomous weapon
systems. The research we proposc will further develop the theoretical and computational mcthods

nceded to detect objects of interest captured in real-timc digital video imagery as well as a wide variety of
hyperspectral imagery.

Current \emph {boosting} algorithms have the attractive quality of providing rapid and accurate objcct
dctection, and they rely on a simple thrcshold weak classifier [1][9][14][15]. In our current work, w¢ have
implemented a quadratic discriminant weak classifier (as we proposed in our previous work). Comparable to
current boosting methods, we use only a single feature in each boosting stage. Mixture models have already
been shown to improve classification in comparison to a single quadratic discriminant, and they provide
excellent classification results [2][3][4][5][6]. Secondly, our current implementation relics on a single feature
in cach boosting stage. Classification results can be improved by internally expanding thc feature scts used.

The specific object detection problem we consider is pedcstrian dctection in video imagery. For evaluation
purposes, we will continue to usc the benchmark data set DaimierChrysler Pedestrian Classification
Benchmark Dataset provided by DaimlerChrysler, which is used in some studies [8][9][14][15]. The data sct
contains thousands of images which either have or do not have a pedestrian present in cach image. Whilc
most implementations rely on a single set of testing and training data, our implementation is designed as a
simulation study to assess performance variability.

2 Summary of Work

Our current research cfforts werc initiatcd in latc January, 2008. The funding wc received was less than the
amount we requested. As a result, we have concentrated our efforts on the computational implementation
which we proposed. In fact, we havc entirely completed the proposed work. We arc pleascd to report that we
have successfully implemented a stable, accuratc, and flexible solution in C++. Bccause the solution is
flexible, we are able to conduct a widc range of simulation cxperiments using any sct of data.

A large component of the current rescarch is thc C++ implementation of our detcction algorithm. We have
spcnt a considerable amount of effort developing our implementation so that it is accurate, rcliable, and
flexible allowing for different experiments and simulation studies. Using a control file, we arc able to casily
change expcriments, data sets, and algorithm controls. We have used an XML schema which allows for the
following inputs.

e Training Data: spccifies the complete list of training

e Testing Data: specifics the complete list of testing data and associated class names. To be clear, the
class names arc not used for learning and classification purposes. Rather, we use the class names for
calculation of performance metrics.

e C(lassifier method: spccifies the classifier method to be used cither Threshold or Qda for the linear
and quadratic discriminants respectively.

e (ascade times: specifics the number of boosting stages to be used.

e Simulation count: specifies thc number of simulations to be done. If simulation count is set at 1, then
the specificd sct of training and testing data is used. If the simulation count is larger than 1, the data
is combined and then randomly “broke” into training and testing data in each simulation.
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e Train percent: specifies the amount of data that should be used for training purposes. This is only
used when we run multiple simulation experiments.

The implementation also uses the Matrix package, and it outputs all of the summary metrics to portable
Excel file. The implementation provides the backbone for future work in the area of Statistical
Learning Algorithms. For our proposed research, we will continue to design, implement, and test more
advanced classification and feature selection methods.

3 Results

For initial testing and debugging purposes, we simulated a set of data from Normal distributions which
should provide good classification performance. For two different groups, we simulate 100 training and
testing samples. The mean vectors are given below. For both groups, we use a identity matrix as the
covariance structure.

Group Mean Vector
Pedestrian (-3,-2,-1,0,1)
Non-Pedestrian (-3,-2,0,2,4)

We use this choice of mean vectors because of the overlap. It should be clear that the valuable discrimination
information is contained in the last 3 elements of each feature vector. Since we are only using 1 feature in
each boosting stage, the algorithm should use and select the last 3 features for classification purposes. An
analysis of the univariate features used will be contained in future a publication and report. In this simulation
study, we use 25 boosting stages, with 50% of the data used for training, and 50 different simulations to
assess the performance variability. Primarily, our focus is to compare the performance of the linear and
quadratic discriminants we have chosen.

In figure (1) we report the average training and testing error rates, and the performance variability
(specifically, the standard deviation of the classification error rate) respectively. For the linear discriminant
weak classifier, the training error decreases slightly but there is little improvement with successive boosting
stages in the testing error.

137




N00014-07-1-1152

mr

Awargge Classification

Figure

0N

rd Dev 3

s1ane3

ol

(NR -5

c.03

IiH~

Average Testing Enar

N .
5 10 5 20

Joosing Clage

P.I.Susan C. Opava, Ph.D.

Average Tranirg Lerct

0D9¢
5 poes |
:
s omt -
7 0075
. \
e 0O0O7} X
v .
‘.i 0K - s B
06!
=5
1A . > -
5 C 15 20 2%
Eocsting Stsge

I: Threshold Classifier: Average Error Rate

1028

JUis

m

I LU=

Testing Error St Dev

.

Al

) N
5 10 & 20

Dcosting Zlage

siandard Deviation

Traving Enor 5t Lew.

0026 v - - v

S o 15

Eocsting Stage

Figure 2: Threshold Classifier: Standard Deviation

Figurc (3) summarizes the simulation results using the quadratic discriminant weak classifier. For the
quadratic discriminant, the training and testing error decreascs with more boosting stages (albeit the decrease
in crror is not monotonic). In comparing the average simulation classification error for the quadratic and

lincar discriminants, it is clear that the quadratic discriminant has lower classification error than the linear
discriminant. The improvement is more noticeable when comparing the training error rates. However, our
primary concern and measure of comparison is the testing crror rates. For the linear discriminant, there is
zero improvemcnt. On the other hand, the quadratic discriminant has a noticeable decreasc in the testing

crror rate.
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As we explain in the proposal for the current funding, boosting algorithms should always improve the
classification performance. However, this is contingent on using the same features in each boosting stage.
Since we are selecting the single, best feature in each boosting stage, the feature set is not constant in each
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stage. As a result, we are not guaranteed a monotonic increase in classification performance. For the
proposed rcsearch, we will remedy this by using comparable, growing sets of featurcs in each fcature stage.

A novel and interesting component of our analysis, here, is the standard deviation of the classification error

in Figures (2) and (4). Becausc few studies fail to conduct simulation experiments (ie they only consider a '
single set of testing and training data), they are unablc to provide this perspective of algorithm performance.

In fact, we have not scen such results reported in the publicly available literature. We believe this simple and

useful analysis to be novel, and it requires more attention. A priori, we anticipated that thc variation would

decrease with more boosting stagcs. However, this is not the situation. In most expcriments with the

simulated data, the variation in classification crror actually increases throughout the boosting stages. It is

noteworthy that the variation is much lcss for the quadratic discriminant. We are able to conclude that the

quadratic discriminant providcs bctter classification results with less variability in performancc.
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Design and construction of a magneto-optical trap for experimental investigation
of atomic dipole traps for quantum computing

Katharina Gillen, Physics Department
1. Background Information:

The goal of this project is to design and construct a magneto-optical trap in order
to cool a sample of ®’Rb atoms. These cold atoms will then be used to explore whether
the atomic dipole traps formed in the diffraction pattern behind a circular aperture are
suitable for quantum computing. Quantum computation and information are currently
widely investigated fields because of their applications in communication and
decryption, as well as investigation of fundamental quantum physics. One of the
systems identified as possible quantum computer are neutral atoms trapped by laser
light. The remaining difficulties of this system are (1) arranging over one million atoms in
a way that still allows addressing individual atoms for quantum computation, and (2)
performing two-qubit gates, which require bringing pairs of atoms together and apart
controllably.

In my previous research | identified the diffraction pattern behind a simple circular
aperture as a possible atomic light (or “dipole”) trap. Calculations indicated that with
modest laser power (~100 mW) atom traps appropriate for quantum computation can be
created. Theoretically, an array of circular apertures would then also yield an array of
such atom traps.

With the help of previous funding through the C3RP program, we were able to
directly measure the intensity pattern behind a commercial pinhole to test if the
diffraction pattern behind a real pinhole still retains all the features necessary for
quantum computing. We found that indeed the intensity pattern is as we calculated. The
next step in exploring these traps is to trap cold atoms in them and measure the trap
properties by observing the properties of the trapped atom sample. This requires pre-
cooling an atom sample using a magneto-optical trap (MOT). Design and construction
of a MOT is the goal of this project.

2. Project Plan:

The granted C3RP funding was used to design and construct all parts of a MOT,
which is needed to pre-cool a sample of *’Rb atoms before loading them into the new
atomic dipole traps described above.

The MOT system consists of a vacuum chamber, a pair of electromagnets, two
tunable diode lasers, and an optical system that creates six laser beams of appropriate
polarization in order to slow down and collect atoms (see Fig. 1).

In order to trap atoms without any background gases expelling them from the
trap, an ultra-high vacuum environment is needed. This is achieved by building a
vacuum chamber from all stainless steel and glass parts, thoroughly cleaning all parts in
a multiple-step process, and finally “baking” the chamber at a temperature of 300°C
while pumping it out with a turbomolecular pump backed by a roughing pump.

Second, a pair of electromagnet coils is needed to create the quadrupole
magnetic field that is necessary to collect the atoms into a small cloud at the center
between the magnets.
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Finally, for the MOT to work, two tunable, frequency-stabilized diode lasers are
needed. The lasers are split into six beams of equal intensity, and will be directed into
the vacuum chamber such that two opposing beams travel along each of the three
dimensions of space. In order for the laser beams to slow the atoms and collect them in
the center of the vacuum chamber, the laser beams have to be circularly polarized and
combined with the quadrupole magnetic field with zero field at the center.

Figure 1: Magneto-optical trap. Six laser beams and a quadrupole magnetic field cool down
atoms inside a vacuum chamber. (Picture courtesy of the Ohio Supercomputing Center. The
picture is a screenshot of an animation of a MOT previously built by me.)

Once everything is constructed and aligned, we can trap atoms in the MOT, and
characterize the properties of the MOT. The number of trapped atoms can be
determined by measuring the amount of light emitted by the cold atom cloud with a
photodiode. The temperature of the atom cloud can be measured by measuring the size
of the atom cloud with a CCD camera. We can use this information to optimize the MOT
for atom number and temperature, by fine-adjusting the laser alignment, laser frequency
and magnetic field strength.

Future work after building the MOT will be to load the cold atom sample into the
dipole traps. This will require a carefully timed sequence of adjusting the laser
frequencies and intensities to optimize atom transfer to the dipole traps. After that we
can work towards demonstrating quantum computing operations on the trapped atoms,
such as initialization, read-out and 1-qubit gates.

Funding for this project was used for equipment and supplies, and student and
faculty salaries (added compensation and summer salary).

3. Student involvement:

All aspects of this research project involved undergraduate students. During
Spring and Summer quarters 2008 a total of five students worked on this project: Bert
Copsey (Mechanical Engineering), Angelica Davidson (Physics, Spring only), Alison
Goodsell (Physics, Spring only), Troy Kuersten (Physics and Aerospace Engineering),
and Eric Muckley (Physics). Details of the students’ tasks are given in the next section.
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4. Tasks completed:

The tasks we achieved are:

e Acquire equipment (vacuum parts, ultrasonic cleaner, laser power supplies,
Gaussmeters, copper wire for electromagnets, optics)

Improve tunable diode lasers

Set up frequency stabilization systems for diode lasers

Tune diode lasers to atomic transition frequencies

Develop and perform cleaning procedure for ultra-high vacuum parts
Design and construct vacuum chamber

Design and construct electromagnets

Lay out optical system

Calculate trapping potentials for pairs of laser beams at different angles
incident on a pinhole

Angie Davidson, assisted by Eric Muckley and Alison Goodsell, constructed two
tunable diode lasers for use in the MOT. She also ordered/designed/built all parts for an
additional two lasers and constructed an injection locking system to be used for the
experimental realization of the new dipole traps. She further improved the laser design
by installing Brewster windows on all four lasers.

Alison Goodsell built the ultra-high vacuum (UHV) chamber needed for the MOT.
This involved 4+ hour baking cycles of individual parts of the chamber to 400 °C, and a
thorough 4-step, 2-hour cleaning cycle, and, of course, the assembly of the chamber.

Eric Muckley designed and built a pair of electromagnets for use in the MOT.
Because of the strict requirements for the geometry of the magnets, we had to custom-
build our own magnets. Eric designed the magnet mounts and supports and developed
a method for winding two identical magnets without “impurities.” He also tuned the
tunable diode lasers to the atomic transition frequencies of the 8’Rb atom in preparation
for trapping atoms.

Troy Kuersten designed the optical layout for the atom trapping experiment,
which involves four lasers, the MOT vacuum chamber and magnets and all laser
diagnosis and stabilization setups (three vapor locking setups, one Fabry-Perot, and
one saturated absorption setup). Troy also built and tested 10 photodetectors for use in
the various parts of the experiment.

Bert David Copsey designed custom mounts for the vacuum chamber — both for
during the bake-out process, and for day-to-day operation. He also put together and
repaired the physics department vacuum pumping station which is essential in the
pumping down and bake-out process of the UHV vacuum chamber. At the end of the
grant period, he had gotten all parts to work, except for the ionization gauge. Once this
is replaced, we can proceed with the bake-out of the UHV chamber, trap atoms at ~200
puK from absolute zero in our MOT, measure and optimize the MOT properties, and

then use the cold atoms for our dipole trap experiments.

In addition, during various delays in shipment of parts for the pumping station,
Bert continued his work on calculating trapping potentials formed by laser beams
incident on a pinhole (using a Mathematica code that he developed). In particular, he
calculated the potential that atoms in specific Zeeman substates experience due to the
intensity pattern formed by two circularly polarized laser beams incident on a pinhole at
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an angle. This technique may provide a method of bringing pairs of atoms together and
apart for two-qubit gates. He presented preliminary results of this work at a national
conference (see below).

5. Results:

We successfully constructed all necessary parts for a MOT that will be capable of
cooling ®'Rb atoms to ~200 pK from absolute zero: (1) Two tunable diode lasers, (2)
two electromagnets for the magnetic quadrupole field, and (3) an ultra-high vacuum
chamber, as shown in Fig. 2.

Figure 2: MOT setup. (a) Two lasers. (b) MOT magnets. (c) Vacuum chamber. (d) Pumping
station (turbomolecular pump backed by roughing pump).

The only remaining holdup is the ionization gauge on the Physics Department
vacuum pumping station, which needs to be replaced. Once it is replaced, everything is
ready for baking out the vacuum chamber, and turning on the MOT. We hope to
accomplish this by June 2009.

Our computational research results show that it is possible to use two circularly
polarized laser beams incident on a pinhole at an angle to trap two atoms in different
Zeeman substates simultaneously. Even though the incident angle elongates the traps
somewhat, the trap properties remain comparable to those of a laser beam at normal
incidence (previously described in Gillen et al., Physical Review A 73, 2006, 013409).
By changing the angle of the incident laser beams, the two atoms can be brought
together and apart controllably, without expelling the atoms from the traps (see Fig. 3).
This can be used to facilitate two-qubit gates, which require bringing two qubits (here:
atoms) close together. This would constitute tremendous progress towards a neutral
atom quantum computer. We plan to investigate this computational result
experimentally once the MOT is completed.
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Figure 3: (a) Two circularly polarized laser beams are incident on a circular aperture at an angle.
(b) Intensity pattern behind the aperture that traps two atoms in two different locations (dark
spots) for an incident angle of 0.04 rad. (c) Intensity pattern behind the aperture for an incident
angle of 0.02 rad. By reducing the tilt angle of the laser beams the two atoms can be brought
together for 2-qubit operations.

6. Presentation of results:

The computational results obtained as part of this project were presented by Bert
Copsey (undergraduate student) at the American Physical Society's Division of Atomic,
Molecular, and Optical Physics (DAMOP), May 27-31, 2008, at Penn State — a national
conference

We also intend to prepare these and future results for publication in Physical
Review A.

7. Conclusions:

We successfully designed and constructed all parts of a magneto-optical trap
(MOT). The MOT will become fully operational once the Physics Department pumping
station is fully fixed and the vacuum chamber bake-out is performed. Completion is
expected by June 2009.

In addition to the experimental work, we were able to perform computational research
on atomic dipole traps formed behind a pinhole. Preliminary results indicate that two
circularly polarized laser beams incident on a pinhole at an angle can be used to bring
two atoms in different magnetic substates together and apart without expelling ether
atom from the trap. If these results are confirmed by experiments, we have found a way
to facilitate two-qubit gates. This would be a big step towards building a neutral atom
quantum computer.
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Upgrading a fleet of GPS-tracked ocean surface drifters for improved
performance and extended coverage area

Project Investigator:

Elizabeth Griffith
Department of Physics
California Polytechnic State University
San Luis Obispo, CA
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Final Project Report for 2007-2008 C3RP Grant
Submitted by: A. Elizabeth Griffith, Physics Department, 805-756-2473,
aegriffi@calpoly.edu

This report describes our progress in developing a fleet of GPS-tracked ocean drifters to
map and quantify surface currents. Using the previous grant (2006-2007), we had developed
a fleet of eight ocean drifters to map ocean surface currents within 10 miles of Avila Bay, and
we had completed one test run of the drifters.

This year, our goals were to (A) extend the range of the drifters beyond 10 miles from
Avila Bay (B) increase the battery life of the fleet for extended use (C) improve the current-
following characteristics of the drifters (D) make the investigations safer for Cal Poly
participants by reducing the number of required boat trips in our flat-bottom boat
(E) enlarge the fleet from 8 to 16 units to enable more extensive current mapping capability,
and (F) perform trials to test the new system and determine the feasibility for multiple
deployments. We successfully completed all but the last goal. We have started trials of the
new drifter fleet, and will continue the trials during the summer of 2009.

This year we did increase the tracking range of our system from 10 miles from Avila Bay
to extend up and down the coast of north, south and central america (see Plate 1). This was
accomplished by upgrading the drifter electronics to SmartOnes, sold by Fleet Analytics.

Voice and Dial-up Data Coverage Map
A 7‘ -

L=

Last updated Serptember 2007

&2 Globaistar Gateway

- Primary Globalstar Service Area
Extended Globalstar Service Area
(Customers may experience a weaker signal)

- Frlnge Globaistar Service Area
(Cust, rs shoulkd expect to eaperience weakest signal)

- Giobalstar Service Area currently unavaiiabie to North American roamers

Coverage may vary Map denotes coverage for sateilite two-way voice and dupiex data only.
Because of sateliite outages. two-way voice and duplex data Customers may experience difficulty
connecting o¢ sustaining fonger calls at certain times in certain ;gecmc tocations through 2009.
A Web-based tooi to igentify optimum calling times is also avaiiable to subscribers.
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Plates 2 and 3 show oeean surfaee eurrents, measured by CODAR (Moline, et al).
Notice that on the days shown (June 21 and 26, 2009) the current patterns are
signifieantly different from one another. Speeifieally, on June 21 the surface currents just
south of the Cal Poly pier (indieated by a red dot) are headed south, away from the pier.
But on June 26, the surfaee eurrent at the same loeation is headed north, into shore!
Indeed, the nature of the eireulation pattern varies depending on the day, time, weather,
surrounding oeean eonditions, ete.

Plate 2. Surfaee Currents from CODAR measurements. (This plot and the next were
created by physics major Chris Ferguson, based on data pulled by Brian Zelenke.)

Map of Surface Currents, June 21, 2009, 8 am PST
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Plate 3. Surface Currents from CODAR measurements.

P.1.Susan C. Opava, Ph.D.

Map of Surface Currents, June 26, 2009, 8 am PST
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The surface velocity maps shown in Plates 2 and 3 are useful to understand the general
character of the surface currents along the central coast of California. But this type of

map does not answer these questions:

How long does it take for water to travel from Avila Bay

surrounding water?
What is the residence time of ocean water in Avila Bay?

These are difficult questions, but they can be readily answered
drifters with GPS tracking, and subsequent analysis techniques.

to Point Sal?

At what rate would a contaminant introduced in Avila Bay disperse into the

through the use of ocean

Our plan is to first use the drifters to quantify local coastal recirculating currents that are
difficult to predict. After about six local runs of the fleet this summer and early fall (to
quantify recirculating currents), we plan to apply for local funding to pay for charter boat
use to deploy our drifters further from shore to explore the California Current as well as

typcial currents from nearby marine sanctuaries.
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Plate 4. Undergraduate physics majors (Galen Cauble and Tom Baker) assemble the
drifters on the pier deek, conduet stability tests and set up overnight leak tests to cheek
the drifter performanece.
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We performed a trial run of four of our new ocean drifters, by deploying them just south
of the Point San Luis breakwater in Avila Bay. The starting and ending locations are
shown on the map below. (The red dot indicates the Cal Poly pier.) Unfortunately there
was an error that prevented the communication of the GPS systems during the majority of
this particular test. This error has now been remedied, so that complete drifter tracks will
be obtained in future runs. The starting and ending point locations (below) suggest that
in this case the ocean carried the drifters in a rather simple track toward the southeast.
And in this case we learned that the currents swept the drifters to Oceano Dunes in a
period as short as 30 hours for the first drifter, and as much as 42 hours for the last
drifter.

Plate 5. Starting and ending locations of drifters. July 30 — August 1, 2009.

The starting locations are above in the plot (north), near the legend and the ending
locations are south-east of the initial positions. The red dot is the location of the Cal Poly
pier facility.

B Unit #1000389
3525} B Unit #1000201
B Unit #1000822
3.2} B Unit #1000167
o
315}
_ -1
w L ]
g Bt 5
& .
Q 3505t .
=
3
2 35t
3
3495}
349}
3485}
348

-121 12095 -1209 -12085 -1208 -12075 -1207 -12065 -1206
Longitude (Degrees)

153



P.1.Susan C. Opava, Ph.D.

Plates 6a and 6b. Surface velocity maps of currents near Avila Bay, based on CODAR

data. The drifters were deployed at about 11 am on July 30, 2009. The first plot shows

currents on the day the drifters were deployed. The second plot shows currents the

following day when two drifters washed up on Oceano Dunes beach. This plot was
Currents, July 30 2009, 3 PM PST

rendered by physies major Chris Ferguson.
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Currents, July 31 2009, 3 PM PST
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Plate 7. Wind direction during the July 30 — August 1, 2009 drifter run.
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Plate

Wind Speed (m/s)

8. Wind speed during the July 30 — August 1, 2009 drifter run.
Beginning Thursday Jul 30, 2009 11:36 AM
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As mentioned on the first page, thcre were six major goals of our project this year. Here
1s a summary of the outcomcs:

o 8

We successfully cxtended the range of the drifters. Last year, the tracking rangc
was limited to 10 miles from Avila Bay. Now we can receive data (via satcllite)
from up and down the west coast - from Alaska, south america, and even a large
portion of the Pacific Ocecan. This was achieved by upgrading the clectronics,
then redesigning the drifters (including the ballast, top and bottom rings, ctc) to
accommodate the new equipment.

We incrcased the battery life of the fleet from 12 hours to 14 months. This will
allow prolonged data collection to quantify larger-scale occan surfacc currents.
We improvcd the capability of the drifters to more accuratcly follow the occan
water, and be Icss influcnced by the wind. This was done by increasing the so-
called drag area ratio, which is equal to the cross-sectional arca of the drifter that
is exposed to the flow of water divided by the cross-sectional arca that is exposed
to the flow of wind. Wc more than doubled this ratio, so that our new drag areca
ratio of slightly grcater than 40 is as good as ocean drifters being used in the SVP
(Surface Velocity Program), ARGOS program, etc.

We made the investigations safer for Cal Poly participants by eliminating the nced
for boat pick-up of the drifters. Our new method is to wait for the drifters to wash
up on shore, while we track and plot their locations on web-based software.

We cnlarged the fleet from 8 to 16 units to enable more extensive ocean surface
currcnt mapping.

We conductcd trials of the ncw system and found that the approach with the new
clectronics is feasible for future deployments and oceanographic studies. We will
continue thcse trials and initial data collection during the summer of 2009.
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Data analysis:

In his senior thesis to support this project, undergraduate physics major Tom Baker
practiced using analysis tools for the ocean drifter data. For example, he practiced
interpolating a velocity field based on a s/mu/ared ocean drifter track. The method that
oceanographers use to interpolate and extrapolate their ocean drifter data from irregularly
spaced points onto a fully resolved and regular grid is called Kriging. We used the
Kriging software developed by Woods Hole Oceanographic (called EasyKrig 3.0) to
accomplish this.

Plate 9. Analysis practice: Kriged data from a simulated drifter track. (T. Baker, 2009)
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Following the analysis approaches of modern oceanographers, we will use the drifter
data to create vector maps, or “snapshots” of the surface currents around Avila Bay, and
maps of mean and eddy kinetic energy along the coast. This will help us to understand
the evolution of the ocean flow (ie the flow of energy from large scales to small scales)
including its turbulent structure. We will also calculate an important transport statistic -
the residence time of ocean water in Avila Bay and at other locations along the coast.
And we will estimate the rate of dispersion at these locations. One example of how thesc
quantities are useful is that they help biologists quanify the living environment of
organisms in the ocean such as phytoplankton and fish. By analyzing the flow with
respect to various parameters (wind, tides, bathymetery, etc) we will contribute to the
more accurate prediction of coastal flows as a function of environmental variables.
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Shock and Vibration Hardened Data Acquisition Device |

Project Investigator:

Garrett Hall
Department of Civil and Environmental Engineering
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Shock and Vibration Hardened

Data Acquisition Device

1 Introduction

The intent of this report is to outline the preliminary design of a hardened
case intended to protect and isolate a data acquisition system (DAS). The
primary concern is the survivability of the device with respect to potential
external conditions, specifically shock and vibration. The modeling approach
consisted of the following tasks.

e Model DAS Specification: The example DAS used in this study was
provided by Ron Meritt of Meritt International. A hardware specimen
was delivered as an example of a data acquisition system that would
require hardening in order to survive shocks of the type possible in a
mobile security surveillance scenario.

e Performance Specifications: Appropriate integrity standards were
adopted for the design of the hardening system. The inputs included
shock /vibration specifications appropriate for the in-situ conditions an-
ticipated by the DAS application.

e Material specification: Through mechanical design appropriate ma-
terials were determined for the DAS hardening. Alloys, composites,
and hybrid materials were considered along with the economic aspects
of each.

e Geometry: Based on the design constraints determine an appropriate
geometric configuration for the DAS hardening system. In addition to
geometric constraints consideration was also given to ease of fabrica-
tion.
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e Numerical modeling: A numerical model of the combined DAS and
hardening system was developed with the intent of utilizing the numer-
ical model to help guide the design, fabrication, and production phases.
Numerical studies of the preliminary design included:

Frequency analysis: The natural frequencies of the combined
DAS /liardening systent were estimated through a numerical finite
element model.

PSD simulation: A power spectral density analysis of the sys-
tem was perfornied based on well known integrity testing protocols
(e.g. MIL-STD-810E minimum integrity test). Virtual tests were
run in three orthogonal directions to determine the anticipated
effects and sensitivity to the PSD load as measured at the DAS.

Blast simulation: Numrerical time history analyses were con-
ducted to simulate performance during a typical blast event. The
simulations provide a qualitative measure of the system integrity.

Thermal analysis: Thermal loads created by the DAS were con-
sidered with respect to the hardening system to evaluate the po-
tential for overheating caused by the hardening enclosure.

The remainder of the report summarizes outcomes from the above
tasks.

2 Model DAS Specification

Figures 1 through 5 below provide an overview of the DAS provided by
Meritt Iuternational . The first three photographs show the exterior of the
case with the hard drive carrier removed. The last two photographs show
the hard drive carrier from top and bottom views. Note that the hard drive
tray itself is isolated from the carrier by four black bushings.
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Figure 1: Top view of Meritt DAS

Figure 2: Front view of Meritt DAS
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Figure 4: Top view of Meritt DAS internal hard drive
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Figure 5: Bottom view of Meritt DAS internal hard drive carrier

All dimensions and material specifications for the DAS in the subsequent
sections were based on the hardware provided by Meritt International. Note
however, that the design approach and hardening device is easily modified
for alternative data acquisition systems.

3 Performance and Testing Specifications

The recommended testing protocols and guidelines potentially applicable to
the present design with respect to shock and vibration include:

e Vibration: MIL-STD 810F Method 514

e Shock: MIL-STD 810F Method 516

e Pyroshock: MIL-STD 810F Method 517

¢ Ballistic shock: MIL-STD 810F Method 522

The above listed guides all emphasize the need for tailoring any and all
experimental validation to the specific environmental conditions present or
potentially expected over the life of the component. In addition there may
be other applicable guidelines depending on the specifics of the DAS. For
example electromagnetic interference testing may refer to MIL-STD 461F
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for guidance. In this report only shock. vibration. and operational thermal
loads were considered as described next.

4 Numerical Modeling

The design was arrived at through an iterative series of numerical simulations
which considered the eigenvalues, psd response, and blast event response of
the system under design. In addition a thermal analysis of the system was
conducted to estimate the interior temperature of the system. The following
four sections provide a brief overview of the numerical simulations conducted
on the preliminary design(s). The basic conceptual design is given in the
figure below.

it DAS hardening enclosure
thermally conductive foam layer

DAS body (carrier)
DAS mechanically isolated electronics

Figure 6: Conceptual design.

4.1 Eigenvalue Analysis

The natural frequencies of the DAS were calculated for each design as a
measure of the intrinsic dynamic properties in the system. The table below
lists the frequencies and their source (i.e. if the predominate contribution
is in the case or in the interior equipment). Following the table graphical
representations of the mode shapes (eigenvectors) is provided in Figures 7
through 13.
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Mode | Frequency (Hz) | Predominate Part
1 102.55 Hard Drive
), 102.85 Hard Drive
3 105.43 Hard Drive
4 184.69 Hard Drive
5 188.36 Hard Drive
6 196.17 Hard Drive
7 T32:73 Hardening Case
8 746.77 Hardening Case
9 793.55 Hard Drive

10 836.2 Hardening Case
11 994.08 Hardening Case
12 10873 Hardening Case
13 1091.8 Hard Drive
14 1294.5 Hardening Case
15 1379.5 Hard Drive
16 1414.2 Hardening Case

P.1.Susan C. Opava, Ph.D.

Figure 7: Eigenmode for the 7" eigenvalue.
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Figure 8: Eigenmode for the 8 eigenvalue.

Figure 9: Eigenmode for the 10" eigenvalue.
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Figure 10: Eigenmode for the 11** eigenvalue.

Figure 11: Eigenmode for the 12** eigenvalue.
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Figure 12: Eigenmode for the 141" eigenvalue.

Figure 13: Eigenmode for the 16" eigenvalue.
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4.2 PSD Assessment

A PSD analysis was run based on the military specification MIL-STD-810F
(see Figure 14 below for an example PSD curve). Figure 15 indicates that
the displacement response is dominated by the isolation on the hard drive.

0.04 |----- —

\6 db/OCT
N

Power Spectral Density (g"2/Hz)

20 1000 2000
Frequency (Hz)

Figure 14: Example PSD specification.
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Figure 15: PSD displacement response curve.
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4.3 Blast Simulation

This section sumimarizes the results of a simulated blast events acting on the

hardened system. The blast profile was a simplified enveloping form derived

fron1 experimental data on flat plates, see Figure 16. The peak pressure used

in the stimulation 1s approximately equivalent to 0.25 kg of Pentolite deto-

nated at 50 em from the hardened device [1]. Material properties are industry

standard values as listed herein. Note that for steel a dynamic increase factor

has been applied to the yield stress (e.g. see [5] and the references therein).
The displacement response of the protected hard drive as a function of

time is reported for each of the three blast profiles (top. side. and front)

in Figures 17-19 respectively. Note that the magnitude of the displacement |

in each event are of the same order of magnitude. Consistent with the low

displacement magnitudes, the accelerations are higl, though the final values

will depend upon the particular form of isolation acting between the carrier

and the hard drive itself. In the present simulation a rubber isolation bushing

system was assumed.

‘o 1566 ).
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.
=
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391 .| \

10 20 100
time, microsec

Figure 16: Simplified blast profile (see [1]).
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Figure 17: Average displacement magnitude of the hard drive, top blast
event.

Figure 18: Average displacement magnitude of the hard drive, side blast
event.
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Figure 19: Average displacement magnitude of the hard drive, front blast
event.

4.4 Thermal Analysis

The study summarized below examined the thermal performance of the svs-
tem in a preliminary manner. The analysis considers heat conduction and
surface heat convection for lower and upper bounds estimates to the thermal
load on the interior of the DAS. The upper bound assumes 50.6 Watts and
the lower bound 3.40 Watts.

Materials The hardening enclosure design considered various potential
materials in the preliminary stages. The final materials settled upon con-
sisted of a steel enclosure body, thermally conductive foam mterface material,
fire resistant O-ring gasket, and an Amphenol type harness counector.

Geometry and Boundary Conditions The only part of the enclosure
considered in contact with an external sink was the four regions immediately
surrounding the bolt hold down locations. The exterior of the enclosure was
allowed to convect to still air at the same temperature as the sink (75 Fahren-
lieit). The interior was loaded with the aforementioned heat generation from
the electronics. Note that all of these modeling assumptions would have to
be tailored to a specific application to verify adequacy of the thermal design.
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The present analysis answers the question of feasibility with regard to the
DAS enclosure design.

Results The nodal temperatures and heat flux for the two load cases are
shown below. The results are provided at steady state conditions. It is
noted that depending upon the electronics considered, the upper bound heat
generation is unfavorable whereas the lower end is reasonable.

NT11

Figure 20: The temperature distribution, in Fahrenheit, for the 50.6 watt
case.
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NT11

Figure 21: The temperature distribution, in Fahrenheit. for the 3.40 watt
case.
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Figure 22: The heat flux for the 50.6 watt case.
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HFL, Magnitude
SNEG, (fraction = -
{Avg: 75%)

9.0113

9.0183

Figure 23: The heat flux for the 3.40 watt case.

5 Summary of the Mechanical Design

Based on the simulated prototype process, the mechanical design is expected
to perform adequately for the performance specifications of Section 3. This
section provides an overview of the mechanical design. The solid model and
summarial drawing files are shown in Figures 29 through 29.
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Figure 24: Solid model of DAS body
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Figure 25: Solid model of DAS cover
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Figure 26: Solid model of DAS design
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Figure 27: Overview of DAS design
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Figure 29: DAS body design
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Abstract

Physiological adaptations in a microgravity environment for astronauts during space
flight are common. One such adaptation, bone loss and the subsequent decrease in skeletal
strength, has been recognized as a potential problem. Exercise during space missions has not
been effective in overcoming bone loss. Bisphosphonates have been used successfully to
increasc bone mass in ostcoporosis patients and offer a possible solution to counter bone loss in a
microgravity setting. They work directly on osteoclast activity to suppress bone resorption and
increase bone mass. A consequence of their actions, though, 1s reduced bone turnover leading to
an increasc in the brittleness of bone. The goal of the proposed research was to develop
computational models to examine the cffects of bisphosphonate therapy (1) on preserving bone
mass during space flight and (2) on the fracture risk of bone for the subsequent return to an
environment with gravity. A previously developed remodeling simulation was modified to
account for bone loss due to weightlessness and then the effects on bonec mass of various
bisphosphonate therapy schedules with drugs of different potencies were studied. In addition,
the effects of the length of treatment on subsequent fracture risk upon returning to Earth were
examined. These models developed in this study will have a wide variety of orthopaedic
applications, including examining the effects on bone integrity and fracture risk of other
pharmaceuticals to counter bone loss (such as parathyroid hormone or osteoprotegerin therapy),
exercisc training programs, age, bone diseases and their treatment, and orthopaedic implant
designs.

Background

Bone loss has long been recognized as a potential problem for individuals involved in
space flight. The effects of microgravity result in several physiological changes for astronauts,
including the adaptation of bone to the weightless environment of space which results in the
activation of the bone remodeling process to remove bone insufticiently stressed. For longer
term flights, a reported 92% of astronauts experienced at least 5% loss of bone at one skeletal
site while 40% experienced at least a 10% bone loss (LeBlane et al., 2007). In general, bone
mineral density changes in the spine and femur have resulted in decreases of 0.7% to 2.7% per
month in space despite the participation of crewmembers in exercise regimes designed to combat
the loss of bone during the mission. In addition, on returning to Earth following space flight,
these adaptations can manifest themselves into physical impairments nccessitating a period of
rehabilitation that may result in the permanent loss of bone mineral density and an increased risk
for fracture (Lang et al., 2006, Payne et al., 2007).

Bone loss in a microgravity environment is caused by increased bone remodeling, a two-
stage process carried out by tcams of cells known as basic multicellular units (BMUSs).
Resorption of a packet of bone by osteoclasts is followed by refilling of the resorption cavity by
osteoblasts. In humans, this sequence typically requires 3-4 months to complete at each site, and
the resorption cavities, while individually small, may collectively add substantial porosity to
bone. Not only is remodeling the biological process for bone turnover, but it also is believed that
remodeling acts as the mechanism for bone to adapt to its mechanical environment and to
remove microdamage due to relatively high, cyclic skeletal loads so as to improve fatigue
resistance. In support of these beliefs, there is strong experimental evidence that remodeling is
activated (1) to remove bone that is insufficiently loaded (due to weightlessness, immobilization,

184



N00014-07-1-1152 P.I.Susan C. Opava, Ph.D.

stress shielding by implants, etc.) and (2) by fatigue microdamage. Li et al. (1990) demonstrated
significant and rapid bone loss as a result of increased resorption compared to bone formation in
studies where limbs were immobilized, signifying a rapid remodeling response to bone in disuse.
Alternatively, Burr and coworkers showed that in vivo fatigue loading of cortical bone to
physiologic strains produces damage in the form of microcracks and activates remodeling in
spatial proximity to them (Burr et al., 1985; Mori and Burr, 1993). Subsequently, Bentolila et al.
(1998) demonstrated a similar phenomenon in the ulnae of rats, which normally do not remodel
their cortical bone, suggesting that remodeling in response to nearby microdamage is a
fundamental biological response.

Exercise has frequently been used to counter bone loss in a microgravity environment.
Exercises during space flight involving resistance training, bicycling, and treadmill activity have
been effective to varying degrees for several physiological systems, but have not been effective
at preventing the loss of bone (LeBlanc et al., 2007). Bisphosphonates are drugs developed to
treat bone diseases involving excessive remodcling, such as osteoporosis. With their ability to
suppress bone resorption and increase bone mass, bisphosphonates, either alone or in
combination with an exercise program, offer tremendous potential for maintaining bone during
space flight, even for periods of long duration in a weightless environment. Bisphosphonates
have a high affinity for bone mineral and are incorporated into bone at sites where remodeling
has exposed hydroxyapatite (Rogers et al., 1997). They subsequently assert their anti-resorptive
effect upon contact with osteoclasts (Lin, 1996). Different bisphosphonates exhibit wide
variability in their ability to suppress osteoclastic activity. Those with high potency (> 100x that
of etidronate, a first generation drug) can suppress resorption at a relatively low dose, thus
avoiding another biological effect of bisphosphonates, the physicochemical impairment of
mineralization (Fleisch, 1998). The resulting tissue-level mechanisms for bisphosphonate-
mediated increases in bone mass include reduced remodeling space (the temporary porosity duc
to remodeling) and a positive bone balance (less bone removed than replenished at individual
rcmodeling sites). Suppression of bone resorption by bisphosphonates may involve cellular
mechanisms that are direct, such as disruption of osteoclast differentiation, or indirect, such as
increasing inhibitory signals from cells of the osteoblast lineagc (Breuil, 1999). Other
possibilities include shortening the lifespan of osteoclasts by inducing apoptosis (Rodan, 1998),
and decreasing their resorbing efficiency by altering the cytoskeleton (Rodan and Fleisch, 1996).
Currently, the dominant mechanisms are not clear, but presumably they may vary with the
chemical structurc of the particular bisphosphonate.

There are abundant data on the positive effeets of bisphosphonate treatment to inerease
bone mass in osteoporotic patients. Liberman et al. (1995) found that 3 years of alendronate
treatment increased spinal bone mineral density (BMD) 8.8% and reduced vertebral fractures by
48% relative to controls. Tonino et al. (2000) reported that postmenopausal women's spinal
BMD increased throughout 7 years of alendronate treatment. However, reduced bone turnover
increases mean skeletal age and the degree of mineralization of existing bone (Boivin et al,,
2000; Rodan and Fleisch, 1996), and this may contribute to microdamage accumulation by
slowing its removal and making the bone tissue more brittle. In dogs, both alendronate and
risedronate treatment for one year resulted in microdamage accumulation that was inversely
correlated with BMU activation frequency (Mashiba et al., 2001). While the latter data are from
dogs treated at dosages exceeding human clinical levels, they also represent relatively brief
treatment periods. Therefore, there is concern that bisphosphonates of high potency may, in the
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long-term, lose their ability to reduce fracturc risk as microdamage accumulates and negatcs the
benefits of increased bone quantity by decrcasing bonc quality.

Computational models are useful for studying bone remodeling and the effects of
bisphosphonates on bone. For this study, a previously developed computational model for bone
remodeling (Hazelwood ct al., 2001) was modified to study the effects of bisphosphonate
therapy on preserving bone mass in a microgravity setting during space flight and on the fracture
risk of bone for the subscquent return to an environment with gravity. This model incorporates
the effects of the mechanical environment of bone and microdamage on remodeling, and tracks
the effects of bisphosphonatc treatment on bone volume fraction, activation frequency, and
microdamage.

Modulus J |Load, GcomctryJ

Disuse

strain i ]

‘ Damage |
Damage Damage £ {
Formation| Removal |

’ Rate Ratc

Activation | 1
Frequency

L —— Bone Volume
Fraction

Fig. 1. Bone remodeling algorithm for the Fig. 2. Representative volume of bone.
computational models.

Computer Model Development

Remodeling Simulation

This study utilized a modified version of previously developed computational models for
bonc remodeling in response to mechanical and biological influences (Hazelwood et al., 2001,
Nyman et al., 2004). These bone adaptation models incorporate the coordinated responscs of
BMUs (or basic multicellular units, the teams of bone cells that resorb and form bone) to two
mechanical stimuli known to initiate remodeling: disuse and fatigue damage (Fig. 1). Thc
modecl tracks the interactive changes in remodeling, strain, and fatiguc microdamage that occur
in a representative volume of bone (Fig. 2) when the equilibrium of such a system is disturbed.
In this model, an cmpirical relationship was used to relate the continuum level elastic modulus to
bone volume fraction. Changes to bone volume fraction (the volume of bone normalized by total
volume including void spaces) in the model were functions of the temporal and geometric
characteristics of bone remodeling. Damage and disuse were quantified in terms of the
mechanical stimulus function, ® = Ry x 84, dcveloped by Carter et al. (1987), where Ry 1s thc
number of cycles that the strain € is applied. Fatigue microdamage and bone remodeling were
characterized in terms of histomorphometric variables. The microdamage formation rate was
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assumed to be proportional to the mechanical stimulus ®. The rate of damage removal was a
function of the current amount of damage, the BMU activation frequency, and the arca resorbed
by BMUs. BMU activation frequency was calculated daily from the amount of disuse and
existing damage. The numbers of resorbing and refilling BMUs active each day were calculated
from the activation frequency history over the remodeling period: 25 days for resorption, 5 days
for reversal, and 64 days for refilling. Daily bone volume fraction (BVF) changes were then
calculated from the net amount of bone removed or added by each resorbing or refilling BMU,
respectively. A mechanism was included to allow for less than complete refilling on trabecular
surfaces in disuse.

Simulation of Preflight Conditions

Before applying microgravitational conditions, preflight parameters were calculated
using constants derived from experimental data. The applied stress on Earth to reach these
experimental values was determined by matching the predicted bone volume fraction for the
model to 0.22, or equivalently a density of 0.44 g/cm’, a density typical of vertebral trabecular
bone in adult males in Earth’s gravitational environment, assuming a linear relationship between
bone volume fraction and bone density. The calculated applied stress, 1 MPa, was based on a
100 mm’ cross-section from the representative trabecular bone volume (Fig. 2).

Simulation of Spaceflight

Microgravity was simulated by lowering the stress applied to the bone volume.
Astronauts experience an average vertebral trabecular BMD loss of 0.7% per month, for a total
of 4.2% BMD loss during the 180 day average ISS missions (Iwamoto et al., 2005; Lang et al.,
2004; LeBlanc et al., 2007). For this simulation, stress applied to the representative volume
during spaceflight was then determined as 0.8909 MPa based on this 180 day spaceflight ending
density of 0.4215 g/em’.

Using the density loss values at 180 days as a baseline, various durations of spaceflight
were simulated based on typical mission length for astronauts, including 10 days, 90 days, and
180 days. Although 365 days in space is not typical, it was also simulated to examine the
potential of bisphosphonates to maintain BMD without increasing bone microdamage.

Simulation of Bisphosphonate Treatment

Bisphosphonate treatment was simulated using two factors: a decrease in the activation
frequency and a reduction in the resorption area. A potency variable (P), where 0 <P < 1, was
applied to exert the former effect by multiplying the activation frequency of BMUs by the
quantity (1 — P). The potency variable P was based on pharmacokinetic properties of
bisphosphonates, including potency factors, binding, uptake, and mode of action,
P =Pua(1 — ¢ "NRBMY) where Prax and T are suppression coefficients reflecting various
properties of bisphosphonates in order to model a range of drug potencies. Values for these
coefficients were selected based on the experimental results from 1 year studies of daily
alendronate and daily pamidronate treatment, and modeled the variations in the reduction of
BMU activation frequency as seen in these studies.
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The size of the resorption eavity is reduced during bisphosphonate treatment due to their
effeets on osteoclasts (Nyman et al., 2004), resulting in alterations to the ratio of bone arca
formed to bone area removed. Two different initial bone balanee ratios (4/Ag) for the simulation
of bisphosphonate treatment were used based on reduetions of 1/6 and 3/13 to resorption arca
found in postmenopausal women treated with bisphosphonates for 1 year (Nyman et al., 2004).
A bone balanee of 1.0 was assumed for the simulation when bisphosphonate treatment was not in
effect.

Bisphosphonates were simulated during the entire spaceflight. Preflight treatment was
also examined, where bisphosphonates were applied to the simulation at 0, 7, 14, 30, 90, and 180
days preflight.

Simulation of Return to Earth

The return to earth was modeled by resuming preflight bone loading eonditions, with an
applied stress of 1 MPa to the representative bone volume. Onee back on Earth, bisphosphonate
therapy was disecontinued. The simulation was extended 365 days postflight to examine inereases
or decreases in fracture risk based on bone mineral density and damage accumulation. Although
it takes | to 3 years to fully recover without treatment, a one year postflight examination allowed
us to determine if a treatment was sucecessful at maintaining bone mass without aceumulating
more damage.

Model Results

Spaceflight Without Bisphosphonate Treatment

Model results without bisphosphonate treatment were consistent with experimental data
obtained from spaceflight (Bloomfield, 2006). Bone mineral density (BMD) and mierodamage
deereased from preflight levels due to the redueced loads in a mierogravity environment of
spaceflight without bisphosphonate treatment (Figs. 3, 4, and 5). The predicted rate of BMD loss
was greatest early in the flight, showing smaller ineremental loses as time spent in space
inereased. The model predieted a marginal change in BMD from preflight eonditions for the
typical flight duration of 10 days; however, postflight predictions showed that BMD eontinued to
deerease upon return to Earth until it reached a value nearly 3 times lower than at the end of the
mission before inereasing to near normal levels about 100 days after entering Earth’s gravity.
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For the 180 day space mission, the predicted postflight results for bone without
bisphosphonate treatment showed sharp increases in both BMD and damage upon returning to
Earth (Figs. 4 and 5). BMD stabilized approximately 7 years postflight, and was about 2.7% less
than its preflight value. Damage continued to accumulate postflight until about 15 years after the
return to Earth. Although damage was initially lower upon the return to Earth, it continued to
increase postflight for approximately 15 years until reaching a value approximately 9.5% higher
than its preflight value.

Spaceflight With Bisphosphonate Treatment

While BMD during a 180 day spaceflight was maintained at or increased above preflight
levels with bisphosphonate treatment of low and high potency given at the onset of spaceflight,
respectively, damage levels also increased above the baseline values for the high potency drug
(Figs. 4 and 5). Following the return to the gravitational environment of Earth, BMD for the
high potency bisphosphonate decreased as remodeling activation increased to counteract the
higher level of damage. For the low potency drug given at the onset of spaceflight, postflight
BMD increased above preflight conditions due to the increased loading upon returning to Earth
while damage remained below the preflight level (Figs. 4 and 5).

Results were similar but not as pronounced for the 10 and 90 day spaceflights. For these
shorter flight durations, high suppression of BMU activation led to increases in both BMD and
damage accumulation during flight. Postflight results suggest that damage remains elevated
while BMD decreases for shorter flights with high potency drugs. Simulated bisphosphonate
treatment at the beginning of spaceflight with the low potency drug produced decreases in both
BMD and damage during the flight for the 10 and 90 day spaceflights. For the shorter
simulations with the low potency drug, postflight BMD increased above preflight conditions and
damage remained below preflight values. Simulation of the longer 365 day space mission had a
more pronounced effect than the 180 day mission, with decreases in damagc predicted to be
14.5% during the mission, while BMD exhibited only slight changes, for the low potency drug
given at the onset of the mission. For the high potency drug, increases in damage during the 365
day mission reached 7.5% while the increase in BMD was 2.3% with bisphosphonate treatment.
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Fig. 4. Simulated effects of spaceflight and Fig. 5. Simulated effects of spaceflight and
bisphosphonate therapy on BMD during a bisphosphonate therapy on microdamage
180 day space mission (beginning at time during a 180 day space mission (beginning
1=0) and for 365 days following the return to at time t=0) and for 365 days following the
Earth. return to Earth.
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Postflight results for the 365 day spacc mission predicted dccrcascs in BMD (and elevated
amounts of damage) upon returning to the gravitational environment of Earth for thc high
potency bisphosphonate trcatment while results for the low potency drug show an increasc in
BMD (and decrcascd damage) comparcd to preflight values after returning to Earth.

When giving bisphosphonate therapy prior to spaceflight, increasing predicted preflight
gains in BMD and damage werc obscrved as the duration of the simulated preflight therapy
incrcascd from 7 to 180 days. For longer durations in space, the modcl predicted these preflight
therapy periods to be less cffcctive at influencing the end-of-flight results for BMD and damagc.
As the duration in space increased, the model predicted the end-of-flight values to be influcnced
more by the effects of spaceflight than thc effects of preflight therapy. Alternately, preflight
bisphosphonate thcrapy highly influecnced the model’s predictions of BMD and damage for
shorter durations of spaceflight. For the bisphosphonate potencies simulatcd, the addition of
preflight treatment causcd increased BMD and damage accumulation at the end of 10 day
spaceflight. For the 90 day spaceflight, a preflight therapy period of 30 days resulted in
incrcascs in BMD without significantly increasing damage, and the same occurrcd with a 90 day
preflight treatment period prior to the 180 day spaceflight.

Conclusions

The eomputer modcl developed here combincs previous bone rcmodeling and
bisphosphonate algorithms plus spaceflight data obtained from experimcntal studies in literature
in order to better understand the adversc effects of microgravity on bonc and fracture risk. The
model predicts reduced risk of fracture by inereasing bone quantity and cither increasing or
maintaining bone quality for bisphosphonate treatments (1) with low suppression of rcmodcling
activation and (2) that create higher bone balance ratios. The simulation also prediets significant
changes to BMD and damage upon returning to Earth as the remodeling response readjusts to the
higher stress conditions. For treatments highly suppressing remodeling activation, thcse
predicted postflight changes includc decreased BMD and increased damage accumulation. Low
levels of remodeling supprcssion led the model to predict substantial increascs in BMD and
small increases in damage postflight.

The model was developed to match the 4.2% loss in BMD over 180 days in spacc as sccn
on the International Space Station (ISS). The model’s largest predicted BMD loss in untreated,
trabecular vertebral bone was 5.01% for a 365 day spaceflight. This is lcss than half the highcst
loss (10.8%) seen in Russian cosmonauts on Salyut missions lasting 5 to 7 months (LeBlane et
al., 2007). Although the modcl docs not match the results from these oldcr missions, it is likcly
due to advancements in technology, physical preparedness of the subjeets, and onboard exercise
routines that were developed for missions on the International Space Station.

Full rccovery for spacc explorers returning from thc ISS took from 1 to 3 years to
complete (LeBlanc et al., 2007). The model developed here predictcd that full recovery to
preflight BMD values may never be attained without treatment. With bisphosphonatc trcatment,
the model predicted eomplete reeovery to oceur; some treatments even resulted in higher BMD
values than existed prcflight. The model suggests that bisphosphonatc trcatment, combined with
cxercisc, may bc thc solution that space exploration programs desire to combat bone
deterioration in space.

The predicted remodeling response of untreated bone to cnvironmental changes was non-
linear, as most BMD was lost or gaincd early in the transitions from Earth to space and from
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space back to Earth. For 10 days in space, the model predicted more bone density to be lost
while readjusting to Earth’s gravity than lost during spaceflight. This has yet to be examined
experimentally, but certainly the model provides insight into a possible trend that may have gone
unnoticed. The model predicts bisphosphonate treatment to be beneficial for all durations of
spaceflight, not just for longer duration missions. In many instances, prcflight treatments were
shown to reduce the fracture risk upon return to Earth. Longer simulated flight durations required
longer preflight treatments to provide similar effects to those with shorter flights and shorter
preflight treatments. The problem with this is that as treatment on Earth is lengthened, damage
accumulation increases to such an extent that it could actually cause an increase in fracture risk
before entering space. Based on the model’s prediction of damage increase, preflight treatment
periods longer than 30 days may put the subjects at risk. During preflight treatment, the subjects
are still on Earth where higher stresses cause greater increases in damage as compared to space.
They may also be exposed to even higher stresses due to exercises in preparation for the mission.
These exercises, combined with brittle bones, could lead to fracture before flight.

The model predicts treatments with high suppression of remodeling activation to have the
highest gain in BMD at the end of flight, and the lowest BMD values 1 year postflight. These
treatments almost completely inhibited remodeling, causing large amounts of damage to
accumulate. Though BMD was much higher, the quality of bone was poor. Upon return to earth
and discontinuation of treatment, bone remodeling was no longer inhibited and responded to the
high amount of damage by removing bone at a much greater rate than bone formation occurred.

Alternatively, the model predicts treatments with low suppression of activation frequency
to have the lowest BMD at the end of spaceflight, but they had the highest BMD and lowest
amount of damage 1 year postflight. These treatments allowed a fair amount of remodeling to
continue in space, but limited it enough so that bone loss was kept to a minimal amount during
flight. A majority of the predicted bone loss came from lost damage, so upon returning to earth
damage accumulation did not further activate a remodeling response. These treatments had the
largest postflight gains in BMD because the response was mostly due to loading in which bone
was added to meet the strength required to support the subject.

The limitations of this model occur where assumptions have been made due to the lack of
available information. First, the coefficient to determine the rate of microdamage accumulation
was kept constant throughout the simulation, although it is likely to change in space. Other
coefficients, too, such as the damage rate exponent or the BMU activation frequency
coefficients, are likely to be altered in space and would benefit from further study of bone
remodeling in microgravity. Second, the predicted postflight results are limited by the fact that
they are based on the same stress applied preflight even though postflight recovery programs
enable space explorers to ease back into full loading. This high postflight stress would cause
overpredictions of both BMD and damage. Also, a bone balance ratio of 1.0 was instantly
applied upon return to Earth, when it is more likely that the ratio would slowly ease back down.
Third, the simulation applies a constant stress derived from bone loss to a section of bone rather
than deriving the actual strain and applying it to a 3D model of bone. Using a finite element
model would create a more accurate remodeling response with more precise loading conditions
and allow detailed analysis of the effects of specific exercises on maintaining bone mass. Lastly,
the model does not take into account effects of spaceflight on blood flow, drug metabolism,
tissue binding, drug elimination, fluid shear stress, or changes in hormone levels. Many of these
affect the efficacy of the drug itself. Changes to fluid shear stress in a microgravity environment
could affect the mechanosensory ability of bone cells to sense signals indicating bone loading
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and would lead to further loss of bone even under heavy excreise. Also, although the modcl
tracks changes to thc populations of bone cells, 1t only accounts for ehanges due to the
remodeling responsc and not due to the physiological adaptations that may occur in
mierogravity. Changes in hormone levels or physiologieal alterations to the populations of bone
eclls could signifieantly alter thc remodeling response in space and the responsc to
bisphosphonate treatment.

It is elear that the model would signifieantly benefit from further studies on spaccflight.
Although the model has to overeome the many unknown variables of bone remodeling,
bisphosphonates, and mierogravity, it has shown the ability to provide potential trends for future
studies. As new data and information beecomes available, the model’s accuracy can be improved
and eould eventually be a tool used for predieting effeets of other treatments as well.
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Conference Abstract

This work rcsulted in the following presentation at the Orthopaedic Rcsearch Society Annual
Mecting:

C Gardina and SJ Hazelwood: Simulatcd Bone Mass Preservation and Fracture Risk
Asscssment with Bisphosphonate Therapy during Spaceflight. Transactions of the 55th Annual
Meeting of the Orthopaedic Research Society 34: 740, 2009.
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INTRODUCTION

Bone 10ss has long been recogmzed as a potential problem for
mndividuals involved m space flight. The effects of nucrogravity result
1 several physiological changes for astronauts. including the adaptation
of bone to the weightless environment of space. For longer term flights.
a reported 92% of astronauts experienced at least 5% loss of bone while
40% expenenced at least a 10% bone loss [1]. In addinion. on retrning
to Earth following space flight. these adaptatons can mamfest
themselves 1nto physical impairments that may result in the penmanent
loss of bone nuneral density and an increased nsk for fracture [2.3].

Exercise has frequently been used to counter the effects of a
mucrogravity environment and has been helpful to varymg degrees for
several phvsiological svstems. but has not been effective at preventing
bone loss [1]. Bisphosphonates are drugs developed to treat bone
diseases mvolving excessive remodeling. With their ability to suppress
bone resorption and increase bone mass, bisphosphonates. erther alone
or in combination with an exercise prograny. offer tremendous potential
for maintaining bone dunng space flight In this study. we use a
computational model of bone remodeling and bisphosphonate treatinent
to exanune the effects of bisphosphonates on preseriving bone mass in a
microgravity setting dunng space flight and on the fracture nisk of bone
for the subsequent return to an enviromnent with gravity.

METHODS

This study utilized a modified version of a previonsly developed
computational model for bone remodeling and bisphosphonate treatment
[4]. This model incorporates the coordinated responses of BMUs (basic
mulncellular umts. the teams of bone cells that resorb and form bone) to
two mechamcal sumuh that mitiate remodeling: disuse and fatigue
damage. The mnodel tracks the interactive changes in remodeling. stramn.
and microdamage 1n a representative volume of bone. An empincal
relationship was used to relate the elastic modulus to bone volume
fracion (BVF). Damage and disuse were quantfied i terms of the
mechanical stimulus. @ = Ry x ¢, developed by Carter and co-workers
[5]. where Rq 15 the number of cycles that the stramn € 1s apphed.

The damage formaton rate was assumed to be proportional to &. The
rate of damage removal rate was a function of the cument amount of
damage. the BMU activation frequency. and the area resorbed by BMUs.
BMU acuvation frequency was calculated daily from the amount of
disuse and exisung damage. The numbers of resorbing and refilling
BMUs active each day were calenlated from the activanon frequency
history over the remodeling peniod: 25 davs for resorption. 5 davs for
reversal. and 64 days for refiling. Daily BVF changes were then
calculated from the net amount of bone removed or added by each
resorbing or refilling BMU. respectively. A mechamsm was included to
allow for less than coniplete refilling on trabecular surfaces in disuse.

Preflight conditions were sinmulated by running the model until 1t
reached a steady state with a BVT of 0.22 (nypical for adult vertebral
trabecular bone). Microgravity was modeled by reducing the load to
stmulate a 0.7% bone loss over a 180 day penod [1.6]). Bisphosphonate
effects were simulated by suppressing activation freqnency based on the
potency of the drug (low and high potencies) and by reducing the BMU
resorption area [4]. Spaceflights were simulated 1n MatLab for manned
mission lengths of 10. 90, and 180 dayvs. Changes in BVF and damage
accumulaton were analyzed dunng and up to 1 vear after spaceflight.
Bisphosphonate treatment was gnven for the duration of spaceflight and
began either at the start of spaceflight or 90 davs before.

RESULTS

BVF and microdamage decreased from preflight levels due to the
reduced loads 1n a microgravity emvironment of a 180 day spaceflight
without bisphosphonate treatment (Figs 1A and 1B). While BVF
during spaceflight was maintained at or increased above prefhight levels
with bisphosphonate treatment of low and high potency. respectively.
damage levels also mcreased above the baseline values for the hagh
potency drug. Following the retum to the gravitational environment of
Earth, BVF for the high potencyv bisphosphonate decreased as
remodeling activanon increased to counteract the higher level of
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Figure 1. Simulated effects of spaceflight and bisphosphonate
therapy on (A) BVF and (B) damage accumnlation during a 180 day
space mission and for 365 days following the return to Earth.

damage (Figs. 1A and 1B). For the low potency drug. postflight BVF
increased above preflight conditions due to the increased loading upon
returmung to Earth while damage remained below the preflight level.

* Results were sumilar but not as pronounced for the 10 and 90 day
spaceflights. Whle preflight BVF increased with bisphosphonate
treatment starting 90 dayvs pnior to spaceflight. BVF levels were not
substantially increased at 1 year after remmung to Earth. Preflight
damage levels also increased by ginang bisphosphonates prior to flight,
and remained elevated following the retum to Earth.

DISCUSSION

The computer model developed here combined a bone remodeling
simulation with spaceflight data from experimental studies 1n order to
understand the adverse effects of nicrogravity on bone and explore
potental treatment solutions for space explorers. The model predicted
reduced fracture nsk with the low potency bisphosphonate treatment that
mncreased BVF while decreasing accumulated damage | year after
spaceflight. For the treatment lnghly suppressing remodeling activation.
on the other hand. the predicted postflight changes included decreased
BVTF with increased damage accunmlanon 1 year following the mission.
While exercise has not reversed bone loss dunng spaceflight. 1t1s
beneficial for several physiological systems of space explorers.
Bisphosphonates. 1n combination with exercise and diet. may help n the
overall benefit of those involved 1n spaceflight. including atding 1n the
preservation of bone mass and reduction of fracture nisk.
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1. Progress Overview

Reeently, many efforts were made on the researech of Gallium-Nitride (GaN)-bascd
optoeleetronie semiconduetor deviees, due to their vast promising applieations, such as solid
state light sources, and ultraviolet light emitters for high-temperature electronics. In some
applications, they become even irreplaceable. However, GaN-based semiconductors have
totally different optical and elcctrical properties when compared to other materials. Researchers
can make light emitters, such as laser diode/ light emitting diode (LD/LED) out of GaN based
semiconductors. But the mechanism how they work still is not fully understood. This work
recovers some fundamental issues of GaN-based LED/LDs ineluding the study of deviee
surfaee struetures that enhanee light cxtraction and investigation on the effeets that influence
the power transition efficicncy. Wc investigate applieation of photonie strueture (photonie
lattice or photonie erystal) in design of GaN deviees. Furthermore, we evaluate and eompare
the confincment faetor of the gain models in various device struetures, and optimize the anti-
guide layer design. Third, we obtain the eigen-funetions and eigen energics in quantum wells
(QWs) for our proposed and optimized structure to design high power Lasers. During the
projeet, we investigate the effeet of the free-earrier theory on optieal gain speetra, and compare
GaN bulk material and QW material for the gain properties. Finally, we define some design
rules for GaN-based opto-eleetronie deviees and their underlining physies. In addition, we also
did initial simulation of grating design on solar eells for efficieney improvement and finished
our pervious C3RP 2005 injeetion loeking work.

During the duration of this research program, we eontinue and expand the existing eollaboration
between Prof. Xiaomin Jin at California Polytechnie State University (Cal Poly, USA) and Prof.
Bei Zhang and GuoYi Zhang’s group in the Research Center of Wide-Gap Semieonductors at
Peking University (PKU, China). We eollaborate on simulation, fabrieation, and
charaeterization of photonie lattice-based GaN epitaxial material and optoeleetronie deviees.
The Cal Poly group performs simulation and theoretieal study, proposes novel struetures, and
charaeterizes the GaN-based photonie-lattice struetures. The PKU group performs deviee
growth and fabrication. The final goal is to optimize the deviece design and yield high
performanee GaN LDs and LEDs.

2. Publications Under Support of the Project:

Journal Papers

1) X. Jin, B. Zhang, T. Dai, W. Wei, X. N. Kang, G.Y. Zhang, S. Trieu, and F. Wang,
“Optimization of Top Polymer Gratings to Improve GaN LEDs Light Transmission”, OSA
Joumal:Chinese Opties letters (Focus Issue Nano Photics), vol.6, no.10, pp.788-790, 2008.

2) X. Jin, B. Y. Tamg, and S. L. Chuang, “Relative Intensity Noise Study in the Injeetion-
loeked Integrated Eleetroabsorption Modulator-Lasers™, Solid State Elect., vol. 53, pp. 95-
101, 2009. (Sponsored by award # ONR N00014-05-1-0855 C3RP 2005, finish the paper
during ONR# N00014-07-1-1152)

3) X. Jin, B. Zhang, F. Wang, J. Flickinger, S. Jobe, T. Dai, G.Y. Zhang, “International
Engineering Researeh and Eduecational Aetivity on GaN Lasers and LEDs”, Intermational
Joumal of Engineering Research and Innovation (IJERI), Vol. 1, No. 1, Spring/Summer
2009. (aceepted)

Conference Papers

4) Simeon Trieu, Xiaomin Jin, Bei Zhang, Tao Dai, Wei Wei, Chang Xiong, Xiang-Ning
Kang, and Guo-Yi Zhang, "Study of Top and Bottom Photonie Gratings on Gallium
Nitride Light-emitting-diodes.” The Ninth International Conference on Solid State
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5)

6)

7

8)

9)

Lighting, SPIE Symposium on Optical Engineering + Applications, August 2-4", 2009,
San Diego, Califorma, USA. (Accepted)

Xiaomin Jin, Sean Jobe, Simeon Trieu, Benafsh Husain, Jason Flickinger, Tao Dai, Bei
Zhang, Xiang-Ning Kang, and GuoYi Zhang, “Mode Pattern Analysis of Gallium Nitride-
based Laser diodes”, The 3rd International Symposium on Photoelectronic Detection and
Imaging (ISPDI 2009), Beijing, China, June 17 to 19, 2009. (Accepted)

Xiaomin Jin, Xiao Hua Yu, Fei Wang, Bei Zhang, and Guoyi Zhang,
“Educational/Research Collaboration on Gallium-Nitride (GaN) Based Light Emitter
between Cal Poly, CSULB, and PKU (China)”, the 12th CSU Regional Symposium on
University Teaching, California Polytechnic State University, San Luis Obispo, May 2",
2009. (Presentation only)

X. Jin, S. Trieu, Fei Wang, B. Zhang, T. Dai, X. N. Kang, and G. Y. Zhang, “Design
Simulation of Top ITO Gratings to Improve Light Transmission for Gallium Nitride
LEDs”, 2009 Sixth International Conference on Information Technology: New
Generations, ITNG2009, April 27-29, 2009, Las Vegas, Nevada, USA.

Simeon Trieu, Xiaomin Jin, Bei Zhang, Tao Dai, Kui Bao, Xiang-Ning Kang and Guo-Yi
Zhang, “Light Extraction Improvement of GaN-based Light-emitting Diodes using
Patterned Undoped GaN Bottom Reflection Gratings”, the SPIE International Symposium
on Integrated Optoelectronic Devices 2009, SPIE Photonic West 2009, San Jose, CA USA
24-29, January 2009.

Xiaomin Jin, Bei Zhang, Fei Wang, Jason Flickinger, Sean Jobe, Tao Dai, Guoyi Zhang,
“International Engineering Research and Educational Activity on GaN Lasers and LEDs”
International Association of Journals and Conferences (IAJC)-International Conference,
International Journal of Modern Engineering (IJME) IAJC-IJME 2008, November 18-22,
2008, Nashville, Tennessee.

10) Xiaomin Jin and Simeon Trieu, “Improvement of Light Transmission using Photonic

D

Lattices for Solar Cells,” OSA Topical meeting, Solar Energy: New Materials and
Nanostructured Devices for High Efficiency, June 24-25, 2008, Stanford University,
Stanford, California, USA.

Proposals Submitted Related to the Result of the Project:

NSF OISE - IRES 2009, “International: Enginecring Research and Educational
Collaboration on Gallium-Nitride-based Light Emitting Devices”, by Xiaomin Jin and
Xiao-Hua Yu, Department of Electrical Engineering, California Polytechnic State
University, San Luis Obispo, CA 93407, $99,598, submitted on Feb 2009, pending.

2) NSF 08-603 OISE — EAPSI 2009, “EAPSI: Light Extraction Improvement of GaN-based

Light Emitting Diodes”, by Simeon Trieu, Graduate student, Department of Electrical
Engineering, Califorma Polytechnic State University, San Luis Obispo, CA 93407,
sponsored by this project. He also wins the award by working on the project, submitted on
Nov 2008, awarded.

3) California Institute for Energy and Environment (CIEE), California Energy Efficiency

Strategic Planning RFQ# CP1-007-08: *“ General LED Solid-state Lighting
Implementation”, by Xiaomin Jin and Xiao-Hua Yu, Department of Electrical Engineering,
California Polytechnic State University, San Luis Obispo, CA 93407, $14,900, sumbitted
on Nov, 2008, not funded.

P.1.Susan C. Opava, Ph.D.

199



N00014-07-1-1152 P.1.Susan C. Opava, Ph.D.

4. Project Results 1: Design of GaN LDs and Related Simulation

Related paper: Xiaomin Jin, Sean Jobe, Simeon Trieu, Benafsh Husain, Jason Flickinger, Tao
Dai, Bei Zhang. Xiang-Ning Kang, and GuoYi Zhang, “Mode Pattern Analysis of Gallium
Nitride-based Laser diodcs™, The 3rd International Symposium on Photoelectronic Detection
and Imaging (ISPDI 2009), Bcijing, China, June 17 to 19, 2009. (Acccptcd)

200



N00014-07-1-1152 P.I.Susan C. Opava, Ph.D.

Mode Pattern Analysis of Gallium Nitride-based Laser Diodes

Xiaomin Jin", Sean Jobe?, Simeon Trieu®, Benafsh Husain®, Jason Flickinger®, Bei Zhang”, Tao
Dai®, Xiang-Ning Kang®, and Guo-Yi Zhang®
“Electrical Engineering Department, 1 Grand Avenue, California Polytechnic State University, San
Luis Obispo, CA, USA, 93407-9000;
®School of Physics and State Key Laboratory for Artificial Microstructures and Mesoscopic
Physics, Peking University, Beijing, China, 100871

ABSTRACT

In this papcr, we present an analysis of gallium nitride (GaN) quantum-well (QW) laser diode (LD) by numerical
simulation. Herc we discuss three aspects that are crucial to our analysis. First, thc transversc mode pattcrn is studied,
and our current GaN diode laser structure is discussed with optical waveguide modc analysis. Then we comparc the QW
design of the lascr and maximize lascr modal gain. Finally, we report the influence of the electron block (e-block) layer
on lasing performance of our design.

Keywords: Gallium Nitride, semiconductor laser, transverse modes

1. INTRODUCTION

In the visible color spectrum, there are thrce primary colors: red, green, and blue, also refcrred to as RGB. Through the
combination of these three colors, all the other colors in the spcctrum can be created. For example, the combination of
rcd and green would produce the color yellow. Current technology has found efficient ways at creating both red and
green light using semiconductor technology, but the creation of blue light has not shared this immediatc success. Blue
light has remained the hardest light to produce efficiently from semiconductor technologies. This has been the main road
block preventing highly efficient lascr diodcs (LDs) from replacing our current lighting technologies.

Blue violet light is close to the shortest wavelength of light in the visible spectrum. At the wavelength of 445nm, it still
remains the hardest light to produce using semiconductors, because the bandgap propcrties of the materials necded to
produce such a wavelength in scmiconductors that are hard to find. In recent years, many strides have becn made in
studying and researching Gallium Nitrate or Gallium Nitride (GaN) as a material to yield blue light. The most progress
and significant strides have been made by Dr. Nakamura, who dedicated much of his research to the chemical growth of
GaN compounds. [I] Before Nakamura found a solution for growing GaN semiconductors, much of the focus for bluc
light semiconductors was spent on II-VI materials (where 11 and VI represcnt the group number on the Periodic Table of
Elements). GaN is a 1II-V material and is a much harder substance to deal with becausc of its highcr latticc defects in
comparison to 1I-VI] materials. However with Nakamura’s perilous efforts, he eventually found a technique to dcposit
GaN compounds and created the first GaN semiconductor. Since Nakamura has shown that GaN LED semiconductors
are possible in 1995, fellow scientists across the world have worked hard to further the development and efficiency of
blue light scmiconductors [1].

GaN 1is one of the most promising materials for use in the blue and ultraviolet wavelength region. Since the room-
tempcrature (RT) continuous-wave (CW) operation of GaN-based lasers werc rcported by Nakamura et al. 1996, [2] one
of the important targets on the GaN LD development is to extend the operating lifetime by reducing the operation current
or current density. It was pointed out that the threshold current density of GaN lasers is intrinsically higher than that of
GaAs. This i1s because the hole effective mass of wurtzite (WZ) GaN is much heavier than that of conventional
zincblende materials such as GaAs.[3] To decrease the threshold current density in GaN lasers, several approaches have
been proposed. Most of the papers discuss the threshold improvement through optical gain or Quantum-well (QW)
analysis. [4]-[6] The beginnings of 111-V laser diode devices were very elementary in their design compared to current
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designs. The GaN diodes consisted of a substrate, eladding, eore, and active region. Current designs have more complex
struetures such as a super lattiee (SL), quantum wells, and e-bloeks. Using these new technologies, devieces with lower
laser thresholds ean be ereated thus leading to more efficient deviees. In this work, we discuss the threshold reduction on
GaN QW lasers in three aspeets: 1) optieal waveguide design and mode analysis; 2) QW design and modal gain analysis;
3) electron- block (e-black) layer design for optimization.

2. NUMERICAL MODELING

LaserMOD is an integrated software package developed by RSOFT for the design and simulation of semiconductor
lasers and active photonic structures. [7] It is a fully integrated platform with a user friendly parametriec CAD interface,
nonuniform Delauney mesh generator, material libraries, gain and mode caleulation utilities, simulation engine, standard
and custom plot generation utilities, and versatile graphieal viewing utilities. In short, the LaserMOD program provides
the user with an immense environment in which semiconduetor deviees ean be modeled and tested based on their user
speeified properties.

2.1 Optical Confinement Factor (OQCF)

The optical confinement factor (OCF) of a ehosen mode is defined as the ratio of the energy of the chosen mode located
in the active region to the total guided energy of all the modes. [8] A higher OCF for a certain mode indicates there is
more cnergy in the active region for that mode. High energy in the active region is usually a sign that lasing is oceurring.
Thus, whichever mode has the highest OCF will be the lasing mode. The optical modes are determined from the solution
of the Helmholtz equation via simultancous as below, then the OCF can be ealeulated.

o & ,
[a7+g+ko(a(x,y)—m .m)]Em(x,y,Z) =0

where E, (x,y,2) = E,_(x, y)exp(ikyn,,; ,,2) , ko is the free-space wave veetor, and €(x, y) is the complex
dielectric constant profile of the multiplayer strueture. The eigenvalues are given by the effeetive index neg . The
frequency ko =0, / ¢ of the mode is solved and is set to correspond to the quantum well band gap energy. The OCF can

be thought of as the fraction of the energy of mode that is loeated at the active region. [9]

2.2 Mathematical Model — 8x8 Kronig-Penney (KP) Model

The LaserMOD simulation software uses the Kronig-Penney (K ® P) model to model the bandgap relationships of the
different materials. The K ® P model is based upon the splitting of allowed electron cnergics as the interatomie distance
between atoms decerecases to form a crystal. The K®P method involves quantum mechanies and a solution to
Schrédinger’s wave equation. [10] For the one dimensional erystal structure, a periodie well function ean be used to
represent the crystal lattice strueture. This is beeause when the potential funetions of atoms are brought close together,
the net potential funetion of the overlapping regions is similar to a periodie function. Using the specified eharacteristics
of a periodie funetion for the boundary conditions for Schrédinger’s equation, a plot of the energy E as a funetion of
wave number k can be generated, which deseribes the valence band, conduction band, and the allowed energy bands.
However for two dimensional calculations, matrices beecome a neeessary addition to effieiently solve Sehrédinger’s wave
equation. A popular method for solving E vs. k diagrams is using 8x8 matrices. Using special matrix rules and “tricks”
(1.c. Helmholtz equation) these ealculations can be solved with a computer program. Many programs have been written
that ean solve these types of mathematical problems. We chose to use RSOFT’s LaserMOD, which is a program that has
a CAD interface which ean casily and quiekly ealculate all the neeessary properties of semiconduetors.

2.3 The 2D nitride-based laser model

A 2D nitride-based laser model is developed, which is shown in Fig.1. The simulated laser structure has five quantum-
wells (QWs). A similar device was fabricated at Peking University, China. One of the project goals is to identify design
flaws from the current laser design and to reduce the laser threshold. To avoid the meshing difficulties of the finite-
element method, the classieal Ritz simultancous iteration is eombined with an additional optimization to analyze closed

[
fe=t
3]
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arbitrary dieleetric waveguides. [7] LaserMOD determines the eharge distribution using Schrodinger equation. The laser
simulation is based on 8x8 K @ P band strueture ealeulation and photon rate equation. The material parameters based on
recent literature values and some experimental data were used. The detailed laser strueture is listed in Table.1.

Electrodes
p-GaN
SWQs

InAlGaN/GaN

n-GaN
Electrodes

Sapphire

Fig.1 2D GaN laser model using Rsoft LaserMOD.

Table. 1. Laser diode layer strueture and parameters.

Layer Thickncss (nm) Refractive Index (n)
p-GaN
{contact) 2l 2155
p-Alg 12Gag ggN/GaN
(p-SL cladding) - 258
(‘I’)‘_f:r’:) 100 2.55
p-Alp35GAg 65N
(ablog) 20 242
n-GaN 15 2.55
1"0-'?5"(‘2"'&,’2;0""’ 67 2.685/2.55
n-GaN
Giesord) 100 2155
n-A]()_]zGa()'ggN/GaN
(n-SL cladding) 50U 2%
n-GaN
(Substrate or buffer) 4000 205
Sapphire
(©xide) 4000 1.77

3. SIMULATION RESULTS
3.1 Lasing mode and ghost modes

The first twenty transverse modes in the above GaN LD strueture are ealeulated. Fig. 2 shows several optical mode
patterns of GaN LD. When sapphire is used as a substrate for GaN lasers, the dislocation density in the material is
usually very high. To eontrol the defeet number or reduee eraeks, an n-GaN substrate (or buffer) layer (several mieron
thick) is deposited on the sapphire substrate before growing the eladding layer. This layer has higher refractive index
ecompared to the n-AlGaN/GaN supper-lattice (SL) eladding layer. Beeause of insuffieient eladding thiekness, QW
waveguide and n-GaN substrate waveguide are coupled and the GaN lasers have multi-waveguide struetures, whieh
support strong substrate modes, also ealled the “ghost-mode” phenomena. [11] Therefore, the fundamental mode of the
multi-layer waveguide is usually “ghost mode”. The higher order mode of this multi-layer waveguide is usually the
lasing mode. The optieal eonfinement faetor is also very low even for the lasing mode, about several pereents. This leads
to lasing problem of GaN lasers. Different order modes have different optieal eonfinement faetor. The most strongest-
eonfined mode in the multilayer waveguide strueture ean be the lasing mode.
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The optical modes of the 2D simulation are shown in Fig. 2. For modes 0" through 7" the modes look very similar to the
1D results, [12] with additional modal energy being layered above and below adjacent energies. The 8" mode is the
lasing mode and shows the optical energy confined inside the active region. Modes 9™ and 10™ modes continue the same
trend of optical energy layering as modes 1 through 7. However, something very interesting happens in mode 11™. For
Mode 11" to 20", the modal energy splits across the x-axis horizontally. The next few modes follow this new horizontal
trend. The energy split at x-direction is a characteristic that we would not be able to notice without doing a 2D model and
gives insight into the optical energy interaction along the x-axis. We find that as the mode increases, the optical energies
are no longer eontained along the vertical boundaries, the energies split and are shared across the x-axis.

Mode{0.0] (Neft=2.83568 1) (At Bies 0) Mode[1,0] (Neff2 534252) (At Bies 0) Bode(5i0] (Neft=2.5199€2) (AL:816s 0)
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Fig. 2 Sevcral ghost modes and lasing mode distributions: (a) 0" order mode, (b) 1* order mode, (c) 5™ order mode (d) 8" order mode
or the lasing mode, () 11" order mode, and (f) 20" order mode.

From our caleulation, the optical confinement factor for the zero-order mode is only 0.0000067%. The 8" mode has the
greatest overlap of optical field with the quantum well. Its OEtical confinement factor is 8.67%, which agrees with
reported data. [13] This indicates that our LDs lasing in the 8" order transverse mode. The other modes are substrate
modes or ghost modes as shown in Fig. 2. Strong substrate modes eompete with the lasing modes in this multi-
waveguide strueture. Optimizing the OCF for different layer thicknesses is very important in lowering the lasing
threshold of the GaN LD. An inerease in the OCF means that more light is being eonfined in the lasing mode. With more
light foeused in the lasing mode, less eurrent will be required for the LD to achieve lasing. In here, we demonstrate how
the different optical modes affect the Light vs. Current eurves of the GaN LD. By ereating a new laser design using our
optimized thicknesses, we show that it produees lower lasing thresholds, whieh brings us one step eloser to the ultimate
goal in meeting the expeetations of using laser diodes as future light sourees.
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The OCF is calculated in the 2D design for GaN substrate layer thicknesses from 0-5pm. Fig. 3 shows the values of the
OCFs simulated and for what mode they occurred. The lasing mode migrates as the GaN thickness increases. For cvery
increase in the GaN substrate by 0.5pm the lasing mode jumps up a mode. For example, at a GaN thickness of 2.6pum the
lasing mode is 5™ mode, but increasing thc GaN thickness to 3.1pm, the lasing mode migrates to the 6™ mode. Each
mode is cvenly spaccd by the constant of 0.5pm. These results are in agreement with our prcvious 1D GaN substrate
simulation results. [12] Using the original design from Table 1, the simulated OCF for the lasing mode (8" modc) was
8.6677%, however in Fig. 3, the OCF can still be increased if the GaN thickness is increased a little. Following along the
linc that represents thc 8" mode, a thickness of 4.2um yields an OCF of 8.6962% which is a 0.02% increase over the
original design. Only a small increase in the OCF was possible for thc GaN substratc laycr showing that the original
laycr thickness was very close to being an optimal design.

1 2 T T T T
Mode (0,00 —+— Mode (4,0) --4-- Mode (8,0)
~—%&— Mode (1,00 —=— Mode (5,0) ----4--- Mode (9,0)

;\? 10 L —*— Mode (2,0) i
! —%— Mode (3,0) --®— Mode (7,0)
o
..C; :‘p—-'l =,---.= ===
o 8 & ¥ 0 14
e P
S | 34 3
. o0
£ 6 2 R
@ ) 3 ]
c H E 2
= B
5 |
o 4 P 1
© ] i 3
S : oA
o 2 ] A .
O i i 6B
3 o B
0 . \ \J ! - i : .

0 1 2 3 4 5
GaN Thickness (um)

Fig. 3. The OCF vs. GaN substrate thickness (2D)

It is expected that increasing the cladding layer thickness will lengthen the distance that the light has to tunnel through in
order to get into the substrate waveguide. This will prevent optical leakage of the mode into the absorbing, high indcx p-
contact layer. This however will increase the impedance as it would also lengthen the distance the current would have to
tunnel through and thercfore increase our thrcshold current. By adjusting the thickness in the n-SL, it is of interest to
find a smaller thickness that still retains a high OCF and a thickncss that prevents mode and current leakage. 1t is also
important to be aware that creating such thin coats of the n-SL still remains a real world problem and although a thin coat
of n-SL may lead to an optimized simulation, creating such a lasing device may be difficult. By increasing the cladding
size, we are looking to find how much a thickened cladding actually affects the OCF. We expect a thickening of the n-SL

will prevent mode leakage from reaching the substrate and thus help prevent ghost modes therefore leading to a higher
OCF.

The results of the 2D simulation with varying n-SL thickness (in Fig. 4 (a)) arc similar to those Hatakoshi calculatcd.
[12][14] As the cladding thickness is incrcascd, the 8™ mode (lasing mode) gain begins to confine more light. As the
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lasing mode increases in its OCF, the other modes begin to lose the light they had originally been able to confine. Thus
as the eladding thickness increases all the optical encrgy that is available becomes confined only in the 8" mode. This is
shown in Figure 4 (a). This result shows that the anti-guide-like or ghost mode behavior can be suppressed by increasing
the eladding layer thickness. A thick cladding layer reduces the effeet of the outer contaet layers, but still is conducive to
high-order modes. At the n-SL thickness of the original design (0.8um), the OCF was 8.7128% and reaches a peak
plateau on the graph at 8.7241% at a thickness of 1.4pm. The 0.01% increase in OCF requires almost doubling the
thickness. Thus the best optimization for this design is simply leaving it alonc. The original design yields an optimal
OCF for its relative thickness. The p-SL cladding provides the same waveguide like confinement of the light as the n-SL
cladding, shown in Fig. 4 (b), but it differs in that it will not be absorbing electrons like the p-SL will be. By adjusting
the thickness of the p-SL, we hope to find a thickness that prevents mode leakage into the p-contact layer, yet still
maintains low impedance. The adjustment of the p-SL cladding layer shows a different increase in the OCF than the n-
SL plot. 1t is intcresting to point out however that the thickening of the p-SL lattice above 0.1um has a detrimental effeet
on the maximum OCF, decreasing it from a maximum of 8.7% to 8.4%. (It is important to notc that it is the OCF at a
different mode). Thus we find our optimal thiekness for the p-SL that yields the best OCF yet remains fairly thin is at
0.Inm.
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Fig. 4. Optical confinement vs. (a) n-SL and (b) p-SL thickness

The GaN core layer in the 2D simulation has a refractive index greater than the surrounding cladding layers to reflect the
light back towards the active region. A thicker core layer can lead to more optical losses due to the large area the light
has to travel. Thus choosing an optimal core layer thickness 1s important in creating the most efficient laser diode. The
OCF is plotted in Fig. 5 for n-GaN layer thicknesses of 0-1um. The OCF peaks at 8.7027% with an n-GaN thickness of
0.075pm. This is a 0.224% mcrease in the OCF from 8.6762% when a 0.1pum layer is used. Thus by using a thinner layer
of n-GaN core layer, a better optical confinement can be achieved. Fig. 5 shows a constant decrease in the OCF as the n-
GaN thickness is inercased and the lasing mode migrates to lower modes. The same simulation was run for the p-GaN
core layer and the results of the OCF vs. p-GaN thickness are also plotted in Fig.5. The maximum OCF is achieved for
small thin layers of p-GaN. The OCF peaks with 8.8664% at a thickness of 0.05pum. This is a 0.2% inecrcase over the
original design when the p-GaN was 0.1pm thick and had an OCF of 8.6762%. Similar to the n-GaN core layer, a thinner
layer ercates better optical confinement.
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To prove the optical modc design can improve CW GaN LD operation, the threshold, optical power, quality of far-filed,
and optical gain should be evaluated, which are the most important issues and represents the laser performance. For
cxamplcs, in 2002, Tojyo et al reported a kink frec output of over 100mW. In 2005 Schwarz et al reported near- and far-
field study of GaN LDs. [15] In 2007, Laino et al reported results on substratc mode study. And in 2006, [16]
Witzigmann et al rcported optical gain analysis. [17] Here we caleulate the far ficld pattern, model gain, optical output,
and threshold with only lasing mode (the 8" mode), and all the transverse modces to demonstrate the ghost mode cffects,
shown in Fig. 6. For the far ficld simulation, we normalized the optical pattern to the peak valuc for comparison. In the
figures, lasing modc rcpresents the 8" order mode only simulation, “x modes” means “the first x transverse modes”. The
“8 modes” mcans modes 0 to 7. For the casc of “5 modes™ or “8 modcs”, there is no lasing modce included in the
caleulation and LD does not rcach threshold for lasing. For the “8 modcs”, “10 modes™, and “20 mode™ cases, little
modal gain is obtained from lascr, which is about 10° em™. Therefore the light output is only about 10* mW. If we
caleulate those results with only 8™ order lasing mode, the laser can reach a peak gain of about 25¢cm™, lasing output is
about 40mW at 80mA, and threshold is about 19mA. According to our optical field analyscs, thc strong ghost-modcs
compete with lasing-mode in GaN Laser, which can prcvent the laser from lasing. For the worst case, if the waveguide
structurc supports strong ghost-modes, thc GaN laser would not operate even though the active region quantum well is
perfect. Design of the optical waveguide for GaN laser system is very important to achievc effieient lasing condition. In
this work, we find that the n-GaN substrate thickness is the major factor influcncing the transversc mode pattern. In a |
related work, [12] we optimized the optical waveguide strueture, which limits the ghost modes, and maximizes
confincment factor of the laser structure, in order to reduce lasing threshold.

3.2 The QW analysis and model gain simulation

Quantum wells are designed to trap clectrons in a 2-D environment. The wells are designed to have a particular bandgap
energy related to the wavclength of light cmitted by the laser diode. The quantum wcll allows the electrons to gather
morc densely in the well than they would clsewhere. It is easy to think of it as though the well is drawing eleetrons
towards it then trapping them. (In faet, it isn’t so mueh that the wells arc drawing eleetrons to them and away from the
other parts of thc semiconductor; instead electrons keep falling into the well, and the well becomes saturated and full that
it scems as though the well is attracting cleetrons.) This packs more electrons in the active region and allows more
cleetrons to jump the bandgap thereby rcleasing a photon. The size of the well must be on order of the wavelength of
light hoping to be produced. Each well is ercated by ereating a thin layer (the well) and surrounding it by thicker layers
of a different material. Thus for a multi quantum well (MQW) design, thcre would be alternating layers of bulk and
active layers. The well layer is made from the normal active layer material with a lower refractive index then the
surrounding bulk layers. This in a sense is like having many tiny optical cavitics that interact with photons at the
quantum level. It ean be shown that the more quantum wells in a semiconductor, the larger the threshold eurrent
becomes. This is because when there arc more wells for the electrons to fall into, a higher current is nceessary to provide
the quantum wells with enough clectrons to maintain saturation which in turn is the foundation of lasing. [18]

Quantum wells have many advantages in the design a laser diode structure. First, by using QWs, one has the freedom to
design the transition energies, which ultimately dctcrmines the wavelength of light that leaves the active region in the
form of spontancous emission. Sceond, sinec QWs have a small volume, the frec carrier concentration in the QW is high
and at high free earrier coneentrations non-radiative deep-level transitions are less likely thus yielding a high radiative
efficiency. Third, due to the small size of the quantum wells, the carrier density rcquired to achieve population inversion
(1.e., high carrier density in the eonduetion band, compared with the valenee band) is small and therefore the threshold
eurrent density of QW structurcs is low. And finally, the surface recombination is less likcly, which making surfacc
recombination less important in the study of QWs. [18]

The structure we simulated here has a wide contact with a uniform eurrent injection. The number of QWs, the QW
width, and composition fluctuations play central roles in the optimization of GaN light-emitting diodes (LEDs) and LDs.
[4]-[6] [17] Our simulation here considers number of QWs and composition. We choose lasing mode only simulation,
without considering optical mode variation for simplification. The band structurc of QWs is computed using k® p
method, which ineludes coupling effects for the heavy-hole, light-holc, and the crystal-ficld split hole dispersion. The
QW is In,Ga; (N/GaN. The width is Snm/7nm (well/barricr), and x=0.1. From Fig. 7(a), thc pcak modal gain inereascs
from 17 cm' for IQW to 3.7 cm™ for 3QWSs. Then it reduces to 29.1cm™’ and 25.3em’ for 4 QWs and 5 QWs. The 3
QWs Case provides the highest gain peak. This agrces with the light optical power-current (LI) eurve simulation in Fig.
7(b). The carricr densities are inhomogeneous among the quantum wells. [19] The optieal gain is generated only in three
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QWs on the p-side for our case. The QWs on thc n-side act as absorption layers. Therefore, for the LDs with more than
three QWs, the peak gain reduces, which results the light output slope (or quantum efficicncy) reduction in LI plots.
From the threshold and gain simulation, it is important to decrease the number of wells. Single quantum wcll GaN LD is
the best design structure, however it has a lot of fabrication challenges. Besides the abovc gain simulation, wc have
varicd structural parameters and calculate the threshold currents of lasers. The threshold current increascs as QW numbcr
increases and decereases with In,Ga, N/GaN composition x, as shown in Fig. 8. Higher “In” composition in the QW will
obtain highcr gain, however it has to be balanccd with drawbacek of the lattice mismatch and dctcrioration in material
quality for a larger “In” fraction. For 5 QW casc, the threshold current shows little eomposition dcpendence, while x
varies from 0.08 to 012. This will provide good threshold stable point with fabrication tolerance.
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Fig.7 (a) Model gain and (b) LI curve simulation for Ing; Ga ooN/GaN single-QW and MQWs without e-block.
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Fig. 8 Threshold current for different QW composition x: In,Ga,,N/GaN and QW number.
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3.3 Electron Block (e-Block) Layer

Elcctron barrier was studicd around late 1980s for GaAs/AlGaAs lascr system to improve the clectro-optical
charactcristics/threshold current of QW lascrs. [20] To control the thermionic emission and overflow of the carriers from
QWs, increasing the barrier height or design a carricr block can cffectively improve carricr confincment, and therefore,
reducc threshold current for higher cmission cfficiency. Recently, to improve the GaN threshold and obtain high-
power/high-temperaturc opcration, an AlGaN clectron-blocking layer was proposed and widcly used. [21][22] This
barricr is located on the p—side, in the dircct vicinity of the active layer of the GaN laser. The electron barrier is usually
un-dopced to avoid free carricr absorption. In this work, we design a 20nm thick layer of Alg35GagesN (15nm away) on
the top of thc QWs active region. The LI simulations arc presented in Fig. 9. Compared with Fig. 7(b), the threshold
currents arc much smallcr for the c-block ease, and the optical output power is more than doubled. In this design, the e-
Block is a p-dopcd matcrial that has a larger band gap than its neighboring materials. The e-Block is a very thin layer
that 1s addcd next to the active laycr to prevent electrons from leaking into the p-doped side. Electrons that overflow into
the p-type side leads to leakage current. Leakage current is dctrimental to the opcration of thc LD beeause the higher
current causes hcating and dissipates non-lasing energy creating an inefficient LD. The doped strueturc contains an
AlGaN blocking layer that prevents clectrons in the active region from moving into the p-typc sidc. The c-block only
blocks clectrons and allows the holes to move freely from the p-type side into the active rcgion unaffected. If a high
current is injected across the diode then a large carrier eoneentration results in the active rcgion. This Icads to cnhanced
non-radiative carricr rccombination at defects and to an cscalation of eleetron leakage from the quantum wells into the p-
sidc of the diodc, despitc the AlGaN blocker layer. Thus the c-block is very uscful in preventing lcakage current up to a
certain currcnt, but oncc the injected current becomes very high, the blocking properties arc null and the lcakage
electrons causes the laser to heat, degradc, and evcentually brecakdown. Increasing the band gap of the c-block can be an
cffective method of making it very hard for electrons to leak onto the p-side. Howevcr, an increasc in the band gap of the
c-block often mcans a higher contcnt of Al and therefore a dccrcasc in the thcrmal and clectrical conductivitics. The
decrease in the thermal and electrical conduetivities eounteracts the improvement of the large band gap c-block.
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Fig.9 (a) Threshold current with/without e-block and (b) LI curve with e-block.

4. CONCLUSION

GaN lascr diodc simulation results arc presented for the GaN lascr design. We discuss the optical substratc modes in
optical wavcguide. Suppressing substratc modc is very important for thc GaN laser. Wec also present QW modcling
results and gain simulation. For our current design, 3QWs will give the best gain performance. Finally, adding e-block
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layer on the top of quantum-well active layer will reduce threshold by about 30% to 40%.
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5. Project Results 2: Top Polymer Micro-Gratings Design to Improve GaN LEDs Light
Transmission

Related paper: Xiaomin Jin, Bei Zhang, Tao Dai, Wei Wei, Xiang-Ning Kang, Guo-Yi Zhang,
Simeon Trieu, and Fei Wang, “Optimization of Top Polymer Gratings to Improve GaN LEDs
Light Transmission™, OSA Journal: Chinese Optics letters (Focus Issue Nano Photics), vol.6,
no. 10, pp. 788-790, 2008.
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Optimization of top polymer gratings to
improve GalN LEDs light transmission
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We present a grating model of two-dimensional (2D) rigorous coupled wave analysis (RCWA) to study
top diffraction gratings on light-eniitting diodes (LEDs). We compare the integrated-transmission of the
non-grating, rectangular-grating, and triangular-grating cases for the same grating period of 6 pn, and
show that the triangular grating has the best performance. For the triangular grating with 6-zan period,
the LED achieves the highest light transmission at 6-un grating bottom width and 2.9-gm grating depth.
Compared with the non-grating case, the optimized light transmission improvement is about 74.6%. The
simulation agrees with the experimental data of the thin polymer grating encapsulated flip-chip (FC)
GaN-based LEDs for the light extraction improvement.

OCIS codes: 140.0140, 140.5960. 050.1950.
doi: 10.3788/COL20080610.0788.

In general, GaN solid-state lighting is very critical for fu-
ture energy conversion. It is a very hot research area and
revolutionizes the lighting industry, and is being called
“the next generation light sources”. Customers world-
wide use light-emitting diode (LED) chips to replace tra-
ditional bulb technology with solid-state products that
provide a powerful and energy-efficient source of blue,
green, or white lights. Growth in the high-brightness
LED market in the next few years will be driven by
lighting, display backlighting, and automotive applica-
tions. LEDs are the advanced form of a lamp, and its
development can and will continue until all power levels
and colors are realized. However, low external quantum
efficiency is one of the biggest obstacles for the GaN
LED development. Because of the high refractive in-
dex of GaN-related material and/or indium tin oxide
(ITO) top contact layers, only a few percentage of in-
ternal light escapes and is collected outside. Most of
the light generated in the active layer experiences to-
tal internal reflection and loss in the device material.
A common way to solve this light trapping is to form
nano/microstructures at the light extraction surface or
the bottom reflective layer of the LEDs!'=%/ It has
been shown that the micro-sized patterning of the I'TO
top transparent electrodel®7 or one-dimensional (1D)
nano-patterned structure results in an enhancement of
light extraction compared with conventional LEDs (C-
LEDs),

For commercial applications. low cost and simplicity
in fabrication are desired. It has been demonstrated by
Peking University in 2008 that 31.9% of the light extrac-
tion enhancement was achieved by using the triangular
patterned encapsulated flip-chip (FC) GaN LEDs com-
pared with C-LEDs?!. In this design, the surface gratings
and the encapsulation of a polymer can be simultane-
ously accomplished in a single procedure. Therefore, it

1671-7694/2008/100788-03

can realize thin and low-cost LED package. Based on
this work, we utilize the two-dimensional (2D) rigorous
coupled wave analysis (RCWA )11l {6 GaN-based LED
grating model and study top polymer diffraction grating
on GaN-based LED grating model design. We also pro-
vide a design guideline for the improvement of the LED
light extraction and optimize the micro-patterned poly-
nier top grating design. To keep the comparison simple,
we still keep the simulation grating period fixed to 6 g
according to our initial experiment!®).

The core algorithm of the model is based on RCWA and
enhanced with modal transmission line theory. RCWA
represents the electromagnetic fields as a sum of coupled
waves!!0-11 A periodic permittivity function is repre-
senited using Fourier harmonics. Each coupled wave is
related to a Fourier harmonic, allowing the full vectorial
Maxwell’s equations to be solved in the Fourier domain.
Currently, plane wave incidence is assumed and the ma-
terial is assumed lossless to simplify the calculation. The
schematic diagrams of the top grating lattices for the
simulation are shown in Fig. 1 with flat interface (non-
grating), rectangular interface, and triangular interface.
The plane wave is incident from semi-infinite homoge-
nous polymer (refractive index is 1.5) to semi-infinite
homogenous air (refractive index is 1.0). The incident
angle 6 upon the normal of the grating varied from 0° to
90°. The simulation is performed at 460-nm wavelength
according to the GaN LED experimental spectral®l. For
each incident angle 8, we calculate the —20 to +20 order
diffraction efficiency. The total power transmission is
calculated at the end of simulation Dy summing all the
diffraction modes. In the initial simulation (Fig. 2), we
calculate three cases according to Fig. 1. in which the
cases of Figs. 1(b) and (c) are grating period A = 6
pm, grating height d = 4 um, and grating bottom width
w = 3 pm. Our simulation shows that the critical angle

© 2008 Chinese Optics Letters
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Fig. 1. Simulation schematic diagrams of the top grating
lattices. (a) Flat interface (non-grating); (b) rectangular in-
terface; (c) triangular interface.
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Fig. 2. Comparison of transmission for non-grating (flat),
squared-grating, and triangular-grating cases.

is 6. = 42° for the non-grating case. For the incident
angle above the critical angle of 42°, there is no light
transmission for the non-grating case, which agrees with
Fresnel’s law. In the rectangular and triangular cases
for comparison, the transmittance is a little lower for
the incident angle below the critical angle. However, the
transmittance of the gratings is significantly increased
for the incident angle above the critical angle, since a
grating can extract some trapped light. The total trans-
mission is the transmittance integrated over the entire
region of 6 from 0° to 90°, which are 21.79%, 31.60%,
and 34.13% for the non-grating case, the squared-grating
case, and the triangular-grating case, respectively. Im-
provements of about 45% (squared) and 56.6% (triangu-
lar) are obtained over the non-grating case. This means
the triangular-grating has a higher total transmitting
diffracting effect than that of the squared grating. In the
previous experiment!®, the enhancement factor of light
extraction for the triangular grating (A = 6 ym, d = 4
pm, and w = 3 um) was 31.9%, which should include
light transmission from GaN layer to polymer and from

P.I.Susan C. Opava, Ph.D.
polymer to air. OQur above simulations only consider the
polymer to air transmission. If we include GaN to poly-
mer transmission efficiency in the simulation, the total
transmission from GaN layer to air should be 8.40% with
triangular grating and 6.41% without grating, which is
about 31.1% improvement. Our triangular-grating simu-
lation results agree with the experimental data presented
in Ref. {9] very well.

Increasing the top grating transmission will directly
improve the total light extraction of LEDs. To keep the
simulation time short and simplify the problem, we still
focus on the polymer grating calculation for our design
optimization. Figure 3 shows the simulation results of the
transmission versus the incident angle for the triangular-
grating case. The grating period is 6 m, and the grating
depth is 4 um. The bigger the grating bottom width, the
more light transmits at an incident angle above the non-
grating-case critical angle and the less light transmits at
an incident angle below the non-grating-case critical an-
gle. To understand the total transmission efficiency, we
integrate the transmittance over the incident angle and
normalize the integration. The final results of the opti-
mized triangular grating for period A = 6 ym are shown
in Fig. 4. At a small value of the grating height d, the
transmittance improvement at the large incident angle
is dominating. At the largest d value the transmittance
improvement at the large incident angle is almost equal
to the transmittance degradation at the small incident
angle; therefore the total efficiency will not be improved
any more with the further increase of the grating height d.
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Fig. 3. Simulation results of the light transmission for the
triangular-grating case. A =6 um, d =4 pym.

0.50 .

— w=é Hm

5 s=x=+ W=2 um

g 0.45 ¢ e w=3 zm

% 5 --~--1lg=g um

s DB Siita

i;;% 0401 RN w=5 ;‘m

3 E 0.35 = ,:":\.":"-._‘

TE é »i b AR _:,,;'_:.E'__'_\;..}E_ o

E Eostq T bbb S5

2 025 i
0.20 1 ) - . .

0 2 1 6 8 10 12 14
d (um)

Fig. 4. Light transmission versus grating height for different
grating bottom widths of polymer grating at the period of 6
pm.

215



790 CHINESE OPTICS LETTERS / Vol. 6, No. 10 / October 10, 2008

N00014-07-1-1152

There exists an optimal value in the grating depth de-
sign. We can clearly see that the 6-pm grating width
and the 2.9-yrn grating depth provide the highest light
extraction rate. Compared with the non-grating case,
the maximuin light enhancement is about 117% for the
triangular-grating case, which is much better than 56.6%
of the non-optimized case in Fig. 2. Our data clearly
shows that the diffraction of the grating improves the
overall light extraction of the GaN LEDs.

Even though our simulation is onlv performed at one
grating period value (6 pm), this is a verv representa-
tive and inforinative case., which enlightens several de-
sign guidelines for the GaN LED grating clearly. Firstly,
at the same grating period, the triangular grating has
the best performance compared with the non-grating and
squared-grating cases. Secondly, for the triangular grat-
ing, the grating bottom width (w) should be set to the
grating period (A) to obtain the highest light extraction
efficiency. Thirdly, the light transmission coefficient of
triangular gratings varies according to either w or d vari-
ation, which changes the light incident angle at the in-
terface and modifies the total light extraction. The grat-
ings can greatly improve light extraction above the non-
grating-case critical angle, but decrease the light extrac-
tion below the non-grating-case critical angle. Overall,
there is an optimzation point for the design. Fourthly,
our triangular grating experimental data'® is right on our
simulation chart Fig. 4. This shows that our experimen-
tal results can be further improved. Finally, there are
also other parameters, such as grating period and poly-
mer material index (can be equal to 1.5, 1.4. or even 1.3)
can be considered in our future simulations to further
improve the light extraction beyond this work.

In conclusion, we compare the flat interface (non-
grating). rectangular-grating. and triangular-grating
cases, and show that the triangular grating has the best
performance. lor the triangular grating with a 6-um
period, the LEDs have the highest light transmission,
which reaches the maximum output at 6-pm width and
2.9-pm grating depth. Compared with the non-grating
case, the maximum light transmission improvement for

P.1.Susan C. Opava, Ph.D.
just the grating is about 117%. If we include the GaN
layer in the simulation, the total light transmission is
about 11.19%, which is an improvement of about 74.6%
upon the non-grating case.
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Abstract

We present simulation results of the indium tin
oxide (ITO) lop diffraction grating using a rigorous
couple wave analysis (RCWA) for GaN LEDs. We
study  three  different  nano-struclure  patlerns:
eylindrical pillar grating, conical pillar grating, and
cylindrical nano-hole grating. We show the light
Iransmission improvement with nano-graling designs
and present design-charts for the nano-hole grating.

1. Introduction

The conventional GaN-based light-emitting diodes
(LEDs) have a low light extraction efficiency caused
by the total internal reflection. A common way to solve
this light trapping is to etch a periodic nano-structure at
the light extraction surface and/or the bottom reflective
layer of the LEDs [1]-[4].

For commercial applications, low cost and
simplicity in fabrication are desired. It has been
demonstrated by Peking University in 2008 that 32%
of light extraction enhancement was achicved by using
the triangular patterned cncapsulated Flip-chip (FC)
GaN LEDs compared to C-LEDs [S]. In this design,
the surface gratings and the encapsulation of a polymer
can bc simultaneously accomplished in a single
procedurc; additionally it provides low height profile.
Therefore, it can realize thin and low cost LED
packagc. However, our pervious work focuses on
mirco-scale grating patterns. To obtain design
guidelincs and understand design parameters in the
nano-scale, we developed a three-dimensional (3D)
rigorous couple wave analysis (RCWA) GaN-based

light-emitting diode (LED) grating model to study top
diffraction grating design using Rsoft DiffMod [6]. In
the paper, we also provide a design charts for thc
improvement of the LED light extraction and optimizc
the nano-hole-patterncd polymer top grating design.

In summary, we present a three-dimensional (3D)
rigorous couple wave analysis (RCWA) GaN-bascd
light-emitting diode (LED) grating model to study thc
top indium tin oxide (ITO) diffraction grating
performance at 460nm wavelength in order to improve
the GaN LED light transmission efficiency.

2. Design simulation

The core algorithm of the model is based on
RCWA and enhanccd with modal transmission line
theory. The RCWA [7] [8] represents the
electromagnetic fields as a sum of coupled waves. A
periodic permittivity function is represented using
Fourier harmonics. Each coupled wave is related to a
Fourier harmonic, allowing the full vcctorial
Maxwell’s equations to be solved in the Fourier
domain. Currently, plane wave incidence is assumed
and material is lossless to simplify the calculation.

Usually it is not very practical to fabricatc all
kinds of the top ITO textures or pattcrns to sclect
the optimized structure [9][10]. Therefore, we
simulate three typical gratings: cylindrical pillar
grating, conical pillar grating, and cylindrical nano-
hole grating, as shown in Fig. 1(a)-(c). The detailed
GaN LED layer structure is also presented in Fig. 2.
In our devicc design, it is very important to keep a
30nm-fixed I1TO thinckness at bottom of the grating.
This fixed thickness is used to prevent P-GaN layer
from being damaged in the etching process and
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protect the overall device charaterization.
Furthermore, the 30nm-bottom 1TO layer also acts as
the current injection layer to protect the LED 1-V
charaterization from being effected by the nano-
structure.

(b)

(c)

Fig. 1 The schematic diagrams of the top

grating simulation a) cylindrical pillar

grating, b) conical pillar grating, and c)
cylindrical nano-hole grating

P.1.Susan C. Opava, Ph.D.

A
Air _[ d
w
ITO Fixed 30nm
P-GaN 300nm
5QWs 67nm
n-GaN 4000nm
Sapphire 6000nm

Fig. 2 The detailed LED layer structure in the
models.

In the grating simulation model, there are three
major parameters that affect the light extraction:
grating period (A), grating height (d), and bottom
width (w). First, according to our fabrication
capability, we choose a large grating period A=300nm
for the initial calculation [11]. We sweep the other two
parameters (d and w) and their possible permutations.
The simulation results are shown in Fig. 2 (a)-(c). For
the grating height (d) smaller than 60nm, cylindrical
pillar grating has the best performance. All three cases
have the best performance at larger w value or the
small air filling factor. At large period Avalue, it is
recommended to make shallow nano-structure to
improve light transmission. For the grating height (d)
larger than 60nm, cylindrical nano-hole grating has the
best performance.

In general, nano-hole structure can improve light
extraction in a wider range of the grating height (d).
Nano-hole is also easy to be achieved in our
fabrication [11]. We furthermore study the nano-hole
grating in detail (A=140nm, 180nm, 220nm, and
260nm as well), and shown in Fig. 4. We find that the
A=140nm case has the highest light extraction output.
Compared to the no-grating case, the light extraction
improvement is about 10% for the 230nm-depth and
120-width grating. However, the smaller pattern size
raises fabrication challenges. Actually, the large
grating period is not an idea design for the conical
pillar grating and the nano-hole grating.
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Fig. 4 Nano hole grating simulation results
with A=140, 180, 220, 260nm.

3. Conclusion

In this paper, we present the simulation results of
nano-scale grating design in GaN LEDs. We compare
three different grating structures: cylindrical pillar
grating, conical pillar grating, and cylindrical nano-
hole grating. And we show that the small grating
period will yield more light extraction efficiency.
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ABSTRACT

The Gallium Nitride (GaN) Light-Emitting-Diode (LED) bottom refection grating simulation and results are
presented. A microstructure GaN bottom grating, either conical holes or cylindrical holes, was calculated and
compared with the non-grating (flat) case. A time monitor was also placcd just above the top of the LED to measurc
both time and power output from the top of the LED. Many different scenarios werc simulated by sweeping three
parameters that affccted the structure of the micro-structure grating: unit cell period (4) from 1 to 6 microns, unit
cell width (w) from 1 to 6 microns, and unit cell grating height () from 50 to 200nm. The simulation results show
that the cylindrical grating case has a 98% light extraction improvement, and the conical grating case has a 109%
light extraction improvement comparcd to the flat plate case.

Keywords: Gallium Nitride, light-emitting-diode, grating

1. INTRODUCTION

As a result of our energy conversation efforts, lighting sources have become one of the hot areas of research due to
their applications in a variety of fields such as lighting displays, bulb technology, and photonics. The demands of
these applications require low power consumption, yet a high brightness and luminosity with minimal heat. We can
even control the color contrast of the device and create a full color set with red, green, and blue Light-Emitting-
Diodcs (LEDs) [1]. LEDs have been used in many applications, however the light cxtraction efficiency is still very
low for GaN LEDs due to several factors: Gallium Nitride (GaN) has a low critical angle that traps light inside the
device [2], absorption of light within the device due to dislocations and defects within the GaN crystal [3], and
device design and structure has not been optimized (ie. epitaxial side up vs. epitaxial side down chip structures) [4].
It is crucial that we improve GaN LED light extraction efficiency and reduce energy consumption.

The major limitation to the light extraction efficiency is the light trapping due to GaN’s low critical angle. This
applies to any large change of the refraction index existing between layers, such as between the solid state LED and
air, and the solid state LED and a resin. It has been shown that resins increase the extraction efficiency due to the
more gradual change in refraction, allowing more light emitting out due to the larger escapc angle [5]. Many
methods of improving LED efficiency are currently being explored. Almost all of these methods are seeking to
extract the trapped light in grcater quantity and faster speed. Those methods being explored are placing photonic
crystals or nanostructure grating on one of LED layers to modify the effective index of refraction at the boundary [6-
7], randomized roughening on the surface of the device [7-8], slanted device configurations that result in pyramidal
shapes [7], and inverted “flip-chip” designs that put the epitaxial side upwards or downwards [4] [9].

The second inefficiency of GaN LED:s is the loss of light from absorption due to dislocations and defects within the
GaN crystal. These are impurities that absorb the light, an issue when light is trapped inside the LED. The longer it
takes to extract the trapped light, the more the photons suffer from absorption. So, it is critical that we find methods
to extract light quickly from the LED before the energy is taken by absorption [10-11]. A grating structure helps

*xjin@calpoly.edu; phone 1 805-756-7046; fax 1 805-756-1458; www.ee.calpoly.edu
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solvc this issuc by crcating morc angles of escape. Various structurcs cxist, such as conical, pyramidal, spherical,
cylindrical, and so on, but only a few can be realized with current fabrication tcchniquces. To help mitigatce losscs duc
to absorption and facilitate the quick extraction of photons, gratings can bc patterned on the surface of or within the
layers of the LED device, providing more escape angles than flat interface. For example, through modificd laser lifi-
off (M-LLO), air holes at a 4 micron pcriod are patterned on undoped GaN (U-GaN) instcad of just roughening the
surface of an LED. The technique uses a sapphire backplane, UV light, and a high powcr KrF laser to ctch the
nanostructure onto U-GaN [12]. In thc cxperiment of PKU, grating depths varied from 75nm to 120nm [12]. Other
fabrication techniques cxist such as imprint lithography that can produce similar air holes that measure 180nm in
diamctcr, with a depth of 100nm, and a period of 295nm [13]. Our simulations will be based off of the M-LLO
manufacturing process of PKU [12], a model with a patterned U-GaN bottom grating layer attached to a reflective
Ag film is persented. The grating height plays a role in transmittance and reflection, since the larger the grating
I hcight, the more gradual the effective refraction index will be, and hence, the more photons that will be transmitted
versus reflected and absorbed by impuritics [6] [14].

The light trapping issuc is commonly solved by ctching a periodic structure at the light extraction surface and/or the
bottom reflcctive layer of the LED [2]. This paper focuses on micro-seale grating structures at the bottom of the
device. To simulatc the cffects on cxtraction efficiency, we use a Finite-Difference Timc-Domain (FDTD) GaN
LED modcl at 460nm wavelength to study different reflection gratings. The GaN rcflection gratings using
cylindrical-hole bottom, conieal-holc bottom, and non-grating structures are simulatcd and optimized. In the paper,
the simulation model is prescnted in section 2, simulation results arc presented in section 3, and the conclusion is in
scction 4.

2: SIMULATION MODEL

The presented simulation model aceounts for the effects of rcfraction in device materials, reflection due to lincar
dispersion or total internal reflection, transmission of escaping light from the LED, and secattering at the grating [3].
The form of analysis used in the simulation is the common solution for the light wave propagation in arbitrary
geometries, the Finite Differcnce Time Domain (FDTD) technique. This allows for the most accurate solution, since
FDTD is based dircctly on Maxwell’s curl cquations, which can accurately calculate all four of the above cases. In
conjunction with Maxwcll’s cquation, a Yee mesh is used (shown in Fig. 1), which cnablcs analyzing the
clectromagnetic ficlds on a grid of thrcc-dimensional spacc and time. By defining an incremental variable for cach
parameter in space and time, namely Ax, Ay, Az, and At, the E and H fields for a specified grid are obtained. The
modcl allows simulations of any gcometrical structurc of LEDs. An important point to consider is that the smallcst
increment must be no smaller than the smallest fcature of the structure, or the model will not be able to accurately
calculatc thc exact fcatures of the structurc. The GaN simulation model has the paramctcrs shown in Fig. 2. The
actual LED i1s mounted on a very thick layer of Si submount with an Ag reflector plate directly on top of it. The Ag
fills the U-GaN air holes in cither a conical or cylindrical unit cell shape (only conical is shown in Fig. 2). Adding
thc submount laycr will add a large amount of calculation times. However, the Ag is a strong rcflective layer and
cffects of submount on the EM field arc very trivial compared to other layers. Therefore, the submount is not
included in thc modal. Finally, an n-GaN, quantum wells, and p-GaN are placcd on top of thc grating. The time
monitor is used to mcasurc the time-varied light output of the whole device and is separated from the LED by a
distancc of 100nm.

The modcl has cylindrical holes or conical holcs on the bottom of thc undoped GaN layer as shown in Fig. 2 and
Fig.3. The conical and cylindrical shapes represent Ag material, which is a reflective layer. For a visual
representation of the grating types, the conical grating model is demonstrated in Fig. 3(a), while the cylindrical
grating model is dcmonstrated in Fig. 3(b). To define a regular spacing between unit cclls in a crystal lattice
arrangement, wc employ threc paramcters: unit-ccll period (A), unit-cell height (d), and unit-ccll width (w), all
shown in IFig. 3. The unit-ccll period is the length from centcr-to-center between unit cclls. In 3-D, the parameter w,
represents a diameter in the casc of a circular structure (ic. spherc, cone, and cylindcr) or a length of a side in the
case of a box structurc (ie. cube, rectangular cube). The unit-cell height d is the depth of the bottom hole. The limits
of thc parametcrs are the following: 50 < d < 200nm, w < A to prevent overlap, and thc smallcst elcment must be
bigger than the smallest grid sizc. The grating height parameters, which are fabricated, range from 75nm to 120nm
[12]. This dctermines our simulation rang. More over, the smallcst grating height d value is dctermined by the
minimum grid size limit. If d< 50nm, the simulation requires much smaller girds and simulation time. And our data
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also show little improvement of light extraction at d smaller than 60nm. Further more, thc width parameter must be
less than or cqual to thc unit cell period since a larger value would indicate overlap of the cell structure, an invalid
statc. Finally, the last limitation is that the smallest element must be greater than or equal to thc smallest grid sizc, as
specified in the Yee’s mesh simulation. If the grid was not fine enough to “see” the layer, then it may be missed
when calculating for the E and H fields using Maxwell’s curl equations. This also dctermingcs the minimum distance
of the powcr monitor to the device in Fig. 2, which is set to 100nm above the LED. Thc detailed simulation values
are shown in Table 1. Fractions of microns for A and w are allowed in the simulation, however they were not used.
The overall size of FDTD simulation area is also fixed, which is100um X 100um. 1f A=1um, there are 100 unit
cells. For A=6um, there are only 16.67 unit cells. The grating is a squared matrix as shown in Fig.3. A point-sourcc
layer with constant wave is placed at the center of quantum well rcgion.

> Hy

Fig. 1. Yee’s Mesh Solution to Solve Maxwell’s Equations

From Top to Bottom
# Time Monitor 1 Air Gap

O p-GaN {100nm)
B Quantum Welis
B n-GaN

B Undoped GaN

m Ag Reflector

A =460nm

U-GaN Layer
(120nm+d)
I Ag Reflector
I (200nm+d)
Material Index of Refraction Height (nm)
p-GaN 2.55 200
QuantumWells  2.685/2.55 (averaged) 67
n-GaN 2.55 4000
Undoped GaN  2.55 120+d
Ag Reflector Linear dispersion terms 200+d

Fig. 2. GaN LED simulation model
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(@ (b)

Fig. 3. Grating unit cclls shape on GaN matenal (bottom view): (a) Conical and (b) Cylindrieal

Table 1. Range of the Simulation Parameters

GaN LED Model Simulation Parameters

Simulation Parameters Deseriptions Simulated Ranges
Parameter: Brief Description: Range:
A The period of the unit eells 1 to 6 mierons
w The width of each unit cell | to 6 mierons |
d The height of each unit cell 50 to 200 nm

3. SIMULATION RESULTS AND DISCUSSIONS

The start of the simulation 1s when the LED turns on from an off state. There is a monitor at a distanee of 100nm
above the LED to collect the light cmission. For each strueture simulation, we must wait until the LED/monitor
reach a steady state, after whieh we ean extraet the eonstant wave (CW) average power. Each simulation sweep of
the parameters produces a set of 20000 data points (2000fs at 0.1fs/step), and from this data set, we determine
average power over the last S00fs. In this range, maximum steady-state power is radiated due to the CW souree and
refleetions from the grating. This proeedure is done for each case.

Fig. 4 shows the results of a GaN conical-hole grating simulation, sweeping from A=lpm to A=6pum, w=Ipm to
w=6pum, and d=50nm to 150nm. Similarly, Fig. 5 shows the results of a GaN eylindrieal-hole grating simulation,
sweeping over the same range. The flat plate (non-grating) results are shown for eaeh graph for eomparison. The
average powers in the plots are the maximum average output powcr of the LED on the last 500fs of the simulation at
steady state. For the eonieal-hole grating, there is maximum light extraction around the grating height d=90nm. The
average power increases as grating height inereases when d<90nm, and the average powcr decrcascs as the grating
height inerease from 90nm to 150nm for most eases. For the same grating period, the smaller grating width aehieves
the better light extraction. For the transmission grating, the maximum transmission results from the largest grating
width case [15]. In this paper, the refleetion gratings are simulated. Sinee the refleeted power summed with the
transmitted power equals the total incident power, a maximum transmission strueture is A=w. Then the maximum
reflcetion grating strueturc must differ, and in fact be opposite, from the maximum transmission strueture. When w
inereases at the same d, the total light extraction reduces and more approaches to the flat ease. For the same A and
w, the intcrface angle of the grating section changes when d varies. When d=0, which is flat ease, there is no
improvement. However, it 1s very hard to simulation small d values casc. With d inereasing, the interface angle
increases, more light will be extraeted at small d<90nm. When d is approaches infinite, the grating section is too
thiek and it is harder for the reflected light to pass through and be extracted. Therefore the light emission efficieney
drops at higher d values. There is maximum design point for this particular structure, which is around d=90nm. The
best ease in our simulation 1s 109% light extraction improvement at grating period A=6um, grating width w=1pm,
and grating height d=90nm. For the conical-hole grating case, there are two effeets of period width w: 1) The
pereentage of grating area compared to the total deviee area. 1f width w=0, there is no effeets and no improvement
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of the light extraction. When w increases from zero, more lights should be able to be extracted. Howcver, we didn’t
simulation w<lpum (nano-structure). 2) For the same period A and grating hecight d, but different width w, thc anglc
of thc Ag and GaN interface are different. When w increases, the angle decrcases and should be much closer to the

flat case. Therefore, at large w, the light extraction should decrease as w increase. Summarizing above two ¢
there is a maximum w design point for each grating, which should be shown in Fig. 6(a). Howevcr, our data is

ases,
only

calculatcd down to w=Ipm gating. The maximum grating design should be somewhere bclow 1 pm (nano-
structure). But for the fabrication view point, it is not necessary to dcsign the grating to nano-structure at our current

fabrication capability. In the theoretical part, the other factors should also be considcered for the nano-grating dc
i.e. the structure is compatible or smaller than the light wavelength.

sign,

For thc GaN cylindrical hole grating simulation, shown in the Fig. 5, if the grating width w cquals to the grating
period, there arc very little light extraction improvement. In most case, the light cxtraction efficicncy is even worsc
compared to the no grating case. Light emission improvement can only be achieved at w<A cascs. Similar to thc
GaN conical holc grating simulation, the smallest grating width produces thc highcst average power output. There
are two cascs, which give the maximum average power output: one is 97.9% light extraction improvement at the
grating period A=2 um, grating width w=1 um, grating height d=60nm and the other is 94.8% light extraction
improvemcnt at the grating period A=6 um, grating width w=1 um, grating height d=90 nm. For thc cylindrical
grating, w=A is a very special case, since the shape of the grating is totally different. There are only four separated
islands of GaN on the four corners of the unit cell. Our results show this case is worse than the flat surface interface.
Our data also show that the small grating period is not preferred for the micro-grating dcsign, such as A=1 and 2

pum. This is contrast to conical case, for A=1 or 2um, there are still reasonablc grating design at d=90nm.
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The summary of maximum power for the GaN conical- and eylindrieal-hole grating is shown in Fig. 6. In general,
larger grating periods have higher maximum power for both cases. This is a very important result to guide our
fabrieation and design. This implics that the large-grating design 1s preferred in micro-levels. The maximum power
lincarly decreascs with increasc of grating width w. Compared to cylindrical-hole grating, the eonieal grating
maximuin power is higher at larger w value. The conical gratings are less sensitive to A and w values for the
maximurn power output, which is also preferred by fabrication. For smaller grating width, i.e. w=1 pum, the two
cases (conical and cylindrieal) has little difference, which is also shown in Fig. 7. Sinee w=1 um ease is the best
case for most eireumstances, the comparison of the conical- and eylindrical-hole grating for the w=1 pum ease is
shown in Fig. 7. For the simulated range, Fig. 7 (a) shows the peak power gencrated by each unit cell shape and for
cach grating period. Also, the grating heights in nm for those maximum powers are shown in Fig. 7(b), also plotted
against thic grating period A. The eylindrieal grating case has a 98% improvement compared to the flat plate case at
a grating period of A=2pm, and a unit ccll width of w=lum. The conical grating has a 109% improvement
compared to the flat plate case at a grating period of A=6um, and a unit cell width of w=Ipm. However, the
maximum power or pcak power locations are almost same, round the grating height d= 90nm for both grating cases
at larger grating period (A>2um). In the other words, the optimized the grating height is 90nm for most cases. In
summary, it is better design the reflection gratings (conical or cylindrical) at larger grating period A=6um, smaller
grating width w=1pm, and the grating height d round 90nm. Compared to cylindrical gratings, the conical grating
has more design tolances on the grating width w and period A.
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Fig. 5. Average powcr for the cylindrical grating case: (a) A=1, (b) A=2, (¢) A=3, (d) A=4, (c) A=5, and (f) A=6 pm.
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4. CONCLUSION AND FUTURE WORK

A simulation model using FDTD and Yee Mesh to calculate GaN LED light extraction efficiency was used. Three
grating parameters: A, w, and d are studied. The simulation results show that the cylindrical grating case has a 94%
improvement of the light extraction, and the conical grating case has a 109% improvement compared to thc flat plate
case. The highest efficiency in a reflection grating results when w=Ium. As w becomes small compared to A, the
maximum average output power increase. For both conical- or cylindrical-hole reflection gratings, it is better design
the reflection gratings at larger grating period, (i.e. A=6um), smaller grating width, (i.e. w=1um), and the grating
height d round 90nm.Our simulation didn’t reach the optimized w valuc, which should be less than Imicron.
Howevcr, when simulating grating with w<lum, nano-grating characteristics should bc addressed, which is our
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future work. Further more, other grating matrix, such as triangular matrix, hexagon matrix, 8 Quasi-periodie
Photonie Crystals (QPCs), and 12QPCs, should also be investigated in the future as well.
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Paper 57, ENT 208

International Engineering Research and Educational Collaboration on
Gallium-Nitride (GaN) Lasers and Light Emitting Diodes (LEDs)

Xi1aomin Jin', Bei Zhangz, Fei Wang3, Jason Flickingcr', Scan Jobe', Tao Daiz, Guoyi
Zhang’

1. Electrical Enginccring Department, California Polytechnic State University, San Luis
Obispo, xjin@capoly.edu
2. School of Physics, Pcking University, Beijing, China, beiz@watcr.pku.edu.cn
3. Eleetrieal Engincering Department, California State University at Long Beach, Long
Beach, fwang(@csulb.edu

Abstract

Nowadays eost reduction is the top priority for most US companics to survive. To reducc
opcrational cost, many companics chose to outsource their manufacturing divisions as
well as R&D divisions to Asia, most notably China. Therefore, there is an urgent need for
US engincers who are ablc to make a liaison between US headquartcrs and subdivisions
in China. US institutions should be aware of this trend and prepare engineering studcnts
for that.

We cstablished a long-term International Engineering Education and Rcscarch
Collaboration Program betwecn California Polytechnic State University (Cal Poly), USA
and Peking University (PKU), Beijing, China on GaN light emittcr rcsearch in the past
threc years. We focus on GaN laser diode (LD) research for the first year. GaN Light
emitting diode (LED) research was added during the second year. The project bcgins by
having faculty members working in PKU for one summer. The collaboration for the rest
of the period was done through tele-conference and emails. Cal Poly graduate students
arc grouped with graduate students in PKU and worked elosely on ecrtain projects.
Through this project, our students obtained expericnce of collaborating with foreign
partners, espccially awarencss of eulture differenee, without going to aboard. Their work
assignments are clear, yet closcly related. Our students focus on devicc simulation and
foreign students work on GaN dcvice fabrication. Exchanging results is neccssary for thc
progress on both sides, which encourage them to actively communicatc with each other.
The result of this collaboration is successful from both research and cducation point of
view. We published four technical papers on GaN-laser research in the past year. Student
eomments on both sides confirm that they obtain bettcr understanding about foreign
cultures and they think it is helpful for them to pursue a career in a multinational firm.
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1. Motivation

Nowadays, A new set of challenge faces both United State industry and educational
institutions [1-2]. Because of rapid technology development, competition among
companies is now globalized and intensified. In order to succeed, a company must
manage to face these compctitions. Cost reduction is always the first priority for most
companies to survive. To reduce operational cost, many US companies have already
moved part of their manufacturing and R&D centers overseas, and they plan to continue
the out-sourcing process. Southeast Asia, most notably China, is among the top choices
for US out-sourcing because of its fast dcveloping speed, boosting economy and well-
educated engineering work force. To make this business transition smooth, there is an
urgent need for our enginecrs, engineering students, and instructors to have direct
interaction with their international counterparts [3]. It has been noticed by industries,
governments, and institutions that our university graduates in US are inadequately
prepared for the challenges brought by industrial globalization. Therefore, we are
obligated to introduce this globalization trend to our students and provide necessary
training for them to successfully compete in this environment. A direct solution is for us
to establish collaboration among faculties and students between US and oversea partners.

In supplement to the study-aboard program that has been offered for years in Cal Poly,
we initiated a collaborative research/education program with institutions in China. This is
the one of the international programs in Cal Poly that focuses on both research and
educational aspects. Our international partner is School of Physics, Peking University in
Beijing, China. The goals of this program are:
e Improve student’s ability to work in a multi-culturc environment;
e Improve student’s critical thinking and independency by involving them in an
open-ended research project;
e Improve student’s technical competency by letting them work on cutting-edge
research topics.
The major objectives of this cooperative research project arc:
e FEstablish long term collaborative research relationship in form of
telecommunication, instructors exchange and students’ exchange.
e Establish routine but powerful simulation, fabrication and characterization
methods;
e Optimize design to achieve high performances of photonic lattice-based Gallium-
Nitride epitaxial materials and optoelectronic deviccs.

2. Introduction of PKU and Cal Poly

Peking University (PKU) is one of the most prestigious higher education institutions in
China. The university is a research oriented institution that is ranked No. 1 in almost all
ranking systems in China. PKU is located in northwestern side of Beijing, where
universities, high-tech companies and international corporations accumulate. The
university currently has three campuses and offers programs in science, engineering,
business, liberal arts, law and medication. The university is one the first two schools in
China that are funded by China’s strategic development plan in science, technology and
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cngineering. PKU has 110 years of history and has a long tradition in intcrnational
collaboration. Fluency in English is a requirecment for both undergraduatc and graduate
students in PKU. This removes the language obstaclcs for this collaboration.

California Polytechnic Statc University (Cal Poly) is one of the 23 campuscs making up
the California Statc University system. Cal Poly offcrs programs in engincering, science,
business and liberal arts, of which college of cnginecring is the largest collegc across
campus. Cal Poly offers bachelor and mastcr degrecs and is categorized as tcaching
oriented institutions. However, in order to prcpare our students with the most advanced
tcchnology, most of our faculties are actively involved in advanced rcsearches, especially
those in college of cngineering. This collaboration with PKU is certainly moving us onc
stecp further in that direction. In Elcctrical Enginecring department, an individual
design/research project is required for BS degrce and a thesis projcct is required for MS
degree. Students that arc involved in this rcsearch collaboration include both
undergraduate and graduate students.

3. Technical Merit and Research Plan

Recently, many cfforts were made on the rescarch of Gallium-Nitride (GaN)-based
optoelcctronic semiconductor devices, due to their vast promising applications, such as
solid statc light sources, and ultraviolet light cmitters for high-temperature electronics
[4,5]. In some applications, they becomc cven irreplaceable. However, GaN-bascd
semiconductors have totally differcnt optical and electrical propcerties when compared to
other materials [6-9]. Researchers can make light emitters, such as lascr diode/light
cmitting diodec (LD/LED) out of GaN-based semiconductors, but the mechanism for their
operation has not been fully understood yet. This research covers scveral fundamental
issues of GaN-bascd LED/LDs including 1) the study of device surfacc structures that
closely associates with light extraction; 2) the investigation of thc effects that influence
the power transition efficiency.

For the tcchnical content of this project, a five years rcsearch plan has been laid out. In
the first year, we investigated the optical transversc-mode distribution in the GaN LDs,
and their basic lasing characteristic. In the second year, we arc studying the application of
nano-photonic structure (photonic lattice or photonic crystal) in design of GaN devices.
At the same time, we are evaluating and comparing the confinement factor of the gain
models in various GaN device structures, and optimizing the anti-guidc layer dcsign. In
the next threc years, we will optimize the structure to design high power lasers or LEDs,
define some design rules for GaN-based opto-elcctronic devices, and revcal some of their
underlining physics.

Cal Poly and PKU both havc advantages and disadvantages in term of facilities necessary
for this projcct. The students at Cal Poly are strong in term of ¢mploying differcnt
software models to perform simulations. The research group lead by Dr. Jin at Cal Poly
acquired several cutting-edge simulation packages over these years, which make thc
dctailed modeling and simulation possiblc. The group in PKU lead by Prof. Bei Zhang is
strong in fabrication and characterization. In fact, as a well-funded rescarch university,
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PKU possesses the most advanced fabrication and characterization facilities that are not
available in Cal Poly. Therefore, the student in PKU will prepare some characteristic tests
of the GaN-based photonic-lattice structures. These photonic lattice structures become
more and more important in the GaN-based optoelectronic devices.

4. Project Outline

The collaboration started by initial meeting between research groups in PKU and Cal
Poly. Dr. Jin represented Cal Poly visited the research labs in Peking during summer of
2006 (sponsored by Wang’s Faculty Fellowship). The innovative idea of this project is
that we can have students experience international education training without going
aboard, which is less expensive for both groups of students. Research collaboration and
communication could be done remotely using internet and tele-conferences. This idea has
worked very well. Some of the key elements of this collaboration are:

e Professors from both sides should be the leaders of the project.

e The project needs to be mutual beneficial, and supported with complementary
capabilities.

e At the beginning, the faculty needs to work at the international institution for a
sufficient period of time to demonstrate US research capabilities and to gain the trust
of each others.

e Because of the current communication technology, phone conference calls, the
internet, and email can be used to facilitate a productive research relationship.

e We build one-to-onc student relationship. The first year, a Master student from Cal
Poly partnered with one PhD student in PKU.

e We build “student-mentor” relationships focusing on the research topic.

e Each year, we will focus on different tasks on GaN LED and GaN LD development.

5. Detailed Activities

To obtain necessary research skills for this international project, Cal Poly students need
to take EE403/443 (Fiber Optic Communication and Laboratory), EE418/458 (Photonic
Engineering and Laboratory), EE335/375 (Electromagnetic Fields and Transmission and
Laboratory), EE402 (Electromagnetic Waves), EE524 course (Solid State Electronics).
Waveguide and photonic devices concepts are address in those courses. Basic training
through senior design project is provided to students before they gct involved.

A 1D GaN LD simulation models for design optimization (Figure 1) was developed
during the initial visit to China. This model reasonably considered the optical fields in the
devices. However, this model has not included the lasing action simulation. Therefore,
the project activities in the first year of collaboration were: 1) to improve the 1D model,
2) to develop a 2D model GaN LD model, and 3) comparison of the enhanced 1D model
and 2D results. Three Cal Poly students and two students in PKU are involved in these
activities. Communication between faculty advisors and students on both side are key to
the success of this project. As mentioned earlier, students in Cal Poly are in charge of
model development. The initial results are transferred to students in PKU, which provide
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guidanee for their fabrication and characterization of the deviees. Charaeterization results
are transferred back to Cal Poly site, where students at Cal Poly improve the model based
on the physical data. Figure 2 shows the flow chart of the student-mentor (two-level)
communication between the two institutions on the research topies. The final results are
the deviee designs.

Phase One: The GaN-based laser diodes (LDs) have attracted a lot of attention as short
wavelength light sourees in reeent years. However, high threshold eurrent and short
lifetimes are the main problems in these lasers. One of the major reasons for these
drawbaeks is the anti-guided-like behavior of waveguide mode associated with the n-
GaN buffer layer. Cal Poly group has ealeulated the transverse mode distribution of
InGaN/GaN laser diodes, which was demonstrated at PKU. We find that the n-GaN
buffer thickness is an important parameter in the lasing-mode design, and point out that
the maximum optieal-confinement-factor variation is due to transverse mode coupling.
Our ealeulation also proves that the eurrent design is very close to an optimal design, but
still has more room to inerease the optieal eonfinement factor, in order to reduce the
lasing threshold, and to further improve laser performanee, such as lifetime and far-field
patterns. We published four papers Ref [10-13] on this research topie.

InGaN/GaN QW Laser Diode Model

Electrode
p-GaN
*_—~p-AlGaN
p-GaN
p-AlGaN

GaN —
5 QW InGaN/GaN

n-GaN /
n-AlGaN
‘\‘H n-GaN /

— Electrode Al,O,

2D simulation is

1D simulation is done by preformed by students
Dr. Jin, starting June at Cal Poly under the
2006-March 2007 guidance of Dr. Jin

Figure 1 The GaN Quantum-Well device simulation research
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supervise

Professors at GaN LD and LED

Students at

Cal Poly =l —> | simulation results
USV CaL'J ;z'y Cal Poly, USA
I}

Commutation Commutation ‘ :- EED

1
supervise GaN LD and LED
Professors }
: Student at PKU fabrication
at PKU, China — China = PKU, China

Figure 2 The joint research team at Peking University and California Polytechnic
State University with the two-level communications

Phase Two: Advancements in GaN-based LED technologies have been growing fast too.
But a common problem still exists in conventional LEDs. Photons are trapped in the
device and limit the amount of light extracted. Photonic lattices are one of the proposed
solutions of the problem. Photonic lattices are complex arrays of microstructures in a
solid dielectric material that can control and radically influence the propagation of light
in different directions. They represent a new engineering discipline, combining the
principles of electromagnetism with the concepts of solid state physics. Photonic lattices
have numecrous applications in optics and optoelectronics in particular to GaN-based
LEDs. The second phase of collaboration concentrates on the simulation, design, and
characterization of the GaN-based photonic lattices and related devices. The impact of
the behavior on photonic lattices of pillars or holes with different symmetries, periods on
the performances of GaN-based light emitters will be mainly calculated at Cal Poly.
Approximately 6-8 more undergraduate and graduate students are involved into this
project. A variety of photonic lattice structured on GaN-based light emitters will be
fabricated at PKU by different methods, such as ion beam lithography, FIB, ICP dry
etching and nano-imprint technique etc. Some of the characteristics of the structures and
devices will be measured by both groups.

6. Results

In July 2007, a formal collaboration contract has been signcd by professors from both
sidcs indicating their agreement for a long-term collaboration for the next 4 years until
August 2011. The rcsult of this collaboration is successful from both research and
education point of view. From research point of view, the collaboration combined the
strength of Cal Poly and PKU. As a clear indicator of technical successfulness, we co-
published four technical papers on GaN-laser research in the past year. To assess the
outcome of educational merit of this project, we collected comments and suggestions
from students. Student comments on both sides confirm that they obtain better
understanding about foreign cultures and they think it is helpful for them to pursue a
career in a multinational firm. Up till now, six students who involved in this project
finished their degree, among which two students graduated and working at companies, 4
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students pursued graduate study. All students eommented that their experienee of multi-
culture research helped them in the job interview with large corporations. The open-
ended research projeet gives students opportunity to aet as an investigator, while
instruetors serve as facilitator. All students eomment that their eritieal thinking skills are
improved and they are more eonfident now to work independently.

7. Key elements of the international research collaboration

Previously, beeause of the lack of eommunieations, international professional groups
working on the similar research projeets didn't exchange ideas before the publieation of
their researeh results. Therefore some of the research was developed redundantly, whieh
wasted the resourees of soeiety. The development of teleecommunieation in the past
deeade opens unpreeedented opportunities for international scholars. The researchers,
leading student-seholar teams around the world, ean use each others’ knowledge and
work together on a projeet in timely fashion, leading to what we eall international
research and edueation collaboration. However, there are no universal models for the
international eollaboration. Eaeh ease has its unique charaeter. In our project, the key
elements and obstaeles of building the international researeh eollaboration are diseussed
below; some of those items are elosely related to eaeh others:

® “Trust”: The leaders of the projeet should have trust and understanding. This is the
first and the most important aspect. Even with the traditional international
partnerships, “Trust” is still required for effeetive international eollaboration. In
earlier 2006, we started talking about this projeet. After the first year of work, in July
2007, we signed the eollaboration eontraet for the next four years.

® Regular communication and teamwork: The first year is very eritical to set the
foundation for the future eollaboration. Each team leader needs to response very fast
to the requests of the other side. Frequently holding tele-eonferenees of entire group
(ineluding both US and foreign teams) has paramount importanee for both students
and faeulty to get eonneetion with each other, not only on technieal issues, but also
on working habits and eulture differenees. Regular ecommunication is also essential
to build the trust bond.

® Management skill: The management skill of the professors from both sides 1s very
critical throughout the project. Researech work needs to be distributed based on each
party’s strength. In our ease, Cal Poly possesses advaneed design environment and
PKU has cutting-edge fabrieation elean rooms. Therefore, Cal Poly is in eharge of
design validation and improvements, while PKU is in charge of design realization
and testing.

® Research element: Another important purpose for this projeet is to team-up our
students (undergraduate teaching university) with a foreign researeh university, and
be exposed to advaneed researeh topie.

® The student-mentor team and two-level communications: The direet diseussion
between foreign and US students served as important agents for inserting an
international dimension to the researeh effort. However, the diseussion between the
students should be supervised by professors to eontrol the teechnieal aspects of the
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projects. The students from both sides also need to present their work to each other,
and to the two groups of professors for discussions.

® Mutually beneficial topics: This is an important motivation for the project. Good
research topics and project goals should be carefully selected by the professors from
both sides. Complementary capabilities of both sides will produce mutual benefits
for the research, and strengthen collaboration in the future.

® Financial independence: 1t is very difficult to apply funding from the other country.
We decided to fund research independently. We are in charge of software
development funding. Peking University in China will fund their fabrication facility.
As for the research visits, the sending country pays the international air fares, the
host country pays for the expenses related to short visit.

® Low financial burden on the students from both-side: For students, spending a
period aboard is very costly. Students also have to plan carefully to make their
curriculum flexible enough to allow them to be away for a long term and not fall
behind in other courses. Our project allows the students to get some international
experience without having to deal with interruptions in their regular course sequence.
The short international visit is only an option and enhancement of the collaboration,
not a necessary component.

® The foreign-born US scientists: The international research bridge is built up by
international students from China, or so called the foreign-born US scientists and
engineers. The foreign-born US scientists are the greatest asset in promoting
international collaboration. We need to recognize international talent which lies at
the center of the cultural diversity needed for the global environment.

® Data accessibility around the world (Spontaneous global communities): The
development of computers, internet, World Wide Web (WWW), and fiber optical
communication system transforms the international research and education into a
global scientific enterprise. The current technology allows the formation of
spontaneous international learning communities. We can share the information, such
as textual, graphic, and multimedia format across the world. This shrinking world
provides our students a very low cost international education environment. It is can
be called “Spontaneous global communities”.

® The consciousness of foreign countries: The consciousness of foreign countries is
improved throughout the project, which also improve US students’ global
understanding.

® International co-authorship for the research results: This is an important outcome
of the international educational and research partnerships.

® Annual visit: Any level of annual visits benefits the international research project.

® English: English is the basic language for communication. However, US students are
also very interested in learning a little Chinese besides research in GaN LDs and
LEDs. Chinese students are offered an unusual learning opportunity of presenting
and defending their projects using technical English terminology. Students from both
sides are working towards eliminating the linguistic barrier.

In general, this project builds an international virtual research laboratory, which develops
and enhances students’ awareness of humanity and the world around them. The future
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implementation of thc international projects will depend on growth and sustenance of
these relationships.

8. Future Work

This eollaboration is well established. We are keeping it rolling and move it to the higher
level. In the summer 2008, Dr. Jin will be a visiting professor at PKU supported by
“ChunHui” exehange researeh fellow, Edueational Department, Chinese government to
promotc further interconnection.

In the long run, the partieipants of both sides will exehange visitors during the period of
this projcct. Faculties in US will visit PKU to discuss and adjust each ycar's rescarch
topies in the summer. The partieipants of PKU group will bring some of the samples to
Cal Poly to perform charaeterizations at appropriate times.

In summary, Cal Poly’s milestones for the next few years on the international rcseareh
and edueation are:

e Students from the two universities will make presentations to each other through
internet.

¢ Involvement of undergraduate students in the researeh, whieh will be a ehallenge
beeause of the short period of time available for undergraduates.

e Seek funding to send students to China in future summers to really immerse them
in international environment.

o Seck rcsearch projects with research laboratories of US or China companics.
Some initial eontaets have been made between Cal Poly and some globalized
eorporations, such as Agilent Teehnologies. Although therc are morc hurdles in
the University-Industry researeh eollaboration, sueh as Intelleetual Property (IP),
both parties still believe a mutual benefieial agreement is possible.

9. Conclusion

We established a long term International Edueation and Researeh Collaboration Program
(IERCP), which can be a model for other universities. The model started by faculty
visiting and expanded to international students’ team-up and eollaboration. With
awareness of eurrent technology development trends, we established a joint researeh
program, and are developing international edueational aetivities. This eollaboration helps
our students adapting themselves to a globalized environment and simultaneously
promotes advances in science and teehnology by involving in eutting-edge GaN LED
researeh. In summary, the result of this collaboration is sueeessful from both researeh and
edueation point of view. We published four technical papers on GaN-laser rescareh in the
past year. Student eomments on both sides eonfirm that they obtain better understanding
about foreign eultures and they think it is helpful for them to pursuc a carecr in a
multinational firm.
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9. Project Results 6: Study of Photonic Lattices for Solar Cells

Related paper: Xiaomin Jin and Simeon Trieu, “Improvement of Light Transmission using
Photonic Lattices for Solar Cells,” OSA Topical meeting, Solar Energy: New Materials and
Nanostructured Devices for High Efficiency, June 24-25, 2008, Stanford University, Stanford,
California, USA.
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Improvement of Light Transmission using Photonic
Lattices for Solar Cells

Xiaomin Jin and Simeon Trieu
Electrical Engineering Department, California Polytechnic State University, San Luis Obispo, CA 93407
Xjintacalpoly.edu.

Abstract: Wc study solar-cell interfaces designs using photonie lattices. We simulate
rectangular and triangular miero-profiles as the solar cell surface. Comparcd to the
conventional flat surface, the micro-profile interfacc can increase light transmission to 98%.
OCIS codes: (040.6070); (350.4238)

1. Introduction

In gencral, solar cclls arc very critical for the energy conversion for our future and they are irreplaecable
energy source as well. How to inerease the efficiency of a solar eell is always an important research
topic up to now. Thc proposcd ideas are using cascade solar eells [1], design heat cxchanger method
(HEM) multi-crystallinc solar cells [2, 3], using lascr-grooved backside contact [4], simulation results on
shapcd external quantum efficiency (EQE) [5], and simulation on mieromorph solar ecll strueture[6].

Modeling of solar eells plays an important role for optimization of the deviee structure and the
evaluation of matcrial parameters and designs. In the project, we foeus our study on dcvice surface
structure design that will enhance light extraction and investigate on the effects that influencc the light
power transmission efficicncy. We first study on appliecation of nano-photonie strueturc (photonie lattiee
or photonie crystal) in solar cell design. Further more, we evaluate and compare the various triangular
intcrface structures, and optimize the micro-profiled layer design.

2. Photonic Lattice Simulation Results and Discussions

W2 propose to dcsign a micro-scale photonie grating at the interface of solar cell to enhanee the light
transmission in order to improve the total absorption of the deviee, and perform a simulation of
diffraction based on simplified two-dimensional (2D) rigorous eouplcd wave analysis (RCWA) to
evaluate the coneept of the diffraction grating application. RCWA is a rigorous grating diffraction theory
which 1s used to study the meehanism of the diffraetion of light from the periodie structured surfaees [7-
9]. RCWA represents the elcctromagnetic fields as a sum over eoupled waves. Full vector Maxwell’s
equations are solved in Fourier domain to obtain eaech coupled wavc, which is rclated to Fourier
harmonic. Fourier harmonics are used for the periodie permittivity function in thc calculation. Then the
diffraction efficiencies are ealeulated. For eaeh ineident angle 8, wc ealculatc the transmitted -20 to +20
order diffraction cftieicncy. At the cnd of ealeulation, we obtained the transmittanee by summing all the
diffraetion efficieneies.

The sehcmatic diagrams of the simulation model which have three kinds of interfaces are shown in
Fig. 1. The transmittance diffraction characteristies of the flat interface, rectangular photonic lattice
grating, and triangular photonic lattice gratings are analyzed and eompared. First, we assume that thc
gratings period A=6um and the gratings groove depth d=3pm are same in Fig. 1(b) and (¢). While the
bottom width of triangular grating is w=3um. In this ease, the rectangular-profile is actually a square-
profile. For simplieity in this simulation, we consider lossless dieleetrics and incident elcctromagnetie
plane wave polarization perpcndieular to the plane of incidenee. The results of the three-profilc
cornparison are shown in Fig. 2(a): the transmittance of flat surface (straight linc), rectangular profilc
surfaee (short dashed line), and triangular profile surfacc (long dashed line) as function of ineident light
wavelength. It i1s very eclcar that the triangular photonie lattice struecture has the highest light
transmittance, which is about 75%-85% distributed across the wavelength span up to 1.2um. The square-
profile photonie lattice is also better than the flat surface in general. However its total transmission is
oseillating versus the wavelength. And at some wavelength such as 0.6-0.7um, the transmission rate of
square-profile is lower than that of the flat surface. Our simulation shows clearly that a partial of bloeked
light can be extracted by using the transmitted diffraction of the micro-scale photonic-lattice.
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We also pcrformance simulations for the above threc cascs at different incident angles, which is
shown in Fig. 2(b). The incident angle 6 (as shown in Fig. 1) upon the normal of the grating from a plane
wavc are varied from 0 to 90°. The calculation is at 700nm wavelength. The periodic gratings produce
both forward diffracted (transmitted diffraction) and backward diffracted (reflected diffraction) waves.
For a given incident angle 6, the transmittance is the sum of the transmittcd diffraction cfficiency of all
orders, which enters into Si through the gratings from the air. 1t also shows that the triangular-profilc
photonic lattice has the highest transmission rate at any launch angle.
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Fig. | The schematic diagrams of solar micro-profiles for the simulation. a) flat interface; b) rectangular interface; and c) triangular
interface
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Fig. 2 The transmittance of flat surface (straight line), rectangular profile surface (short dashed line), and triangular profile surface
(long dashed line) as function of (a) incident light wavelength and (b) incident light angle.

Since the triangular-profile photonic lattice has the best performance, wc vary the depth d and width
w to find thc optimize dcsign point for this interface structure. Fig. 3 (a) shows thc light transmission of
d=1, 2, 3,4, and 10pm, w= 3pum, and A=6pum. The w=3pm and d=2pum case has the highest transmission
efficicncy. Fig. 3 (b) shows the light transmission of d=3um, w= 1, 2, 3, 4, 5, and 6 pm, and A=6pum.
The largest width w=6um case has the best transmission. From above data, we further simulate w=6pum
case with d=1, 2, 3, 4, and 10um (shown in Fig. 4(a)) and other w and d combinations. For the casc
w=6pum and d=10pm, the transmission is above 0.98 from 0.05 to 1.2um wavclength, which is our best
result. Its transmission versus the launch angle at 700nm wavelength is shown in Fig. 4(b). Compared to
the conventional flat surface, the triangular-profile interface has about 15%-30% improvement of light
transmission coefficient, from 70% (flat surface) to 98% (triangular surface).

In conclusion, the simulation gives us a clear insight of the transmitted diffraction mcchanism for
designing the optical intcrfacc of solar cells. The diffraction of a well designed grating increases the light
transmission and allows a portion of reflected light (of the flat interface) to pass through. If we further
optimize the parameters of grating with different pcriods (even to nano-scale), other profiles, and suitable
refractive index of coating, we can improve light extraction efficiency of solar cells. In this simulation,
we achieve about 98% light transmission rate compared to the flat surface.

This work was sponsored by the Department of the Navy, Office of Naval Research, under Award #
N00014-07-1-1152.
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Fig. 3 The transmittance of triangular-profile interface: (a) d=1, 2, 3, 4, and 10 pm, w= 3 pm, and A=6um and (b) d=3pum, w
1.2,3,4,5,and 6 pm, and A=6pm.
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ABSTRACT

We present a comprehensive analytical theoretical model for the relative intensity noise (RIN) spectrum
of integrated semiconductor quantum-well (QW) lasers under injection-locking. We use a novel setup by
employing an integrated electroabsorption modulator-laser (EML) to measure the RIN of the injection-
locked distributed feedback (DFB) laser, where the modulator section is used as a photodetector. The
EML has an anti-reflection coating on the laser side, so that an injection light from an external master
laser can be coupled effectively into the laser section. This scheme simplifies the setup and reduces
the alignment loss between discrete optical components. Experimental data indicates that the injec-
tion-locking technique can reduce the RIN noise floor and increase the relaxation frequency of the laser.
We also compare the RIN spectra of the free-running laser with the injection-locked laser and show an
increase of the relaxation frequency from 3.7 GHz (free-running) to 11.3 GHz (injection-locked). By fitting
the experimental data using our model, we show very good agreement between our data and theory. Our
model considers the optical confinement factor of photons and carriers for quantum-well structure lasers.
We also improve the injection-locking RIN model by including the gain saturation from the master laser

noise.

1. Introduction

An injection-locked laser system contains two semiconductor
lasers. The light from a master laser is injected into the slave laser
oscillating above threshold, and the injected radiation competes
with the spontaneous emission of the slave laser being amplified.
If the optical frequency of the injected light is close to the eigen-
frequency of the unperturbed laser, the slave laser will adjust its
frequency and coherence properties to that of the injected light.
When a complete locked state is reached, all of the power of the
slave laser is emitted at the optical frequency of the master laser.
This phenomenon is known as injection-locking. Injection-locking
technique is a promising candidate for high-bandwidth optical
transmitters. For analog fiber optical communication system, this
technique is an effective method to increase the laser relaxation
oscillation frequency [1-7], improve laser bandwidth [1-7], reduce
nonlinear distorrions [8], suppress the frequency chirp and further
reduce the laser system noise [9-13].

Relative intensity noise (RIN) is a very important property for
semiconductor lasers which represents the laser’s intrinsic reso-
nance. For optical communication, low RIN floor is needed for
the transmitter to achieve desirable signal-to-noise ratio (SNR).

b Corresanding aathor.
E-moil oddress: xjin@calpoly.edu (X. Jin).

0038-1101/$ - see front matter © 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.s5€.20018.10.006

© 2008 Elsevier Ltd. All rights reserved.

The intensity noise spectrum shows a peak near the relaxation fre-
quency, which is an important parameter for the laser system and
directly related to the bandwidth of the laser. Several theoretical
simulations of noise characteristics have been reported [14-18]
and have predicted relaxation frequency enhancement with injec-
tion-locking [14]. However, little experimental work on RIN spec-
tra for injection-locked semiconductor lasers is available in the
literature [9,13,14,19] to confirm the noise reduction of injection-
locking system directly. This is due to high-fiber coupling loss,
the optical signal is too weak to allow direct noise measurement
by the current testing equipment. In Ref. [13], an EDFA followed
by an optical filter were used to amplify the noise signal before
sent into the lightwave analyzer for detection. This method actu-
ally will add EDFA noise into the injection-locked laser noise. In
this paper, we report RIN experimental results and theoretical cal-
culations of an injection-locked distributed feedback (DFB) laser
using an integrated electroabsorption modulator-laser (EMLs) or
integrated laser-modulators (ILMs), as they are also known. An
electroabsorption modulator has commonly been developed
monolithically with an integrated DFB laser to eliminate coupling
loss at a joint [20-22]. This device has a higher reflection (HR) coat-
ing on the modulator side and an anti-reflection (AR) coating on
the laser facet (Fig. 1). In our experiment, we use the reveres biased
modulator as a photodetector and investigate the injection-locking
noise phenomena of the DFB laser. With the modulators acting as
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V mod

Modulator
1R

Fig. 1. The schematic diagram of an integrated electroabsorption modulator-laser.
The laser facet is AR coated for optical output, and the modulator facet is HR coated.
Between the DFB laser and the modulator is an electrical isolation section.

photodetectors, the number of connectors in our setup is reduced,
the electrical signal can be directly measured, and a more accurate
measurement is obtained. Also, the results for injection-locked
EMLs give us an opportunity to confirm the theories of increased
relaxation frequency in injection-locked DFB lasers directly. As a
matter of fact, the external optical injection in integrated lasers
is also a relatively uninvestigated field. Furthermore, this experi-
mental and theoretical work also gives us insight on the integrated
injection-locking detection system.

Our paper is organized as follows. In Section 2, we present a
comprehensive analytical RIN theory of an injection-locked inte-
grated semiconductor laser. In Section 3, the experimental data
and theoretical calculation results of RIN of an injection-locked la-
ser using an EML are discussed. Our conclusion is summarized in
Section 4.

2. Theory of relative intensity noise of an injection-locked
integrated semiconductor laser

A semiclassical analysis is used to analyze the RIN spectra of
semiconductor lasers. To determine the laser RIN, we must obtain
the total photon fluctuation in the cavity AS(t), the total carrier
fluctuation AN(t), and instantaneous frequency deviation ¢(t) from
their stationary values. Then we need to add appropriate Langevin
noise in these equations, and find the power spectral density of the
photon fluctuation. The rate equations for the slave laser field are
based on Ref. [15], and we modify them according to the integrated
semiconductor laser, add nonlinear gain saturation coefficients for
both slave and master lasers, and insert the optical confinement
factor of the QW laser structure:

AN
LU [r(co + Gy W)(1 —£5(0) ~ euSu (1) ~ —|S()

P
(Normal slave laser terms)
+2k\/S(t)Sm(t)cos(e(t) — du(t))
(Injection-locking terms by the injected laser)

+k—fS(t— T)COS(p(t — T) — T — (1)) (1)

(Optical feedback terms by the EML modulator)

do(t)  aGq
de  2v

(Normal slave laser terms)

—(wi — o) ~ k\/S(t)/Su(t) sin($(t) — du(t))

(Injection-locking terms by the injected laser)

(1 — eS(t) — emSu(£)AN(t)

ke [S(t—1)
M TS

sin(¢(t — 1) — woT — ¢(1)) (2)

(Optical feedback terms by the EML modulator)
dN(t) TV N N(t)

dt  qd 1,

~1/(Go+ Gu g ) 1 - #5(0) ~ ewSu@)s(0) 3)

In the rate equations of photon density and phase of the slave laser,
there are three catalogs of terms: (1) normal slave laser terms. We
consider the additional gain saturation caused by the injected light;
(2) additional terms because of injection-locking; and (3) optical
feedback terms by the EML modulator section, according to the long
and Kobayashi model [23-24)]. For the optical feedback terms, ki is
the feedback parameter. The 1;, is the round trip time in the laser
cavity, 7 is the round trip time of the light in the modulator section.
In our experiment, we reversed bias the modulator section and it
acts as an absorption photodetector. It is known that when the
biased electroabsorption section strongly absorbs light, the feedback
is weak and does not affect the locking of the laser section. Therefore,
in our final model, we neglect the optical feedback terms or set k;=0
to keep the model as simple as possible. The final equations are:

ds AN 1
—d(tt—) = [I"(Go + G FV)“ — &5(t) — emSm(t)) — ‘L'_p S(r)
+ 2k /SOSHD) Cos(B(t) - dy(0)) (@)
d G
OO _ 250 (1 — £5(0) — ewSu()AN(E) — (0 — o)

= kv/S(8)/Su(t) sin((t) — u(t)) (5)

dN I'vfj N AN
oMo r(c0 s W) [1 - eS(t) — EuSu(DISE) (6)

where S(t) and Sy((t) are the total photon number of the slave laser
and injected field, ¢(t) and ¢M(t) are the phase of the slave laser
and injected field, w; and wy are the injected field frequency and
the slave laser resonance frequency, k = c/(2n,lL) is coupling coeffi-
cient, c is the velocity of light in the vacuum, L and n, are the length
and the group index, respectively. 7pis the photon lifetime, 7, is the
carrier lifetime, J is the current density, g is the unit charge, d is the
active region thickness, n(t) is the carrier density, o is the linewidth-
enhancement factor, and I is the optical confinement factor of the
QW laser structure [25]. In QW lasers, the carriers and photons occu-
py different volumes. The total number of photons in the slave laser
is S(t) = S + AS(£) = VIE(t)|?, while E(t) is the optical field. The total
number of carriers is N(t) = I'V n(t). V is the optical mode volume.
The optical confinement factor is well-known to be important for
separate confinement quantum-well structures;, however, it is usu-
ally ignored in literature on injection-locking. Gy is the cavity gain
coefficient, and G, = dG/dn|, . o is the differential gain, The gain sat-
uration is also included, where ¢ and ¢y are the nonlinear gain satu-
ration coefficients corresponding to the slave laser signal and the
injected signal. The nonlinear gain saturation coefficients have been
used in earlier studies [26-28] on high-speed lasers where the gain
of the slave laser light is suppressed due to the presence of the in-
jected light. Ref. [26] employs two saturation terms because the in-
jected light and the internal light have orthogonal polarizations. In
our derivation, the injected light is slighted different from the slave
light. They both have contribution to the slave laser gain saturation,
which is also called the cross-gain saturation of laser amplifiers
[29,30]. Therefore, in our simulation, we need to consider both ef-
fects and use ey ~ €. This is an important phenomenon if we inject
light in the laser gain region and it cannot be neglected. Actually,
inclusion of I" and &y, is important to obtain consistent parameters
for the gain and differential gain for quantum-well lasers. Finally,
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the above equations show that the slave laser will be affected by the
emission of the master laser. When a photon is spontaneously emit-
ted in the master laser, it will cause deviations of the amplitudes and
phases of the slave and master laser fields from their stationary val-
ues. Thus, we must consider the master laser noise characteristics
when deriving the RIN of the slave laser.

Noise caused by spontaneous emission and carrier generation-
recombination is included in the rate equations by adding the
appropriate Langevin driving terms. For simplicity, we also assume
that the Langevin noise sources of the slave laser are independent
of the Langevin noises of the master laser. The two sets of noise
sources are uncorrelated. Neglecting the higher order terms, the
differential forrns of the rate equations for the injection-locked la-
ser system with Langevin noise terms (Fa(t), Fa,(t). Fan(t)) and
master laser ncises (ASy(t), Agy(t)) are

AS(t) = [IGo(1

G;/S°f1 — €S0 — EuSmo) AN(t) — 2kSoAd(t)

Sl lkL-SO Smo — I'GU(IMSO)ASM([) =+ 2ksSOA¢M{t) + Fas(t) (7)

2850 o (JMSM()) *'Tl-ﬁ- kf AS(t)
P

¢(t) = Ag(t)
— ks/(250)AS(t) — ke AG + ’;(‘;/" £So — EmSwo)AN(L)
ks/(2Sm0) ASm(t) + kc Ay () + Fag(t) (8)

AN(t) = —T'Go(1 — 2655 — emSmo )AS(t)

1. G:S
= =522 —u8 —gSwo)| &R
T 1%
+ 1,Mr'(;050ASM([) FF.\N([) (9)

where
ke = k\/Smo/So CoS(¢pg — o)

k; = kvlsMo-/go Sin(¢0 ; ¢M0)

We define AS(), A ®(2), AN(2), ASy( ), ADy( ), Fas(), Fa (),
and Fan() as the Fourier transforms of the truncated functions cor-
responding to AS(t), A ¢(t), AN(t), ASv(t), Aps(t), Fas(t), Fa,(t). and
Fan(t). Using the Fourier transforms of Egs. (7)-(9), and gain-loss
relation derived from the steady-state solution of Eq. (4),
2k, = 2k\/5oSmo COS(g — Prg) = — 1 Go(1 — &Sy — EmSmo) +,—‘,. we ob-
tain the followirg linear algebraic equations.

Jm +an a;; ap AS(®) by (w)

ay Jo -+ axp a3 AdP(w) | = | by(w) (10)
as asy; Jo + a3 | | AN(w) b3 (w)

where
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apy = 2ksSp
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a1 = ks /(2Sg)

ax =k,

Q3 = —AG,(1 — £Sp — EMSMQ)/ (2V)

ay; = I'Go(1 - 2eSp — mSmo)

Q3 = 0

a3 = L+ Ga(1 — &Sp — &mSmo)So/V
b (w) = lk (So/Smo) — T'GoemSo] ASu () + 2kSo APy (1) + Fas(w)
by(w) = —Kks/(28m0)ASm(®) + kAP () + Fay(w)
b3(w) = Fan(@) + emTGoSo ASm(w
(11

The power spectral density of the slave laser photon can be ob-
tained using the truncated function and Fourier analysis techniques
[17]. Then, the RIN of the slave laser is obtained as

RIN ) {RSGZSZ

B 1 - 265y — 2emSmo)[? + 3
A RyP | V2 ( PSR

+(@? + )@ + y2)Ly () + 4kZSE(? + D)Ly (w)

—4kSo(? + y2)Re](ir + ko )L3 ()] + ZG‘-;ﬁ(l - £Sp

— emSmo)Re[(Jw + k) (o + 7,.)(=jw + 7 )La(w)

+ 4k55,.5(2, (1 — &S — émSmo)

xRe[(jw — 7w + 7,.)Ls(w) } (12)
where Re|...] stands for “"the real part of [...]"

A = ,‘" + Ga(1 — &So — €mSmo)Se/V which is determined by the car-
rier lifetime, the slave photon number, and the cavity gain,
7% = ke — ks which is related to the phase difference and detuning
between the slave and master lasers, and

2
L]((')) = (k S—— rGU(‘MS()) PASM((’)) +4kSZS(ZJPA¢M(('))

Swmo
+Ri(250+ 1) + 4kSS(2J <Sk7t0 - I"GO{:M)Re'_P,gMWM((r))' (13)
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250 45,3,,0 " d Swmo L
(14)
] k. k S
Ly(w) = 250 ( 2 () + 2k k;SoPag,, ()
2 So So
— k S —Pagyas, () + (k S krrGOCMSO)PASM\wM((”)
(15)
k mS2
Lo(osy==Rs +%‘§2P&<M(w) (16)
ks I"'GoemS
Ls(w) = —%M:”Pm(w‘ a7

In the equations above, Pas, (), Pas,ae, (). Pasy, (). and
Paoyas, ((0) are the power spectra of the free-running master laser,
which can be obtained by setting Sp(t) =0 in Egs. (4)-(6). [Y(w)|?
is the denominator of the RIN of the slave laser

Y(w) = jo(w? —w?) —w?y + A (18)
where

A=k 5M°+kf,ercor50 +

e w(] —3eSo — 2emSmo)  (19)

The relaxation frequency of the slave laser is

1 1 S
(AP 5C. U i 29M0
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The damping factor of the injection-locked laser is

GnSo 1 1
(1 - €Sp) +T_,|+‘C_p

y = I'Go(285 — 1) +

%4
G,S
-+ EMSM()(rGo — ’;/0>

G.S
= 'yjree + EMSM()(rGo - ’;/0> (2])

where terms of a higher order, szsg or &£SpeviSmo. have been ne-
glected. s and yr.. are the relaxation frequency and the damp-
ing factor of the free-running laser, respectively. The nonlinear gain
saturation term due to the master laser, which represents the gain
change caused by the master laser injection, modifies the damping
factor of the laser system.

For a free-running laser, there are no injected-photon Sp{t) =0
or Syo=0and # = I'Gy. Thus, k. = ks = 7, =0. We input those values
into Eqs. (4)-(6) and obtain the RIN, the relaxation frequency, and
the damping factor of a free-running laser.

RIN 2R, [ERG7S2 G000 - 2y, ) + (250 + 1)1 goe + 7))
aF 8t

[(wnz' free (02)2 + y}reewz]
(22)

where 7y, free = t‘—" + GySo(1 — €Sp)/V. The relaxation frequency of the
free-running laser is

1 1
O pee = 2~ [Gol2850 — 1) + 3, GoSo(1 — £80) + (23)
The damping factor of the free-running laser is
GqS 1 1
Viee = [Go(2650 — 1) + ;,"(1 ‘65°)+E+r_p (24)

Compared with a free-running laser, the injection-locked laser is a
third-order system instead of a second-order system (free-running),
as shown by Eqs. (18) and (21). The injected-photon modifies the
slave laser cavity properties, such as cavity gain decrease, relaxation
frequency increase, and damping factor variation.

3. Study injection-locking using integrated electroabsorption
modulator-lasers

3.1. Integrated electroabsorption modulator-lasers and their static
characteristics

The structure of the integrated electroabsorption modulator-
laser used is shown in Fig. 1. The device has three sections, which
are a distributed feedback (DFB) laser section, an electroabsorp-
tion modulator section, and an electrode isolation section. The
length of the DFB section is 300 um, the isolation region is
83 pm, and the modulator section is 250 pm. The section between
the laser and the modulator provides electrical isolation in the
design.

The light—current (L-I) curves for this integrated electroabsorp-
tion modulator-laser were measured as function of modulator
voltage and they are shown in Fig. 2a. The power output is always
measured from the AR-coated facet. The optical spectra of the EML
at 30 mA current bias and different modulator voltage biases are
shown in Fig. 2b. The wavelength versus the current bias of the
DFB laser and voltage bias of the modulator is summarized in
Fig. 2c. The optical output power from the laser is not influenced
much by the modulator bias. There is also no mode-hopping for
this device when changing the voltage bias. When the modulator
is reverse-biased, the absorption in the modulator section in-
creases due to Franz-Keldysh or quantum-confined Stark effects.
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Fig. 2. (a) The light output versus the DFB laser bias current, (b) optical spectra at
three modulator bias, and (c) the DFB laser wavelength at four bias current (1 = 20,
30, 40. and 50 mA) as a function of the modulator bias voltage for the integrated
electroabsorption modulator-laser.

When the modulator is forward-biased, the gain in the modulator
section increases due to the carrier injection [32]. If looking into
the modulator section from the isolation section, the modulator
section can be viewed as an effective reflection coefficient and
phase for the optical field at that boundary, which can perturb
the longitudinal photon density profile of the laser cavity and
modify the cavity properties. For our device, the waveguide in
the laser section is straight, and the constant pitch of the laser al-
ready defines a specific Bragg wavelength and lasing wavelength.
Thus the influence of the modulator section on the DFB laser wave-
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length is mainly a small wavelength shift and not mode-hopping
[32].

3.2, RIN of injection-locked integrated electroabsorption modulator-
lasers

In this section, we present the experimental results of external
injections in an integrated electroabsorption modulator-laser,
using the modulator section of the EML as a photodetector. This
experiment utilizes the advantage of photonic integrated circuit
(PIC) technique to eliminate the disadvantages of using a more
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complicated setup with a separate photodetector as presented in
[9]. The experimental setup is shown in Fig. 3. The injection signal
from a single-mode DFB master laser passes through an erbium-
doped fiber optical amplifier (EDFA). A tunable 3-nm bandwidth
optical filter is used to remove excess signals on the side modes.
The injection level is monitored by an optical power meter before
it is injected into the EML where the laser section acts as a slave
laser. The optical signal is converted to an electrical signal using
the modulator photocurrent, amplified by an 18-dB gain micro-
wave amplifier, and measured by the electrical spectrum analyzer
to obtain the RIN spectra of the locked laser section output. A T-
Bias is used to apply dc voltage onto the modulator section. In
our setup, the method of external injection is similar to typical
injection-locking with discrete semiconductor lasers. The
difference arises in the method of photo-detection of the slave
laser output for electrical analysis. In this case, the photodetection
occurs in the modulator section instead of using another high-
speed photodetector.

The influence of the modulator bias on the DFB laser should be
very small so that any bias change or fluctuation in the modulator
will not change the detuning between the master laser and the DFB
laser on the EMLs, thus varying the injection condition and causing
the laser system to become unlocked. When we bias the DFB laser
of the EML at 30 mA, the wavelength difference between 0V and
—1V modulator voltage is only 0.006 nm or 0.75GHz (see
Fig. 2¢). This small difference will not switch the laser from the
locked to the unlocked state, which ensures that the photocurrent
generation is relatively independent at this voltage range. But the
wavelength diflerence between 0V and -2V is 0.04 nm (5 GHz).
This wavelength change cannot be neglected. Therefore, in our
experiment we only bias our modulator at 0V and —1 V. Fig. 2¢
also shows that O V bias occurs at the zero slope or near zero deriv-
ative of the wavelength-voltage curve, which is an ideal bias point
to measure the photocurrent spectra.

1541 1542 1543 1544 1545 1546 1547
Wavelength (nm)

Fig. 4. Optical spectra of the external master (injection) laser, the integrated EML
without injection (free-running slave laser), and the injection-locked EML under
external injection light in the injection-locking experiment. The DFB laser of the
EML (slave laser) is biased at 30 mA, and the modulator is biased at 0 V.

The optical spectra of the injection-locking experiment using
the EML are shown in Fig. 4. With the master laser turned off
and the DFB slave laser of the EML biased above threshold, there
is no external injection, and the slave laser is free-running. During
the experiment, the modulator is biased at O V. The free-running
slave laser is lasing at 1544.1 nm (30 mA bias) with a side-mode
suppression ratio (SMSR) of 44 dB. The master laser lases at
1544.2 nm with 50 dB SMSR. The detuning between the two lasers
is 12.6 GHz. The injection-locked laser has the same lasing wave-
length as the master laser and 50 dB SMSR. Thus, the injection light
has caused the slave laser to lase at the master laser wavelength,
resulting in an injection-locked condition. The RIN data of the
injection-locked DFB laser is shown in Fig. 5a. From these measure-
ments, we observe that the RIN peak shifts in frequency and ampli-
tude varies as a function of the injection intensity. The data are
limited by the noise floor of the electrical spectrum analyzer,
which are around —130 dB/Hz for low frequency range (between
21 MHz and 6.26 GHz) and —126 dB/Hz for high frequency range
(between 6.26 GHz and 12 GHz). We cannot resolve the signal be-
low this level. But we can still observe the reduction of the RIN
floor level under external injection. The spectra with higher injec-
tion power under injection-locking condition are below the noise
limit of the spectrum analyzer and lower than the free-running
slave laser (—126 dB/Hz) at low frequency range. The relaxation
frequency peak is around 3.7 GHz for the free-running laser. The

HP 8593 RF
Spectrum Analyzer Amplifier
DC
Voltage T Blas
99%

Master _Q_[EDFA H Filter

Coupler I"Q'"‘ Laser Modulator

laser

=

1%

Fiber

Power
meter

Fig. 3. Experimental setup of RIN measurement of the injecting-locked DFB laser using the integrated electroabsorption modulator-laser. The pump light from the master
laser is injected into the AR facet of the integrated EML and the modulator is used as a photodetector.
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Z 120 Intrinsic loss ai 23cm!
o Optical confinement factor I 0.15
Linewidth-enhancement factor 4 1.8
-130 Photon lifetime T 8.5ps
Carrier lifetime Tn 0.13 ns
Differential gain gi=g. 3.6 x 10 '"®cm?
-140 Nonlinear gain saturation coefficient En~E 232 x10 7 cm?
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Fig. 5. (a) Experimental data and (b) theoretical calculation of RIN spectra of an
injection-locked DFB laser system.

maximum observed relaxation frequency is 11.3 GHz, which is
three times the free-running value, As the injection intensity is in-
creased further, the RIN peak attenuates and drops below the noise
level. Our theoretical results are shown in Fig. 5b, which agree with
our experimental data. The theory clearly shows higher injection
level results in a lower noise floor and a larger relaxation fre-
quency. The values of the physical parameters are I"=0.15,
7,=8.5ps, V=389x10 Ycm?, G;=87x10"s"!, G,=23x
10°ecm3s ™!, 1,=0.13ns, a=18, k=c/(2n,l)=15x 10" s, L=
300 pm, R;=2 x 10'?s7", and n, = 3.33. The other important laser
model parameters are listed in the Table 1. In our calculation, some
of the parameters such as the effective index of refraction, intrinsic
loss, and the initial value of the differential gain are obtained from
independent measurements using the methods proposed in Ref.
[25]). The linewidth-enhancement factor was obtained by measur-
ing the injection-locking range [34]. The final value of the differen-
tial gain and gain saturation coefficients are fitting parameters. To
simplify the calculation, because the wavelength of the injected
signal and the slave signal are very close, we use &y ~ &. The relax-
ation frequency versus injection power is plotted in Fig. 6. The
symbols are experimental data, and the line represents theoretical
results. We use a linear relation P;,(mW) = 0.0315,,0 to convert the
calculated injected-photon number into the injection power to
compare with the experimental data. We also measure the RIN at
—1V modulator bias, and the results overlap with our 0 V data as
expected. This confirms that the modulator bias has minimal influ-
ence on the DFB laser section. The modulator acts as a photodetec-
tor in our experiment to obtain the RIN of the injection-locked
laser section, which is much simpler and easier than using discrete
devices [9].

Injection power (mW)

Fig. 6. The relaxation frequency versus different injection power of the injection-
locked laser system. The injection power is monitored by an optical power meter
before it is injected into the EML in the experiment. In the theory, a linear relation
Pi{mW) =0.031 Sy is used to convert the calculated injected-photon number into
the injection power.

Our results also show theoretically that the coherent addition of
the injected optical field to the slave laser optical field in the slave
laser cavity is the main reason for the improvement of relaxation
frequency. Without any injected signal Sp(t) = 0, the rate equations
of the slave laser amplitude and phase are uncoupled (see Eqs. (4)
and (5)). Also the phase term is not necessary to solve for the total
photon spectrum. In an injection-locked laser system, the injected-
photon term connects the amplitude and phase of the slave laser.
The additional terms in the relaxation frequency of the injection-
locked laser system come from the phase-amplitude coupling.
Our theory also shows that the enhancement of the relaxation fre-
quency can be attributed to the intensity of the injected field and
the gain change (caused by nonlinear gain saturation terms). Gen-
erally, any change in the injection power or the gain will alter the
relaxation resonance frequency [31)]. Furthermore, an important
effect of external optical injection in the stable locking regime is
reduction of the cavity gain due to a reduction in carrier density,
which shifts the optical resonance frequency and eventually mod-
ifies the relaxation frequency {7,31,33). Note that our model also
includes the optical confinement factor of the separate confine-
ment heterostructure QW laser and gain saturation from the in-
jected signal compared to the other RIN models, which are
important to obtain a reasonable value of differential gain.

Finally, our data clearly show that as long as we keep the mod-
ulator section slightly revised biased, the modulator section of EML
can be acted as an independent detector, which has little feedback
to change the injection-locking in the laser section. This is the first

258



N00014-07-1-1152

P.I.Susan C. Opava, Ph.D.

X. Jin et al./50lid-State Electronics 53 (2009) 95-101 101

step to study an integrated injection-locking detection system. And
our data approves it is achievable. Since the EML used is an al-
ready-to-use and easy-to-obtain device, it is our first choice for
the experimental study of injection-locking in the integration de-
vice. In the future, it is very meaningful to solve Eqs (1)—(3) and ob-
tain complete injection-locking model in the integrate devices to
reveal the feedback effects.

4. Conclusions

In this paper, we have shown experimentally and theoretically
that the injection-locking technique can improve the relaxation fre-
quency of the slave laser, as well as lower the RIN floor level. In our
experiment, we use an integrated electroabsorption modulator-la-
ser, which simplifies the experimental setup and reduce loss in data
acquisition. The static properties of the used EML are described,
including its physical structure and operation. The experimental re-
sults of the external injection in EMLs are shown, emphasizing a no-
vel method of obtaining the electrical spectra of the output light by
directly measuring the output photocurrent of the EML modulator
section. This differs from all previous external injection experi-
ments, which use a separate photodetector to produce the modu-
lated photocurrent. In summary, besides present a comprehensive
analytical theoretical model for the relative intensity noise (RIN)
spectrum of integrated semiconductor quantum-well (QW) lasers
under injection-locking, we also explore the possibility of the injec-
tion-locking photonic integrated circuit (PIC) technique.
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11. Current Work:

We are still working on combine top and bottom grating design: Simeon Trieu, Xiaomin
Jin, Bei Zhang, Tao Dai, Wei Wei, Chang Xiong, Xiang-Ning Kang, and Guo-Yi Zhang, "Study
of Top and Bottom Photonic Gratings on Gallium Nitride Light-emitting-diodes.” The Ninth
International Conference on Solid State Lighting, SPIE Symposium on Optical Engineering +
Applications, August 2-4th, 2009, San Diego, California, USA. (Accepted)
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Project Report: Algae Lipid Characterization and Extraction

Research Background

As the use of biofuels expands in the United States, 1t has become apparent that conventional
feedstocks such as soybean oil, palm o1l and waste vegetable oil are not sufficient to meet
biodiesel demand. It has been suggested by the U.S. National Renewable Energy Laboratory
(NREL) that algae havc potential as a feedstock for the large-scale production of biodiesel.
Previous rescarch has concluded that algae may be up to 30 times as productive a biodiesel
feedstock per unit area than conventional terrestrial crops (Sheehan et al., 1998). Although the
high costs of conventional algae production exclude the possibility a of cost-effcctive large-scale
algae biodiesel process, the integration of algae production into a separate process may open up
new possibilities. NREL has proposed that algal wastewater treatment might be effectively
combincd with algae biodiesel production. Extraction of triglycerides from wastewater-grown
algae may yield a crude oil that can be processed to produce biodiesel. The Defense Advanced
Research Projects Agency (DARPA) is also interested in the investigation of such a process for
the purpose of producing a suitable replacement for the JP-8 fuel used extensively by the U.S.
Military. JP-8 is chemically similar to diesel fuel and 1s used by the military in diesel engines.

Research conducted throughout the 1950s by E. G. Bligh and W. J. Dyer of the Fisheries
Research Board of Canada led to the 1959 publication of a method for the rapid extraction of
lipids from fish material. Lipids are a class of biomolecules which includc triglycerides. The
“Bligh and Dyer” method of lipid extraction has been refined through other studies since its
initial publication. Professor Elahe Ennsani of San Francisco State University described a
modified version of the Bligh and Dyer procedure specifically for lipid extractions from algae in
her 1990 Ph.D. Thesis. The modified Bligh and Dyer method has excellent lipid recovery
efficiency, but the industrialization of the process poses several problcms. The procedure
requires a very large solvent to biomass (vol/vol) ratio, uses highly toxic solvents which limit the
usefulness of residual algae solids as a fertilizer, involves a complex choreography of steps
which does not lend itself to automation, and requires a high energy input for solvent recovery.

The objectives of the current research are to develop methods of producing algae with high
triglyceride content and to establish whether the lipids produced by such algae are suitable for
conversion into a biodiesel fuel. The research is also meant to work toward cost-effective and
safe methods of extracting biodiesel-appropriate triglycerides from algal growth media. The
main determinants of fuel suitability are the carbon chain length and level of hydrogen saturation
of the aliphatic regions of triglycerides.

25T



NO00014-07-1-1152 P.I.Susan C. Opava, Ph.D.

Materials and Methods

Algae Ponds

The algae used for experimentation have been grown in an experimental pilot algae treatment
system at the San Luis Obispo Water Reclamation Facility. Algae have been harvested from
ponds in the pilot system throughout the research. The ponds arc exposed to thc elements and
continuously supplied with primary wastewater effluent from thc City of San Luis Obispo, just
as an industrial production facility might be.

The algae ponds at the wastewater treatment plant have been operated in two different
arrangements during the course of experimentation: continuous mode and batch mode. In
continuous modc, primary wastewater cffluent is constantly discharged into the ponds and algae
water is constantly removed from the ponds at the same rate. Whcn operated in continuous
mode, the ponds have a hydraulic rcsidence time of approximately 5 days. Continuous mode
operation is likely to be the most practical arrangement for large-scale algae production;
however, algae which have had longer than 5 days to grow tend to produce a higher
concentration of lipids. A highly dense algae culture with high lipid concentration is ideal for
laboratory investigation because the greater mass of test material allows a higher sensitivity in
resulting data.

An extremely long residence time can be achieved by growing algae in batch mode. In batch
operation, a reactor is filled with wastewater, inoculated with algae, and then left to grow. This
method also makes it possible to evaluate the quantity and types of lipids produced throughout
the lifespan of an algal culture, which is difficult to ascertain from a continuous culture. Batch
culture experiments have been conducted in the current research with residence times of up to 25
days. The high concentrations of lipids produced by batch culture algae are ideal for rescarch
because they improve the accuracy of chromatographic analysis.

Sampling

Harvesting techniqucs were devcloped for the accurate determination of lipid content and quality
in algae samples from the ponds. Initial samples werc processcd by using an alum coagulant,
Aly(S0O4)3°18 H,0, followed by centrifugation in a 4-liter capacity floor centrifuge. Although it
was established that alum does not interfere with chromatographic analysis, this proccss was
later amended due to uncertainties about the water content of the algae being processed.
Specifically, the volumetric changc of thc sample associated with alum flocculation and the
water centent gradient which occurs in a sample processed in a large centrifuge bucket made it
difficult to accurately assess the algae content and the alum content of the samples to be
analyzed. Although flocculation and centrifugation may be an effective method of algae
collection in an industrial process, the remainder of the research has been conducted with algae
samples concentratcd by centrifugation alone, using a table top centrifuge. This method results
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in concentrated algae samples of approximately constant water content, which is necessary in
order to maintain the level of accuracy required in a laboratory setting.

Some samples of algae were frozen prior to centrifugation to establish whether freezing is an
effective method of sample preservation. The samples were later thawed and it was observed
that most of the algal solids had settled. This illustrated that freezing prior to centrifugation
eliminates the possibility of subsequent analytical work being performed on an algae sample.
The rapid settling which occurs in a thawed sample makes it difficult to divide the sample into
aliquots of uniform solids concentration. However, freezing and thawing is an excellent method
of algae cell disruption. Below is an image of an algae sample from the pilot algae treatment
ponds which has been frozen and thawed. The picture was taken approximately 30 seconds after
vigorous shaking of the sample. A layer of solids is visible at the bottom of thc test tube.

Figure 1: Thawed and Settled Algae

Analytical Method

In order to characterize the quantity and quality of algal oils, a program was developed for a gas
chromatograph/mass spectrometer (GC-MS). The GC-MS is an instrument which allows users
to analyze the molecular composition of volatile materials. By heating a sample, which has been
injected into a long capillary column, a GC-MS separates constituents of the sample based on
their volatilities. As compounds emerge from the end of the capillary, the molecular mass of
their parts is determined by a mass spectrometer, providing for their identification.

A standard solution of fatty acid methyl esters (FAMEs, or biodiesel moleculcs) was prepared
for the development of the GC-MS program and for the calibration of the instrument. Fully
saturated FAMESs of even-numbered carbon chain lengths between 8 and 24 wcre used becausc
they span the range of useful carbon chain lengths for biodiesel fuel. The GC-MS program was
designed to provide accurate resolution of individual molecules, which are displayed as peaks on
the graphical output of the GC-MS instrument. Next, a calibration curve was constructed to
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calculate recovery rates of the samples proeessed by the GC-MS. The development of the GC-
MS program and calibration curve has allowed for rapid analysis of samples.

Experimentation

Once methods of sample collection and chromatographic analysis had been established, an
experiment was undertaken to determine the quantity and quality of lipids produced in batch
culture algae throughout the algal growth curve. An algae pond was at the San Luis Obispo
Watcr Reclamation Facility was reconfigured to run in batch mode. The pond was sparged with
carbon dioxide in order to improve the growth rate of the algae, a technique described in a
previous thesis project at Cal Poly (Feffer, 2007). The flow of earbon dioxide was adjusted each
day to maintain a pH of approximately 7.75, a favorable eondition for algal growth. A paddle
wheel rotating at approximately 6 rpm was used to provide a constant flow of algae water around
the pond. Thc setup is pictured below. The batch mode pond was inoculated with algae which
had been grown in an adjacent continuous mode pond to ensure the practicality of reproducing
these conditions on an industrial scale. Inoeculum eonstituted 10% of the total volume of the
pond. The other 90% was wastewater from the primary clarifier at the water reclamation facility.
The total volume of water in the pond was 250 gallons, or approximately 950 liters.

Figure 2: Batch Mode Algae Pond

During cach day of operation of the pond, measurements of the eoneentration of algae in the
water were taken in order to document the growth of the culture. Microscopic investigations of
the miero biota of the pond were condueted throughout the expcriment in ordcr to evaluatc
changes in the species and number of algae and other mieroorganisms present over the coursc of
the operation of the pond. Lipid extractions were performed regularly throughout the lifespan of
the culture.
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The concentration of algae in the pond was determined by performing total suspended solids and
total volatile solids experiments each day. These tests, commonly referred to collectively as
TSS/VSS, involve the filtration of a known volume of sample material through a tared filter. By
baking the filter at 105C, the weight of the solid material collected on it is obtained. The filter is
then baked at 525C in order to remove combustible material from the filter. The weight of the
combustible material, called thc volatile suspended solids, is taken to be the dry weight of the
algae initially present in the sample volume. Tests were performed in triplicate and the average
values are reported.

Micrographic analysis of the algal species of the pond was performed using a microscope
equipped with a digital camera. This was done 5 times throughout the 25 day operation of thc
batch mode algae pond.

Regular lipid extractions were performed using the Ennsani-amended Bligh and Dyer extraction
procedure. After samples were retrieved from the ponds, they were rushed immediately to a
refrigerator, in which they were kept under nitrogen until they were processed a maximum 5
hours later.

The first processing step was centrifugation. Six 200mL aliquots per day were centrifuged,
resulting in a small pellet. SmL of chloroform, 10mL of methanol and 4mL of deionized water,
and wcre then added to resuspend the pellets. A sonicator was used to disrupt the algae cells in
the newly suspended mixture. The samples were then placed on a horizontal shaker table with 6
cm oscillations at 2 cycles per second for between 6 and 8 hours. The purpose of the shaking
step was to promote the complete exposurc of intracellular products to the solvents.

After shaking, an additional SmL of chloroform and SmL of deionized water was added to each
sample. A vortex mixer was then used for 30 seconds to mix the newly added material. The
resulting 10:10:9 chloroform:methanol:water mixture was centrifuged for 4 minutes in order to
separate the hydrophilic and hydrophobic layers. A test tube containing the mixture at this stage
is pictured below. The green chloroform layer, at the bottom, contains lipids and chlorophyll.
The upper layer contains methanol and water. A thin layer of cell debris separates the two
layers.
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Figure 3: Separated Layers

Onee separated, the lowcr, lipid rich chloroform layer was removed using a Pastcur pipette and
added to a tared test tube. An additional 10mL of chloroform was added to each sample before
vortexing, eentrifuging and extracting once more. The purpose of performing a redundant
extraction was to encourage thc complete recovery of lipids from the algal material.

Of the 6 samplcs taken at a time, three were used to analyze the quantity of lipids in the algac.
These samples were extracted into tared aluminum trays and plaeed in a nitrogen sparged
desiccator in order to evaporate the solvent from the lipids. Sincc it is impractical to resuspend
lipids contained in an aluminum tray, these samples were no longcr useful for chromatographic
analysis. The advantage of using trays during this step was that the light wcight of aluminum
trays makes them ideal for obtaining an accurate measurement of the lipid mass they contain.
Nitrogen was used in order to prevent oxidation of the lipids, which may interfcrc with their
mass. After most of the solvent had been evaporated, the samples wcre plaeed in a nitrogen
sparged oven for 1 hour at 105C in order to remove any remaining solvent. Evaporating most of
the solvent at ambient tempcrature prevented the rapid, violent vaporization which would occur
if a large volume of solvent had been plaeed in the 105C oven. This was done to prescrve the
samplcs 1n their entircty, for a reliable lipid mass result. The results from cach of the 3 trays were
averaged to obtain the reported numbers. The image below shows trays containing algae lipids
in the nitrogen sparged desiccator. The lipids are green, indicating that chlorophyll is extracted
along with triglycendes.

262




N00014-07-1-1152 P.I.Susan C. Opava, Ph.D.

Figure 4: Lipid Extracts in Desiccator

The remaining three samples were used to evaluate the types of lipids present in each sample.
These samples were extracted into glass test tubes and the solvent was removed by evaporation
in a nitrogen sparged desiccator. The use of sealable test tubes in this step made it possible to
subsequently resuspend the samples in preparation for a transesterification reaction.

The transesterification reaction was necessary to convert the algal tryglicerides into FAMEs. The
light molecular weight of FAME:s relative to the triglycerides from which they are derived makes
them more readily analyzed by gas chromatography. The first step of the transesterification was
to resuspend up to 1 mg of the oil extracts in ImL of dry toluene. 2mL of 0.5M anhydrous
sodium methoxide in methanol were then added to the samples. Methanol is used because
methoxide groups in the mixture bind the carbon atom central to each carboxyl group within
each triglyceride, breaking the triglycerides apart and creating three FAMEs from each
triglyceride. This reaction was catalyzed by placement in a S0C water bath for ten minutes
before the methoxide was neutralized by the addition of 0.1mL of glacial acetic acid to each
sample. SmL of deionized water and SmL of hexane were then added, and the FAME-rich
hexane layers were extracted. An additional SmL of hexane were added to each sample to
increase the completeness of FAME recovery. The samples were then dried using sodium
sulfate before injection into GC-MS instrument, primarily to protect the GC-MS equipment.

Results

Images of the culture throughout the experiment are shown below. The first image shows the
inoculum, grown in continuous mode, at 1000X magnification. The spherical algae Anacystis
was present in the inoculum and remained the dominant species throughout the experiment. The
next image is a 1000X magnification of a sample taken from the pond on day 9. Anacystis and
scenedesmus were present on day 9. Scenedesmus appeared shortly after the experiment was
initiated and remained for the duration of the life of the culture. The next image was taken at
1000X magnification on day 14 and illustrates the increasing diversity of the culture that came
with time. The image includes Actinastrum as well as Scenedesmus and Anacystis. The last
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image, captured on day 21, shows the ccllular dcbris which started to accumulate in the pond as
the algae culture declined.
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Figure 5: Inoculum Figure 6: Day 9

Figure 7: Day 14 Figure 8: Day 21

The volatilc suspendcd solids of the inoculum were 175mg/L and the volatile suspcnded solids of
thc wastewater which was used in the pond were 72mg/L. The inoculum contained 17.1% lipids
by weight and the wastewater contained 14.9% lipids by weight. The total volatile solids
remained rclatively constant over the course of the first 5 days of the expcriment. This 1s known
as a “lag phase” and it results from the adjustment of the culture to a new environment. The
volatilc solids then increascd rapidly in what is known as an “exponential growth phase,”
pcaking at 527mg/L on day 17. After that, the volatile solids concentration held steady at about
430mg/L from day 19 to day 21. This is called a “stationary phase” and it preceded at period of
rapid volatile solids decline known as a “death phase.” The changes in the volatilc solids
concentration werc similar to what may have been expected.

The growth rate of algae in a pond system is typically expressed in terms of the change in the
mass of volatile suspendced solids per unit pond surface area per day. An average growth ratc of
6.3g/m"/day was recorded over the growth phasc of the culture in the pond. The growth rate
peaked at 10.8g/m?/day on day 17. The concentration of oil in the algae increascd with the algal
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growth rate and decreased with algal culture decline. On day 17, at the time of maximum algae
growth, lipids constituted 19% of the dry mass of the algae. At that time lipids were present at a
concentration of approximately 100mg/L in the bulk growth media of the pond. Assuming a
biodiesel density of 0.88g/cm’, the maximum growth rate and lipid concentration recorded in the
pond correspond to a production rate of approximately 911 gallons of biodiesel per acre of algae
ponds per year.

The productivity is greater than values typically quoted for conventional biodiesel feedstocks
such as palm and soy. It is likely that even higher productivities are possible with wastewater
algae grown under improved conditions. This experiment was conducted between March and
April of 2009. The average daily high temperature of approximately 65°F was lower than ideal.
With a depth of approximately 8 inches, the algae culture was significantly shaded by the 2.5
foot tall walls of the algae pond. It is expected that a culture set up in similar conditions would
be more productive if shading were limited and the temperature was higher. The growth curve
of the culture is pictured below. The blue line represents algae concentration in the bulk growth
media, and the red line represents lipid concentration in the bulk growth media. Data continues
to be added as samples from the experiment are processed.

Lipid Development in Batch Culture Algae
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Figure 9: Algae and Lipid Development in Batch Mode

The lipids extracted from the algae are currently being analyzed using the GC-MS instrument.
Based on initial results from the batch mode experiment, and on earlier tests, wastewater algae
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typieally produees triglyeerides with aliphatie earbon chains of between 14 and 18 earbon atoms
in length. The most ecommon FAME is a eompletely saturated, 16-carbon ehain. Various levels
of hydrogen saturation have been observed. Some of the ehains are branehed, with a methyl
group on the terminal, or third-to-last earbon on the ehain. Completely saturated arrangements
are the most eommon and of the unsaturated arrangements observed, monounsaturated moleeules
are the most common. These results are encouraging as the most common saturated 16 and 18-
earbon FAME:s are ideal for biodiesel produetion. Other moleeules present are elosely related
and are also likely to be suitable for biodiesel produetion.

GC-MS ehromatograms from day 1 of the bateh mode pond experiment, and results from an
earlier test of eontinuous pond algae are pictured below. Moleeules present in the samples show
up as peaks on the ehromatograms. The horizontal axes in the chromatograms represent time,
and the vertieal axes represent the abundance of <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>