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### 14. ABSTRACT

In this grant we propose to elucidate the signaling pathway that translates VEGFR activation into elevated vessel permeability, in endothelial cells within living breast tumor models. The working hypothesis is that the signaling pathway involved is a constitutively active form of the pathway shown for healthy mesenteric microvessels. Progress to date includes the training of personnel in the laboratory, the completion of instrumentation development for a novel method for the measurement of convective flow in tumors in vivo and extensive analysis of its capabilities, extensive investigation of breast tumor extracellular matrix using second harmonic generation, extensive analysis of the abilities of a novel permeability measurement technique and numerous preliminary experiments to establish methodology for tasks to commence in upcoming years.
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Introduction

The goals of this grant are twofold: to explore signaling pathways that induce angiogenic phenotypes in endothelial cells within living breast tumor models, and to develop a series of optical techniques that contribute to this work, including second harmonic generation imaging of breast tumor collagen, and multiphoton fluorescence recovery after photobleaching (MP-FRAP) in the presence of convective flow. This is the conclusion of the fourth year of this grant and also the fourth year of my biomedical optics laboratory here at the University of Rochester Medical Center, a laboratory which consists of myself, Dr. Kelley Madden a Research Assistant Professor, Khawar Liverpool a Technician, graduate students Ryan Burke, Javier Lapeira, Kelley Sullivan, and several students not funded by this award. Thanks to the Era of Hope Scholar Award we have made significant progress in our exploration of breast cancer and our development of optical techniques to advance its study. What follows is a discussion of our progress separated into three main themes

Body

Multiphoton Fluorescence Recovery After Photobleaching (MP-FRAP) with convective flow.

Task 7 of the statement of work focuses on the study of convection and diffusion in the transport of macromolecules away from a breast tumor vessel. This necessitated the development of a new experimental capability: the ability to measure macromolecular diffusion with three-dimensional resolution in deep tissue, in the presence of convective flow. Fortunately, MP-FRAP allows for the measurement of macromolecular diffusion with 3D resolution in deep tissue, and was in fact part of my Ph.D. thesis, so we were ideally suited to extend the capabilities of this technique to allow its application in the presence of convective flow. Over the past few years we have developed the theory for MP-FRAP with flow, evaluated its accuracy in vitro in artificial flow chambers, and in vivo in the angiogenic vasculature of breast tumors (vessels provide a “gold standard” for the flow velocity in the form of RBCs, so we can compare our measurements of plasma velocity to RBC velocity to evaluate accuracy). This has culminated in this month’s publication of Sullivan K, Sipprell W, Brown E, Brown E. (2009) Improved model for multi-photon fluorescence recovery after photobleaching (MP-FRAP) expands the application of MP-FRAP within the in vivo environment. Biophysical Journal 96:5082-5094 which is reproduced at the end of this report. This past year in particular we performed extensive calculations on the ability of our new methodology to distinguish anomalous sub-diffusion from flow, determining that for any physiologically reasonable values of anomalous sub-diffusion parameters the effects are readily separable. Additionally, we repeated the experimental evaluation of the new MP-FRAP model’s accuracy, but with flow direction other than perpendicular to the optical axis, to verify its general utility.

This project has led to an interesting collaboration with Dr. Mitch Anthamatten from the University of Rochester Department of Chemical Engineering. He is a polymer scientist who is interested in developing shape memory polymers, materials who substantially change their physical properties in response to changes in temperature and force. While Dr. Anthamatten is interested in these materials for their own sake, I feel that these polymers have great promise as drug delivery vehicles: they could be implanted in the location of a primary tumor resection to slowly release therapeutic agents locally, or
implanted subcutaneously (as in Norplant) to slowly release anticancer or antimetastatic reagents systemically. The memory properties would then be particularly useful because reagent diffusion (and shape) properties could be greatly altered between the loading (ex vivo) and release (in vivo) steps. MP-FRAP is uniquely suitable to measure diffusion within these polymers because it can quantify diffusion with 3D resolution deep within the bulk gel, avoiding edge effects. This collaboration has culminated in the recent submission of Li J, Sullivan K, Brown E, Anthamatten M. (2009) Thermally activated diffusion in reversibly associating polymers and the submitted manuscript is reproduced at the end of this report.

Second Harmonic Generation in the breast tumor extracellular matrix

Task 9c of the statement of work focuses on the evaluation of the structural properties of the breast tumor extracellular matrix using second harmonic generation (SHG). SHG is the nonabsorptive combination of two excitation photons into one emission photon, “catalyzed” by a non-centrosymmetric medium such as a crystal surface, asymmetrically labeled membrane, or properly ordered fibers 1 (Fig. 1). Due to its coherent nature, SHG is intrinsically sensitive to molecular order.

![Figure 1](image)

**Figure 1. Left:** SHG image of ordered collagen in an E0771 mammary tumor *ex vivo*. **Middle:** Cartoon of ordering processes that can affect SHG. The most significant effects are shown. **Right:** a: Tumor collagen immunofluorescence in red, b: SHG in red. c: SHG/IHC ratio. Green is a nuclear counterstain. Circled regions reveal differences in relative collagen organization.

Hence a canonical collagen fiber, containing triple helices tightly packed end-to-end in multiple parallel rows forming a cylindrical fibril, aligned with other fibrils in a bundle forming a fiber, is expected to produce significant SHG 2. Conversely, a region containing randomly oriented collagen triple helices which are not polymerized into a fibril is expected to produce little SHG. There are several mechanisms which can affect the SHG efficiency, all of which provide insight into the ordering of collagen in a region such as the ~0.5 μm focal volume of a multiphoton laser-scanning microscope (MPLSM) (Fig. 1). SHG is only generated by highly ordered arrays of scatterers, so conversion of disordered collagen triple helices into ordered fibrils, or *de novo* synthesis of ordered fibrils can increase the SHG conversion efficiency within the focal volume. SHG efficiency scales with the square of the number of scatterers in the focal volume 1, therefore compaction of fibrils can increase the SHG efficiency. Lastly, the diameter of ordered fibrils dictates the ratio of forward-scattered to backward scattered SHG (F/B), as we demonstrated last year in breast tumor models in Han et al Optics Express (2008).

In our work with SHG in breast tumor models over the past year as part of this award, we discovered some intriguing connections in the literature: the extent and nature of the ordering of
collagen fibers within a tumor has significant influence on the process of breast tumor metastasis. In murine breast tumor models, tumor cells move towards blood vessels along fibers that are visible via second harmonic generation 3, and SHG is exquisitely sensitive to molecular ordering (see above). Breast tumor cells that are moving along SHG-producing (i.e. ordered) collagen fibers move significantly faster than those cells that are moving independently of SHG-producing fibers 4, and the extent of SHG-associated tumor cell motility is correlated with metastatic ability of the breast tumor model 5. Furthermore, the tumor-host interface of murine breast tumor models is characterized by radially oriented SHG-producing fibers associated with tumor cells invading the surrounding tissue 6. Lastly, I have shown in earlier work that treatment of tumors with the hormone relaxin, known to alter metastatic ability, alters the collagen ordering as detectable by SHG 2.

To probe these intriguing connections between SHG and metastatic ability in breast tumors, we evaluated the tumor-averaged forward/backward SHG ratio of MDA-MB-231 and MDA-MB-361 tumors grown in Nude mice. These two tumors have markedly different metastatic phenotypes. As shown in Figure 2, the average SHG F/B ratio is also statistically significantly different, reinforcing the possibility that highly ordered (i.e. SHG-producing and high SHG F/B ratio) collagen fibers may encourage tumor metastasis.

If the presence of ordered (SHG-producing) fibers encourages metastasis, it is desirable to dissect the cells and signals which encourage this ordering, so that they can be targeted and metastatic ability inhibited. To do this, we must first determine the responsible cells and signals by identifying promising candidates and then experimentally evaluating their impact on the ordering process. Analysis of our 2003 relaxin study 2, the only study in which collagen ordering in tumors has been directly biochemically altered, allows us to identify several such candidate cells and signals: since relaxin treatment altered collagen ordering, the cells/pathways known to be activated by relaxin are candidates for cells/pathways involved in regulation of collagen ordering.

Relaxin binds macrophage glucocorticoid receptors, altering cytokine secretion 7. It inhibits TGFβ1-induced collagen gel contraction by fibroblasts 8, inhibits their differentiation into profibrotic myofibroblasts by inhibition of αSMA expression 9, and acts synergistically with EGF signaling 10, which inhibits gel contraction 11. Therefore our relaxin data suggests a macrophage/TGFβ1/EGF/fibroblast pathway as a key candidate pathway for control of collagen ordering as visualized by SHG. This is strongly supported by recent in vivo data in the developing mammary gland, where macrophages induce...
assembly of collagen into ordered fibers, specifically inducing an increase in SHG signal around developing mammary buds with no alteration in collagen immunostaining 12.

Figure 3. A: F4/80-stained E0771 tumor section from the MFP of a C57BL/6 mouse, 48 hours after the last treatment with PBS-loaded liposomes. Note the dark staining indicating presence of F4/80-expressing macrophages.

B: F4/80 stained E0771 from C57BL/6 MFP 48 hours after the last treatment with clodronate-loaded liposomes. Note reduction in the F4/80+ macrophage population as evidenced by the loss of staining. Images are 1 cm across.

C: Treatment has no affect on tumor growth. Animals were injected intraocularly with liposome solution every three to four days starting at the time of tumor cell injection.

We therefore pursued macrophages as a possible source of “pro-ordering” signals that enhance tumor SHG. We grew E0771 murine mammary adenocarcinoma in the mammary fat pad of C57-BL6 mice and treated the animals for two weeks with either clodronate-liposomes or saline-liposomes as control. Liposomes are selectively taken up by macrophages and clodronate kills the macrophage. After two weeks of growth and treatment tumors were excised, fixed, sectioned and stained with anti-collagen antibodies. As SHG is sensitive to molecular ordering, while antibody staining is sensitive to number of epitopes, an SHG/staining ratio is an index of the local extent of molecular ordering. Some sections were stained for F4/80 to verify macrophage depletion. Lungs were excised, fixed, sectioned, and H+E stained to quantify metastasis. We found that clodronate treatment was effective at attenuating macrophages and did not affect primary tumor growth (Fig. 3). We also found that clodronate treatment causes a statistically significant change in average SHG (p<0.05), but no statistical

Figure 4 Left: Effect of macrophage depletion on average SHG in E0771 MFP tumors.

Center: Effect of macrophage depletion on average anti-collagen antibody staining in E0771 MFP tumors. (Mean±S.E.M.)

Right: Distribution of SHG/staining ratios in E0771 MFP tumors with and without macrophage ablation. Determined via Jackknife analysis, the distribution of the SHG/staining ratio for clodronate-treated E0771 MFP tumors (Black) does not overlap the distribution for PBS treated tumors (Green). This suggests that clodronate liposome treatment causes a decrease in SHG/staining ratio 13.
change in average staining (p>0.05) using a standard t-test comparison (Fig. 4). The distribution of ratios of these two parameters as determined by Jackknife subsampling clearly does not overlap, suggesting that macrophage ablation causes a decrease in the SHG/staining ratio 13. Lastly, we found that clodronate treatment statistically significantly decreased the number of lung metastases (Fig. 5).

These experiments suggest that macrophages may influence collagen ordering in breast tumor models and hence influence metastatic ability. To probe the possible downstream mechanism we seeded collagen gels with either fibroblasts alone (the HFF-1 fibroblast line) or fibroblasts plus macrophages (the RAW264.7 line) and quantified the SHG/auto fluorescence ratio as an index of relative collagen ordering (Fig. 6). While the fibroblasts alone statistically significantly enhanced the ordering index (p<0.05), fibroblasts plus macrophages statistically significantly enhanced the ordering index more than fibroblasts alone (p<0.05) suggesting that macrophages may influence collagen ordering through signaling with fibroblasts.

This exciting beginning is now being “spun off” as an independent ongoing project due to a successful application for an Era of Hope Scholar Research Award, commencing in September.

| Figure 5 Left: H&E stained lung metastasis from an E0771 tumor grown for 2.5 weeks in the MFP. | Figure 5 Right: Average number of liver metastases after 2.5 weeks of E0771 MFP tumor growth and liposome treatment. Mice were treated with liposomes, loaded with 5 mg/ml clodronate or PBS as controls. Clodronate-liposome treatment caused a statistically significant drop in average number of metastases. (mean ± s.d., P<0.05, n=3 PBS and 6 clodronate mice, respectively). |

| Figure 6. The ratio of SHG to collagen autofluorescence in collagen gels seeded with 1x10^⁶ HFF-1 fibroblasts and 1x10^⁵ RAW264.7 murine macrophages. This is equivalent to our measure of SHG / collagen immuno-staining. Gels were incubated for 72 hours in DMEM then MPLSM image stacks were generated, maximum intensity projected, and averaged. SHG was generated with 810 nm excitation and a 405/33 emission filter, while collagen autofluorescence was generated with 750 nm excitation and a 535/40 emission filter. In this clean in vitro system autofluorescence can be used as a measure of collagen content, while in our ex vivo experiments we use collagen antibody labeling. The addition of the macrophage line produced a statistically significant increase in the SHG/fluorescence ratio versus fibroblasts alone, and both were statistically significantly different from the “no cells” case (P<0.05, n=6 each, mean±s.d.) |
The influence of β-adrenergic signaling on breast tumor growth and angiogenesis

Tasks 1-6 of the statement of work focus on the dissection of signaling steps leading to VEGF-induced angiogenic phenotypes in endothelial cells in tumors. As part of this work we have recently been exploring the factors upstream of VEGF, leading to its enhanced expression in the tumor microenvironment. In clinical and animal studies, exposure to emotional stressors can increase solid tumor growth, including breast cancer. 14 The catecholamines norepinephrine (NE) and epinephrine (EPI) are important stress neurotransmitters that communicate with target cells via α- and β- adrenergic receptors (AR). NE and EPI have recently been implicated as tumor growth promoters by stimulating angiogenesis, the growth of new blood vessels into a tumor 15,16. Angiogenesis is induced by vascular endothelial growth factor (VEGF) and other proangiogenic mediators, and VEGF mRNA is upregulated in some breast tumors by β-AR stimulation. 15 We (and others) feel that this is an exciting and underappreciated avenue to affect breast tumor growth and angiogenesis: via the influence of emotional stress on adrenergic signaling and subsequent VEGF expression. This leads to a series of questions: does β-adrenergic signaling occur in breast tumor? If so, how heterogeneous is it? What are the downstream effector molecules? And lastly, is this pathway activated by emotional stress?

To explore the contribution of this pathway in angiogenic signaling in breast tumors we first quantified the number of β-adrenergic receptors in a panel of breast tumor cell lines (Fig. 7). The cell lines revealed significant heterogeneity in β-AR expression. We next quantified the efficiency of coupling of β-AR to its intracellular signaling pathway by quantifying cAMP expression after stimulation of the β-AR agonist Isoproterenol (ISO) (Fig. 8). In 5 out of 7 cell lines, cAMP production correlated with β-AR expression, but in two of the cell lines that express β-AR, β-AR stimulation did not elicit increased intracellular cAMP. Differences in β-AR signaling capacity were not due to differences in adenylate cyclase activity, as direct activation of adenylate cyclase with forskolin did not elicit similar differences in cAMP production (Fig. 8). To explore possible mechanisms underlying differences in total cAMP
Heterogeneity of cAMP response to β-AR and adenylate cyclase stimulation in breast cancer cell lines. cAMP production was measured after stimulation with (A) 0 ISO or 10-4 M ISO (5 minutes) or (B) 10-4 M forskolin (20 minutes). All reactions took place in the presence of 100 µM IBMX. cAMP was determined by ELISA. Results shown are mean ± SEM of 1-4 experimental repetitions. n.d. = not detectable; the level of detection is 1 pmol/mL.

production, the kinetics of cAMP production in the two cell lines with the highest β-AR expression, MDA-MB-231 and the brain seeking variant MDA-MB-231BR (Fig. 9). After 60 minutes, cAMP decreased to near baseline in MDA-MB-231BR, but remained elevated in MDA-MB-231. These differences had functional consequences: ISO and the β2-AR-selective agonist terbutaline increased vascular endothelial growth factor (VEGF) production in vitro MB-231BR, but β-AR stimulation did not alter VEGF production by MB-231 (Fig. 10). Furthermore, β-AR stimulation did not alter MB-231BR or MB-231 proliferation in vitro (Not Shown). In summary, therapeutic manipulation of the β-AR-based stress response is a highly promising method to inhibit angiogenesis, but only in those cell lines with the appropriate downstream machinery, as represented here by MDA-MB-231BR. There are many cell lines which will not respond to this therapy (such as MDA-MB-231) and tests of tumor biopsies for candidate tumors cannot settle merely for quantifying receptor number, as some cell lines which do not have functional responses to β-AR signaling (such as MDA-MB-231) have extremely high receptor numbers. This work has been submitted as a manuscript Madden K, Szpunar M, Brown E. (2009) Heterogeneity of
β-AR expression, signaling, and function in breast cancer cell lines which is reproduced at the end of this report.

Figure 10. β-AR activation and VEGF production in vitro. ISO at varying doses was added to (A) MB-231BR, and (B) MB-231. Cell-free supernatant was harvested at varying time points, and VEGF content was determined by ELISA, n=3 each. Asterisks indicate statistically significant versus 0 ISO at each time point in culture by Bonferroni post-hoc analysis (p<0.05).
Key Research Accomplishments in the Past Year

1) Completed our development of the MPFRAP with flow technique, leading to a publication.
2) Applied MP-FRAP to a study of polymer delivery systems, leading to a submitted manuscript.
3) Developed significant data implicating macrophages in the ordering of collagen in breast tumors as quantified by Second Harmonic Generation.
4) Completed our study of ß-AR angiogenic signaling in breast tumor models, leading to a submitted manuscript.

Reportable Outcomes
Over the past year my laboratory has published one paper based upon work funded by this award:


I have also continued to advise a graduate student from my old laboratory on technical aspects of MPFRAP, leading to another publication:


Over the past year my laboratory has contributed to the submission for publication of two additional manuscripts based upon work funded by this award:


Over the past year I have also been asked to write two book chapters, which are in preparation:


Over the past year I have given four invited talks based upon work funded by this award:

“Epifluorescence Microscopy” Invited Lecture presented at the OSA Rochester Chapter Biomedical Microscopy Shootout, Rochester, NY, 2009


“Quantifying collagen organization in breast tumors using Second Harmonic Generation” Invited lecture presented at the National Taiwan University, Taipei, Taiwan, 2009

“Quantifying diffusion in the presence of flow using Multiphoton Fluorescence Recovery After Photobleaching” Invited lecture presented at the National Taiwan University, Taipei, Taiwan, 2009

Over the past year my laboratory contributed to five poster presentations based upon work funded by this award:


Szpunar M, Madden K, Brown E Heterogeneity of beta-adrenergic receptor (β-AR) signal transduction and vascular endothelial growth factor (VEGF) production by breast cancer cell lines PNIRS, 2009


Over the past year, in recognition of my contribution to breast cancer research I was named an Assistant Professor of Oncology

Conclusions

My laboratory is now finishing its fourth year of existence, and its fourth year of funding under this award. We are on pace to produce four publications and two book chapters based upon work from this past year. I feel that significant progress is enabled by the generous support of the Era of Hope Scholar Award.
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Improved Model of Fluorescence Recovery Expands the Application of Multiphoton Fluorescence Recovery after Photobleaching in Vivo

Kelley D. Sullivan,†* William H. Sipprell III,‡ Edward B. Brown Jr.,§ and Edward B. Brown III‡
†Department of Physics and Astronomy, and ‡Department of Biomedical Engineering, University of Rochester, Rochester, New York; and §Department of Physics, Manhattan College, Riverdale, New York

ABSTRACT Multiphoton fluorescence recovery after photobleaching is a well-established microscopy technique used to measure the diffusion of macromolecules in biological systems. We have developed an improved model of the fluorescence recovery that includes the effects of convective flows within a system. We demonstrate the validity of this two-component diffusion-convection model through in vitro experimentation in systems with known diffusion coefficients and known flow speeds, and show that the diffusion-convection model broadens the applicability of the multiphoton fluorescence recovery after photobleaching technique by enabling accurate determination of the diffusion coefficient, even when significant flows are present. Additionally, we find that this model allows for simultaneous measurement of the flow speed in certain regimes. Finally, we demonstrate the effectiveness of the diffusion-convection model in vivo by measuring the diffusion coefficient and flow speed within tumor vessels of 4T1 murine mammary adenocarcinomas implanted in the dorsal skinfold chamber.

INTRODUCTION

Fluorescence recovery after photobleaching (FRAP) was developed in the 1970s as a method to probe the local mobility of macromolecules in living tissue (1–4). Briefly, FRAP is performed by using an intense laser flash to irreversibly photobleach a region of interest within a fluorescent sample and then monitoring the region of interest with the attenuated beam as still-fluorescent molecules from outside the region diffuse inward to replace the bleached molecules. FRAP relies on single-photon excitation of the fluorescent sample, which generates fluorescence throughout the light cone of the objective. Fluorescence and photobleaching are therefore unconstrained in three dimensions, generally limiting the technique to thin samples (1–2 μm) for measurement of absolute diffusion coefficients. FRAP with spatial Fourier analysis (5,6) allows thicker samples to be investigated; however, deep-tissue imaging is still prohibited due to the poor depth penetration of epifluorescence microscopy. The FRAP technique was significantly enhanced with the advance to multiphoton excitation. The intrinsic spatial confinement of multiphoton excitation (7) allows multiphoton fluorescence recovery after photobleaching (MP-FRAP) to be performed within thick samples, while the greater depth penetration of multiphoton imaging (8) allows MP-FRAP to be performed deep within scattering samples (9).

The existing mathematical theory of MP-FRAP assumes that diffusion is the only recovery mechanism and so does not account for the possibility of convective flow within the focal volume, a situation that is now likely to arise as MP-FRAP is applied to a greater variety of in vivo applications. The presence of an unexpected significant convective flow in an MP-FRAP experiment can produce erroneously high diffusion coefficients when the existing diffusion-only model is used to analyze the data. It is important, therefore, to include convective flow in the MP-FRAP derivation and to determine over what range of flow speeds the MP-FRAP technique can thereby provide accurate diffusion coefficients.

We expect this new diffusion-convection model to be crucial for diffusion studies conducted in tissues with above-average interstitial flow. Kidney studies, for example, are already enjoying advances due to the application of multiphoton imaging techniques (10–12). Interstitial flow within the juxtaglomerular apparatus of the kidney has been measured via multiphoton video imaging to be 27.9 ± 7.2 μm/s (13), which is a significant enough flow speed to elicit erroneous diffusion coefficients when measured via MP-FRAP and fit to the diffusion-only model. MP-FRAP with the new derivation may also find a place in the burgeoning world of microfluidics, where measurements of diffusion coefficients (and flow speeds) are already in demand (14–16).

Through application of the Stokes-Einstein relation, the diffusion coefficient obtained from MP-FRAP measurements can be used to calculate fluid viscosity. In a healthy human, blood plasma viscosity maintains a narrow range of values, 1.10–1.30 mPas at 37°C (17). An elevated plasma viscosity, in the extreme case (greater than twice the normal value) known as hyperviscosity syndrome (18), is indicative of many disease states. For example, a positive correlation has been found between the degree of plasma viscosity elevation and the severity of coronary heart disease (19), as well as the incidence of heart attack or stroke (20–22). Hyperviscosity is often associated with Waldenström’s macroglobulinemia and multiple myeloma (23). Elevated plasma viscosity has been indicated in cancer development, particularly among the gynecologic cancers (24). Plasma
viscosity can also be used to assess changes in acute phase response due to trauma (17,25). MP-FRAP offers a noninvasive, real-time measure of plasma viscosity, which could be used to probe more deeply the connection between plasma viscosity and these (and other) disease states and/or the response of these disease states to treatments. However, our results show that measurement of the diffusion coefficient, and therefore plasma viscosity, in blood vessels requires the use of our diffusion-convection model for accurate fitting of MP-FRAP recovery curves under the influence of significant directed flow.

A fortunate benefit of the new derivation is that for a relatively wide range of diffusion coefficients and flow speeds, both parameters can be measured accurately. Other techniques have addressed the possibility of combined convective flow and diffusive transport. Axelrod et. al. (2) derived a diffusion-convection model similar to the one presented here, but for conventional (one-photon) FRAP. Later researchers utilized FRAP with Fourier analysis, which uses a video-based analysis of photobleaching recovery data to measure flow speeds and offer insight into flow directions (26–28). Fluorescence correlation spectroscopy is also capable of measuring flow speeds (29), while single particle tracking offers a true velocity vector (30,31).

As discussed, however, single-photon excitation techniques fail to offer the combined spatial resolution and depth penetration of MP-FRAP. Other techniques offering similar spatial resolution as MP-FRAP include multiphoton fluorescence correlation spectroscopy (32,33) and the closely related two-photon image correlation spectroscopy (ICS) (34). Both of these techniques are capable of measuring flow velocities, as well as diffusion, and two relatively new variations of image correlation spectroscopy, k-space ICS (35), and spatio-temporal ICS (36), explicitly offer the ability to measure diffusion coefficients and velocity vectors simultaneously. However, the need of the various correlation spectroscopies for both low concentrations of fluorophores and low background noise, compared with the need of FRAP techniques for high concentrations of fluorophores and subsequent resistance to background noise, means that the correlation spectroscopies and the photobleaching recovery techniques are complementary, not competitive.

In this article, we will first derive the theory of MP-FRAP with both diffusion and convection. Then, we will use computer-generated data to understand how MP-FRAP curves evolve under flow and to predict how the diffusion-only and diffusion-convection MP-FRAP models will fit data with convective flow. Next, we will perform MP-FRAP experimentally using tracers with known diffusion coefficients in situations with known flow speed, and determine specific cutoff speeds that define regimes where the diffusion-only and diffusion-convection models produce accurate diffusion coefficients (and/or flow speeds). Lastly, we will apply the diffusion-convection model in vivo under a range of flow conditions.

**THEORY**

In the existing MP-FRAP model, diffusion is assumed to be the only mechanism for recovery. The diffusive recovery after a brief bleaching pulse is given by Brown et. al (37),

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \frac{1}{(1 + n + 2nt/\tau_D)} \frac{1}{(1 + n + 2nt/R\tau_D)^{1/2}},
\]

where \( \beta \) is the bleach depth parameter, \( \tau_D \) is the characteristic diffusion time, and \( R \) is the square of the ratio of the axial to the radial dimensions of the focal volume. The diffusion coefficient is given by \( D = \omega_r^2/8\tau_D \), where \( \omega_r \) is the radial \( 1/e^2 \) radius of the two-photon focal volume. With only two fitting parameters, \( \beta \) and \( \tau_D \), fits to the fluorescence recovery using the existing model are very robust. In the absence of flow, a three-to-four decade range of seed values for the fitting parameters required by the fitting program will produce convergence to the same, low-residual, fit.

By adding a time-dependent coordinate shift to the standard model of diffusive recovery before its convolution with the excitation laser profile (see Appendix), we arrive at an improved diffusion-convection model that describes fluorescence recovery in the presence of convective flow, as well as diffusion:

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp\left[-\frac{4n^2/\tau_v^2}{1 + n + 2nt/\tau_D}\right] \frac{1}{(1 + n + 2nt/\tau_D)\left(1 + n + 2nt/R\tau_D\right)^{1/2}}.
\]

In this model, an additional fitting parameter, \( \tau_v \), is introduced, which describes the characteristic recovery time due to convective flow. For one-dimensional flow parallel to the imaging plane, this equation reduces to

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp\left[-\frac{4n^2/\tau_v^2}{1 + n + 2nt/\tau_D}\right] \frac{1}{(1 + n + 2nt/\tau_D)\left(1 + n + 2nt/R\tau_D\right)^{1/2}}.
\]

The flow speed is easily calculated as \( v = \omega_r/\tau_v \). This form of the equation readily reduces to that derived by Axelrod et. al. (2) for thin samples with flow measured via one-photon FRAP if the intensity profile is assumed to be two-dimensional (square-root term in denominator disappears). For the purpose of this article, we will focus on the one-dimensional diffusion-convection form (Eq. 3), unless explicitly stated otherwise. This formula produces MP-FRAP recovery.
curves that are indistinguishable from MP-FRAP recovery curves derived using the diffusion-only formula (Eq. 1) when flow speeds are extremely low. Increasing the flow speed shortens the recovery time and alters the shape of the MP-FRAP recovery curves, eventually producing curves that approach an almost sigmoidal shape at high flow speeds (see Fig. 1).

With the improved diffusion-convection model, we can now measure diffusion accurately in the presence of flow while simultaneously measuring the flow speed. However, the introduction of a third fitting parameter complicates the fit. We might now expect that when either diffusion or flow dominates the fluorescence recovery, the fitting program will yield inaccurate values for the nondominant parameter. Care must be taken to define the range of flow speeds over which the diffusion coefficient and flow speed may be measured accurately.

METHODS

Computer-generated data and fitting

Fluorescence recovery curves were generated using the diffusion-convection model and fit to both the diffusion-only and diffusion-convection models using the lsqcurvefit function in MATLAB (The MathWorks, Natick, MA). We added Poisson-distributed noise to the generated data in proportion to the relative noise expected for either in vitro (3%) or in vivo (5%) experiments, as determined from previous experience (37). Three experimentally relevant bleach depths were also chosen: 0.2, 0.6, and 1.0 (37). For each bleach depth/noise combination, a range of diffusion coefficients and flow speeds was explored. After fitting the recovery curves, the ratio of fit diffusion coefficient to input diffusion coefficient (with both the diffusion-only and diffusion-convection models) and the ratio of fit speed to input speed (with the diffusion-convection model) were plotted versus input speed. Initial seed values for the fitting parameters required as inputs to the lsqcurvefit function were generated via algorithms developed from limits of the recovery equation as $\tau_0 \to \infty$, then plotting $F(x)/F_o$, with $x = (v/\omega_x)^2$, and finally picking the value at which $F(x)/F_o$ was half recovered.

Experimental apparatus

Laser light was generated by a tunable, mode-locked Ti:Sapphire laser (Mai Tai; Spectra Physics, Mountain View, CA), yielding 80-fs pulses at a repetition rate of 100 MHz. Rapid modulation of the laser power to produce monitor and bleach intensities was provided by a KDP* Pockels Cell (model No. 350-80; Conoptics, Danbury, CT). Timing of the bleach and monitor pulses was delivered by a pulse generator (model No. DG535, Stanford Research Systems, Sunnyvale, CA), while the voltage output to the Pockels Cell was set and switched by a specially designed control box. The output of the Pockels Cell was directed through an Olympus Fluoview 300 laser-scanning microscope to the back aperture of the objective lens (0.8 NA, 40× water immersion; Olympus, Center Valley, PA). Proper overfilling of the back aperture of the objective lens was achieved for all experiments (see PSF Calibration below). Overfilling is accomplished when the $1/e$ radius of the laser beam is greater than or equal to the radius of the back aperture of the lens. The objective lens focused the excitation beam within the fluorescent sample (Fig. 2). The fluorescence emission was separated from the excitation light by a short-pass dichroic mirror (model No. 670 DCSX-2P, Chroma Technologies, Brattleboro, VT). For the in vitro experiments, emission signals were further separated by a second dichroic mirror and each was detected by a photomultiplier tube (PMT) (Hamamatsu, Bridgewater, NJ). The output from the PMT monitoring the green channel (fluorescent dye; see in vitro MP-FRAP below) could be directed to a photon counter (model No. SR400; Stanford Research Systems, Sunnyvale, CA), for general inquiry into the fluorescence behavior, or to a multichannel scaler/averager.
(model No. SR430; Stanford Research Systems), for fluorescence recovery data collection. Output from the PMT monitoring the red channel (fluorescent microspheres; see In vitro MP-FRAP below) was directed to the Olympus imaging software. For increased throughput, data collection was largely automated via LabVIEW (National Instruments, Austin, TX).

**PSF calibration**

The $1/e^2$ radial and axial dimensions of the two-photon excitation volume were verified by scanning the excitation volume across subresolution fixed fluorescent beads (Molecular Probes/Invitrogen, Eugene, OR). For the radial dimension, $xy$ scans were taken and the intensity profiles of the beads were measured using ImageJ (National Institutes of Health, Bethesda, MD). For the axial dimension, $z$-stack images were acquired, then the intensity profiles of the beads in each image in the stack analyzed in ImageJ to determine the peaks of the intensity profiles and the peak values plotted versus image depth to build intensity profiles in the axial direction. The results of both measurements were compared against theoretical values. For this work, we defined the $1/e^2$ radii of the focal volume to be 0.403 μm in the radial direction and 2.22 μm in the axial direction for a 0.8 NA objective, properly overfilled with 780-nm laser light.

**In vitro MP-FRAP**

For in vitro testing of the flow model, fluorescent samples were produced by mixing fluorescein isothiocyanate (FITC) conjugated to bovine serum albumin (BSA) or 2000 kDa dextran (dextran) (Molecular Probes/Invitrogen) diluted to 1 mg/mL in phosphate buffered saline (PBS) with 1 μL/mL red fluorescent microspheres (FluoSpheres; Molecular Probes/Invitrogen). The solution was suspended in a syringe and allowed to flow freely through a thin tube (0.28 mm radius) and into a channel, capped by a No. 1.5 cover-slip and immersed in a pool filled with PBS. The rate of flow was set by adjusting the height of the syringe relative to the channel. For MP-FRAP measurements, the excitation focal volume was kept stationary within the flowing solution in the channel, and the excitation intensity rapidly modulated between a strong bleaching pulse and a weak monitoring pulse. For independent flow speed measurements, the excitation volume was scanned repeatedly along a one-dimensional line parallel to the fluid flow at constant excitation intensity, thus producing a line-scan image with dimensions of position versus time (38). The angle of the sporadic streaks in the line-scan image, representing the movement of the microspheres, was used to calculate the flow speed.

**In vivo tumor blood vessel imaging**

4T1 murine mammary adenocarcinoma cells (American Type Culture Collection, Manassas, VA) were injected (~4 × 10⁶ in 50 μL) into the inguinal mammary fat pad of 6–8-week-old female BALB/cByJ mice (Jackson Laboratory, Bar Harbor, ME). Tumors were removed for implant into dorsal skinfold chambers when they reached ~2.5 mm in diameter.

Male BALB/cByJ mice (Jackson Laboratory) were anesthetized by intraperitoneal injection of a mixture of 90 mg/kg ketamine (IVX Animal Health, St. Joseph, MO) and 9 mg/kg xylazine (Hospira, Lake Forest, IL), and outfitted with a titanium dorsal skinfold chamber as previously described (39). Two days later, a small fragment of 4T1 tumor (~0.5 mm) was placed instead of fluorescent beads.

All animal care and use was in accordance with the policies of the University of Rochester Committee on Animal Resources.

**Data analysis**

As with the computer-generated data, experimental MP-FRAP recovery curves were fit to the diffusion-only and diffusion-convective models using the MATLAB lsqcurvefit function, which is based on the Levenberg-Marquardt algorithm. Line-scan images were analyzed using ImageJ software.

**RESULTS**

**In silico: testing the limits of the MP-FRAP models**

We used computer-generated data to explore the effect of convective flow on the shape and speed of fluorescence recovery, and to probe the conditions (input recovery parameters, noise, focal volume) under which the MATLAB fitting algorithm could correctly recover the diffusion coefficient, assuming the diffusion-convective model is physically accurate (which is tested in In Vitro MP-FRAP). Conditions under which the diffusion-only model produces accurate diffusion coefficients were assessed by generating fluorescence recovery curves using the diffusion-convective model and fitting them to the diffusion-only model, then comparing the input diffusion coefficients and fit diffusion coefficients. Beginning with a combination of a relative noise of 3% and a bleach-depth parameter of 0.6, we generated curves for a series of diffusion coefficients ranging from 0.5 to 500 μm²/s over a range of flow speeds from 0.1 to 10,000 μm/s. Fig. 3
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FIGURE 3 Conditions for accurate fitting using the diffusion-only model, as assessed by fitting computer-generated data. Fluorescence recovery curves were generated with the diffusion-convective model, keeping the bleach depth parameter and relative noise constant at 0.6 and 3%, respectively, while exploring a range of speeds (plotted logarithmically) for each of a set of diffusion coefficients (left to right: $D = 0.5, 1, 5, 10, 50, 100, 500 \, \mu\text{m}^2/s$). The data were fit to the diffusion-only model, and the diffusion coefficients produced were normalized to the associated input diffusion coefficients. Hence, an accurate result produces a ratio of one. As the input speed increases beyond a certain cutoff value, the diffusion-only model yields a growing overestimate to the diffusion coefficient. By scaling the input speed along the horizontal axis (inset), the curves for each value of the diffusion coefficient overlay onto a single curve.
shows that for this series of diffusion coefficients, the diffusion-only model begins yielding erroneously high diffusion coefficients as the flow speed increases, and that the error in determining the diffusion coefficient commences at flow speeds that vary with the diffusion coefficient of the tracer in question. By scaling the speed along the horizontal axis (inset), such that \( v_s = v(\omega_f/8D) \), the curves for each value of the diffusion coefficient overlay onto one curve, and a universal behavior can be observed: the diffusion-only model produces erroneous diffusion coefficients \( (D_{\text{fit}}/D_{\text{input}} > 1) \) as the scaled speed approaches \( v_s \approx 0.3 \). This scaling behavior allowed us to complete our investigations of the remaining noise/bleach-depth parameter combinations using only the diffusion coefficients representative of BSA and dextran, the two tracer molecules used in our in vitro experiments. With all combinations of noise and bleach-depth evaluated (3% and 5% relative noise, and \( \beta \) of 0.2, 0.6, 1.0), we find that the behavior of the \( D_{\text{fit}}/D_{\text{input}} \) curve is unchanged (data not shown). The behavior of the \( D_{\text{fit}}/D_{\text{input}} \) curve also remained unchanged when a significantly larger focal volume was assumed, \( \omega_f = 0.646 \mu m \) and \( \omega_s = 5.81 \mu m \), corresponding to a numerical aperture of 0.5 (data not shown).

To evaluate the conditions under which the diffusion-convection model produces accurate diffusion coefficients, we generated, and fit, fluorescence recovery curves using the diffusion-convection model for diffusion coefficients representing BSA and dextran over a range of flow speeds. We show representative results in Fig. 4a for \( \beta = 0.6 \) and relative noise = 3%, where the ratio of fit diffusion coefficient to input diffusion coefficient is displayed along with the ratio of fit speed to input speed. Of greatest importance to note is that the diffusion-convection model produces accurate values for the diffusion coefficient for values of flow speed much greater than those for which the diffusion-only model produces accurate values for the diffusion coefficient. We also note that at the extremes of the plot, representing results from fits to fluorescence recoveries dominated by either diffusion (on the left) or flow (on the right), the fit accurately determines the dominant parameter (i.e., a ratio of one with a small standard deviation), while poorly determining the nondominant parameter (i.e., a ratio not equal to one and/or a large standard deviation). For a wide range of scaled speeds, the effects of diffusion and flow on the fluorescence recovery dynamics are reasonably balanced, and both the diffusion coefficient and the flow speed are accurately determined. Based on this result, we can define three regimes: 1) diffusion-dominated, in which only the diffusion coefficient is accurately determined; 2) balanced, in which both the diffusion coefficient and flow speed are accurately determined; and 3) flow-dominated, in which only the flow speed is accurately determined. After completing investigations of the full collection of bleach-depth/noise combinations, we find that the balanced regime, where both the diffusion coefficient and flow speed are well determined, is narrowed as \( \beta \) decreases and/or the relative noise increases.
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**FIGURE 4** Conditions for accurate fitting using the diffusion-convection model, as assessed by fitting computer-generated data. Fluorescence recovery curves were generated with the diffusion-convection model, keeping the bleach-depth parameter and noise level constant while exploring a range of flow speeds (plotted logarithmically) for each of two diffusion coefficients representing BSA and 2000 kDa dextran. The data were fit to the diffusion-convection model, and the diffusion coefficients (red) and flow speeds (blue) produced by the fits were normalized to associated input values. Hence, an accurate result produces a ratio of one. In the case that either diffusion or flow dominates the recovery, the fit poorly determines the nondominant parameter. For a wide range of balanced recoveries, both diffusion and flow are well determined. (a) \( \beta = 0.6 \) and \( N/S = 3\% \), experimentally representative values. Arrows point to regimes where the standard deviations in the nondominant parameter are high, even though the average normalized value is close to one. (b) \( \beta = 0.6 \) and \( N/S = 5\% \); the increase in noise narrows the balanced regime. (c) \( \beta = 1.0 \) and \( N/S = 3\% \); the deeper bleach depth widens the balanced regime. (Fig. 4b) and is broadened as \( \beta \) increases and/or as the relative noise decreases (Fig. 4c). No change is seen, however, when a larger focal volume is assumed (data not shown). We also find that as we move into either of the two regimes where one parameter dominates the other, the standard deviation in the measurement of the nondominant parameter increases precipitously. This increase in the standard deviation of the nondominant parameter is more sensitive to the scaled speed than are changes in the mean value of \( D_{\text{fit}}/D_{\text{input}} \).
or $\nu_{fit}/\nu_{input}$, and therefore, the standard deviation is a more conservative indicator of inaccurate results. The arrows in Fig. 4 a point to regimes where the standard deviation in the relevant ratio grows significantly, even while the average of the ratio remains close to one. In Fig. 3, however, we see that using the diffusion-only model to fit data whose recovery is dominated by flow does not produce large standard deviations. This is because the fitting routine must erroneously assign all of the recovery kinetics to diffusion, thus producing a very precise, but very inaccurate, diffusion coefficient. It is only when the diffusion-convection model is used to determine $D$ (and $\nu$) that the standard deviations can grow large while the ratio of $D_{fit}/D_{input}$ (or $\nu_{fit}/\nu_{input}$) remains close to one. This is because as the bulk of the recovery is assigned to the dominant parameter and the negligible contribution from the nondominant parameter can fluctuate.

By producing fits to computer-generated data, we have gained important knowledge of the scaling behavior of recovery curves influenced by diffusion and convection. Verifying the diffusion-convection model in subsequent in vitro tests could require, in principle, hundreds of combinations of flow speeds and tracer molecules. However, by taking advantage of the scaling behavior depicted in Fig. 3, we can demonstrate the physical accuracy of the diffusion-convection model using just two tracer molecules and a moderate range of flow speeds. We also determined a range of conditions (recovery parameters, noise, focal volume) over which we can expect to recover accurate diffusion coefficients when fitting experimental curves with the diffusion-convection model, as well as developed expectations for the behavior of our data statistics. For example, we predict that the error in recovering the diffusion coefficient using both the diffusion-only and diffusion-convection models will increase with increasing flow speed, while for some range of low flow speeds both models will produce accurate diffusion coefficients. We also predict that there will be a range of flow speeds over which the diffusion-convection model produces accurate diffusion coefficients and flow speeds, and a range of flow speeds over which the diffusion-convection model produces only accurate flow speeds. Further, we predict that, using the diffusion-convection model, the standard deviation of the nondominant parameter will increase before the average ratio of $D_{fit}/D_{input}$ or $\nu_{fit}/\nu_{input}$ begins to deviate from one, while the diffusion-only model, lacking a nondominant parameter, will produce very precise, but very inaccurate, values of $D$ as flow increases.

**In vitro MP-FRAP**

For a direct measure of the conditions necessary to yield accurate fits to the diffusion coefficient using the two models, as well as for verification of the physical accuracy of the new diffusion-convection model, we designed an experimental system with known diffusion and known directed flow. FITC-BSA and FITC-dextran were used as fluorescent tracer molecules. The dramatic difference in molecular weight, 64 kDa and 2000 kDa for BSA and dextran, respectively, was necessary to access the widest range of relevant scaled speeds as suggested by the results of fitting computer-generated data. To determine accuracy of fit, the fit diffusion coefficient was compared against the diffusion coefficient for a diffusion-only system, i.e., performed without experimental flow and fit to the diffusion-only model, and the fit speed was compared against the speed obtained from line-scan data taken concurrently with the MP-FRAP measurements. In the literature, diffusion-coefficient values for BSA vary from 55 to 62 $\mu m^2/s$ (6,27,40–43), while values for dextran range from 8.4 to 9.1 $\mu m^2/s$ (42,43), when adjusted to 20°C via the Stokes-Einstein relation. Our diffusion-only measurements yielded $52 \pm 0.7 \mu m^2/s$ and $9.2 \pm 0.05 \mu m^2/s$ for BSA and dextran, respectively, consistent with the literature.

The results of our measurements with flow are summarized in Figs. 5 and 6. Fig. 5 compares results of the accuracy of the diffusion coefficient as given by both the diffusion-only (circles) and diffusion-convection (diamonds) models for the same collection of data. As predicted from fits to the computer-generated data, the standard deviation in the results from experimental data fit by the diffusion-only model does not increase, even as the error becomes great (i.e., $D_{fit}/D_{input} \gg 1$). To determine a cutoff speed beyond which the diffusion-only model no longer produces an accurate diffusion coefficient, we define an inaccurate fit by the diffusion-only model as one in which $D_{fit}/D_{o}$ is statistically greater

**FIGURE 5** Comparison of in vitro experimental data with flow, fit to the diffusion-only and diffusion-convection models. A series of experimental fluorescence recovery curves for FITC-BSA and FITC-2000 kDa dextran were taken over a wide range of known flow speeds (plotted logarithmically). The curves were then fit to both the diffusion-only (circles) and the diffusion-convection (diamonds) models, and the diffusion coefficients produced by each fit were normalized to the value measured in a system without flow and fit to the diffusion-only model. Hence, an accurate result produces a ratio of one. As the flow speed grows beyond $\nu_s$, the diffusion-only model yields an increasing overestimate to the diffusion coefficient. The improved diffusion-convection model, however, continues to provide accurate diffusion coefficients for scaled speeds up to $\nu_s \approx 3$, ~10 times larger than the cutoff speed for the diffusion-only model.
We have developed a diffusion-convection model for fitting in vitro experimental data with flow to the diffusion-convection model. A series of experimental fluorescence recovery curves for FITC-BSA and FITC-2000 kDa dextran were taken over a wide range of known flow speeds (plotted logarithmically). The diffusion coefficients (red) taken from the respective fits to the diffusion-convection model are presented here as ratios with respect to the associated diffusion coefficient measured in a system without flow and fit to the diffusion-only model. The flow speeds (blue) taken from the fits are presented as ratios with respect to flow speeds measured via line-scans. An accurate result produces a ratio of one. As with the computer-generated data, when either diffusion or flow dominates the fluorescence recovery, the fit correctly determines the dominant parameter, but poorly determines the nondominant parameter. For a wide range of balanced recoveries, 0.2 ≤ v_s ≤ 3, both parameters are determined accurately. Dotted lines delineate the two experimentally determined cutoff speeds that define the parameter spaces in which the diffusion-convection model accurately determines one (or both) parameters.

In vivo MP-FRAP

We chose to demonstrate the effectiveness of the diffusion-convection model in vivo by measuring diffusion (and convection) within living tumor vessels. This model was selected because blood flow through tumor vessels exhibits a wide range of flow speeds with which to fully test the diffusion-convection model in vivo in analogy with our in vitro experimentation. Moreover, measurement of plasma viscosity (using a simple conversion via the Stokes-Einstein equation) has important applications in the study of several disease states. By choosing vessels parallel to the plane of imaging, we could continue to employ the line-scan technique to measure the red blood cell (RBC) speed, which was used as an independent in vivo measurement of transverse flow to compare with our MP-FRAP flow speed measurements. Fig. 7 shows representative recovery curves and associated fits to the diffusion-convection model for FITC-dextran flowing in three different tumor vessels. Table 1 shows the results of all experiments. In vessel 1, we see that the RBC speed was 14 ± 3 µm/s, producing a predicted scaled speed of 0.08 ± 0.02, well below the estimated cutoff speed for accurate fitting with axial direction (perpendicular to the imaging plane). With this geometry, it was not feasible to measure flow speeds via line-scans for independent verification. However, by choosing a reservoir height corresponding to a relatively modest flow, we produced a diffusion coefficient for FITC-BSA of 51 ± 2 µm²/s (v_s = 0.9 ± 0.2 based on velocity values taken from the fit), which matched our same-day measurement of diffusion in a flow-free system, D = 53 ± 4 µm²/s (p = 0.42, N = 5). In addition, for a relatively high rate of flow, we found D = 59 ± 2 µm²/s (v_s = 4 ± 0.5), which was statistically larger than the flow-free measurement (p = 0.0042, N = 5). These results compare well with those derived from measurements taken within the imaging plane.
the diffusion-only MP-FRAP model and comfortably within the diffusion-dominated regime for the diffusion-convection model. From this, we would predict that both models would yield an accurate value for the diffusion coefficient, and that the diffusion-convection model would provide an inaccurate value for the flow speed. As predicted, the two models produce identical values for the diffusion coefficient ($D = 9.28 \mu m^2/s$), which is consistent with the literature when adjusted via the Stokes-Einstein relation using a plasma viscosity of $\eta = 1.2$ cP. Meanwhile, as predicted, a significant difference is evident between the measured flow speed ($v = 0.02 \pm 2000 \mu m/s$) and the RBC speed ($v = 14 \pm 3 \mu m/s$).

Vessel 2 has a predicted scaled speed of $0.45 \pm 0.05$, which is above the cutoff speed for the diffusion-only model but within the balanced regime for the diffusion-convection model. This indicates that the diffusion-only model should overestimate the diffusion coefficient, while the diffusion-convection model should yield accurate results for both the diffusion coefficient and the flow speed. As expected, the diffusion-only model produces an erroneously high diffusion coefficient ($D = 19.6 \pm 0.4 \mu m^2/s$) due to the presence of significant flow. In addition, as predicted, the diffusion-convection model produces a diffusion coefficient ($D = 9.68 \pm 0.34 \mu m^2/s$) that compares well with the value obtained from vessel 1 and with the extrapolated literature value. This suggests that this measurement is not impacted by the increased flow speed. Additionally, the diffusion-convection model yields a result for the flow speed that is comparable to the RBC speed. The slight difference between the plasma speed produced by the diffusion-convection model and the RBC speed produced by the line-scans is statistically significant ($69.3 \pm 1.0$ versus $80 \pm 10 \mu m/s$, $p = 0.036$). However, on the edge of the red blood cell-free layer within blood vessels, it is expected that the RBC speed will be slightly larger than the plasma speed (44).

Vessel 3 has a predicted scaled speed of $6.2$, well above the cutoff speed for the diffusion-only model and in the flow-dominated regime for the diffusion-convection model. From this, we expect both models to yield inaccurate results for the diffusion coefficient, while the diffusion-convection model should provide an accurate measure of the flow speed. As predicted, the diffusion-only model produces a diffusion coefficient that is erroneously high ($D = 250 \pm 24 \mu m^2/s$), due to the presence of dominant flow. The diffusion-convection model also produces an erroneously high diffusion coefficient ($D = 34.9 \pm 9.5 \mu m^2/s$). This suggests that the flow in this vessel is rapid enough to produce detectable deviations in diffusion coefficient measurements, even for the diffusion-convection model. Finally, the plasma speed determined by the diffusion-convection model is comparable to the RBC speed, although the small difference between the measured flow speed and the RBC speed is statistically significant ($987 \pm 36$ versus $1140 \pm 80 \mu m/s$, $p = 0.013$). This small difference is again anticipated in tumor vessels, and allows us to conclude that the fit speed value is accurate.

**DISCUSSION**

MP-FRAP is a well-established microscopy technique used to measure the diffusion of macromolecules within biological

| TABLE 1 | Results of fitting experimental in vivo data of diffusion and convection in tumor vessels using both the diffusion-only and diffusion-convection models |
|---------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Vessel 1 | $v_\text{f}^*$ = 0.08 ± 0.02 | $D_\text{a}^+$ (µm$^2$/s) = 9.3 ± 0.5 | $D_{d-c}^+$ (µm$^2$/s) = 9.3 ± 0.5 | $v_{d-c}^+$ (µm/s) = 0.02 ± 2000 | $v_{\text{RBC}}^*$ (µm/s) = 14 ± 3 |
| Vessel 2 | $v_\text{f}^*$ = 0.45 ± 0.05 | $D_\text{a}^+$ (µm$^2$/s) = 19.6 ± 0.4 | $D_{d-c}^+$ (µm$^2$/s) = 9.7 ± 0.3 | $v_{d-c}^+$ (µm/s) = 70 ± 1 | $v_{\text{RBC}}^*$ (µm/s) = 80 ± 10 |
| Vessel 3 | $v_\text{f}^*$ = 6.2 ± 0.4 | $D_\text{a}^+$ (µm$^2$/s) = 250 ± 25 | $D_{d-c}^+$ (µm$^2$/s) = 35 ± 10 | $v_{d-c}^+$ (µm/s) = 990 ± 40 | $v_{\text{RBC}}^*$ (µm/s) = 1140 ± 80 |

*Reported error is ± error of the mean, $n = 5$.  
*Reported error is ± standard error in fitted parameter, $n = 1$.  

FIGURE 7 Experimental fluorescence recovery curves of FITC-dextran, flowing in vessels of 4T1 tumors growing in dorsal skinfold chambers. Each curve represents a different fitting regime for the diffusion-convection model. (a) Diffusion-dominated recovery; only the diffusion coefficient is accurately determined. (b) Balanced recovery; both the diffusion coefficient and flow speed are accurately determined. (c) Flow-dominated recovery; only the flow speed is accurately determined.
systems. However, the presence of unanticipated convective flow can produce erroneous diffusion coefficients when recovery curves are fit with the previously derived diffusion-only model. Here we have derived a new diffusion-convection model for fitting MP-FRAP recovery curves, which improves upon the diffusion-only model by enabling accurate determination of the diffusion coefficient in the presence of significant convective flows. We have evaluated this new model by fitting computer-generated recovery curves with convective flow and by conducting in vitro experiments with known flows and known diffusion coefficients as a means of evaluating the physical accuracy of the model and quantifying the advantages of the diffusion-convection model compared with the diffusion-only model. We have also demonstrated the new MP-FRAP model in measurements of the diffusion coefficient and flow speed in vivo within tumor blood vessels.

**Diffusion-only MP-FRAP model**

As shown in Figs. 3 and 5, the diffusion-only model yields accurate values for the diffusion coefficient at negligible flows in both computer-generated data and in vitro experiments. As flows become appreciable and increase the rate of recovery, the diffusion-only model compensates by erroneously raising the diffusion coefficient in the resulting fit. At extremely high flow speeds, this error is obvious to the experimentalist as the shape of the recovery curve changes dramatically and the diffusion-only model fit becomes visibly poor (Fig. 8a). However, when flow only moderately influences the recovery, the shape change is subtle and the diffusion-only model may still yield a good looking fit while offering an inaccurate diffusion coefficient (Fig. 8b). Herein lies the danger when the diffusion-only model is applied to an unfamiliar system with modest convective flow. This effect can be quantified with our experimentally derived cutoff scaled speed of \( v_s \approx 0.3 \). For scaled speeds greater than this value, at typical relative noise values, fitting with the diffusion-only model will yield erroneous values of the diffusion coefficient.

**Diffusion-convection MP-FRAP model**

The diffusion-convection model offers a significant improvement over the diffusion-only model by yielding accurate diffusion coefficients in the presence of flows significant enough to generate errors in the diffusion coefficient when fit by the diffusion-only model. As an added benefit, the diffusion-convection model is also capable of accurately determining the flow speed over some range of parameters. However, fits to computer-generated and in vitro data show that when either diffusion or flow dominates the fluorescence recovery, the diffusion-convection model poorly determines the nondominant parameter, thus setting up three regimes: 1) diffusion-dominated, in which only the diffusion coefficient is accurately determined; 2) balanced, in which both the diffusion coefficient and flow speed are accurately determined; and 3) flow-dominated, in which only the flow speed is accurately determined. By defining a scaled speed parameter, \( v_s = \sqrt{v_s / 8D} \), each of the two transitions between the regimes can be seen to occur over the same range of scaled speeds for all magnitudes of diffusion coefficients. These transitions will shift slightly when fluorescence recoveries with differing amounts of relative noise and/or bleach depths are analyzed, such that the balanced regime is broadest with low noise and/or high bleach depth and is narrowest with high noise and/or low bleach depth.

As a direct experimental measure of the abilities of the diffusion-convection model, we conducted MP-FRAP in a simple system with known flow speeds, using a fluorescent dye conjugated to a macromolecule (BSA or dextran) with a known diffusion coefficient. In agreement with the fits to computer-generated data, a comparison of fits of the in vitro data to the diffusion-only and diffusion-convection models showed that the diffusion-convection model yields accurate diffusion coefficients for flow speeds up to ~10 times the value of the maximum speed at which the diffusion-only model was able to yield an accurate diffusion coefficient. In addition, as expected, when flow speeds were appreciable yet small, the diffusion-convection model accurately determined the diffusion coefficient, but poorly determined the flow speed. Specifically, for typical experimental noise (~4%) and bleach depth (~0.5), the cutoff speed for transition from diffusion-dominated to balanced recoveries was \( v_s \approx 0.2 \), while the cutoff speed for transition from balanced to flow-dominated recoveries was \( v_s \approx 3 \). For both transitions, the standard deviation of the measured value of the nondominant parameter was a more sensitive indicator of problems with the fit than was the average value of the nondominant parameter. We also applied the diffusion-convection model to recovery curves taken in the presence of axial flows (perpendicular to the imaging plane), and showed that the model correctly recovers the diffusion coefficient.

**FIGURE 8** Computer-generated fluorescence recovery curves, generated with the diffusion-convection model and fit to the diffusion-only model. (a) The recovery is flow-dominated and there is an obvious alteration in the shape of the recovery curve, which is visibly poorly fit by the diffusion-only model. (b) The recovery is balanced under the influences of diffusion and flow. Although the fit looks good by eye, the diffusion-only model produces a diffusion coefficient 25% larger than the input value.
extension, with a priori knowledge of the flow direction, the diffusion-convection model could be used to determine the diffusion coefficient (and flow speed) for multidimensional flows without increasing the number of fitting parameters.

It is also important to note that the choice of tracer molecule significantly affects the ability to accurately measure the diffusion coefficient in the presence of convective flow. Given that the cutoff scaled speed values are constant with relation to the value of the diffusion coefficient, and that \( v_s = v(\alpha r/8D) \), we see that the larger the diffusion coefficient is for a given tracer, the smaller the scaled speed will be for any particular absolute speed. To keep the scaled speed below the cutoff between the balanced and flow-dominated regimes (where diffusion can no longer be accurately measured), systems with large flow speeds are best probed with small molecules (typically having a large diffusion coefficient), whereas systems with small flow speeds are as accurately probed with small or large molecules (typically having a large or small value of the diffusion coefficient, respectively).

### In vivo application

As an analogous demonstration of the diffusion-convection model in vivo to compare with our in vitro results, we chose to measure diffusion and convection within tumor blood vessels. The RBC speed provided a separate indicator of flow speeds with which to evaluate our model. Our first example was a vessel with an extremely slow RBC speed, and hence a low scaled speed of 0.08 (calculated using our in vitro values of the diffusion coefficient extrapolated to plasma at 37°C). From this scaled speed value, we predicted that accurate values for the diffusion coefficient would be produced by both the diffusion-only and the diffusion-convection models, but that an inaccurate value for the flow speed would be given by the diffusion-convection model, due to the dominance of diffusion over flow. Our second example was a vessel with a scaled speed of 0.45, in between the two transition cutoff speeds, suggesting that the diffusion-only model would be unable to produce an accurate value for the diffusion coefficient, while the diffusion-convection model would accurately determine both the diffusion coefficient and flow speed. Our third example was a vessel with a scaled speed of 6.24, above the highest transition cutoff speed, and predicting inaccurate values for the diffusion coefficient from both models, but an accurate flow speed from the diffusion-convection model. In each case, the in vivo data analyzed as predicted. These examples demonstrate in vivo that the diffusion-convection model extends the range of flow speeds over which accurate diffusion coefficients can be determined by an order of magnitude and that the diffusion-convection model can also determine the flow speed accurately over a wide range of flows.

In addition to the diffusion-convection model described here, an anomalous subdiffusion model has been derived and used as an alternative to the diffusion-only model to fit FRAP and in vivo MP-FRAP curves (37,45,46). An anomalous subdiffusion model can be produced by replacing any \( Dt \) terms in the recovery equation (Eq. 3) with \( \Gamma \), where \( \Gamma \) is a constant transport coefficient with units \( \mu m^2/s^\alpha \) and \( 0 < \alpha < 1 \) (37). Choosing between models is straightforward, as anomalous subdiffusion and convective flow differentially affect the speed of recovery and the shape of the recovery curve. Graphically, anomalous subdiffusion stretches out MP-FRAP curves, while convective flow adds a kink. By again using computer-generated MP-FRAP curves, we determined that the two models are incompatible. Recovery curves generated using the diffusion-convection model could be fit by the anomalous subdiffusion model with a low \( \chi \)-squared value, but in the presence of significant convective flow, the added kink causes the anomalous subdiffusion model to produce parameter values grossly out of line with the literature. For example, for a curve generated with \( v_s = 1 \) (within the balanced regime), the resulting fit to the anomalous subdiffusion model yielded \( \Gamma = 1.35 \times 10^6 \mu m^2/s^\alpha \) and \( \alpha = 2.11 \) (Fig. 9 a), compared with \( \Gamma = 0.7 \mu m^2/s^\alpha \) and \( \alpha = 0.55 \) found in the literature (37). Meanwhile, in the presence of significant anomalous subdiffusion, the stretching-out of the curve is visibly very poorly fit by the diffusion-convection model (Fig. 9 b). Of course, in ranges with mildly anomalous subdiffusion (\( \alpha > 0.85 \), i.e., close to 1) or small scaled flow speeds (\( v_s < 0.1 \), i.e., close to 0), low \( \chi \)-squared fits with reasonable parameter values are produced. In these cases, some a priori knowledge of the system would be necessary to distinguish mildly anomalous subdiffusion from a slow transverse flow speed.

### Future applications

In future experiments in which both the diffusion coefficient and flow speed are not known a priori, the diffusion-convection model can be used for fitting MP-FRAP curves, and the typical cutoff speeds determined here can act as a retrospective

![FIGURE 9 Mismatch between diffusion-convection and anomalous subdiffusion models. (a) Curve was computer-generated with the diffusion-convection model (\( D = 52 \mu m^2/s \) and \( v_s = 1 \)) and fit with the anomalous subdiffusion model. Although the fit looks good, the anomalous parameters are grossly misaligned with the literature (\( \Gamma = 1.35 \times 10^6 \mu m^2/s^\alpha \) and \( \alpha = 2.11 \)). (b) Curve was computer-generated with the anomalous subdiffusion model (\( \Gamma = 0.7 \mu m^2/s^\alpha \) and \( \alpha = 0.55 \)) and fit with the diffusion-convection model. The fit is visibly poor (\( D = 172.08 \mu m^2/s \) and \( v = 0.13 \mu m/s \)).](image-url)
sanity check. If the output diffusion coefficient and flow speed are within the cutoff speeds, one can assume the values are correct. This is because at no point does the absolute error in the nondominant parameter grow large enough to map the incorrect output parameters into the balanced regime. For example, the computer-generated MP-FRAP curves that produced the data on the extreme right-hand side of Fig. 4 were performed at a scaled speed of 300 and produced a normalized diffusion coefficient of 10 and a normalized flow speed of 1. The output scaled speed is hence (incorrectly) determined to be 30. This scaled speed value is erroneously low, but still above the cutoff speed, and hence would be easily rejected by the experimentalist as indicating incorrect values of the fit parameters, even if the fit appears reasonable.

CONCLUSION

In this article, we derived an improved model of multiphoton fluorescence recovery after photobleaching that explicitly accounts for the presence of convective flow, as well as diffusion. Using computer-generated data to guide our in vitro experiments, we demonstrated that this new model extends the ability of MP-FRAP to determine diffusion coefficients accurately in the presence of flow to flow speeds an order-of-magnitude higher than is possible with the diffusion-only model of MP-FRAP, which does not account for flow. We also determined experimentally useful cutoff speeds that, for typical experimental parameters, predict the range of scaled speeds over which the diffusion-convective model allows MP-FRAP to produce accurate diffusion coefficients, as well as accurate flow speeds.

APPENDIX

The time-dependent concentration of unbleached fluorophore immediately after the termination of a bleach pulse is given by Brown et al. (37).

When converted to Cartesian coordinates, this is given by

$$c(x, y, z; t) = \sum_{n=0}^{\infty} A_n(t)e^{-\mu_n(t)x^2} e^{-\nu_n(t)y^2} e^{-\sigma_n(t)z^2},$$

where

$$A_n(t) = \frac{c_0}{n!} \frac{1}{(1 + 8bnDt/\omega_x^2)(1 + 8bnDt/\omega_y^2)^{3/2}},$$

$$\mu_n(t) = \frac{2bn}{\omega_x^2} \frac{1}{(1 + 8bnDt/\omega_x^2)},$$

$$\nu_n(t) = \frac{2bn}{\omega_y^2} \frac{1}{(1 + 8bnDt/\omega_y^2)}.$$  

An attenuated laser beam is used to monitor the changing concentration profile. The fluorescence recovery is given by (37)

$$F(t) = \frac{\delta_n E}{m} \int \langle I_{m0}(x, y, z) \rangle c(x, y, z; t) dx dy dz,$$

where $\delta_n$ is the multiphoton fluorescence action cross section, $\langle I_{m0}(x, y, z) \rangle$ is the time-average of the bleach intensity raised to the $m^\text{th}$ power, and $m$ is the number of photons required to produce fluorescence from a single fluorophore.

We first consider flow along the x axis. To solve for $F(t)$ in this case, we choose a frame of reference in which we have a source moving along the x direction (the concentration distribution moving under flow) and a stationary observer (the focal volume monitoring the intensity). In the frame of reference of the observer, $x' = x + vt, y' = y,$ and $z' = z.$ The time-dependent fluorophore concentration is now

$$c(x', y', z'; t) = \sum_{n=0}^{\infty} A_n(t)e^{-\mu_n(t)(x' - vr)^2} e^{-\nu_n(t)y'^2} e^{-\sigma_n(t)z'^2}.$$  

The expression for the monitoring intensity distribution does not change from the case of both source and observer stationary (37):

$$\langle I_{m0}(x', y', z') \rangle = \langle I_0 \rangle e^{-((2m/\omega_x^2)_{1/2})^2} e^{-((2m/\omega_y^2)_{1/2})^2}.$$  

Substituting Eqs. 9 and 10 into Eq. 8 yields

$$F(t) = \frac{\delta_n E}{m} \langle I_0 \rangle \sum_{n=0}^{\infty} \tilde{A}_n(t) \int_{-\infty}^{\infty} e^{-\mu_n(t)(x' - vr)^2} e^{-\nu_n(t)y'^2} dx' \times \int_{-\infty}^{\infty} e^{-\nu_n(t)(x' + 2m/\omega_x^2)^2} dy' \int_{-\infty}^{\infty} e^{-\sigma_n(t)(x' + 2m/\omega_x^2)^2} dz'.$$

Before integrating, we first rewrite the exponential in $x'$ by expanding the exponent, completing the square in $x'$, then making the variable substitution:

$$y' = x' - \frac{\mu_n(t)vr}{\mu_n(t) + 2m/\omega_x^2}.$$  

The expression for the fluorescence recovery now looks like

$$F(t) = \frac{\delta_n E}{m} \langle I_0 \rangle \sum_{n=0}^{\infty} \tilde{A}_n(t) \exp \left[ -\frac{2m\mu_n(t)v^2r^2}{2m + \mu_n(t)\omega_x^2} \right].$$

The integrals in Eq. 13 are now all first-order Gaussians. When the integrals are performed and $\tilde{A}_n(t), \mu_n(t),$ and $\nu_n(t)$ have been substituted in, the simplified expression, letting $m = b = 2$ for a two-photon process, is

$$F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp \left[ -\frac{4n(vt/\omega_x)}{1 + n + 16nDt/\omega_x^2} \right] \times \left( 1 + n + 16nDt/\omega_x^2 \right)^{1/2}.$$
We may also express the equation in terms of system-specific variables, \( \tau_D = \omega R_0 D \) and \( \tau_v = \omega_{vR}/v \):

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp\left[ -\frac{4n^2(t/\tau_v)^2}{1 + n + 2nt/\tau_D} \right] \times \frac{(1 + n + 2nt/(n+R/\tau_D))^{1/2}}{(1 + n + 2nt/\tau_D)(1 + n + 2nt/\tau_D)^{1/2}},
\]

This equation can be generalized to flow with a component along all three axes \( (v^2 = v_x^2 + v_y^2 + v_z^2) \) as

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp\left[ -\frac{4n^2\left(1 + \frac{v_x^2}{\tau_v} + \frac{v_y^2}{\tau_v} + \frac{v_z^2}{\tau_v} \right)}{1 + n + 2nt/\tau_D} \right] \times \frac{(1 + n + 2nt/(n+R/\tau_D))^{1/2}}{(1 + n + 2nt/\tau_D)(1 + n + 2nt/\tau_D)^{1/2}},
\]

where \( \tau_v = \omega_{vR}/v_x \), \( \tau_v = \omega_{vR}/v_y \), and \( \tau_v = \omega_{vR}/v_z \). Finally, we can express this equation in cylindrical coordinates, to mimic the symmetry of the two-photon focal volume,

\[
F(t) = F_0 \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \exp\left[ -\frac{4n^2\left(1 + \frac{v_x^2}{\tau_v} + \frac{v_y^2}{\tau_v} \right)}{1 + n + 2nt/\tau_D} \right] \times \frac{(1 + n + 2nt/(n+R/\tau_D))^{1/2}}{(1 + n + 2nt/\tau_D)(1 + n + 2nt/\tau_D)^{1/2}},
\]
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Mass transport of a small molecule dye through dynamic polymer networks containing reversibly associating side-groups was directly compared to steady-viscosity measurements and indicates that viscous relaxation is limited by the frequency of dissociation events while mass transport is determined by the degree of association.

The mission to understand structure-property relationships of polymers bearing reversibly associating functional groups has opened a new field at the interface of polymers and supramolecular chemistry. Reversible binding through cooperative hydrogen bonds, ionic interactions, and metal-ligand complexes can lead to aggregation, gelation, or sudden viscosity changes that are triggered by changes in polymer concentration, pH, or temperature. 1-2 In the melt, rigid and elastic dynamic networks can be transformed into low viscosity melts, simply by heating. This material concept has engendered new shape memory polymers, thermoplastic elastomers, and self-healing materials.3,4 These and other studies have highlighted the role that reversible interactions play in influencing the dynamics of viscous relaxation.

Understanding the dissociation kinetics of supramolecular polymers is paramount in developing responsive materials. Dissociation of dimers or aggregates is thermally activated and can be directly related to mechanical properties.3,4-6 At low temperatures, the rate of dissociation is sluggish and limits viscous relaxation of chains. At higher temperatures reversible interactions exhibit rapid exchange resulting in lower modulus and rapid stress relaxation.

To our knowledge, no singular study has been performed to examine how mass transport of small molecules through polymer melts is influenced by reversible interactions. Understanding and controlling mass transport through amorphous polymers is an important aspect of emerging technologies including drug delivery, chemical sensors, and barrier elastomers. We are studying copolymer detailed relationships that connect H-bonding dynamics with rheological and mechanical properties containing reversibly associating side-groups. In this communication, we report a side-by-side comparison of how side-group association affects mechanical properties and mass transport in polymer melts.

Our findings indicate that mass transport is not limited by the kinetics of side-group dissociation, but rather by the overall equilibrium constant between free and associated side-groups.

A remarkably versatile H-bonding motif is the ureidopyrimidinone (UPy) functional group.7 The UPy group contains four in-plane hydrogen bonds that act cooperatively to yield unusually high solution self-dimerization constants (~10^4 mol^-1 in CHCl3).8 In addition to its high binding energy (~70 kJ/mol), the UPy group is an attractive synthon because it is straightforward synthesis. Reversibly Associating Copolymers (RACs) containing butyl acrylate and UPy-functionalized ethyl methacrylate monomers were prepared using conventional free radical polymerization (see Scheme 1). Polymerizations were conducted at 65 °C for eight hours in N-methylpyrrolidone (NMP) using azobisisobutyronitrile (AIBN) as an initiator.4 The products were precipitated twice into a water/ methanol (1:10) solution to ensure the product was free of unreacted monomer. Functional polymers were characterized using 1H NMR and gel permeation chromatography (Viscotek, Agilent 1100), and results are summarized in Table 1. The composition of polymer samples withdrawn after one-half-hour of reaction time (from 1H NMR) showed close agreement with final product composition indicating that product polymers are nearly random copolymers and do not have significant composition gradients. Polymers were synthesized to nearly the same molecular weight (~15 kg/mol) — well below the entanglement molecular weight. Dye diffusion studies and steady-shear experiments were performed on purified copolymers and will be discussed in turn.

Table 1 Molecular weight characteristics of synthesized reversibly associating copolymers (RACs).

<table>
<thead>
<tr>
<th>Name</th>
<th>Feed UPy Content (mol %)</th>
<th>Measured UPy Content (mol %)</th>
<th>Mn b</th>
<th>PDI b</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBA</td>
<td>0.0</td>
<td>0.0</td>
<td>14,100</td>
<td>1.53</td>
</tr>
<tr>
<td>RAC-1</td>
<td>1.0</td>
<td>0.84</td>
<td>16,500</td>
<td>2.00</td>
</tr>
<tr>
<td>RAC-2</td>
<td>2.0</td>
<td>1.68</td>
<td>12,600</td>
<td>2.11</td>
</tr>
</tbody>
</table>

a) 1H NMR for aromatic vinyl hydrogen shift. b) GPC measurement performed at 60 °C, with THF as eluent.

Scheme 1 Synthesis of poly (butyl acrylate) copolymer with UPy side-groups.
Diffusion through synthesized polymers was studied using Multiphoton Fluorescence Recovery After Photobleaching (MP-FRAP, see Fig. 1). MP-FRAP measures 3-D mobility of fluorescent molecules with well defined bleaching geometry and a spatial resolution of less than a micron. FRAP is often used to study diffusion in biological systems, but has recently proven useful to study diffusion through polymer melts. Unlike conventional (one photon) FRAP, the three-dimensional resolution of MP-FRAP renders it insensitive to sample thickness, facilitating measurement of bulk diffusion coefficient of dyes through the copolymers.

Fig. 1 MP-FRAP of reversibly associating polymers: a) experimental setup, and b) example of fluorescence recovery curve (RAC-1) with 20 M rhodamine 6G at 60 °C. This sample was photo-bleached using 810 nm light (350 mW) for 10 ms, and subsequent fluorescence was monitored at a reduced power of 35 mW. The dark line is a non-linear regression, least squares fit, to Equation 1 by varying β, F0 and τD.

Diffusion of rhodamine 6G dye through synthesized polymers was studied between 20 and 80 °C. The fraction of recovered fluorescence, Ft/F0, was recorded against time t and fit using

\[ F_t / F_0 = \sum_{n=0}^{\infty} \frac{(-\beta)^n}{n!} \frac{1}{2n+4nt/\tau_D} \frac{1}{\sqrt{2+2n+4nt/R \tau_D}} \]  

where β is the bleach depth; R and τD are defined by

\[ R = \frac{w_r^2}{w_z^2} \]  

and

\[ \tau_D = \frac{w_r^2}{8D} \]

where w_r and w_z are focal area radial and axial dimensions and D is the dye diffusion coefficient. Raw recovery data were fit using three parameters: β, F0, and τD. The diffusion coefficient D was then obtained using Equation 3. Attempts were made fit only two parameters (β and τD), however the quality of fit was significantly lower. The two-parameter fitted curve typically overshoots the data at early time and results in a higher values of D. Nevertheless, both methods revealed similar trends leading to the same conclusion. To reduce uncertainty in D, only values from three-parameter fits are reported.

An Arrhenius plot of measured dye diffusion coefficients through synthesized copolymers is shown in Fig. 2a. Clearly, the presence of associating side-groups inhibits dye diffusion. The greater the concentration of UPy–side groups, the lower the diffusion coefficient. However, the concentration of UPy side-groups has little effect on the diffusion activation energy, Ea, and all copolymers have about the same activation energies (≈ 50 kJ/mol). This trend suggests that associating side-groups are behaving like permanent crosslinks over the temperature range studied. As a comparison, we prepared a crosslinked poly(butyl acrylate) containing 1 mol% ethylene glycol diacrylate (EGDA). The sample was loaded with dye and studied using MP-FRAP over the same temperature range. Resulting diffusion coefficients are shown in Fig. 2b. Comparing to Fig. 2a, it appears that non-covalent crosslinks hinder dye diffusion in same manner as permanent crosslinks. Both types of crosslinks lower the diffusion coefficient and do not significantly change the activation energy.
Vrentas explained how solvent diffusion through polymer melts depends on temperature and crosslink density using a free volume theory.\textsuperscript{14, 15} Crosslinks inhibit diffusion by reducing polymer hole free volume \( \hat{V}_{FH} \) that is available for diffusive transport. This effect can be accounted for with a single temperature-independent parameter \( \delta \) defined as:

\[
\delta = \frac{\hat{V}_{FH,x}}{\hat{V}_{FH,0}} = \frac{\hat{V}^0_x}{\hat{V}^0_0}
\]

where \( \hat{V}^0_x \) and \( \hat{V}^0_0 \) are the specific volumes of the crosslinked and non-crosslinked polymers, and \( x \) defines the degree of crosslinking. Equation 4 is valid only if specific volumes (occupied, free, and interstitial) expand equally with temperature, and thermal expansion is independent of crosslink density. The Vrentas theory predicts that, in the limit of a dilute solvent diffusing through a lightly crosslinked polymer, the diffusion coefficient \( D_x \) scales with \( \delta \) as:

\[
\ln \left( \frac{D_x}{D_0} \right) = \frac{(1-\delta)}{\delta} \frac{\ln \left( \frac{\hat{V}_{FH,0}}{\hat{V}_{FH,x}} \right)}{\delta}
\]

To test equation 5, density measurements were performed to determine \( \delta \). The mass of single annealed polymer droplets situated on a glass cover-slips were measured using an electro-balance (Cahn 2000, \( \pm 1 \mu \text{g} \)). Profile images of the same droplets, from several different angles, were analytically fit (VCA Optima) and averaged to determine droplet volumes.

Results are displayed in Fig. 3. The density of linear poly(butyl acrylate) was measured to be 1.039 g/cm\(^3\) and is within experimental error of the literature value.\textsuperscript{16} The densities of copolymers containing UPy groups were slightly higher, indicating lower specific volumes. Fig. 3 shows that diffusion is reduced according to \( (1-\delta)/\delta \) (based on room temperature densities) as predicted by Equation 5. The agreement indicates that reversible crosslinks reduce the hole free volume available for transport in the same way that covalent crosslinks do.

Vrentas’ theory also predicts a less pronounced, monotonic increase in the activation energy \( E_a \) with increasing \( x \). While the data in Fig. 2 do not show \( E_a \) increases with associating side-group content, data do indicate that reversible crosslinking has little influence on \( E_a \). Values of \( E_a \) are constant within experimental error for PBA, RAC-1, and RAC-2.

Where MP-FRAP uniquely enables molecular diffusion to be studied, it is well known that the rate of viscous relaxation of reversibly associating copolymers is thermally activated. At low temperatures, polymers containing associating groups exhibit higher storage modulus and melt viscosities compared to polymers without associating groups.\textsuperscript{2-4} Steady-shear experiments were conducted on synthesized polymers to enable a direct comparison of diffusion and stress relaxation dynamics. Viscosity data obtained at different temperatures are plotted in Fig. 4. Samples with higher UPy content showed higher viscosities and higher activation energies. This feature is consistent with our prior study of shape memory polymers which showed viscous relaxation is limited by the rate of side-group dissociation.\textsuperscript{3} Activation energies of linear PBA are in rough agreement with steady-shear data obtained by Yanamaguchi.\textsuperscript{4} Remarkably, the heightened activation...
energy observed in steady-shear experiments is clearly not observed in the MP-FRAP data (Fig. 2), suggesting a fundamental difference between diffusive transport through RACs and their viscous relaxation.

Together, steady-shear and MP-FRAP experiments suggest that, for the dynamic copolymers studied here, viscous relaxation is influenced by the H-bonding dissociation rate \((k_d)\), while small molecule diffusion is determined by the H-bonding equilibrium value \((K)\). In the case of steady-shear, when an H-bond dissociates, the material can more readily deform, under a lower stress field as indicated schematically in Fig. 4b. Consequently, shear rate and viscosity are inherently tied to the rate of H-bonding dissociation. This explains the observation of higher viscosities and higher activation energies for UPy containing polymers. A newly free associating group must find a similarly free species to bind with, and we predict that the extent of dimerization under shear may be also different than in a static state. This has not yet been confirmed experimentally.

On the other hand, small molecule diffusion through UPy containing copolymers is not under the influence of stress, associating groups can repeatedly dissociate and rebind with the same species. In this scenario, the relevant kinetics (of the diffusion process) are limited by the macroscopic presence of H-bonding dynamic crosslinks. The amount of H-bonding crosslinks is determined by the equilibrium constant \(K\) that defines the degree of H-bonding association. Although the van’t Hoff relationship predicts that this equilibrium is also temperature dependent, the literature suggests that UPy H-bonding equilibrium is strongly in favor to association state, even at 120 °C. Therefore, while the presence of UPy H-bonding groups lowers the absolute value of diffusion coefficient, it does not change the activation energy in the same manner as it does for viscous relaxation. At higher temperatures, when \(K\) is on the order of unity, this situation may be different and the copolymer curves in Fig. 2 are expected to fall upon the unfunctionlized PBA curve. This may be the subject of a future study.

In conclusion, Multi-Photon Fluorescence Recovery After Photobleaching was demonstrated as an effective tool to study dye diffusion in reversibly associating polymer melts. This technique enables a side-by-side comparison of diffusion and viscous relaxation. Arrhenius plots of molecular diffusivity and shear viscosity indicate that association affects diffusion and viscous relaxation in fundamentally different ways: small molecule mass transport is determined by the fraction of associated dimers, whereas viscous relaxation is limited by the frequency of dissociation events. The reduction in mass diffusivity can be explained on the basis of reduced free volume: associating groups act like covalent crosslinks, lowering hole free volume that is available for mass transport. Density measurements confirm that copolymers containing associating groups exhibit higher densities. Thus, small molecule diffusion through associating polymers appears to be limited by thermal equilibrium, i.e. the value of the association constant \(K\). On the other hand, viscous relaxation is limited by the kinetics of H-bonding dissociation, i.e. the value of the rate constant \(k_d\).
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ABSTRACT

Introduction. β-adrenergic receptor (β-AR) stimulation drives proangiogenic factor production in several types of cancers. To examine the prevalence of this proangiogenic pathway in breast cancer cells, we analyzed a panel of seven human and murine breast cancer cell lines for β-AR cell surface expression, signaling capacity, and β-AR-mediated functional effects in vitro. Methods and Results. Specific binding of the β-AR radioligand $[^{125}\text{I}]$-cyanopindolol was used to determine β-AR expression and affinity. β-AR expression in these cell lines ranged from no detectable receptors to ~14,000 receptor sites per cell. To determine the efficiency of β-AR coupling to its intracellular signaling pathway, the rise in intracellular cAMP was measured after stimulation with the β-AR agonist isoproterenol (ISO). In 5 out of 7 cell lines, cAMP production correlated with β-AR expression, but in two of the cell lines that express β-AR, β-AR stimulation did not elicit increased intracellular cAMP. Differences in β-AR signaling capacity were not due to differences in adenylate cyclase activity, as direct activation of adenylate cyclase with forskolin did not elicit similar differences in cAMP production. In two high β-AR-expressing cells lines (MB-231 and MB-231BR, a brain-metastasizing MB-231 variant), the kinetics of β-AR-induced cAMP accumulation differed considerably. After 60 minutes of β-AR stimulation, cAMP declined to near baseline in MB-231BR, but was minimally reduced in MB-231. Functionally, ISO and the β2-AR-selective agonist terbutaline increased vascular endothelial growth factor (VEGF) production in vitro by MB-231BR, but β-AR stimulation did not alter VEGF production by MB-231 or MB-361, a low β-AR-expressing cell line. Furthermore, β-AR stimulation inhibited MB-361 cellular proliferation but did not alter MB-231BR or MB-231 proliferation in vitro. The ISO- and terbutaline-induced alterations in VEGF production and cell proliferation were blocked by a β2-AR-selective antagonist.
Conclusions. These results demonstrate that the number of β-AR expressed and the magnitude of the cAMP response following β-AR activation are not the sole determinants of functional responsiveness to β-AR stimulation. The heterogeneity of breast cancer cell responses to β-AR activation must be taken into account when considering β-AR as a potential therapeutic target for breast cancer treatment.
INTRODUCTION

In vivo studies in laboratory animals have demonstrated that the sympathetic nervous system can facilitate growth of solid tumors [1, 2], but the underlying mechanisms are only beginning to be elucidated. Several groups have demonstrated a role for β-adrenergic receptor (β-AR) activation in promoting solid tumor growth, angiogenesis, and metastases [1, 3, 4]. β-AR are G-protein coupled receptors that respond to norepinephrine and epinephrine by translocation of G-stimulator (Gs) subunit to activate adenylate cyclase and increase 3’-5’-cyclic adenosine monophosphate (cAMP) production. cAMP activates protein kinase A to elicit down-stream alterations in gene expression. Feedback inhibition of β-AR signaling is regulated by cyclic nucleotide phosphodiesterases and β-AR desensitization, and regulation of receptor desensitization plays an important role in disease processes and treatment, such as heart failure [5-7].

Several groups have recently provided evidence that direct stimulation of β-AR expressed by tumor cells themselves may play a role in tumor pathogenesis. Thaker and colleagues demonstrated that chronic stressor exposure augmented ovarian tumor growth in conjunction with increased tumor angiogenesis and elevated vascular endothelial growth factor (VEGF) [1]. The tumor growth-promoting effect was blocked by treatment with the β-AR antagonist propranolol. Importantly, this effect was eliminated in stressed animals implanted with the same line of ovarian tumor cells that had been altered so they were unable to express β-AR, implicating tumor cell β-AR expression and signaling in driving a proangiogenic pathway in vivo. In vitro studies suggest that this pathway may be active in other tumor cell types, such as ovarian and nasopharyngeal carcinoma and melanoma, and in normal cells, including cardiomyocytes, adipocytes, and mononuclear cells [4, 8-12].
We are interested in understanding the molecular basis underlying changes in breast cancer pathogenesis elicited through emotional or physical stressors. To develop a mouse model that mimics human breast cancer in terms of stress-induced changes in tumor pathogenesis, we needed to understand the level of heterogeneity in β-AR expression and signaling capacity within breast adenocarcinomas of mouse and human origin isolated from primary and secondary sites. We demonstrate that β-AR in human and murine breast tumor cell lines vary widely and stimulation of these receptors generally mirror β-AR signaling capacity as measured by elevated intracellular cAMP. However, neither β-AR expression nor peak cAMP signaling capacity was predictive of functional effects, i.e., VEGF production, in vitro. These results suggest that heterogeneity of β-AR signaling pathways utilized by breast cancer cells needs to be taken into account when considering β-blockade as a therapeutic strategy to inhibit angiogenesis in breast cancer.

METHODS & MATERIALS

Cell Lines. Human breast adenocarcinoma cell lines MDA-MB-231 (MB-231), MDA-MB-361 (MB-361), BT-474 and the mouse mammary tumor cell line 4T1 were purchased from American Tissue Type Collection (Manassas, VA). The murine mammary tumor cell line TG1-1 was obtained from Dr. R. K. Jain (Massachusetts General Hospital, Harvard Medical School, Boston, MA); MDA-MB-231BR, a brain-seeking variant of MB-231 was obtained from Dr. T. Yoneda (University of Texas Health Science Center, San Antonio, TX); and MCaIV was obtained from Dr. B. Fenton (University of Rochester, Rochester, NY). The characteristics of these cell lines, including hormone receptor expression and site from which the cells were isolated are described in Table 1. All cell lines except 4T1 were grown in Dulbecco’s Modified Essential Medium
(DMEM) containing 4.5 g/L glucose, L-glutamine, penicillin/streptomycin and 10% fetal calf serum (FCS). 4T1 was grown in RPMI 1640 containing penicillin/streptomycin and 10% FCS. Cells were harvested by incubation with 0.25% trypsin + 0.05% EDTA for 3 minutes at 37°C. Ice-cold medium containing 10% FCS was used to stop the trypsin reaction. Cells were centrifuged at 200 x g at 4°C and resuspended in the appropriate medium. Cells were counted using a hemacytometer and Trypan blue to determine cell viability. All cells were grown in T75 tissue culture flasks (Corning Inc., Corning, NY) to no greater than 70-80% confluence.

**Reagents.** (-)Isoproterenol hydrochloride (ISO), terbutaline hemisulfate (TERB), isobutylmethylxanthine (IBMX), and forskolin were purchased from Sigma-Aldrich, St. Louis, MO. [125I]-cyanopindolol ([125I]ICYP) was purchased from NEN Radiochemicals (Perkin Elmer Life and Analytical Sciences, Waltham, MA). All media, Hank’s Balanced Salt Solution (HBSS) and components were purchased from Gibco, Invitrogen Inc., Carlsbad, CA.

**β-AR Radioligand Binding Assay.** The specific binding of [125I]ICYP to whole cells was used to quantify β-AR expression [13]. Tumor cells (1x10^6) resuspended in HBSS were incubated with varying concentrations of [125I]ICYP with or without the unlabeled β-AR-antagonist CGP-12177 (1 µM) in duplicate tubes. Incubations were carried out in 13 x 100-mm polypropylene tubes for 60 minutes in a shaking water bath at 37°C. This is sufficient time for equilibrium binding to occur. Following incubation, 3 ml of ice-cold hypotonic phosphate buffer (3.8 mM KH2O4, 16.2 mM Na2HPO4, and 4 mM MgSO4) was added to each tube, and the tubes were incubated for 10 minutes on ice. The reaction mixtures were filtered under reduced pressure through Whatman glass fiber filters using an automatic harvester (Brandel Corp., Gaithersburg, MD). Filters were
rinsed with 16 ml of ice-cold Tris-EGTA buffer to remove unbound radioligand, transferred to 12 x 75 mm glass tubes, and radioactivity was determined in a LKB Clinigamma gamma counter. Specific binding is defined as the difference between binding of the radioligand at each concentration in the absence and in the presence of 1 µM CGP-12177, and was calculated for each ligand concentration using the specific activity of the radioligand. For each experimental repetition, specific \(^{125}\text{ICYP} (M)\) bound versus the amount of ligand added was plotted, and the maximal number of binding sites (B\(_{max}\)) and receptor affinity (K\(_d\)) was determined using non-linear regression analysis (GraphPad Prism software; San Diego, CA). The maximal number of binding sites per cell is calculated from the B\(_{max}\) based on simple stoichiometric assumptions (one molecule binds to one receptor site).

**cAMP Assay.** Tumor cells (1x10\(^6\)) in 12 x 75 mm polypropylene tubes were incubated for 20 minutes at 37°C in a shaking water bath in HBSS containing 0.1% bovine serum albumin (BSA) and 100 µM isobutylmethylxanthine (IBMX), a phosphodiesterase inhibitor (HBSS/BSA/IBMX buffer). Adrenergic agonist of varying concentrations or forskolin or buffer alone was added to each tube and the cells were incubated for 5-60 minutes at 37°C (final volume = 1 ml). To stop the reaction, 2 ml ice-cold HBSS/BSA/IBMX buffer was added to each tube. The cells were centrifuged two times for 10 minutes at 200 x g and then resuspended in Cell Lysis Buffer, provided 5X in the cAMP ELISA kit and diluted to 1X with dH\(_2\)O prior to use. Intracellular cAMP was released by subjecting the cells to freezing at -20°C, followed by boiling for 10 minutes in a 95°C heat block and repeating the sequence. After centrifugation at 600 x g at 4°C for 10 minutes to remove cellular debris, the supernatants were collected and stored at -80°C until analysis of cAMP content using the cAMP Parameter ELISA kit from R & D Systems.
(Minneapolis, MN) following the manufacturer’s instructions. For each supernatant at least two supernatant dilutions were tested to determine the optimal dilution. Absorption was measured at 450 nm using a multiwell plate reader (Synergy HT, Biotek Instruments Inc, Winooski, VT). Non-specific binding (binding in the absence of the primary anti-cAMP antibody) was automatically subtracted from all wells. Curve fitting and sample concentration calculations were conducted with Gen5 software (Biotek). Results are expressed as pmoles/mL /10^6 cells.

**Cellular Proliferation in vitro.** Tumor cells were resuspended in Advanced DMEM containing 1% FCS, penicillin/streptomycin, and L-glutamax (Invitrogen) and plated at 1-2 x10^4 cells per well in 96-well flat bottom tissue culture plates (Falcon, Becton Dickinson, Franklin Lakes, NJ) in triplicate, and allowed to adhere for 3 hours at 37°C in a 5% CO2 humidified atmosphere before addition of adrenergic agonists or antagonists. For blocking experiments, antagonists were added 30 minutes prior to addition of agonists. Proliferation was measured using a fluorescent DNA binding dye (CyQuant NF Proliferation Assay kit, Invitrogen) according to manufacturer’s instructions. Fluorescent intensity was measured at excitation 490 nm and emission 520 nm using a multiwell plate reader equipped with the appropriate filters. Background fluorescence (in the absence of cells) was subtracted automatically from each well.

**VEGF Production in vitro.** Tumor cells were resuspended in Advanced DMEM containing 1% FCS, penicillin/streptomycin, and L-glutamax (Invitrogen). Cells were plated at 5x10^4 cells per well in 12-well flat bottom tissue culture plates (Falcon, Becton Dickinson). At this concentration, tumor cells reached confluence by 96 hours in culture. Cells were allowed to adhere for 3 hours at 37°C before addition of adrenergic agonists or antagonists. Supernatants
were harvested at 48, 72, and 96 hours of culture at 37°C in 5% CO2 humidified atmosphere. VEGF concentration in cell-free supernatants was measured using a human VEGF Quantikine kit (R&D Systems). Absorption was measured at 450 nm using a multiwell plate reader. Background (absorbance in the absence of the primary anti-VEGF antibody) was automatically subtracted from all wells. Curve fitting and sample concentration calculations were conducted with Gen5 software.

**Statistical Analysis.** Significant differences between groups were determined using one- or two-way analysis of variance (ANOVA) using GraphPad Prism software. When significant main effects or interactions were identified (p<0.05), Newman-Keuls or Bonferroni’s post-hoc tests, respectively, were used for multiple-group comparisons. A p-value <0.05 is considered statistically significant.

**RESULTS**

1. **β-AR expression and signaling capacity varies between breast cancer cell lines**

   To initiate experiments designed to examine stress-induced alterations in breast tumor growth, we wanted to identify breast cancer cell lines that exhibit high sensitivity to β-AR activation. Therefore, we screened a panel of murine and human breast cancer cell lines for β-AR expression and signaling. To quantify β-AR cell surface expression, we measured the binding of the β-AR non-selective antagonist $^{125}$ICYP to whole cells. Specificity was determined by measuring radioligand binding in the presence or absence of the unlabeled β-AR antagonist CGP-12177. Specific $^{125}$ICYP binding was detected in all breast cancer cell lines except in the mouse line 4T1, which displayed no specific binding (Fig. 1A). High levels of specific binding
were observed in MB-231 (Fig. 1B) and MB-231BR (Fig. 1C) compared to the other cell lines (Fig. 1F). The mouse line TG1-1 displayed intermediate levels of specific binding (Fig. 1F), and the mouse line MCaIV (Fig. 1D) and human lines MB-361 (Fig. 1E) and BT-474 (Fig. 1F) displayed very low specific binding. The affinity of binding ($K_d$) for all β-AR-expressing cell lines ranged from $1 \times 10^{-10}$ to $7 \times 10^{-10}$ M. β-AR expression could be rank ordered based on the average number sites per cell: MB231 (13,798 ± 4,858) = MB-231BR (11,027 ± 3,991) > TG1-1 (2,793 ± 543) > MCaIV (721 ± 54) > BT-474 (232) = MB361 (160) > 4T1 (not detectable).

Based on β-AR expression, we expected significant variation in β-AR signaling capacity, as measured by β-agonist-induced intracellular cAMP. In Fig. 2, cAMP production was measured in the presence of the phosphodiesterase inhibitor IBMX to prevent hydrolysis of cAMP and to minimize the possibility that variation in phosphodiesterase activity contributed to differences in β-AR-induced intracellular cAMP. Peak cAMP accumulation was measured 5 minutes after stimulation with $10^{-4}$ M ISO, a non-selective β-AR agonist (Fig. 2A). ISO elicited the highest level of cAMP in MB-231 compared to all cell lines. Although MB-231 and MB-231BR expressed similar numbers of β-AR per cell, MB-231BR cAMP was lower than MB-231 but higher than the remaining cell lines. TG1-1 was intermediate in cAMP production, and MB-361 increased cAMP moderately. In 4T1, basal cAMP was higher compared to all other cell lines, and cAMP was not elevated significantly above baseline in response to ISO, consistent with the inability to detect specific radioligand binding in this cell line. Although MCaIV and BT-474 expressed low, but detectable levels of β-AR (Fig. 1F), neither MCaIV (Fig. 2A) nor BT-474 (data not shown) produced cAMP significantly above the level of detection.

II. Heterogeneity of adenylate cyclase activity
Altered adenylate cyclase activity could be responsible for differences in ISO-induced cAMP production between these cell lines. For example, the inability of MCaIV and BT-474 to produce cAMP despite expression of β-AR expression could be explained by impaired adenylate cyclase. To by-pass β-AR coupling to adenylate cyclase, we stimulated cells with forskolin, a direct activator of adenylate cyclase (Fig. 2B). Forskolin produced more cAMP in MB-231BR compared to MB-231, and TG1-1 was poorly stimulated compared to all cell lines tested, while 4T1 was exquisitely sensitive to forskolin. Forskolin elicited high levels of cAMP in MCaIV cells, equivalent to that of MB-231BR, demonstrating that the defect in β-AR signaling in MCaIV cells is not related to a deficit in adenylate cyclase activity. In contrast, forskolin did not increase cAMP in BT-474 (data not shown). (The response of MB-361 to forskolin was not tested.) Thus, cAMP elevation following direct adenylate cyclase stimulation varies from cell line to cell line, but this heterogeneity does not correlate with the differences in β-AR signaling.

III. Kinetics of β-AR-induced cAMP production

We next determined if the heterogeneity of the peak cAMP response to β-AR stimulation extends to the kinetics of the cAMP response. The kinetics of the cAMP response is a function of the rate of cAMP accumulation – which is a reflection of the number of β-AR, the efficiency of β-AR coupling to adenylate cyclase, and the rate of at which the response is turned off by receptor desensitization. We noted the discrepancy between β-AR expression and β-AR-induced peak cAMP production between the two high β-AR-expressing cell lines MB-231 and MB-231BR and postulated that differences in the kinetics of the cAMP response may contribute to this difference. We also tested the low β-AR-expressing cell line MB-361 to determine how cAMP kinetics is influenced by the overall magnitude of the peak cAMP response. We stimulated the cells with ISO in the presence of IBMX, so that a decline in the response could be
attributed to receptor desensitization and not to phosphodiesterase hydrolysis of cAMP. In MB-361, peak cAMP accumulation occurred 5 minutes after addition of either $10^{-5}$ M or $10^{-4}$ M ISO, followed by a gradual decline in cAMP to near baseline by 60 minutes (Fig. 3A). In these cells, the response to $10^{-6}$ M ISO plateaued at 20 and 60 minutes at a level of cAMP that was barely above the level of detection of the assay. Similar cAMP kinetics were observed in MB-231BR, which produced a rapid rise and decline in intracellular cAMP after stimulation with all concentrations of ISO tested (Fig. 3B). Additionally, these cells were more sensitive to β-AR stimulation than MB-361, as a rapid, detectable rise in cAMP was detected at $10^{-7}$ M ISO that was higher in magnitude than the MB-361 response to $10^{-6}$ M ISO. In MB-231, the magnitude and the kinetics of the cAMP response differ considerably compared to that of MB-231BR and MB-361 (Fig. 3C). Most strikingly, cAMP decreased either slightly or not at all within the 60 minute time period at a wide range of ISO concentrations tested. MB-231 was very sensitive to β-AR-induced stimulation, with the cAMP response to $10^{-7}$ M and $10^{-6}$ M ISO remaining above 100 pmol/mL for at least 60 minutes. These results suggest that the number of β-AR influences the magnitude of the peak cAMP accumulation. However, the kinetics of the cAMP response suggests differences in the molecular mechanisms that down-regulate the cAMP response.

**IV. Functional consequences of β-AR signaling of breast cancer cells in vitro**

We next determined if the observed heterogeneity in β-AR signaling mirrored differences in the functional response to β-AR stimulation. Since several recent reports have suggested that β-AR activation of tumor cells *in vitro* promotes a proangiogenic pathway featuring increased VEGF [4, 9, 12], we asked if β-AR stimulation increased VEGF production by MB-231, MB-231BR, and MB-361 *in vitro*. ISO stimulation of MB-231BR elevated VEGF production from 48 to 96 hours in culture (Fig. 4A; two-way repeated measures ANOVA; main effect of ISO,
p<0.0001), with statistically significant increases as assessed by Bonferroni’s post-test analysis achieved at 72 and 96 hours in culture. For MB-231 and MB-361, no significant differences in VEGF production were observed in the presence of 1 or 10 µM ISO at any time point (Fig. 4B, C; two-way repeated measures ANOVA; p>0.05). To probe the sensitivity of MB-231BR to β-AR stimulation, dose response curves to ISO and the β2-AR-selective agonist terbutaline were compared. At 10^{-7} M ISO, a slight non-statistical enhancement of VEGF was achieved (Fig. 5A; one-way ANOVA, main effect of treatment, p=0.002). Increased VEGF production was observed at concentrations as low as 10^{-8} M with the β2-selective agonist terbutaline (Fig. 5B; one-way ANOVA, main effect of treatment, p<0.0001). To determine if the ISO-induced enhancement in VEGF production by MB-231BR was β-AR-mediated, the non-selective β-AR antagonist nadolol was used to block ISO activation of β-AR. Nadolol completely inhibited the ISO-induced increased in MB-231BR VEGF production (Fig. 5C; one-way ANOVA, main effect of treatment, p=0.005). The β2-AR-selective blocker ICI 118,551 also completely prevented the ISO-induced VEGF enhancement suggesting β2-AR involvement in enhanced VEGF production in this cell line (Fig. 5D; one-way ANOVA, main effect of treatment, p=0.003).

β-AR receptor signaling has been reported to alter proliferation of breast cancer cell lines in vitro, including MB-231 [14]. To determine if β-AR signaling altered tumor cell proliferation and to determine if the ISO-induced changes in VEGF production are a function of altered cell number, we measured proliferation at varying time points in culture. Neither MB-231BR (Fig. 6A) or MB-231 (data not shown) proliferation was significantly altered by ISO, but ISO significantly reduced proliferation of MB-361 cells (Fig. 6B; two-way ANOVA, main effect of ISO treatment, p = .03). The results in Fig. 6B show inhibition at 72 hours in culture, but ISO
also inhibited proliferation in MB-361 at 48 and 96 hours in culture (data not shown). The ISO-
induced decrease in proliferation was blocked by the β-AR non-selective antagonist nadolol and
ICI-118,551 (Fig. 6B). Furthermore, terbutaline inhibited MB-361 proliferation and the effect
was blocked by the β2-AR-selective blocker ICI 115,881 (Fig. 6C; one-way ANOVA, main
effect, p=0.006), suggesting that MB-361 stimulation of β2-AR is responsible for decreased
proliferation. Cellular proliferation was not significantly altered by β-AR activation in MB-231,
TG1-1, MCaIV, BT-474 or 4T1 (data not shown). Together, these results demonstrate that the β-
AR elevation of VEGF production in MB-231BR is independent of altered cellular proliferation,
and β-AR stimulation directly elicits changes in VEGF production or proliferation in only certain
breast cancer cell lines.
DISCUSSION

In breast cancer, characterization of estrogen receptors, progesterone receptors, and HER2/neu expression in breast cancer has led to more effective, individualized treatment regimens [15]. We have demonstrated that phenotypic heterogeneity within breast cancer can be extended to β-AR, whose endogenous ligands norepinephrine and epinephrine are released following activation of the sympathetic nervous system. Using radioligand binding to quantify β-AR expression, a wide range of specific radioligand binding was observed. β-AR signaling capacity as measured by accumulated intracellular cAMP was not always predicted by β-AR expression. In turn, β-AR-induced alterations in VEGF production or cellular proliferation were not predicated on the magnitude of β-AR-induced cAMP accumulation. Together, these results suggest that unlike the situation with hormone receptors, simply measuring β-AR expression is not sufficient to determine therapeutic outcome.

I. β-AR coupling to adenylate cyclase

β-AR expression correlating with the cAMP response to β-AR stimulation suggests efficient interactions between β-AR, Gs and adenylate cyclase. Such a relationship was observed with the two high-β-AR expressing cell lines MB-231 and MB-231BR as well as the low β-AR expressing MB-361. In MCaIV and BT-474, however, β-AR expression did not translate into significant β-AR-induced accumulation of cAMP above the limits of detection of the ELISA. Direct activation of adenylate cyclase with forskolin was used to determine if the inability to respond to β-AR stimulation was due to a global defect in adenylate cyclase. Forskolin-induced cAMP levels in MCaIV were equivalent to that of MB-231BR, a good responder to forskolin. This result implies that β-AR coupling to adenylate cyclase is impaired in MCaIV. On the other hand, BT-474 did not respond to forskolin (data not shown), suggesting a deficiency in adenylate
cyclase that may contribute to the lack of β-AR signaling in this cell line. BT-474 was isolated from a solid, invasive ductal carcinoma of the breast and is the only human adenocarcinoma derived directly from the breast that we tested [16]; the other human breast cancer cell lines were derived from secondary sites. Therefore, β-AR expression, signaling, and function in primary human breast tumors require further investigation.

In the remaining cell lines, we noted differences in the response to forskolin that were not mirrored in the differences in β-AR receptor-specific signaling. For example, TG1-1, a cell line with intermediate β-AR expression and β-AR-induced cAMP production, had a relatively poor response to direct adenylate cyclase activation with forskolin. The relatively high cAMP response to β-AR stimulation in TG1-1 suggests a high efficiency of β-AR-coupling to adenylate cyclase in these cells. The response of 4T1 to forskolin was the highest of all the cell lines tested here. This sensitivity to forskolin may indicate increased adenylate cyclase activity that may contribute to the elevated basal levels of cAMP noted in this cell line. The heterogeneity of forskolin responsiveness demonstrates signaling heterogeneity at the level of adenylate cyclase in breast cancer cell lines, but the efficiency of β-AR ligand-induced coupling to adenylate cyclase may be impaired or enhanced independently of global adenylate cyclase activity.

II. β-AR signaling does not correlate with function in vitro

β-AR signaling capacity as measured by the magnitude of cAMP accumulation did not predict the functional response to β-AR stimulation as measured by VEGF production. ISO concentrations from $10^{-9}$ M (data not shown) to $10^{-5}$ M did not alter VEGF production by MB-361, a low β-AR-expressing line, or MB-231, a high β-AR-expressing cell line. By contrast, in MB-231BR, a high β-AR-expressing cell line, β-AR stimulation enhanced VEGF production at concentrations of the selective β2-AR agonist terbutaline as low as $10^{-8}$ M and with the non-
selective agonist ISO as low as $10^{-7}$ M. A $\beta_2$-AR-selective antagonist blocked the ISO-induced increase in VEGF, confirming that the increase in VEGF production is mediated by $\beta_2$-AR. In normal cells, the $\beta$-AR/adenylate cyclase/cAMP system is tightly controlled and employs negative regulators to fine-tune signal transduction output [6, 17]. In MB-231, the high level of cAMP accumulation and the prolonged duration of the response relative to MB-231BR and MB-361 is evidence that feedback mechanisms may be impaired in MB-231. An impaired ability to regulate cAMP may lead to inhibition of down-stream effector systems that lead to increased production of VEGF in MB-231BR. This possibility is an active area of research in our laboratory.

Finally, the enhanced production of VEGF in MB-231BR was not due to a $\beta$-AR-induced increase in cell number, as proliferation was not increased in the presence of ISO. Other investigators have shown reduced MB-231 proliferation with exposure to $\beta$-AR agonists in vitro [14]. In our hands, MB-231 proliferation was inhibited 10-15% at the highest concentration of ISO tested ($10^{-5}$ M), but this effect was not statistically significant and could not be blocked by $\beta$-blockers (data not shown). MB-361 proliferation was inhibited in the presence of ISO and terbutaline. The ISO- and terbutaline-induced inhibition of proliferation MB-361 was blocked by nadolol and the $\beta_2$-selective antagonist ICI 118, 551. We tested MB-361 in part because it was derived from a human brain metastasis while MB-231BR was derived by isolating MB-231 variants that migrated to the brain in nude mice [18-20]. MB-361 exhibited very low $\beta$-AR expression and correspondingly low cAMP response to ISO; hence it is apparent that the high $\beta$-AR expression in MB-231BR is not a general feature of breast adenocarcinomas isolated from the brain.

III. Potential in vivo $\beta$-AR signaling in breast tumor pathogenesis
Thaker and colleagues showed increased VEGF in MB-231 tumors growing orthotopically in the mammary fat pad following chronic stressor exposure [1]. Our inability to demonstrate effects of β-AR stimulation of MB-231 in vitro suggests that β-AR-induced VEGF production by MB-231 tumors in vivo may be facilitated by interactions with β-AR-expressing cells of the tumor stroma. Furthermore, upon exposure to β-AR agonists in vitro myeloma and nasopharyngeal cell lines increased production of VEGF and other proangiogenic molecules, including matrix metalloproteinases-2 and -9 [4, 9]. Under our culture conditions production of these matrix metalloproteinases by MB-231 and MB-231BR was not detectable with or without ISO (data not shown). Given the ubiquity of β-AR expression in normal fibroblasts, endothelial cells, and cells of the immune system [21-25], it is also likely that stromal cells, the non-tumor host cells present within the tumor, contribute to β-AR-induced changes in tumor pathogenesis to up-regulate proangiogenic factors in vivo.

IV. Conclusions

β-AR augmentation of a proangiogenic pathway has recently been demonstrated in tumor cell lines derived from several different types of solid cancers, including breast cancer. The existence of a β-AR-driven proangiogenic pathway suggests that β-AR blockade, commonly used in the treatment of cardiovascular disease, may be effective at blocking undesirable stress effects if used in conjunction with other anti-angiogenic therapies in breast cancer patients. In order to pursue β-AR blockade as a therapeutic option, it is important to understand the ubiquity of β-AR expression, signaling and function in breast tumors. We have demonstrated a wide degree of heterogeneity in β-AR expression and functional effects in the breast tumor cell lines tested here. Furthermore, β-AR-induced VEGF production is prominent only in MB-231BR, a human breast cancer cell line that preferentially metastasizes to the brain in mouse models. Our
results also demonstrate that neither β-AR receptor expression nor the peak magnitude of β-AR-induced cAMP accumulation are good predictors of the functional impact of β-AR activation in these breast cancer cell lines. Our goal is to identify the down-stream effectors that elicit increased proangiogenic factor production and to determine the mechanism underlying the apparent lack of a β-AR-induced functional response in MB-231 compared to MB-231BR so that more accurate predictions can be made regarding responsiveness of breast cancer cells to β-AR stimulation. Our results imply that the outcome of direct stimulation of β-AR on breast tumor cells in the context of a stressor will vary considerably from individual to individual. MB-231BR tumors may be more susceptible to stress-induced, catecholamine-mediated alterations in growth and/or metastasis – a hypothesis we are currently testing. Future studies will also determine if elevated β-AR expression and signaling contribute to the propensity of MB-231BR to enter the brain.
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Figure Legends

Fig. 1. Heterogeneity of β-AR expression in breast cancer cell lines. Binding of the radiolabeled β-AR antagonist $^{125}$ICYP was measured in (A) 4T1, (B) MB-231, (C) MB-231BR, (D) MCaIV, and (E) MB-361. Specific binding (solid line) at each ligand concentration was calculated by subtracting radioligand binding in the presence of unlabeled antagonist CGP-12177 from total ICYP binding. (F) The concentration of $^{125}$I-CYP specifically bound at varying concentrations of ligand was calculated for each cell line as described in the methods. All binding curves were fit to a 3rd order polynomial equation. Results are representative of 2-3 experimental repetitions.

Fig. 2. Heterogeneity of cAMP response to β-AR and adenylate cyclase stimulation in breast cancer cell lines. cAMP production was measured after stimulation with (A) 0 ISO or $10^{-4}$ M ISO (5 minutes) or (B) $10^{-4}$ M forskolin (20 minutes). All reactions took place in the presence of 100 µM IBMX. cAMP was determined by ELISA. Results shown are mean ± SEM of 1-4 experimental repetitions. n.d. = not detectable; the level of detection is 1 pmol/mL.

Fig. 3. Kinetics of cAMP production with β-AR activation. Varying concentrations of ISO were added to (A) MB-231, (B) MB-231BR, and (C) MB-361 in the presence of IBMX for varying periods of time. Intracellular cAMP concentration was determined by ELISA. Results shown are mean ± SEM of 1-5 experimental repetitions.

Fig. 4. β-AR activation and VEGF production in vitro. ISO at varying doses was added to (A) MB-231BR, (B) MB-231, and (C) MB-361. Cell-free supernatant was harvested at varying time points, and VEGF content was determined by ELISA. Number of experimental repetitions: MB-
231, n=3; MB231BR, n=3; MDA-MB-361, n=3. Asterisks indicate statistically significant versus 0 ISO at each time point in culture by Bonferroni post-hoc analysis (p<0.05).

Fig. 5. β-AR agonist-induced VEGF production by MB-231BR is blocked by β-AR antagonists. The response of MB-231BR to varying concentrations of (A) ISO and (B) terbutaline (TERB). (C) The non-selective β-blocker nadolol (NAD) and (D) the β2-AR-selective blocker ICI 118,551 (ICI) were added 30 minutes prior to ISO. Cell-free supernatants were harvested after 72 hours in culture and VEGF concentration was determined by ELISA. For all figures, the number of experimental repetitions for each group = 3-6. In (A) and (B), asterisks indicate statistically significant differences versus no β-agonist by Newman-Keuls post-hoc analysis (p<0.05). In (C) and (D), asterisks indicate statistically significant differences versus all groups by Newman-Keuls post-hoc analysis (p<0.05).

Fig. 6. β-AR activation and cellular proliferation in vitro. Proliferation of (A) MB-231BR and (B, C) MB-361 was measured at 72 in culture with and without the non-selective β-AR agonist ISO or the β2-AR selective agonist terbutaline (TERB). For β-blockade, MB-361 cells were incubated with the nonselective β-AR antagonist nadolol (NAD) or the β2-AR selective antagonist ICI 118,551 (ICI) for 30 minutes prior to addition of the β-agonist. Results from individual experimental repetitions were normalized to percent of 0 ISO/TERB and averaged across 2-5 experimental repetitions. In (B), the asterisk indicates statistical significance relative to all other groups by Bonferroni post-hoc analysis. In (C), the asterisk indicates statistical significance relative to all other groups by Newman-Keuls post-hoc analysis (p<0.05).
<table>
<thead>
<tr>
<th>Cell Line</th>
<th>Species</th>
<th>Cells Isolated from:</th>
<th>Hormone Receptor Expression* (Reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDA-MB-231</td>
<td>Human</td>
<td>Pleural Effusion</td>
<td>ERα−, EGFR+, HER2low [19, 26]</td>
</tr>
<tr>
<td>MDA-MB-231BR</td>
<td>Human</td>
<td>Brain (Nude Mouse)</td>
<td>EGFR+ HER2lo [18, 20]</td>
</tr>
<tr>
<td>MDA-MB-361</td>
<td>Human</td>
<td>Brain</td>
<td>ERα+,EGFRlow, HER2high [19]</td>
</tr>
<tr>
<td>BT474</td>
<td>Human</td>
<td>Breast (Ductal Carcinoma)</td>
<td>ERα+,EGFR+,HER2high [19]</td>
</tr>
<tr>
<td>4T1</td>
<td>Mouse</td>
<td>Spontaneous Mammary Tumor (BALB/c)</td>
<td>[27]</td>
</tr>
<tr>
<td>TG1-1</td>
<td>Mouse</td>
<td>Spontaneous Mammary Tumor (FVB/nJ)</td>
<td>HER2+ [28]</td>
</tr>
<tr>
<td>MCalV</td>
<td>Mouse</td>
<td>Spontaneous Mammary Tumor (C3H)</td>
<td>[29]</td>
</tr>
</tbody>
</table>

* ERα = Estrogen receptor-alpha; EGFR = Epidermal growth factor receptor
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Graph A shows the levels of cAMP (pmol/mL) in various cell lines at 0 and 10^-4 M ISO. Graph B shows the levels of cAMP (pmol/mL) in various cell lines without ISO treatment.