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Preface

Since 1998, the Army’s Training and Doctrine Command (TRADOC) 
has been engaged in establishing and fielding The Army Distrib-
uted Learning Program (TADLP) to enhance and extend traditional 
methods of learning within the Army’s training strategy. This report 
discusses program-level approaches for evaluating the quality of the 
Army’s interactive multimedia instruction (IMI) courseware, which is 
used in its distributed learning (DL) program. A fiscal year (FY) 2006 
study conducted by the Arroyo Center for TRADOC identified several 
challenges within TADLP and its IMI courseware component, includ-
ing the lack of a program-level assessment of course quality.

The present study develops and applies a method of assessing 
the instructional design features of courseware that could be used to 
evaluate the quality of Army IMI courseware on an ongoing basis. 
The report demonstrates the feasibility of this approach, illustrates the 
kinds of information produced by such an evaluation, and shows how 
the results can be used to identify specific areas for improvement in 
courseware and to monitor quality at the program level.

This study will be of interest to persons involved in planning, 
developing, delivering, and evaluating IMI and other forms of distrib-
uted learning.

This research was sponsored by U.S. Army Training and Doc-
trine Command and was conducted within RAND Arroyo Center’s 
Manpower and Training Program. RAND Arroyo Center, part of the 
RAND Corporation, is a federally funded research and development 
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center sponsored by the United States Army. Correspondence regarding  
this report should be addressed to Susan Straus (sgstraus@rand.org).

The Project Unique Identification Code (PUIC) for the project 
that produced this monograph is ATFCR07213.

For more information on RAND Arroyo Center, contact the 
Director of Operations (telephone 310-393-0411, extension 6419; 
FAX 310-451-6952; email Marcy_Agmon@rand.org), or visit Arroyo’s  
website at http://www.rand.org/ard/.

mailto:sgstraus@rand.org
mailto:Marcy_Agmon@rand.org
http://www.rand.org/ard/
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Summary

Since 1998, the Army’s Training and Doctrine Command (TRADOC) 
has been engaged in establishing and fielding The Army Distributed 
Learning Program (TADLP) to enhance and extend traditional meth-
ods of learning within the Army’s training strategy. Distributed learn-
ing (DL) is intended to speed the pace of learning and allow training to 
take place when and where soldiers need it. The Army has an expansive 
vision of a greatly increased role for DL over time.

Given this expectation, an important component of TADLP’s 
overall performance is the quality of its courses, which consist pri-
marily of asynchronous interactive multimedia instruction (IMI). 
An assessment of IMI quality is necessary for strategic planning—to 
understand TADLP outputs, to manage budgets devoted to increas-
ing quality, and to identify and implement needed improvements to 
processes that affect quality. Moreover, ensuring and documenting the 
quality of IMI courseware are important to show the value of this type 
of instruction, to gain the buy-in of DL stakeholders, and to secure the 
resources needed to achieve the program’s goals.

A comprehensive evaluation of training quality requires several 
types of measures and methods:

Measures of outcomes, including reactions (e.g., learner satis-•	
faction), learning (e.g., performance on course tests), behavior 
(performance on the job or in subsequent training), and results 
(effects of training on organizational outcomes) (Kirkpatrick, 
1959–1960, 1994).
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Courseware evaluations to determine whether courses effectively •	
cover the relevant knowledge, skills, and abilities (KSAs) and to 
assess technical and instructional design criteria that influence 
the quality of the learning experience.
Test evaluation using qualitative and quantitative approaches to •	
ensure that tests cover relevant KSAs and can discriminate among 
good and poor performers. Good tests are needed to measure 
learning and to assess whether performance in training transfers 
to performance on the job.
Administrative data, which can point to potential negative or •	
positive aspects of course quality. Examples include enrollment 
rates, completion rates, cost data, cycle time of courseware pro-
duction, and responsiveness of the training development process 
to the need for changes in courseware content.

Purpose of This Report

This report (1) reviews current efforts to evaluate the effectiveness of IMI 
in TADLP, (2) develops and tests an approach to evaluating the quality 
of Army IMI courseware, and (3) identifies directions for improvement 
in IMI courseware and in the evaluation of IMI within TADLP. As 
in other approaches to courseware evaluation, we focus on the qual-
ity of the learning experience (see, e.g., ASTD Certification Institute, 
2001–2003) in terms of instructional design and technical features of 
courseware, rather than on the accuracy or comprehensiveness of sub-
stantive course content. In addition to devising evaluation criteria, we 
demonstrate the feasibility of this assessment approach by applying it 
to lessons from a sample of IMI courses. We also illustrate the kinds of 
information produced by such an evaluation and demonstrate how that 
information can be used to identify areas for improvement in TADLP 
courseware and to monitor quality at the program level.
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TADLP Does Not Have a Systematic Quality Assessment 
Process

Our research revealed that there are no efforts in TADLP to assess 
course quality at the program level. Although several types of inde-
pendent training evaluation are performed in the proponent schools, 
these assessments are not comprehensive or systematic in terms of the 
range of evaluation measures collected, standardization of measures, or 
synthesis of results across courses. In short, TADLP does not currently 
have sufficient data or capabilities for data integration to gauge overall 
program effectiveness or to evaluate the effect of quality-improvement 
initiatives.

RAND Developed an Approach to Courseware Evaluation 
for TADLP IMI

We developed a set of evaluation criteria and used them to evaluate les-
sons from a sample of ten high-priority courses fielded under TADLP 
between 2005 and 2007. Courses represented a range of knowledge 
and skills. We had online access to two of the courses, and the remain-
ing eight were provided on CDs.

Our evaluation criteria were based on existing standards in the 
training development community from (1) the American Society for 
Training & Development Certification Institute E-Learning Course-
ware Certification Standards (ASTD Certification Institute, 2001–
2003), (2) the Center for Cognitive Technology at University of South-
ern California (provided by Richard Clark, February 5, 2007), and (3) 
a checklist developed at TRADOC (provided by D. E. MacAllister, 
Instructional Systems Specialist, May 16, 2007). We drew criteria from 
these sources to yield a set of standards that (1) focused on what we 
viewed as the most important issues, (2) struck a balance between level 
of detail and feasibility, and (3) could be evaluated from the available 
materials. Our criteria comprised three categories that reflect the major 
themes of our source checklists:
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Technical criteria, such as the ease of launching a course and navi-•	
gating through it, the accessibility and usability of supplementary 
instructional materials, and the availability and quality of techni-
cal support.
Production-quality criteria, such as legibility of graphics and text, •	
characteristics of audiovisual materials, and the use of techniques 
to maintain learner interest.
Pedagogical criteria, such as the specificity of learning objectives; •	
characteristics of instruction of concepts, processes, and proce-
dures; the number and quality of checks on learning; the number 
and quality of opportunities for practice; and the frequency and 
quality of feedback.

In addition to applying these criteria, we evaluated the IMI level 
in each lesson.1

Three evaluators, or “raters,” were trained in how to evaluate the 
courses. After establishing satisfactory interrater reliability on a sample 
of lessons, the raters went through two or three modules of each course 
in much the same way a student would. They rated a total of 79 les-
sons, which comprised 39 percent of the lessons per course, on aver-
age, or approximately 200 hours of instruction. The majority of the 
lessons focused on instruction of concepts, followed by instruction of 
procedures. 

Some Features of Courseware Quality Do Not Meet 
Expected Standards

Our content evaluation found both strengths and deficiencies in course 
quality. The focus of our evaluation was quality at the program level, 

1 The Army Training Support Center (ATSC) defines four levels of interactivity (Wardell, 
2006) which involve progressively greater degrees of interaction between the learner and the 
computer. These range from instruction in which the learner is a passive recipient of infor-
mation to immersive learning exercises in which the learner interacts with lifelike visual and 
auditory cues based on realistic mission scenarios.
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but ratings can also be reported at the course level to identify specific 
needs for improvement.

Levels of Interactivity

In general, we found the content somewhat “thin” in some areas, as 
exemplified by pedagogical shortcomings and lower-than-required 
levels of IMI, or interactivity. Our ratings show that 4 percent of the 
lessons (often introductory lessons) were the lowest level (Level 1), 76 
percent included some Level 2, and 20 percent included some Level 3.  
Whereas some basic material may not lend itself to Level 3 IMI, instruc-
tion of even higher-level content consisted largely of Level 2 IMI.

Technical Features

The technical features of the courses were found to be generally strong. 
All the courses were easy to navigate, and cues to the learner’s posi-
tion in the course were easily accessible. However, we identified two 
technical features needing substantial improvement. First, we could 
not launch most of the courses provided on CDs without substantial 
technical assistance. We expect that if Army learners experience similar 
problems and do not have access to technical support, many of them 
will give up, which would be reflected in low course completion rates. 
Second, supplementary instructional resources (i.e., reference materi-
als) were difficult to use. Although most courses had a menu through 
which the learner could easily access resources such as field manuals 
(FMs), the concepts on any particular page of instruction were not 
linked directly to an FM. Therefore, using these resources required 
substantial effort.

Production-Quality Features

Production-quality features of the courses were strong in many areas. 
Narration was easy to understand, courses had minimal irrelevant con-
tent, and most graphics and text were typically legible. However, some 
aspects of the audiovisual features need improvement. Courses were 
rated only moderately effective in the use of animation/video to dem-
onstrate processes and procedures. Narration, while easy to understand, 
was often very slow and could not always be disabled, which inhibited 
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the pace of learning. Significant improvement is also needed in using 
media to engage learners and in eliminating sensory conflicts.

Pedagogical Features

The pedagogical aspects of the courseware are the most important cri-
teria in our quality assessment. Pedagogical strengths of the courses 
include clear descriptions of lesson objectives, an appropriate order of 
lessons, clear and comprehensive definitions of concepts, and opportu-
nities for learners to correct their strategies in checks on learning and 
practical exercises.

However, pedagogy was also the area most in need of improve-
ment. A pervasive problem in many of the courses was a lack of exam-
ples from the job or mission environments; this occurred in instruction 
of both concepts and procedures. Courses also need to do a better job 
of demonstrating procedures and providing explanations of why pro-
cedures work the way they do, so that learners can better understand 
the concepts and skills taught and can thus be prepared to adapt their 
behavior in nonstandard situations. Finally, in most of the courses we 
evaluated, practical exercises did not provide sufficient opportunities 
to integrate concepts and to practice procedures; there were typically 
too few opportunities, the exercises did not progress from simple to 
complex problems, and they did not include both part-task and whole-
task practice. In short, the courseware was deficient with respect to two 
critical aspects of training: effective explanations of procedures, and 
opportunities for practice.

IMI Courseware Should Be Improved in Several Ways

Our analysis suggests a number of potential improvements to IMI 
courseware:

Directly linking course content to relevant information in FMs •	
and other supplemental resources will provide learners with a 
powerful tool for rapidly deepening or sustaining their knowl-
edge in specific task areas. Allowing learners to replace narration 
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with text could also increase their pace of proceeding through the 
material.
Correctly applied, higher levels of interactivity can support •	
improvements in instruction by providing more powerful tech-
niques to improve the relevance and realism of the courseware 
and the fidelity of practical exercises, thereby enhancing opportu-
nities for transfer of training. Higher-level IMI also can increase 
learner engagement.
More generally, in the context of the current phased approach to •	
structured training (in which a self-paced DL phase can be com-
pleted up to a year prior to a residential phase), the Army should 
consider emphasizing the use of IMI to teach concepts and pro-
cesses rather than procedures. Whereas it is possible to provide 
practice opportunities for administrative tasks such as filling out 
forms or logs in IMI (as some courses did), it is clearly much 
more difficult to provide opportunities to practice physical per-
formance tasks, such as entering and clearing a building, using 
hand grenades, immobilizing equipment, or tying an eye splice. 
The use of IMI may be best reserved for training procedures when  
(1) the procedures can be realistically practiced within the context 
of IMI (e.g., using software, completing forms, performing calcu-
lations) or with the addition of simple and inexpensive job aids; 
(2) the learning is not subject to rapid decay or is easily refreshed; 
(3) DL can serve as a supplement to residential training, e.g., when 
the IMI can be assigned as “homework” immediately preceding a 
practical exercise; or (4) exported training can be supported by a 
high level of instructor-student interaction.

We note that TADLP has implemented changes in processes that 
may have translated into improvements in the quality of courses being 
developed today. However, the success of these new efforts has not 
been documented. Moreover, given the range of these initiatives, it is 
unlikely that all the deficiencies noted in our sample have been cor-
rected. Research is needed to determine the success of new initiatives 
aimed at improving quality and to guide the Army toward the most 
effective use of IMI.



xvi    Improving the Army’s Assessment of IMI Courseware

TADLP’s Assessment Program for IMI Should Also Be 
Improved

One of the conclusions from our research is that program-level assess-
ments of courseware quality are needed on an ongoing basis. The 
method used in this study has a number of strengths and can effec-
tively fill at least a part of that need for TADLP. Our approach provides 
a systematic method of evaluation using multiple raters and a compre-
hensive set of criteria based on standards proposed by experts in train-
ing development and assessment. The method yields quantifiable data, 
enabling integration of results across courses, schools, or other units of 
analysis. Once criteria are developed and raters are trained, lessons can 
be evaluated relatively efficiently. In short, we believe this evaluation 
method is practical, can provide the Army with valuable information 
about courseware quality, and points to directions for needed quality 
improvements. We recommend adoption of this approach for evaluat-
ing TADLP courseware.

Our approach to course evaluation does have several limita-
tions. For example, some of the ratings are subjective; all criteria were 
weighted equally regardless of impact; the sample size of courses was 
relatively small; and most courses that were provided on CDs did not 
include some features of the courseware. These limitations can be effec-
tively addressed in future efforts. Consequently, we recommend that 
TADLP do the following:

Reassess and refine the criteria used in this study, particularly to •	
reflect fully operational courseware.
Where possible, establish objective standards for criteria such as •	
the degree to which lessons provide sufficient examples, checks on 
learning, and practical exercises.
Establish weights for the criteria according to their relevance to •	
course objectives and the resource implications of remedying 
deficiencies. 
Evaluate fully functional versions of courses in order to assess •	
features such as course tests, bookmarks, and “live” technical 
support.
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To implement a program of courseware evaluation, we offer the 
following steps as elements of one potential approach:

TADLP would assign responsibility for IMI courseware evalua-•	
tion to a team of two or three individuals trained in principles of 
instructional design. This task would constitute a portion of each 
staff member’s general responsibilities.
The evaluation team would work together to refine the evaluation •	
criteria, with input from proponent school staff, subject matter 
experts (SMEs), and staff from Army Training Support Center 
(ATSC).
Proponent schools would provide access to completed courseware •	
as well as to courses under development.
The evaluation team would evaluate at least a sample of the course-•	
ware and provide the completed checklist to the proponent school 
and contractor, along with specific suggestions for improvement.
The evaluation team would create quarterly reports and an annual •	
report that summarizes results at the program level.
These activities would be supported by a website to enable propo-•	
nent school staff and contractors to download the checklist and 
supporting material.

We recommend that at the outset, the program focus on provid-
ing feedback to individual schools about their courses and on reporting 
aggregate IMI quality over time. Once the evaluation program becomes 
more established, the data might be used more aggressively to improve 
courseware quality. For example, results could be aggregated by school 
and by contractor as part of a larger evaluation program that fosters 
continuous quality improvement. Relevant evaluation criteria could be 
incorporated into the schools’ courseware validation processes to stan-
dardize and improve these efforts or into the language of DL delivery 
orders. However, initiating these steps may require formulating new 
policies to support them, including policies relating to contracts, fund-
ing mechanisms, appropriate incentives, and development processes.

As noted earlier, the type of evaluation presented here is only one 
aspect of assessing training effectiveness. We recommend that TADLP 



xviii    Improving the Army’s Assessment of IMI Courseware

pursue a comprehensive approach to assessment of training quality at 
the program level. In addition, many of the methods and measures 
used to evaluate training can be facilitated by the use of information 
technology (IT). For example, a broad-based assessment would include 
the following components, many of which could be tested on a pilot 
basis using a sample of DL courses:

Learner reactions.•	  The Army could develop a core set of ques-
tions to administer to students across IMI courses, develop an IT 
platform to enable schools to create/customize surveys, and create 
automated scoring and reporting capabilities.
Learning (pre/post comparisons).•	  The Army could develop an 
IT platform to administer course pretests and posttests, along 
with automated procedures to analyze and report test scores across 
courses or schools.
Learning (knowledge retention).•	  The Army could administer 
and score follow-up tests relatively efficiently and inexpensively 
using IT. For example, the Army could administer follow-up tests 
to IMI learners via Army Knowledge Online (AKO) after stu-
dents return to their units or when they register for or attend the 
residential portion of a course after completing the DL phase.
Behavior. •	 IT could be used to collect and analyze data to assess 
the association of individuals’ performance in DL with perfor-
mance in subsequent residential training or with ratings of subse-
quent job performance in the unit.
Test evaluation.•	  IT could be used to administer course tests and 
conduct statistical analyses of objective test items (i.e., multiple 
choice or true/false) to provide information such as whether items 
are at the appropriate level of difficulty and whether the tests dis-
criminate between good and poor performers in the course.
Administrative data.•	  Automated systems can capture data such 
as enrollment and dropout rates, DL usage, and information per-
taining to course development, such as cycle time. These types of 
metrics can be indicators of course quality and should be moni-
tored to assess progress in meeting other TADLP objectives.
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Conclusion

This research indicates that a program-level evaluation of IMI course-
ware is needed and demonstrates a feasible method that can identify 
areas for improvement in courseware quality. It also suggests other 
ways in which the quality of IMI training could be practically evalu-
ated at the program level.

In a larger context, evaluation of IMI quality would be part of a 
more comprehensive assessment component for TADLP. In addition 
to evaluating quality, that program would include an examination of 
learning models, courseware usage and efficiency, cycle time of pro-
duction, and identification of DL areas with the highest payoff for the 
Army. We are conducting continuing research related to these subjects. 
Taken together, these efforts will give the Army a basis for managing 
continuous improvement in the development and use of IMI and will 
provide important tools to help meet the goals of TADLP.
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Chapter One

Introduction

Background

Since 1998, the Army’s Training and Doctrine Command (TRADOC) 
has been engaged in establishing and fielding The Army Distributed 
Learning Program (TADLP) to enhance and extend traditional meth-
ods of learning within the Army’s training strategy. Through distrib-
uted learning (DL), the Army aims to achieve a number of goals, includ-
ing increased readiness, improved access to training and reach-back 
capabilities, increased effectiveness in training and education, reduced 
costs, and greater stability for families. The Army is in the process of 
converting 525 training courses to DL by 2010 and has an expansive 
vision for a greatly increased role for DL over time.1 TADLP aims to  
achieve DL objectives for Army training by developing courseware 
that uses various (primarily digital) media, implementing an effective 
learning management system, and maintaining modern, state-of-the-
art training facilities (both fixed and deployable). In fiscal year (FY) 
2007, TRADOC asked RAND to assess how efficiently and effectively 

1 For example, as early as 2001, the TADLP Campaign Plan listed as a critical success indi-
cator that “DL satisfy between 30–65 percent of the quota-managed training load” (Sec-
tion 1.9.4). More recently, the TRADOC Campaign Plan (TCP) called for the creation of 
an exportable Noncommissioned Officer Education System (NCOES) capability (Section 
2.8). The current Army Training and Leader Development Strategy (ATLDS) is moving 
toward such concepts as expanded lifelong learning, greater support of Army Force Genera-
tion (ARFORGEN) processes, and the development of more adaptable leaders and creative 
thinkers. The ATLDS makes clear that DL will play a major role in the implementation of 
the strategy.
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TADLP has accomplished its objectives and to recommend improve-
ments in the Army DL program. This report documents one component 
of this project, an assessment of the quality of TADLP courseware.2

TADLP courses consist primarily of asynchronous interactive mul-
timedia instruction (IMI). An assessment of IMI quality is necessary to 
determine progress toward meeting TADLP goals and to respond with 
appropriate strategic planning efforts, i.e., to manage budgets devoted 
to increasing quality and to identify and implement needed improve-
ments to processes that affect quality. In addition, ensuring and docu-
menting the quality of IMI courseware is important to show the value 
of this approach to instruction, to gain the buy-in of DL stakeholders, 
and to secure the resources needed to achieve the program’s goals.

When the research reported here began, TADLP had developed 
217 DL courses and products representing 23 proponent schools. Our 
analysis shows that usage of “high-priority” courses3 (n = 166) has been 
lower than expected.4 The quality of the courseware may account for 
some of the deficit. Surveys have suggested that some schools, com-
manders, and students believe that TADLP courseware does not have 
the same quality as traditional resident instruction and that it does not 

2 The DL project consisted of a comprehensive assessment of the state of TADLP. In addition 
to assessing the quality of courseware, the project examined the impact of TADLP course-
ware utilization on Army training, the cycle time and cost-effectiveness of the courseware 
production process, and the responsiveness of TADLP content to changing requirements. 
The purpose of these analyses was to establish a baseline against which future improvements 
to TADLP could be measured. In addition, the DL project proposed and developed options 
that the Army could implement to improve DL performance.
3 Courses considered high priority are those that make the greatest contribution to unit read-
iness. These include Military Occupational Specialty (MOS) reclassification courses, as well 
as selected Professional Military Education (PME) courses supported by TADLP, including 
Basic Noncommissioned Officer Courses (BNCOCs), Advanced Noncommissioned Officer 
Courses (ANCOCs), Captains Career Courses (CCCs) for reserve component soldiers, and 
key functional courses designed as Additional Skill Identifiers (ASIs) or Special Qualifica-
tion Identifiers (SQIs).
4 For example, fewer than 100 high-priority DL courses had enrollments in FY2006, and 
the median enrollment was about 250 per course. As implied by these numbers, DL train-
ing accounted for only a small percentage of all structured training conducted by the Army, 
typically less than 6 percent of the training load even in categories where DL was most con-
centrated, such as the BNCOCs and ANCOCs.
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train to the same standard. For example, in the December 2005 Status 
of Forces Survey of Active Duty Members (Defense Manpower Data 
Center, 2006), 46 percent of respondents reported that online train-
ing was less effective than traditional classroom training for individual 
learning. This perception was particularly pronounced among officers. 
The Fall 2006 Sample Survey of Military Personnel (U.S. Army Research 
Institute, 2007) indicates that attitudes toward Internet-based training 
have become more positive over the past few years, but attitudes toward 
online training remain substantially less positive than perceptions of 
classroom instruction.5

Being able to document success in Army IMI could go a long way 
toward changing those views, reenergizing the program, and position-
ing TADLP to compete more successfully for resources in the pro-
gramming process. However, as discussed in more detail below, there is 
no systematic program-level assessment of course quality. Course eval-
uation is generally left to individual proponent schools, and although 
some schools have conducted course assessments, their efforts have 
tended to vary greatly in scope, purpose, and content, thereby preclud-
ing aggregation at the program level. We believe that a program-level 
approach to evaluation is needed to achieve TADLP goals.

Purpose and Organization of This Report

This report describes the development and application of a program-
level approach to evaluating IMI courseware. We designed an approach 

5 Many researchers have debated the relative value of DL and residential learning (RL). 
Reviews of the literature typically have found no clear advantage for one or the other (e.g., 
Phipps and Merisotis, 1999). However, this cannot be interpreted to mean that these meth-
ods of instruction are equally effective. In addition to the problem of attempting to “confirm 
the null hypothesis,” the evidence base is too limited to support such a conclusion, and many 
of the studies comparing DL and RL instruction are subject to methodological limitations 
(Straus et al., 2006). We have argued previously (Straus et al., 2006) that research focused 
on enhancing the quality of DL, rather than contrasting DL with RL, is more likely to yield 
results that are of practical value to the Army. This is both because the Army is moving to 
DL due to the benefits DL offers (e.g., anytime/anyplace learning) and because it is often 
impractical to conduct rigorous studies that compare results for the same course conducted 
in both RL and DL formats.
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based on several existing methods and used it to evaluate lessons from a 
sample of IMI courses. The courses were selected from all high-priority 
DL, i.e., courses devoted to structured individual training required for 
promotion under the Army’s professional military education (PME) 
program and reclassification training for qualification in a military 
occupation. The evaluation allowed us to (1) test our method and (2) 
show how it can be used to identify areas for improvement in IMI 
courseware and to monitor quality at the program level.

This report is organized as follows. In Chapter Two, we describe 
different approaches for evaluating training quality and discuss the 
extent to which these approaches are currently being applied by the 
schools participating in TADLP. In Chapter Three, we describe the 
approach to courseware evaluation we designed for this study. In Chap-
ter Four, we present detailed findings from our evaluation. Finally, in 
Chapter Five, we discuss the conclusions and implications of our find-
ings as well as potential directions for future program-level evaluations 
of DL quality. Our findings and conclusions concern both areas for 
improvement in TADLP courseware and directions for improvement 
in the evaluation of IMI within TADLP.
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Chapter Two

Quality-Evaluation Approaches and Their Usage 
in TADLP

In this chapter, we describe different approaches for evaluating training 
quality and discuss the extent to which they are currently being applied 
by the schools participating in TADLP.

Approaches to Evaluating Training Quality

There are a number of approaches to evaluating the quality of training, 
including evaluating training outcomes, assessing the quality of course 
tests, analyzing administrative data, and evaluating courseware con-
tent and design. A comprehensive evaluation of training quality will 
include several types of measures and methods.

Training Outcomes 

Kirkpatrick (1959–1960, 1994) identified four levels of training out-
comes: reactions, learning, behavior, and results.

Reactions. Learner reactions typically are assessed through post-
course surveys of student satisfaction. This is the most common method 
of evaluating training quality. Reaction measures may not be related to 
learning or to performance on the job, but they can be an important 
factor in determining whether to continue offering a particular course 
(Goldstein and Ford, 2002) and in identifying areas for improvement 
in courses.
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Learning. Learning refers to acquisition of knowledge and skills 
during training. It can be assessed by measures such as knowledge tests, 
skills tests, or peer ratings (Goldstein, 1991). Later assessments of learn-
ing (some time after the completion of training) can be used to assess 
knowledge retention.

Behavior. Behavior refers to whether students apply what they 
learned in training on the job. It can be measured through job perfor-
mance or proxy measures of performance such as rates of promotion 
in an organization, or through performance in subsequent training  
(Goldstein, 1991). Ideally, job performance is measured by objective cri-
teria such as production quality or accuracy, time to complete tasks, or 
use of raw materials. Frequently, however, job performance is assessed 
by subjective supervisory performance ratings.

Results. Results provide information about the effect of a train-
ing course or program on organizational outcomes. For example, unit 
readiness could be used as a measure of results. However, it is difficult 
to identify appropriate, concrete measures of organizational perfor-
mance or impact and link them with training. We do not address this 
type of measure further, as it is beyond the scope of this study.

It is important to note that most of these outcome measures are 
not indicators of training quality in and of themselves. In order for 
outcomes such as changes in learning or behavior to be attributable to 
a training program, they must be assessed using an appropriate evalu-
ation design. For example, the effect of a training program on learning 
can be assessed by comparing students’ scores on pretests and post-
tests. Generally, a control group is also needed to determine whether 
the training program (versus other factors) accounts for differences in 
pretest and posttest scores (although some study designs allow such 
inferences to be made without a control group; see Goldstein and Ford, 
2002). The effect of training on behavior can be assessed by compar-
ing job performance of individuals who participate in training with 
a no-training control group. The predictive validity of training can 
be assessed by examining the association (correlation) between mea-
sures of learning in training (e.g., test scores) and ratings of subsequent  
relevant job performance or performance in later, more advanced 
training.
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Test Evaluation

Although not a measure of training quality itself, good tests are an 
essential component of several methods of evaluating training. Con-
tent validity is one facet of test quality; it is defined as the extent to 
which a measure consists of a representative sample of tasks, behav-
iors, or knowledge drawn from a particular domain (see, e.g., Soci-
ety for Industrial and Organizational Psychology, 1987). A test with 
high content validity would include questions representing the range 
of concepts and skills taught in a course. Content validity is typically 
assessed by subject matter experts (SMEs). Good tests also have appro-
priate levels of difficulty that discriminate between good and poor per-
formers in a course. These characteristics of tests can be assessed using 
statistical analyses of students’ responses to objective test items (i.e., 
multiple choice or true/false questions). Statistical analyses can also be 
used to examine patterns of responses to questions to identify possible 
instances of cheating.

Administrative Data

Administrative data obtained from archival sources provide informa-
tion about the degree to which a training program is meeting objectives 
that are related to quality. For example, metrics showing few enroll-
ments, low completion rates, or low graduation rates might suggest that 
there are problems with the quality of the course. Similarly, a long cycle 
time for courseware production might indicate that the course does not 
include the most relevant, up-to-date training content reflecting best 
practices and the needs of the operational Army.

Courseware Evaluation

The quality of training can also be assessed by evaluating the qual-
ity of courseware in terms of what is taught and how it is conveyed. 
SMEs typically evaluate what is taught by examining course materi-
als and determining if the course content adequately and accurately 
represents the knowledge, skills, and abilities (KSAs) required for the 
job. Evaluation of how content is conveyed consists of assessing the 
quality of training delivery or the learning experience (ASTD Cer-
tification Institute, 2001–2003). This type of evaluation focuses on 
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characteristics of courseware such as ease of navigation and tracking, 
lesson structure, clarity of presentation, quality and value of audio- 
visual information, frequency and quality of examples, opportuni-
ties for practice, and frequency and quality of performance feedback. 
Whereas many of these criteria are important for all types of training, 
they are especially important in evaluating DL, because less is known 
about how to deliver technology-mediated instruction than about 
delivery of traditional in-person training. The courseware evaluation 
described in this report uses such criteria.

Current Evaluation Efforts in Army Training

As part of its overall assessment of DL for TRADOC, RAND con-
ducted structured telephone interviews with representatives from 
TRADOC proponent schools to collect data on a variety of topics per-
taining to 20 of the Army’s DL programs with high-priority courses 
developed under TADLP. Participants typically included contract-
ing representatives, course managers, team leads, training division 
or branch chiefs responsible for the production of DL, and, in some 
cases, the school’s director of training. A complete description of this 
undertaking is beyond the scope of this report, but relevant here are 
responses to a question that addressed the schools’ efforts to assess their 
DL programs:1 Participants were asked to describe the methods their 
school uses or plans to use to assess the quality of IMI training.

Responses showed that, in general, evaluations of Army DL 
courses are not comprehensive or systematic in terms of either the 
range of training-evaluation measures collected or standardization of 
measures and synthesis of results across courses or schools. The nature 
of current efforts is summarized in Table 2.1 and described below.

1 Other topics in the interview included the role of DL in the school’s larger training strat-
egy, how training content to be converted to DL was selected by the school, the amount 
of resources dedicated to the DL program at the school, and obstacles to and suggested 
improvements in the implementation of TADLP.
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Table 2.1
Summary of Current Evaluation Efforts in Army Training

Type of Evaluation Nature of Current Efforts

Reactions Some local end-of-course attitude surveys are 
administered, but they are not systematic or 
standardized.

Several broad-based efforts have also been made.

Learning Many courses have posttests, but there are no 
reports of pretest/posttest comparisons across 
courses or schools and no known efforts to 
measure knowledge retention.

Behavior (performance) AUTOGENa attempts to capture a component, but 
most schools do not view it as useful for DL.

Courseware evaluation Each school validates substantive content during 
development. For automated courseware, the 
validation process includes criteria about the 
quality of the learning experience. Validation 
efforts are not standardized or systematic. 

Test evaluation Validation is conducted at the end of 
development.  A few efforts are made after 
fielding, but they typically do not use the most 
informative methods.

Administrative data Some efforts are planned, but they are not 
comprehensive.

aAUTOGEN (Automated Survey Generator) is a survey and analysis platform licensed 
by the U.S. Army Research Institute (ARI). It is designed to perform job analysis and 
to develop and conduct training evaluation surveys. AUTOGEN is explained in more 
detail later in this section.

Measures

Reactions. Learner reactions are measured in some local end-of-
course surveys, but questions are not standardized and efforts are not 
systematic. There are, however, some broad-based efforts to measure 
student satisfaction, such as the U.S. Army Research Institute’s (ARI’s) 
Sample Survey of Military Personnel, which is conducted every other 
fall and includes questions about satisfaction with Internet-based train-
ing. The Defense Manpower Data Center conducts numerous surveys, 
including Status of Forces Survey of Active Duty Members, which peri-
odically has included questions about perceptions of the effectiveness 
of Internet-based training. These surveys are not specific to the Army, 
however.
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Learning: Pre/Post Comparisons. Most IMI courses have post-
tests, but aggregate results from multiple courses (e.g., the percentage 
of students that pass DL courses) are not collected or reported at the 
program level. Moreover, there appear to be no systematic efforts to 
measure gains in learning by comparing performance on pretests and 
posttests, and we are not aware of any efforts to measure knowledge 
retention.

Behavior. Currently, no efforts are being made to assess the effect 
of training on job performance. Such evaluations are particularly diffi-
cult to perform. Studies that use a no-training control group are imprac-
tical to conduct on a routine basis in the Army. Assessing the predictive 
validity of training, i.e., the correlation or association of performance in 
training with performance on the job, requires large samples. Obtain-
ing sufficient samples may be challenging in the Army, both because 
some soldiers do not perform the job for which they were trained (at 
least in Advanced Individual Training), and because it might be diffi-
cult to get unit leaders to provide performance-evaluation information 
in a timely way. Obtaining sufficient data should be feasible, however, 
if performance in DL courses is used to predict performance in subse-
quent, more advanced training.2

The AUTOGEN program collects unit leaders’ perceptions of 
training effectiveness and therefore may have the potential to capture 
ratings of individual students’ job performance for use in predictive 
validity studies. AUTOGEN is an automated system that enables pro-
ponent schools to develop their own computer-assisted surveys using 
standardized as well as customized questions. Evaluation questions are 
tied to specific training courses. AUTOGEN appears to provide the 
foundation for collecting data needed to analyze predictive validity; 

2 Assessing the association of performance in training with job performance or with subse-
quent training performance also is difficult due to “restriction of range” in training scores, 
job performance, or both. Restriction of range occurs when most students pass training 
courses, for example. Restriction of range in job performance also can occur if individu-
als with performance problems drop out of courses or are assigned to other duties, thereby 
eliminating lower scores from the range. Restriction of range can limit the observable cor-
relation between performance in training and the outcome of interest (job performance or 
subsequent training performance).
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however, it currently does not distinguish responses for DL and resi-
dential training. In addition, because the outcome in AUTOGEN is 
performance in the unit, it is useful only for standalone DL courses, 
not for DL that is used to prepare learners for the residence portion of 
a course or other types of blended learning.

Courseware Evaluation. Courseware evaluation occurs during 
courseware validation, a required step in the Army’s training devel-
opment process (TRADOC PAM 350-70-10). Courseware validation 
is a localized effort. It tends to emphasize accuracy and completeness 
of course content, although the process also is intended to assess the 
quality of the learning experience. However, it appears that validation 
efforts are not systematic or standardized in terms of evaluation criteria 
and processes, results are not quantifiable, and there are no efforts to 
aggregate findings beyond individual courses. 

Test Evaluation. Test validation is conducted at the end of DL 
course development. We are aware of only one proponent school that 
evaluates the quality of its tests after courses are fielded by analyzing 
learners’ responses to test items.

Administrative Data. We found no initiatives at the school level 
that use archival data to monitor quality, although informal assess-
ments are likely to be conducted in some cases. The Army Training 
Support Center (ATSC) does maintain data regarding other charac-
teristics of courseware (e.g., type of course, proponent school, hours 
of DL) funded under TADLP, some of which may be related to qual-
ity (e.g., cycle time to develop courseware). ATSC also collects data 
on development status (e.g., still in development, completed, fielded) 
of all courses funded under TADLP and is initiating a new informa-
tion system3 that will help personnel keep better track of comple-
tion of the phases of development. The Army Training Requirements 
and Resources System (ATRRS),4 which is managed by the G-1 of 

3 The Distributed Learning Management Information System is a recently developed, auto-
mated management information tool designed to provide real-time DL development data to 
ATSC and TRADOC managers. Once fully implemented, this system should provide the 
capability for more detailed tracking of cycle times.
4 ATRRS is the Department of the Army management information system of record for 
managing student inputs to training.
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the Department of the Army, tracks the usage of all quota-managed 
courseware, including DL courseware. However, ATRRS records may 
not be as complete for DL phases of courses as for residential courses, 
because in some cases, completion of only the final, residential phase is 
entered into ATRRS. Furthermore, TRADOC does not currently use 
any ATRRS data in its TADLP management processes, partly because 
there are no unique course identifiers, making it difficult to match 
courses found in ATRRS with development efforts under TADLP.

Conclusion

In summary, TADLP does not have sufficient data or data integration 
capabilities to gauge overall program effectiveness. Recommendations 
for a comprehensive approach to evaluating program effectiveness are 
presented in Chapter Five of this report.
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Chapter Three

RAND’s Approach to IMI Evaluation

In this chapter, we describe the approach used to conduct our evalua-
tion of IMI quality.

Evaluations of DL courseware are recommended by TRADOC, 
DL industry groups, and others, yet no systematic assessment has been 
attempted within TADLP at the program level. Therefore, we eval-
uated a sample of IMI courses produced under TADLP. Like other 
approaches, our approach focuses on the quality of the learning experi-
ence (see, e.g., ASTD Certification Institute, 2001–2003) in terms of 
instructional design and technical features of courseware, rather than 
on the accuracy or comprehensiveness of substantive course content. 
The goals of this effort were to develop and test a method of evaluation 
for use on a broader scale in the future.

Courses Evaluated

We evaluated a sample of lessons from ten DL courses produced between 
2005 and 2007. To select courses for evaluation, we started with a 
database of all DL products (n = 217). We focused on high-priority 
courses that are most directly connected to readiness (and therefore are 
also the longest and most demanding); these include MOS-producing 
courses and PME courses. Therefore, we eliminated unit training prod-
ucts (n = 3),1 self-development courses (n = 33), and obsolete courses 

1 Training products are meant for training conducted by units, whereas courses are meant for 
training conducted by institutions. 
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or courses under maintenance (n = 52). We narrowed our sample fur-
ther to recently completed (from 2005 to 2007) high-priority courses 
(n = 86) that were fielded (n = 74 out of 86) and had an active course 
number in ATRRS, meaning that students could register for them (n = 
50 out of 74). These 50 courses were found in 14 proponent schools. 

We selected a modified random sample of these courses, includ-
ing more courses from larger proponent schools and courses repre-
senting a range of topics and levels, e.g., reclassification courses, Basic 
and Advanced Noncommissioned Officer courses (BNCOCs and 
ANCOCs), and Captains Career Courses (CCCs). In four cases, we 
could not get access to the course we selected, so we replaced these 
courses with a convenience sample of courses that were similar in topic 
and/or level and from the same proponent schools, where possible. The 
courses we evaluated are shown in Table 3.1.

We had online access to two of the courses, and the remaining 
eight courses were provided on CDs. Three evaluators, or “raters,” 
went through the courseware in much the same way a student would

Table 3.1
Courses Included in RAND’s Evaluation

Course Proponent School MOS

Lessons 
Coded/Total 

Lessons

Medical Logistics Specialist Army Medical 
Department (AMEDD) 91J10 3/6

M1A2 Abrams Crew BNCOC Armor 19K30 10/24

Cavalry Scout Armor 19D10 15/32

Maneuver C3, Phase II Armor — 5/16

Chemical Operations Specialist Chemical 74D10 6/21

General Construction 
Equipment Operator

Engineer 21J10 3/7

Bradley Fighting Vehicle System 
Maintainer 

Ordnance 63M10 3/20

Food Service Specialist ANCOC Quartermaster 92G40 10/17

Battle Staff NCO Sergeants Major 
Academy

— 15/64

Watercraft Operator Transportation 88K20 7/14
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(although the raters also intentionally made errors, attempted to proceed 
out of order, and so forth, to learn how the courseware responded). 

Typically, we assessed lessons from the first two or three modules 
of each course, where we define a module as a general topic area com-
prising one or more lessons.2 We focused on the beginning modules of 
the courses rather than a random sample of modules, because in most 
courses, material in later modules builds on material in earlier ones. By 
going through the material in order, raters were better able to evalu-
ate criteria such as whether the sequencing of lessons was logical and 
whether concepts and practice opportunities progressed from simple to 
complex and from part-task to whole-task. In four courses, however, 
we selected lessons from both beginning and later modules to ensure 
that we evaluated varied content, including instruction of concepts, 
processes, and procedures, if available.

We coded a total of 79 lessons, which comprised 39 percent of 
the lessons per course, on average, or approximately 200 hours of 
instruction.

Evaluation Criteria

We referred to three existing checklists to develop a set of evalua-
tion criteria: (1) the American Society for Training & Development 
(ASTD) Certification Institute E-Learning Courseware Certification 
Standards (ASTD Certification Institute, 2001–2003); (2) a checklist 
from the Center for Cognitive Technology at the University of South-
ern California (provided by Richard Clark, February 5, 2007, in the 
context of his work on military training); and (3) a checklist developed 
by TRADOC (provided by D. E. MacAllister, Instructional Systems 
Specialist, May 16, 2007). Each of these checklists has advantages and 
disadvantages, as outlined in Table 3.2 and discussed below.

The ASTD standards reflect four elements of course design: 
interface, compatibility, production quality, and instructional design. 

2 Terms such as module, lesson, and topic were used differently across courses by the propo-
nent schools.
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Table 3.2
Sources Used to Develop Criteria for RAND’s Evaluation

Source Advantages Disadvantages

ASTD E-Learning 
Courseware 
Certification Standards 

Based on consensus among 
training and development 
experts.
Comprehensive and detailed 
technical and production 
criteria.
Weighted scores.
Informative user manual.

Less emphasis on  
pedagogical criteria.
Criteria fairly generic; some 
require revision for military 
training.

Center for Cognitive 
Technology, University 
of Southern California 

Based on research.
Comprehensive and detailed 
production quality and 
pedagogical criteria.

Lacks criteria for technical 
features.

TRADOC Comprehensive and detailed 
technical, production quality, 
and pedagogical criteria.

Criteria somewhat too 
specific.
Uses overlapping/redundant 
criteria.

Rating options include “yes,” “no,” and for some criteria, “not appli-
cable.” The ASTD’s approach has several strengths: The standards are 
based on consensus among training-development experts, and criteria 
are weighted to reflect their relative importance or impact. The ASTD 
also has established interrater reliability, demonstrating that the stan-
dards can be applied consistently. In contrast to the other checklists, 
the ASTD also provides an informative user manual that gives clear 
explanations and examples of the criteria. However, standards for 
pedagogical features of the courseware are somewhat less detailed and 
comprehensive than those in the other checklists. The criteria are fairly 
generic in nature (by design) and therefore require revision for evaluat-
ing some aspects of military training courseware (e.g., by including ref-
erences to the “mission environment” as the context; adding criteria for 
checks on learning; specifying criteria for learning objectives as action, 
standard, and condition; and so forth).

The checklist developed by the Center for Cognitive Technology 
reflects four aspects of course design: course and lesson introductions; 
instruction of concepts, processes, and procedures; practice, feed-
back, and assessment; and multimedia design. It also includes criteria 
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for evaluating contractors’ qualifications. Rating options include “go” 
and “no go,” along with space to provide comments for each criterion. 
Key advantages of the checklist include comprehensive and detailed 
pedagogical criteria that are linked to empirical research findings (see 
O’Neil, 2003). Most of the criteria in the checklist are relevant to all 
training, not just DL. The checklist is also appropriate for evaluating 
Army courseware. Unlike the other checklists, however, it lacks criteria 
for technical features of courseware, such as navigation functions.

The TRADOC checklist includes eight categories encompassing a 
wide range of elements.3 Rating options include “go,” “no go,” and “not 
applicable.” This checklist has a number of strengths. It is very compre-
hensive, encompassing a large number of detailed criteria. It is designed 
to apply to all courses, not just DL. It is tailored to military training, 
and unlike the other checklists, it includes criteria for course admin-
istration issues and strategies for learner self-development and study 
guidance. The primary disadvantage of this checklist is that applying 
it may be very resource-intensive given the number of criteria and their 
level of detail. It also has quite a bit of redundancy both across and 
within categories. For example, we identified eight criteria that concern 
maintaining learner interest by using varied instructional techniques.4 
In addition, clarification is needed regarding the basis for judging some 
of the criteria, e.g., “Colors are appropriate for their use.”

According to ASTD’s website, as of October 30, 2007, its certifi-
cation standards and process had been used to assess 212 courses for 31 

3 General categories are evaluation of the course introduction; presentation (which includes 
learning objectives, use of audiovisual materials, checks on learning, feedback, and other 
aspects of pedagogy); learner study guidance; performance measurement/tests; remedia-
tion; course management; technical matters; and instruction of concepts, processes, and 
procedures.
4 The eight criteria are “Includes varied methods of instruction”; “Involves learners in activi-
ties by using visual . . . auditory . . . and physical senses”; “Maintains learner attention (e.g., 
uses humor, novelty, 3-D graphics, music, storytelling, etc.)”; “Includes various types of 
interactivity to maintain learner interest and promote learning”; “Uses scenarios to stimulate 
thinking and discussion”; “Triggers concrete imagery through stories, examples, analogies”; 
“Uses graphics, pictures, animation, or video when concrete examples are needed rather than 
relying solely on printed text or audio”; and “Excludes the talking head approach to present-
ing material.”
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companies.5 Clark and MacAllister reported that at the time RAND 
began its evaluation, their respective checklists had not been used in 
any systematic assessments of courseware.

The RAND team used an iterative process to develop criteria 
for this evaluation, drawing from the three sources described above. 
We selected or modified criteria from the checklists, applied them to 
a subset of lessons, revised the criteria as needed, and so on. The ratio-
nale for eliminating or revising topics and criteria was to yield a set of 
standards that

Focused on what we viewed as the most important issues.•	  We 
emphasized pedagogical aspects of the courses, although we also 
assessed other features of the courseware, particularly for topics 
that were common to two or more checklists. We also eliminated 
some criteria that were redundant with others or seemed less cen-
tral to evaluating courseware quality.
Struck a balance between level of detail and efficiency.•	  We 
attempted to select or write criteria that were comprehensive 
but not overly time-consuming to use. For example, the ASTD 
checklist includes seven criteria regarding navigation, with sepa-
rate items to evaluate functions such as “start,” “forward,” “back-
ward,” “save,” and so forth. TRADOC’s checklist includes 11 cri-
teria to evaluate navigation. We combined the ideas of both lists 
into one criterion, “A learner with modest computer skills could 
easily navigate through the course.” If the rating was “no,” the 
rater commented on the specific navigational features that were 
problematic. For example, the rater could note whether naviga-
tion features or buttons were missing, were too small, did not 
function predictably, and/or were not labeled.
Could be evaluated from available materials.•	  Because we had 
CD versions of most courses, we did not have access to course 
tests, nor could we evaluate features that are specific to online 

5 A more recent review of ASTD’s website (on January 9, 2009) showed that the ASTD Cer-
tification Institute retired its E-Learning Courseware Certification program as of December 
31, 2008.
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courses, such as registration, bookmarks, and “live” technical 
support.

The resulting topics that we evaluated are shown in Table 3.3. 
They comprise four general categories reflecting technical, produc-
tion quality (ASTD Certification Institute, 2001–2003), pedagog-
ical features of the courses (with an emphasis on generic pedagogi-
cal criteria), and IMI levels. The complete checklist, which includes 
criteria for each topic, is shown in Appendix A. Although we group 
criteria into these categories, there is some overlap between them; for 
example, production-quality criteria (such as the use of animation to 
demonstrate procedures) influence the quality of pedagogical criteria 
(such as providing clear demonstrations of processes and procedures).

Table 3.3
RAND’s Evaluation Topics

Technical
Launching

Navigation functions

Supplementary instructional resources

Technical support

Production quality

Legibility of graphics and text

Audiovisual material

Pedagogical

Lesson learning objectives

Course sequencing, pacing, and learner control

Feedback

Instruction of concepts

Instruction of processes

Instruction of procedures

Checks on learning

Practical exercises

IMI levels

NOTE:  Criteria in italics were coded for each 
lesson; criteria in roman font were coded across 
lessons.
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Technical criteria concern characteristics of the computer inter-
face and related support. Examples include the ease of launching a 
course and navigating through it, the accessibility and usability of 
supplementary instructional materials (e.g., glossaries, field manuals 
(FMs), and other reference material), and the availability and quality 
of technical support.

Production-quality criteria concern the physical presentation of 
material. Examples include legibility of graphics and text and charac-
teristics of audiovisual material, such as the relevance of the audiovi-
sual content, the absence of sensory conflicts, and the use of techniques 
to maintain learner interest.

Pedagogical criteria concern the quality of the instructional con-
tent and processes. General topics include the following:6 

specificity of learning objectives•	
degree to which the courseware prevented learner control of the •	
course sequence, pacing, and activities, as well as the effects of 
such control on efficiency
frequency and quality of feedback•	
characteristics of instruction of concepts, processes, and pro-•	
cedures
number and quality of checks on learning•	
number and quality of opportunities for practice.•	

In addition to using these criteria, we assessed the level of IMI in 
each lesson. Contractually, all of the training content was required to have 
Level 3 interactivity (explained below), although some of the developed 
content typically has a lower level of interactivity.7 We used the ATSC 
definitions of interactivity levels (Wardell, 2006). In brief, in Level 1  
lessons, the learner is a passive recipient of information; i.e., the lessons 
are “page-turners” with no learner interaction. Level 2 lessons are those 

6 Specific criteria for each topic are shown in Appendix A and discussed in Chapter Four.
7 A more recent contract calls for the school and contractors to specify the amount of content 
at each level of interactivity. The new contract allows for the possibility that levels lower than 
Level 3 are appropriate for some content.
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in which learners have more control and interaction; for instance, they 
are asked to click on icons to reveal information or activities, move 
objects on the screen, fill in forms, and complete checks on learning 
and practical exercises. Level 3 lessons include more involved par-
ticipation, such as the use of scenarios for testing, the need for the 
learner to make decisions, and complex branching based on the learn-
er’s responses.8 We rated each lesson in terms of the highest level of 
IMI. Therefore, lessons with ratings of Level 2 IMI also included some 
Level 1, and lessons with Level 3 ratings included some Level 1 and  
Level 2.

As shown in Table 3.3, some criteria (depicted in italics) were rated 
for each lesson. The other criteria were rated once per course, because 
either there was only one “event” to rate (e.g., launching) or there was 
substantial consistency in these features across lessons (e.g., placement 
and functioning of navigational buttons, and the type of feedback pro-
vided following checks on learning and practical exercises). We did not 
rate the introductory lessons on the pedagogical criteria, because most 
did not apply (e.g., course introductions typically do not have checks 
on learning or practical exercises). Thus, all lessons were evaluated for 
IMI level, and 74 lessons were rated on the remaining criteria when 
applicable.

We determined whether each of the specific criteria shown in 
Appendix A was present (“yes” or “no”). We also identified the need for 
additional options for some criteria, including “sometimes,” “not appli-
cable,” and “don’t know.” “Don’t know” was used for only one ques-
tion, which pertained to whether students had the option of testing 
out of course materials (which could not be assessed from CD versions 
of the courses). The “sometimes” option was used for only 5 percent of 
the ratings of individual lessons for which it was an option. “Not appli-
cable” (NA) was used for 46 percent of the individual lesson criteria 
where it was an option. Typically, if a particular course feature did not 
exist (e.g., instruction on processes), the item was rated “no” and sub-
sequent criteria regarding the same item (e.g., quality of instruction on 

8 None of the lessons sampled used Level 4 IMI, which consists of high-fidelity, immersive, 
simulation-based training.
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processes) were rated “NA.” In addition to providing a rating for each 
criterion, the rationale for negative ratings was documented in qualita-
tive comments. Raters also provided comments about positive features 
of the courses.

Coding Process

The evaluation was conducted by three researchers: two master’s-degree-
level research assistants and the lead author of this report, who has a 
Ph.D. in industrial/organizational psychology. One research assistant 
evaluated seven of the courses, another evaluated three courses, and the 
lead author evaluated one course. The research assistants were trained 
by the author on lessons from three of the courses until satisfactory 
interrater reliability was achieved. For research results to be valid, they 
must be replicable, and interrater reliability demonstrates the degree to 
which different judges evaluate content the same way. It is particularly 
important to establish reliability when conducting qualitative research, 
because judgments are subjective.

Interrater reliability was assessed using Cohen’s kappa statistic. 
Kappa can range from 0 to 1.00; values above 0.60 are considered 
“substantial” (Landis and Koch, 1977). After training, values of kappa 
on three lessons ranged from 0.74 to 0.90 among all three rater pairs. 
The two primary raters began evaluating courses independently (i.e., 
each course was rated by one rater). After evaluating lessons from two 
to three courses, they rechecked interrater reliability on three lessons. 
Kappa dropped substantially, to from 0.23 to 0.34. The disagreements 
that occurred were largely due to differences in the use of “sometimes” 
versus “yes” or “no.” Previously coded lessons were recoded, and after 
a brief retraining, values of kappa on two additional lessons were satis-
factory at 0.69 and 0.90.
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Chapter Four

IMI Evaluation Findings

In this chapter, we present the findings from our evaluation of Army 
IMI. We begin with some general observations and then present spe-
cific findings about technical criteria, production-quality criteria, and 
pedagogical criteria. We also include recommendations for addressing 
deficiencies in courseware quality.

Interactivity and Course Length

The majority of the lessons we evaluated (75 out of 79) included instruc-
tion of concepts; 52 lessons included procedures; only three lessons 
included instruction concerning processes. More than half of the les-
sons (48) included more than one type of instruction; the vast majority 
(45 lessons) included concepts and procedures.

We found that 4 percent of the lessons were Level 1 IMI (most 
of these were introductory lessons), 76 percent were Level 2, and  
20 percent were Level 3. Thus, the preponderance of the lessons we 
evaluated consisted of Level 2 IMI. Instruction for some of the basic 
principles in these courses may not lend itself to Level 3 IMI. How-
ever, we found that instruction for the majority of higher-level content 
consisted largely of Level 2 IMI, even though the delivery orders for 
this courseware specified Level 3 as the standard. Moreover, the lack 
of Level 3 interactivity may account for shortcomings in pedagogical 
features of the courseware, discussed later in this chapter. 

Although time to completion was not a focus of our evaluation, 
we noticed that in some instances, it took much less time to complete 
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lessons than was stated in the lesson introduction. For example, the 
introduction to a lesson on basic tactical concepts estimated that the 
lesson would take 2.5 hours to complete, but the rater completed it in 
a little over 1 hour. An eight-page (i.e., eight-screen) lesson about com-
puting back azimuths was estimated to take 2.5 hours to complete, but 
it took the rater approximately 10 minutes. Even allowing for variations 
in cognitive ability or academic experience, we expect that most learn-
ers would require far less than 2.5 hours to complete this lesson.

Remaining results are presented in Tables 4.1 through 4.7 below. 
For each criterion, ratings of “yes” were scored as 1.0, and ratings of 
“sometimes” were scored as 0.5. Each criterion was scored by summing 
the positive (i.e., “yes” and “sometimes”) ratings and dividing by the 
number of total ratings across all lessons or courses. In the tables, crite-
ria with 85 percent or greater positive ratings have a white background; 
criteria with 70 to 84 percent positive ratings have a gray background; 
and those with less than 70 percent positive ratings have a black back-
ground. These ratings correspond to the need for improvement in fea-
tures of the courseware. As in Table 3.3, criteria in italics were coded 
for each lesson; criteria in roman font were coded across lessons.

Technical Criteria for Courseware

Table 4.1 shows ratings for the technical aspects of the courseware.

Table 4.1
Technical Criteria for Courseware

Criterion Rating

Launchinga 0.38

Navigation

Ease of navigation 1.00

Cueing to position in course 0.90

Cueing to position in lesson 0.70

Online technical support 0.80

Supplementary instructional resources

Easily accessible 0.70

Usable 0.30

aEvaluated only for CD versions of courses.
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The technical features of the courseware were generally strong, 
with scores for most criteria ranging from 0.70 to 1.0. Examples of 
positive and negative comments about technical features include:

“Very helpful instructions for adjusting computer settings on •	
front page.”
“There is an introduction module that explains all of these things; •	
very clear, very helpful.”
“Learner does not know where he/she is in lesson, which is rather •	
frustrating.”

We identified two technical features of courseware needing sub-
stantial improvement. One was the ability to launch courseware with-
out assistance. We had no difficulty “launching” online courses, but we 
required assistance from RAND technical support to launch five of the 
eight courses provided on CDs. Technical support personnel assisted 
us with changing our computer settings, and even then, some courses 
and lessons did not launch smoothly, requiring some users to disable 
ActiveX controls for each lesson or for different segments within a 
lesson. These problems may have been due to the particular format in 
which we received copies of the courseware. However, if Army learners 
experience similar problems without access to technical support, it is 
reasonable to expect that many of them will give up, which would be 
reflected in low completion rates. Surveys of students’ reactions could 
be used to determine whether technical features of courseware, such as 
difficulty in launching, are related to other outcomes such as dropout 
rates.

The second technical issue was the usability of supplementary 
instructional resources (i.e., reference materials), which was rated 0.30. 
Most courses had a menu through which the learner could easily access 
PDF files of FMs. However, the concepts on any particular page of 
instruction were not linked directly to the relevant FMs. Therefore, the 
learner had to go to the list of FMs, open the PDF (assuming he or she 
could determine which one was appropriate), and then search for the 
relevant material. Raters’ comments about these types of instructional 
resources include:
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“Reference section contains manuals but does not point to spe-•	
cific content. Difficult to navigate.”
“Relevant FMs are listed; no links to connect to relevant content •	
within instructional segments.”

Some courses also had glossaries. The glossaries were generally 
accessible, but they were not always as informative as they could be. 
Comments about the glossaries include:

“Glossary does not seem very extensive or comprehensive.”•	
“Glossary does not include definitions.” [This glossary explained •	
acronyms used in the course but did not define them.]

We recommend exploring the possibility of providing links 
throughout the courseware that take the learner directly to relevant 
sections of appropriate FMs and glossaries.

Production-Quality Criteria for Courseware

Table 4.2 presents the ratings for production-quality criteria, including 
legibility of text and graphics and use of audiovisual media. In general, 
the ratings indicate that these features have some strong components 
but need some improvement.

Table 4.2
Production-Quality Criteria for Courseware

Criterion Rating

Legibility of text and graphics 0.80

Audiovisuals

Narration easy to understand 1.00

Minimal irrelevant content 0.85

Use of animation/video to demonstrate processes 0.75

Techniques to maintain learner interest 0.50
Few sensory conflicts 0.40
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The ratings for legibility of text and graphics were generally favor-
able, with an overall score of 0.80, but comments suggest some need 
for improvement:

“Discrepancies between table of contents lesson titles and titles on •	
screen during lesson.”
“Overall rating is good but there are a few grammatical errors and •	
a few cases where the graphic does not match the concept being 
presented.”
“Some typos, grammatical errors; some graphics are illegible.”•	

The use of audio and visual media showed high variability across 
the five features we assessed, with scores ranging from 0.4 to 1.0.

Narration and minimal irrelevant content received positive rat-
ings. Narration was not available in all courses, but where it was an 
option, it was easy to understand. The courseware generally had very 
little irrelevant content.

Courses received a moderate rating (0.75) for the use of anima-
tion/video to demonstrate processes and procedures. Some lessons 
contained engaging and informative animation and graphics, whereas 
others were less effective. Comments regarding the use of animation 
and video include:

“Most of material is relatively straightforward and animation may •	
not be necessary.”
“Excellent graphics explaining the hull and its components.”•	
“Nice examples of audiovisuals for determining grid coordinates •	
and measuring distance on a map that could be played to dem-
onstrate procedure. Use of movable piece of paper to measure dis-
tance on a map and movable protractor to determine azimuths are 
nice features.”
“Some video clips are unclear; some are not necessary to demon-•	
strate the concept.”

There was a great deal of variability in ratings of the use of tech-
niques to engage the learner. Raters identified both positive and nega-
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tive examples, as noted in the following comments. The overall score 
of 0.50, however, indicates the need for significant improvement in 
engaging learners and maintaining their interest.

“Cartoons/pictures may facilitate user interest.”•	
“Comic book style thought bubbles and cartoons add an element •	
of humor/entertainment.”
“This course has an appealing style, the graphics are well done •	
and pleasant to look at, but there are not many special techniques 
used to maintain interest.”
“A better effort to maintain user interest could be made. More •	
graphics, interesting scenarios, etc. . . . there are some screens that 
require interaction, but not many.”
“Only pictures and text . . . no techniques to maintain user inter-•	
est, but frequent checks on learning do provide variety and breaks 
between the text and pictures . . . this is not a very engaging 
course.”

Finally, the score of 0.40 indicates that substantial improvement 
is needed to eliminate sensory conflicts, which included the presenta-
tion of text and audio of different content simultaneously or presenta-
tion of text and audio of the same content without the ability to disable 
one of the sources.

Pedagogical Criteria for Courseware

The pedagogical aspects of the courseware, reported in Tables 4.3 
through 4.7, are the most important criteria in our quality assessment. 
This was also the area in which we found the most reasons for concern. 
Pedagogical features of courses include lesson objectives and sequenc-
ing, instruction of concepts and procedures, checks on learning, practi-
cal exercises, and feedback.

As shown in Table 4.3, ratings for lesson objectives and course 
sequencing were generally favorable, with scores ranging from 0.70 to 
1.0. The vast majority of lessons included objectives that clearly stated
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Table 4.3
Pedagogical Criteria for Courseware: Lesson Objectives and Sequencing

Criterion Rating

Lesson objectives

Clearly describe knowledge or skills 0.90

Have an observable, measurable performance standard 0.70

Course sequencing, order of lessons 1.00
Efficiency of restricting learner control 0.42

the knowledge and skills to be learned and typically did so in observ-
able and measurable terms (e.g., by stating the action, condition, and 
standard). Improvement is needed in objectives for some lessons, how-
ever, either because formal objectives were not provided or because 
objectives were rather lengthy and/or not uniform across lessons.

Although it is not reflected in our rating system, we question the 
value of objectives that specify the condition as performance in the 
DL environment. Given that the purpose of DL training is to foster 
learning in residential training or performance on the job (or both), 
the expectation of mastery only within the context of the DL course 
warrants further scrutiny. The issue of job context also comes up in 
the ratings of instruction of concepts and procedures and in the qual-
ity of checks on learning and practical exercises, discussed later in this 
chapter.

Ratings of the sequence of lessons were uniformly favorable—
lessons were presented either in the order in which job- or mission-
relevant tasks are accomplished or in order of task difficulty.

We also examined the degree to which learners had control over 
the sequence and pace of the lessons. According to Clark, substantial 
research shows that as learner control over various aspects of instruc-
tion increases, learning decreases, except for “the most advanced expert 
learners” (Clark, 2003, p. 14). Clark recommends that DL courseware 
direct sequencing, contingencies, and learning strategies for all but 
expert learners and permit only minimal learner control over pacing.

In the CD versions of the courses, there was virtually no course-
ware control over the order of lessons; learners could go through the 
lessons in any sequence and they could skip most course activities. 
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In the majority of the courses we examined, it was not clear whether 
“expert” learners could be identified and given the chance to test out 
of lessons. However, the lack of control may be due to the format (CD) 
in which we received the courses. The two courses for which we had 
online access controlled the sequence of lessons and required learners 
to complete checks on learning and practical exercises. Therefore, we 
did not consider control over sequence in our evaluation.

However, the courseware controlled the pace in 60 percent of the 
lessons we reviewed. Learner control over pacing was largely dependent 
on whether the courses had narration. If there was no narration, the 
learner controlled the pacing. Similarly, if narration could be turned off 
and the corresponding narrative text could be turned on, the learner 
controlled pacing without losing the content. However, in many of the 
courses, the corresponding text of the narrative was not available. As 
a result, the learner could disable the audio and/or click “next” to pro-
ceed to the next screen, but that meant that he or she did not hear or 
read all of the content.

Although narration in the courses was easy to understand, as 
noted previously, we found the pace of the courses frustrating because 
many of the narrators spoke very slowly, which inhibited the pace 
of learning. This resulted in a score of 0.42 for efficiency of learner 
control. The efficiency of instruction needs to be weighed against the 
potential for improved learning achieved by the combination of ani-
mation and narration, which produces better retention and transfer 
than does animation plus on-screen text (Mayer and Moreno, 1998; see 
also Mayer, 2003). However, some of the course content was presented 
without animation, i.e., with narration and still photographs or dia-
grams, or narration alone. For this content, it would be more efficient, 
and unlikely to hinder learning, to offer the option of disabling the 
audio and enabling the corresponding text.

Table 4.4 shows ratings for instruction of concepts. The score of 
0.97 indicates that the topics covered in each lesson appear to reflect the 
knowledge addressed in the learning objectives. In addition, instruc-
tional content, with a rating of 0.86, generally provided clear defini-
tions of concepts.
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Table 4.4
Pedagogical Criteria for Courseware: Instruction of Concepts

Criterion Rating

Instruction reflects learning objectives 0.97

Clear, comprehensive definitions 0.86

Exercises identify examples and non-examples 0.54

Informative, sufficient examples from job/mission environment 0.53

However, clearer, more comprehensive definitions were needed in 
some courses, as noted in the comments below:

“Some definitions are unclear.”•	
“Fifteen different concepts are listed; some definitions are very •	
brief and contain little context.”
“Breakdown of Army structure is unclear.”•	
“Diagram doesn’t match concept; diagram unclear.”•	
“Acronyms not defined; staff role statements are vague; the same •	
words or phrases are used to describe multiple concepts—distinc-
tion is unclear.”

Another criterion used in our evaluation was the presence of 
both examples and non-examples of concepts in practice opportuni-
ties. Examples are critical in training, and providing novel and varied 
examples promotes transfer of training to the job (for a review, see 
Clark, 2003). Non-examples are also important, as they help learners 
discriminate among situations in which the concepts being taught do 
or do not apply.

Virtually all the lessons we evaluated included examples, but con-
siderable improvement is needed in the presentation of non-examples 
(which was rated 0.54). We chose a relatively low standard for the use 
of non-examples; for instance, checks on learning or practical exercises 
that used multiple choice or matching questions were considered suf-
ficient, because the learner had to choose a correct answer (an exam-
ple) from options that included incorrect answers (non-examples). A 
higher standard (which we did not use but which should be considered 
in future evaluations) would be to require that exercises explicitly ask 
questions about non-examples (e.g., a question that asks learners to 
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identify which among five items does not belong within a group or 
which step illustrating a procedure is out of sequence). The low rating 
on this criterion in the courses we evaluated came from two sources. 
In some lessons, the types of checks on learning or exercises did not 
include non-examples. In others, the lack of non-examples was due to 
a general failure to provide any checks on learning and/or practical 
exercises.

The final criterion regarding instruction of concepts is the provi-
sion of relevant context for the course material. Some lessons provided 
mission-relevant examples of concepts, including examples related to 
current or very recent military conflicts. For example, each lesson in 
the Maneuver CCC starts with a motivator that puts the skills to be 
learned into the context of a historical battle situation. However, a 
great deal of content in many courses was taught without any context 
in which the knowledge and skills are used, as indicated by the score 
of 0.53.

Representative comments from raters include:

“More examples might be helpful for understanding when this •	
form is used.”
“Example locations of unified forces are unclear. Few other exam-•	
ples are provided.”

Specific examples that illustrate these comments include the 
following:

A lesson on applying the course-of-action (COA) development •	
process describes the elements of combat power and identifies 
six steps used to analyze relative combat power and develop an 
appropriate COA. The instruction includes an engaging narrated 
guided tour in which different officers talk about their roles; how-
ever, the commentary does not provide a specific scenario or mis-
sion context.
A lesson on how to use international code flags to send and receive •	
messages presents flags with their meanings and explains where 
to look up the meaning of flag combinations in the International 
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Code Flags document. The lesson includes some checks on learn-
ing in which the learner is asked to recall the meaning of a par-
ticular flag or flag combination, and there is a practical exercise 
that requires the learner to match flags with their meaning. How-
ever, references to the mission environment are almost completely 
absent from instruction in this lesson and are referenced only 
minimally in the practical exercises.

As with the instruction of concepts, the procedures taught in each 
lesson appeared to be consistent with those stated in the learning objec-
tives (rating = 0.91). However, ratings on other aspects of instruction of 
procedures were low, with three of five criteria receiving scores ranging 
from 0.58 to 0.62 (see Table 4.5).

Raters felt that the courseware lacked clear, step-by-step demon-
strations. According to Clark (2005), demonstration of procedures is 
one of the most critical parts of training design. Relevant comments 
include:

“No overview of procedure; order is not clear.”•	
“Decision matrix is presented, but step-by-step demonstration is •	
not provided.”
“Information is not presented in clear ‘steps’ . . . more of a narra-•	
tion . . . a step-by-step outline might be helpful.”

Table 4.5
Pedagogical Criteria for Courseware: Instruction of Procedures

Criterion Rating

Instruction reflects learning objectives 0.91

Where decisions are taught, includes alternatives and criteriaa 0.72

Explains why procedure works in cases where learner must 
modify procedurea

0.62

Provides clear step-by-step demonstrations 0.61

Presents informative, sufficient examples from job/mission 
environment

0.58

aSmall number of courses.
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We note that there were some effective explanations of proce-
dures that did provide clear step-by-step demonstrations. For instance, 
instruction on the steps for eye splicing, i.e., forming a permanent 
loop at the end of a rope by weaving the end into itself, provided clear 
descriptions and illustrations of each step and gave details about how 
far to measure, how many strands to count, where to mark each sec-
tion, and how to remove bunching that may occur in the over layer. As 
noted earlier, the demonstration for using a strip of paper to measure 
distance on a map was also quite effective.

Instruction of procedures also needs improvement in that many 
of the lessons lacked sufficient mission-relevant examples. Comments 
include:

“More examples illustrating use of the matrix would be helpful.”•	
“Explains how to do calculations but does not put into job/mis-•	
sion context.”

Some specific examples illustrate these comments:

Lessons on map reading lacked information about the circum-•	
stances in which a soldier would be expected to perform certain 
actions—for example, the situations in which a soldier would 
determine a magnetic azimuth using a compass or calculate back 
azimuths, or examples of the consequences of providing or failing 
to provide this information accurately.
A lesson on how to solve mathematical problems involving •	
degrees and time provided little context for these calculations. 
There was a brief reference to a situation in which the learner 
would need to add five degrees when calculating variance from 
a map, but no other significant scenarios were provided. In addi-
tion, the lesson did not communicate the source of the degrees 
being used in the calculations—for example, whether they would 
be provided in instructions from another person or whether the 
soldier would be measuring them on a map or taking readings 
from an instrument.
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In this same lesson, the courseware provided some context for •	
calculating time, as shown in the following check on learning: 
“Your vessel is scheduled to arrive at its destination port at 0400. 
You estimate it will take seven hours to travel to the destination 
port. When must you depart to arrive at 0400 hours?” This offers 
some mission-related context, but it does not provide an engag-
ing, mission-relevant scenario.

Finally, few courses provided instructions on how to make deci-
sions in alternative scenarios or how to modify procedures in novel 
situations. In lessons in which learners were taught to make decisions, 
the rating of 0.72 indicates the need for some improvement in present-
ing alternatives and criteria for selecting among them. In lessons that 
explained how to conduct procedures, the rating of 0.62 indicates that 
the lessons did not explain why the procedures work the way they do 
or when to use alternatives. For example, one lesson discussed four 
methods of fratricide prevention but did not provide examples describ-
ing when each technique would be appropriate. Similarly, a lesson on 
direct fire planning defined two techniques for distributing fires but 
did not provide guidance regarding the conditions in which to use each 
method.

Table 4.6 presents ratings for checks on learning and practice. 
Checks on learning generally consist of brief questions staggered 
throughout a lesson to reinforce the material and enable the learner to 
verify that he or she understands the concepts being taught, whereas 
practical exercises occur at the end of a lesson and require greater syn-
thesis and application of the material. The ratings for these criteria 
cut across all types of instruction, including concepts, processes, and 
procedures.

A number of lessons in two courses had no checks on learning. 
Where checks on learning were provided, the raters noted the need for 
some improvement in reinforcing key points from the lesson (rating = 
0.70), as illustrated by their comments:

“Checks on learning emphasize non-essential facts.”•	
“Focus on numbers/statistics rather than salient points from •	
instruction.”
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Table 4.6
Pedagogical Criteria for Courseware: Checks on Learning, Practice

Criterion Rating

Checks on learning

Reinforce material 0.70

Sufficient in number 0.61

Practice

Clear directions 0.95

Consistent with learning objectives 0.92

Adequate number of exercises 0.53

Requires learner to practice procedures 0.49

Whole-task practice reflects mission environment 0.48

Moves from simple to complex problems 0.31

Part-task practices followed by whole-task 0.24

Raters generally felt that there were insufficient numbers of checks 
on learning (rating = 0.61) (with the exception of one course, which the 
rater felt had too many checks on learning). Comments include:

“More frequent checks on learning would help reinforce material •	
learned.”
“Checks on learning would be more effective if there were more •	
and if they were staggered throughout lesson rather than only at 
the end.”
“Only one concept is tested.”•	
“Considering [the] number of topics presented, checks on learn-•	
ing could be more frequent.”

According to Clark (2005), opportunities for practice are another 
critical element of training design. We found that practical exercises 
tended to reflect the topics addressed in the lesson; hence, consistency 
with learning objectives was rated favorably (rating = 0.92). The direc-
tions also were very clear (rating = 0.95), but this was probably because 
many of the exercises were quite simple (e.g., consisted of multiple-
choice knowledge questions). 
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Other aspects of practice opportunities need substantial improve-
ment—the scores in the remaining features under “practice” range 
from 0.24 to 0.53. We found that learners were rarely required to inte-
grate concepts or practice procedures. Fourteen lessons had no practice 
problems. Some of the lessons that did include practice had only one 
problem. Others used problems that were labeled “Practical Exercise” 
but consisted of multiple-choice items testing knowledge of the proce-
dure rather than hands-on or simulated performance. For example, in 
the lesson on eye splicing, learners were presented with the ten major 
steps of the task and asked to put them in order. Another question pre-
sented a step in the process and asked which strands the learner would 
mark as part of the next step. However, learners were not required 
to recall all of the steps on their own or to practice the physical task. 
In addition, where practical exercises were included, they tended to 
test part-task practice only. Consequently, raters reported that many of 
the exercises failed to reflect the mission environment. Similarly, raters 
found that many practical exercises did not move from simple to com-
plex problems.1

If questions on course tests are similar to those used in practi-
cal exercises, the value of the tests for measuring learner proficiency 
is likely to be at issue. Future courseware evaluations should include a 
review of course tests.

Most courses provided some form of feedback, but we found that 
improvements are needed in some key areas, as shown in Table 4.7. 
Feedback associated with checks on learning and practical exercises 
typically allowed the learner to correct his or her strategy, i.e., gave 

1 Some of the calculations for these ratings eliminate lessons from the denominator when 
criteria were not applicable. Lessons without any practical exercises were eliminated from the 
calculations for items about part- and whole-task practice, the progression from simple to 
complex problems, consistency with learning objective, and clear directions. Scores for the 
criterion “moves from simple to complex problems” eliminated lessons for which the rater 
judged the complexity of the material as constant across the lesson (i.e., the criterion was 
rated “NA”). The score for “whole-task practice reflects mission environment” eliminated 
lessons for which there was no whole-task practice.
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Table 4.7
Pedagogical Criteria for Courseware: Feedback

Criterion Rating

Learner can correct his/her strategy 0.90

Feedback is frequent enough that errors do not accumulate 0.70

Provides opportunity to review relevant material 0.65

Provides “why” explanations 0.30

the learner more than one try to answer the questions (rating = 0.90). 
Some improvement is needed in the frequency of feedback to prevent 
errors from accumulating (rating = 0.70). However, greater improve-
ment is needed in giving students an opportunity to review material 
if they answer questions incorrectly (rating = 0.65). Some courses pro-
vided a link following an incorrect answer that took the learner back 
to the relevant material in the lesson, whereas others did not direct the 
learner to the relevant information, as noted in these comments:

“User can go back in the lesson, but there are no specific direc-•	
tions or links to the relevant information.”
“Learner can navigate back; feedback screen does not provide link •	
to relevant section of the instruction for review.”

Finally, a score of 0.30 indicates the need for substantial improve-
ment in providing more comprehensive feedback in response to incor-
rect answers. For the most part, when the learner answered a question 
incorrectly, the course presented only the correct answer and did not 
explain why the learner’s response was incorrect. In addition, the cor-
rect answer often merely repeated the text in the instructional materi-
als. For example, a check on learning about the Bradley fighting vehicle 
included the following multiple-choice question:

The track and suspension system has six pairs of wheels that 
support the hull, and support rollers that _____________.

The rater selected an incorrect response, “Reduce bounce over 
rough ground.” After a second attempt, the rater was told, “Incorrect. 
The support rollers keep the track away from the wheels.” This feed-
back is identical to the narration in the original lesson screen, i.e., “The 
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track and suspension system has six pairs of wheels that support the 
hull, while the support rollers keep the track away from the wheels.” 
More instructive feedback would also identify the parts of the truck or 
suspension system that reduce bounce over rough ground.

An example of more comprehensive feedback was provided in 
response to a multiple-choice question about how to clear a building. 
The question asked, “Which of the following are the principles of pre-
cision room clearing?” The rater selected an incorrect answer, “Sur-
prise, diversion, and uncontrolled violence,” and received the following 
feedback: “A diversion can assist you in surprising the enemy and you 
must maintain control at all times. The principles of precision room 
clearing include moving quickly, and having the mind-set of complete 
domination.” Here, the feedback is more informative in that it uses dif-
ferent words to describe the two items that are missing in the learner’s 
answer choice.

In another course, the checks on learning asked the learner to 
type responses to questions about doctrinal policy in a free-text format. 
For example: “Explain in your own words those actions a commander 
must plan and implement in order to restore units to a desired level 
of combat effectiveness.” After the learner submits the response, the 
courseware displays the correct answer, and the learner is instructed to 
compare his or her answer to it. In some cases, the correct response was 
identical to the text provided in the lesson. In addition, this feedback 
is not informative because the learner may not be able to judge the 
extent to which his or her answer captured key elements of the correct 
response, particularly if the answer is complex. The learner also does 
not receive feedback about why incorrect responses are wrong.

For this example, the question could be posed in other ways that 
would provide more feedback about the learner’s response. The cor-
rect response should include five steps in reconstitution operations: 
remove the unit from combat; assess it with external assets; reestab-
lish the chain of command; train the unit for future operations; and 
reestablish unit cohesion. An alternative question format would be to 
present a list of, say, ten steps and ask the learner to select the five cor-
rect actions and put them in order. This format would give learners 
feedback from the presence of non-examples (the five incorrect options) 
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and the sequence of operations. Providing specific feedback regarding 
why incorrect responses are wrong would be even more helpful.
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Chapter Five

Conclusions and Implications for TADLP’s 
Assessment of IMI

In this chapter, we first discuss how our findings can be used to iden-
tify improvements for IMI courseware. Next, we describe potential 
directions for improvement of program-level evaluations of DL quality 
in the future. Finally, we summarize the conclusions from our research 
and what they imply for TADLP.

How IMI Courseware Can Be Improved

Recommendations for Courses in Our Sample

Overall, we found that some features of the courses we evaluated were 
generally strong, whereas other areas, especially those involving peda-
gogy, require improvement. Below, we summarize our findings and 
show how these results can be used to identify needed improvements 
in IMI courseware. Although the focus of our evaluation was quality at 
the program level, results can be reported at the course level to identify 
specific needs for improvement.1

Our analysis revealed that technical characteristics were the stron-
gest features of the courseware. All the courses we evaluated were easy 
to navigate, and cues to the learner’s position in the course were easily 
accessible. Improved cueing to one’s position in the lesson is desirable 

1 TADLP could provide proponent schools with the completed checklists, which report 
results at the criterion level, e.g., “yes” and “no” ratings for each item in the checklist by 
lesson or course.
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and should be relatively straightforward to implement. The key areas 
for improvement in technical criteria involve linking course content 
with relevant supplementary instructional resources and ensuring that 
students can launch the courseware without professional assistance.

Production quality was also found to be generally strong. Narra-
tion was easy to understand, courses had minimal irrelevant content, 
and graphics and text were typically legible. Some courses also used 
animation effectively to demonstrate processes and procedures. Sub-
stantial improvement is needed, however, in eliminating sensory con-
flicts (which could be achieved by providing narrative text along with 
narration and enabling the learner to disable the audio or text) and in 
using multimedia effectively to make the courses more engaging. The 
use of animation for instruction of procedures and higher levels of IMI 
can accomplish this goal and also is likely to address the lack of dem-
onstrations of procedures, which was one of the key needs we identified 
in our evaluation of pedagogical features of the courseware.

Modifications in technical and production-quality features 
together could help to attain the Army’s overarching goal for DL of 
increasing the pace of learning while maintaining course quality. For 
example, directly linking course content to relevant information in 
FMs could provide students with a powerful tool for rapidly deepening 
(or sustaining) their knowledge in specific task areas. Allowing learners 
to replace narration with text could also increase the pace with which 
they proceed through course material. A summary of specific sugges-
tions for improving these and other aspects of IMI courseware is pre-
sented in Appendix B.

Pedagogical strengths of the courses included descriptions of 
lesson objectives, the order of lessons, definitions of concepts, and 
opportunities for learners to correct their strategies in checks on learn-
ing and practical exercises. However, pedagogy was the area most in 
need of improvement. A pervasive problem in many of the courses was 
a lack of examples from the job or mission environments in instruction 
of both concepts and procedures. Courses also need to do a better job 
of demonstrating procedures and providing explanations of why proce-
dures work the way they do, so that students can better understand the 
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concepts and skills taught and can adapt their behavior in nonstandard 
situations.

Most of the courses we evaluated provided insufficient opportu-
nities to integrate concepts and practice procedures. The challenges in 
providing practice in asynchronous DL for hands-on skills, in particu-
lar, are not surprising. Whereas it is possible to provide practice oppor-
tunities in DL for tasks such as filling out forms, completing logs, or 
performing calculations (as some courses did), it is clearly much more 
difficult to provide opportunities to practice physical tasks, such as 
entering and clearing a building, distributing fires, using hand gre-
nades, or eye splicing. A frequent comment from our raters about this 
criterion was, “Practical exercises allow user to identify correct steps in 
the procedure, but not perform it.”

Some procedures could be taught effectively in DL with the use 
of job aids. For example, students could be provided with maps, com-
passes, protractors, or other simple devices to enable them to practice 
scouting procedures. In some situations, however, it may not be prac-
tical to provide job aids, and a potentially greater payoff may result 
from using higher levels of IMI to support many of the improvements 
suggested. For example, for eye splicing, it would be possible to use 
even Level 2 IMI to enable the learner to drag graphics in a way that 
would loosely resemble the procedure or to select sections of the rope 
to perform some action. Level 3 IMI can offer even more powerful 
techniques to improve the relevance and realism of the courseware and 
the fidelity of practical exercises, thereby enhancing opportunities for 
transfer of training. For example, tasks such as entering and clearing 
a building could use Level 3 IMI to create simple simulations (simi-
lar to video games) in which learners must select appropriate methods 
of entry or move team members into their correct positions; students 
would lose points by violating procedures (e.g., moving team members 
into the wrong positions or getting too close to the walls). Higher-level 
IMI can also increase learner engagement.

Findings regarding the use of lower-than-required levels of IMI, 
as well as the short time needed to complete some lessons, also indi-
cate the need for implementation processes that ensure that course-
ware meets expected standards. Because the cost of IMI courseware 
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is a function of number of course hours and level of interactivity, it is 
important to verify that the Army gets what it pays for in contracting 
for IMI.

Before the Army undertakes new improvement initiatives, these 
findings and recommendations should be considered in light of changes 
in the courseware development process that are currently being imple-
mented or that have been implemented since we began our research. 
Because the courseware production cycle is relatively long and we 
reviewed only fielded courses, some of those courses were funded and 
development began in FY2005 or before. ATSC has continually added 
improvements to TADLP processes since that time, including provid-
ing clearer definitions of IMI levels, requiring consultation between 
contractors and school staff regarding appropriate IMI levels for varying 
types of content, and developing a series of checklists for schools (e.g., 
a 2006 Lesson Specification Worksheet) that may have contributed to 
improved IMI quality.2 ATSC also has published standards for graphi-
cal user interfaces that should result in improved screen elements and 
functions, which in turn should mitigate the need to evaluate some of 
the technical features of courseware (Army Training Support Center, 
2007). Thus, courseware currently being developed may have fewer 
deficiencies than the courseware in our sample. Nonetheless, because 
ATSC has no way to document how effective its continuing efforts 
have been, the deficiencies noted in this report are worthy of further 
investigation.

Strategic Issues in Instructional Design

The preceding discussion suggests ways to modify IMI courseware in 
the sample that we assessed. A more strategic issue for the Army con-
cerns determining the match between instructional technologies and 
the KSAs being taught. Given the importance of providing effective 
demonstrations of procedures and opportunities for practice in train-
ing (Clark, 2005), our findings raise questions about the value of IMI, 
as currently used, to provide instruction on procedures that ultimately 

2 The checklists were accessed on December 21, 2007, from http://www.atsc.army.mil/
ITSD/IMI/CrsWareMgmtProponent_CkListForms.asp.

http://www.atsc.army.mil/ITSD/IMI/CrsWareMgmtProponent_CkListForms.asp
http://www.atsc.army.mil/ITSD/IMI/CrsWareMgmtProponent_CkListForms.asp
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need to be practiced in hands-on training. Teaching procedures that 
involve physical performance requirements is especially problematic 
when those requirements are not practiced immediately after the cog-
nitive portion of training. Under the current training plan for many 
Army courses, the DL portion of a course can be taken at any time up 
to a year before the student attends residential training. Furthermore, 
some students who have not completed the DL portion of a course are 
admitted to the residential portion. As a result, instructors frequently 
must review the DL material at the start of residential training. This 
is especially problematic because time is at a premium in residential 
training.

To the extent that the Army plans to continue using its current 
phased approach to training, we expect that an emphasis on training 
concepts and processes will have a higher payoff. Using IMI may be 
best reserved for training procedures when

the procedures can be practiced within the context of IMI (e.g., •	
completing forms or performing calculations) or with the addi-
tion of simple job aids;
DL is used to train procedures that are not subject to rapid decay •	
or are easily refreshed;
DL is used as a supplement to residential training, e.g., when the •	
IMI can be assigned as “homework” immediately preceding a 
practical exercise;
exported training (i.e., institutional training executed at or near a •	
unit location, away from the proponent school) can be supported 
by a high level of instructor-student interaction;
the purpose of the instruction is to provide information where •	
practice is not important, such as disseminating doctrinal and 
technique updates to the operational force.

Ultimately, however, a comprehensive research effort is needed 
to determine how to use IMI effectively for Army training. For exam-
ple, empirical research is needed to address questions such as the 
following:
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To what extent do learners retain procedural knowledge taught in •	
IMI by the time they get to residential training?
What is an acceptable time lag between IMI and residential train-•	
ing to prevent knowledge or skill decay?
What types of knowledge and skills are less subject to decay or are •	
more easily refreshed?
Are there differences in performance on tasks in residential train-•	
ing for learners who have completed the DL portion of the course 
and those who have not?

The Army might also benefit from examining courseware pro-
duced in other domains (other services, industry, and academia) to 
identify best practices in instructional design and in the use of IMI 
courseware. The larger project, of which this assessment is a part (see 
Chapter One), addresses this issue.

Below, we present additional suggestions for improving assess-
ment of TADLP training.

Recommendations for Improving TADLP’s Assessment 
Program

One of the conclusions from our research is that program-level assess-
ments of courseware quality are needed on an ongoing basis. The 
method used in this study has a number of strengths and can effec-
tively fill at least a part of that need for TADLP. To our knowledge, 
this is the first program-level evaluation of TADLP courseware. Our 
approach provides a systematic method of evaluation using multiple 
raters and a comprehensive set of criteria based on standards pro-
posed by experts in training development and assessment. The method 
points to needed improvements in specific courses and yields quantifi-
able data that can be used to monitor progress at the program level—
across courses, schools, or other units of analysis. The method also has 
relatively modest resource requirements; once criteria are developed 
and raters are trained, lessons can be evaluated relatively efficiently. 
In short, we believe this evaluation method is practical, could provide 
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the Army with valuable information about courseware quality, and 
points to directions for needed quality improvements. We recommend 
adoption of this approach at the program level for evaluating TADLP 
courseware on an ongoing basis.

Our approach does have has several limitations, many of which 
can be effectively addressed in future efforts. 

First, our evaluators were not SMEs. Although we believe that 
SMEs are not needed to judge the criteria used in our evaluation (and 
that, in fact, it would be impractical for TADLP to find and train 
SMEs to conduct this type of evaluation for a wide range of courses), it 
would be useful to determine whether experts would judge the criteria 
differently or could conduct the evaluations more efficiently.

Second, many of the criteria in our checklist require subjective 
judgment. For example, there are no objective standards for the degree 
to which techniques engage the learner and the extent to which courses 
have sufficient numbers of examples, checks on learning, or practical 
exercises. However, a number of criteria are straightforward to judge 
(e.g., navigational cues either exist or do not), and even for more subjec-
tive criteria, satisfactory interrater reliability on a diverse sample of les-
sons provides confidence in the validity of the judgments. Nonetheless, 
future efforts should establish objective standards where possible, e.g., 
determining what constitutes a sufficient number of examples, checks 
on learning, or practice problems (of varying levels of difficulty) for 
training different KSAs. Standards could be established for tasks based 
on the complexity of the course material, the degree to which lead-
ers are expected to show flexibility and adaptability, and the degree to 
which the skill is difficult to sustain.

Third, the criteria we used were not weighted. The impact of a 
rating might differ depending on the importance of the criterion and 
how easily it can be changed, which in turn could influence resource 
requirements or priorities for revision. For example, the impact of a low 
rating for the usability of FMs might be minimal given that improving 
usability may be relatively straightforward. In contrast, we expect that 
low ratings on criteria having to do with practice opportunities (e.g., 
whether exercises move from simple to complex problems or whether 
opportunities for whole-task practice reflect the mission environment) 
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will have a much greater impact, since these aspects of training are 
particularly important and require far more resources to fix. Therefore, 
future evaluation efforts should develop appropriate weights for the 
criteria.

Fourth, we were able to assess only a small sample of courses. In 
addition, we sampled lessons primarily from the first two or three mod-
ules of courses. It is possible that lessons in later modules differ system-
atically in production quality or pedagogy. Thus, these results should 
be viewed as an initial attempt to understand what is possible in terms 
of quality assessment and how results can be used to identify quality 
improvements. A larger number and wider range of courses should be 
assessed in efforts to further develop and validate this approach. In 
addition, by conducting initial evaluations of entire courses and com-
paring ratings across lessons, one could determine whether earlier and 
later lessons vary (which suggests the need to evaluate entire courses) or 
whether it is reasonable to evaluate a sample of lessons from each course 
in subsequent efforts. Clear definitions of terms such as module, lesson, 
and topic are also needed to ensure consistency in selecting segments of 
courses to assess in future evaluations.

Fifth, we limited our criteria, in part, to reflect information that 
was available in the courses to which we had access and to achieve a 
balance between level of detail and efficiency. In the process, we may 
have omitted or overlooked important aspects of the courseware or 
course development. Future attempts should reassess and refine the 
evaluation criteria. In addition, the rating options should be reviewed; 
for example, inclusion of a “sometimes” option may not be necessary 
given its low frequency of use, and standards should be developed to 
determine when lessons or courses merit “yes” or “no” ratings on the 
criteria.

Finally, most of the courses were available to us only on CDs, 
which do not contain course tests or support some functions of online 
courses, such as bookmarks and “live” online support. The CDs also 
presented some initial technical problems in launching the courses, 
which required intervention by technical support staff. For future eval-
uation efforts, we recommend access to fully functional courseware to 
permit evaluation of all course features.
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Implementing a Program of Courseware Evaluation in TADLP

We recommend the following steps as elements of one possible approach 
to implementing a program of course evaluation:

TADLP should assign responsibility for IMI courseware evalu-•	
ation to a team of two or three persons trained in principles of 
instructional design. Multiple staff members are needed to estab-
lish interrater reliability. Having more than one person with this 
expertise also helps preserve institutional memory when individu-
als leave the organization. This task would constitute a portion of 
each staff member’s general responsibilities.
The evaluation team would refine the evaluation criteria and rating •	
options, establishing objective standards and appropriate weights 
on criteria where desirable. Criteria would be disseminated to 
stakeholders such as proponent schools staff, SMEs, and ATSC 
for vetting. Use of a collaborative approach is recommended to 
encourage the kind of buy-in from schools and contractors that 
will lead to the greatest possible improvements in courseware.
Once the checklist is finalized, the team would establish inter-•	
rater reliability in use of the criteria.
Proponent schools would provide access to online courses as well •	
as to courses under development.
The evaluation team would evaluate at least a sample•	 3 of the 
courseware and provide the completed checklist to the propo-
nent school and contractor, along with specific suggestions for 
improvement.
The evaluation team would create quarterly reports and an annual •	
report that summarize the evaluations and implications for course-

3 Sampling might be required, depending on the resource levels obtained to support the 
program. In addition, the sampling approach would differ if the intent is to focus on  
program-level rather than individual-course results. Sampling courses (rather than evalu-
ating all courses) is a reasonable approach to monitoring quality at the program level. We 
suggest using a stratified random sample based on factors such as course priority (e.g., MOS-
producing, PME courses, functional courses, self-development), course level, and contractor. 
If the focus is on individual courses, then reviewing all courses or a sample of lessons in each 
course would be appropriate.
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ware quality at the program level. For example, the report would 
include the number and types of courses evaluated and a sum-
mary of scores for the evaluation criteria, similar to those found in 
this report. Results also can be reported by other units of analysis 
(e.g., school, type of course, contractor). Trends in ratings for cri-
teria over time would indicate whether the quality of courseware 
is improving. Courses also can be monitored for effects of changes 
in training policy, development processes, or doctrine.
These activities would be supported by a website such as the •	
Distributed Learning Knowledge Network (DLKN) on Army 
Knowledge Online (AKO) to enable proponent school staff and 
contractors to download the checklist and access other resources, 
such as lessons from courses that exemplify the evaluation cri-
teria. We also recommend providing an online mechanism for 
school staff to provide feedback to TADLP about the evaluation 
process.

We recommend that at the outset, the program focus on provid-
ing feedback to individual schools about their courses and on report-
ing aggregate IMI quality over time. At the school level, staff could 
use results to improve the quality of existing and evolving courseware. 
At the TADLP level, aggregate results could be used to help sell the 
program and obtain funding (assuming quality is high or increasing), 
to assess the effect of ongoing improvement initiatives on courseware 
quality, and to help formulate new improvement initiatives for the 
future.

Once the evaluation program becomes more established and 
accepted, the data it produces might be used more aggressively to 
improve courseware quality. For example, results could be aggregated 
by school and by contractor as part of a larger evaluation program that 
fosters continuous quality improvement for TADLP courseware. Rel-
evant evaluation criteria could be incorporated into the schools’ course-
ware validation processes to standardize and quantify these efforts or 
into the language of DL delivery orders. However, initiating these steps 
may require formulating new policies to support them, including poli-
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cies relating to contracts, funding mechanisms, appropriate incentives, 
and development processes.

Potential Directions for Other Program-Level Evaluations of IMI 
Quality

As described in Chapter One of this report, courseware evaluation is 
only one facet of assessing the quality of training. A comprehensive 
DL assessment strategy would include a variety of methods. Informa-
tion technology (IT) can facilitate a number of these assessments both 
within and across proponent schools. For example, IT can be used to 
develop, administer, and score tests or attitude surveys within particu-
lar courses and to analyze results across courses or proponent schools.

Table 5.1 summarizes some evaluations of IMI quality that should 
be conducted and describes how IT could support these efforts. Many 
of these evaluations could be tested on a pilot basis using a sample of 
courses. These recommendations are discussed further below.

Learner Reactions. End-of-course attitude surveys measuring stu-
dent satisfaction can provide insights into what does or does not work in 
a course or why certain outcomes occur. For example, learner reactions 
to different aspects of courses might provide information about why 
students do not graduate from a course or why they choose to bypass a 
DL course in favor of residential training. It is reasonable to expect that 
there is a core set of measures that are relevant across most, if not all, 
DL courses. IT can be used to enable schools to access such measures, 
as well as add customized items and administer surveys to students at 
the end of courses via the Internet. An automated system could also 
score the surveys, create reports for individual courses, and aggregate 
results across courses within a school or across schools. Data could be 
aggregated in numerous ways, e.g., by course type, level, length, type of 
IMI, or characteristics of learners. We recommend, in addition to sur-
veying graduates of DL courses, administering surveys to students who 
failed to complete DL courses or who were eligible for DL courses but 
did not enroll. Data from these students may help determine whether 
issues of courseware quality explain these outcomes.
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Table 5.1
Using IT to Support Future Evaluations of IMI Quality

Type of Evaluation What Could Be Done

Reactions •	 Develop a core set of questions to administer to learners 
across IMI courses.

•	 Develop a platform to enable schools to create/customize 
surveys.

•	 Create automated scoring and reporting capabilities; start 
with a sample of IMI products.

Learning:   
pre/post 
comparisons

•	 Move to computer-based administration of course tests.  

•	 Develop platform and automated scoring/reporting 
procedures to support systematic analysis within and across 
courses; start with a sample of IMI products.

Learning: 
knowledge 
retention

•	 Administer computer-based tests of concepts taught in DL 
at the start of residential training in the phased approach 
to training; start with one or two courses.

•	 Administer follow-up tests to IMI learners via AKO after 
they return to their units; pilot with one or two IMI 
courses.

Behavior 
(performance)

•	 Explore facilitators and barriers to conducting predictive 
validity studies.

Test evaluation •	 Make item analysis of end-of-course tests an integral part of 
IMI via the Learning Management System (LMS); start with a 
sample of IMI products.

Administrative 
data

Expand and standardize RAND’s initial analyses.

Learning: Pre/Post Comparisons. Differences in scores on pretests 
and posttests give some indication of learning. Posttests already exist in 
DL courses, and some courses have pretests as well. IT can be used here 
in that tests can be administered, scored, and analyzed via computer. 
It is important to emphasize, however, that pre/post differences can be 
affected by factors other than training, and determining the effect of 
training on changes in test scores typically requires the use of control 
groups. In addition, meaningful pre/post comparisons require having 
good tests, a point that we address in more detail below.

Learning: Knowledge Retention. Measuring knowledge reten-
tion poses administrative challenges, because tests typically need to be 
administered after students have completed training and have returned 



Conclusions and Implications for TADLP’s Assessment of IMI    53

to their units. Consequently, knowledge retention tends to be assessed 
infrequently. However, given the design of most IMI courses in the 
Army (as knowledge preparation for residential learning), the Army 
has an opportunity to begin collecting relevant data fairly efficiently 
and inexpensively, and such tests can be administered and scored  
using IT. Knowledge retention tests could be administered when stu-
dents register for the residential portion of a course or at the begin-
ning of residential training. It is possible that applicable follow-up tests 
already exist on a local level and that these tests could be used to assess 
knowledge retention.4 To broaden the concept within the Army, an IT 
platform such as AKO could eventually be used to administer follow-
up tests to learners once they have returned to their units.

Behavior. IT can also be used to support predictive validity stud-
ies by collecting data to measure the association of performance scores 
in DL with performance scores in subsequent training or with ratings 
of job performance. It appears that AUTOGEN (or a system like it) 
could provide the foundation for collecting the necessary data. The 
system would need to collect data regarding individuals’ performance 
in training (e.g., in Phase 1 and Phase 2) or their performance in train-
ing and their performance on the job (e.g., leaders’ ratings of indi-
viduals’ job performance or other measures of performance on relevant 
tasks). In addition, to establish the predictive validity of DL for job 
performance, assessment of DL courses or tasks taught in DL would 
need to be differentiated from assessments of residential training or 
tasks. Future work should examine the strengths and weaknesses of 
AUTOGEN as a platform for conducting predictive validity studies 
by reviewing AUTOGEN’s processes and reports and soliciting input 
about the system from proponent school staff.

Test Evaluation. IT can be used to analyze students’ responses to 
objective test items (i.e., multiple-choice or true/false), using statisti-
cal methods such as item-response theory (Lord, 1980). Such analyses 
can provide information such as whether items are at the appropriate 

4 Administering tests of physical performance tasks at the start of residential training could 
also be used to investigate the question raised earlier about the value of providing DL train-
ing on tasks that ultimately must be practiced in hands-on training.
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level of difficulty and whether the tests discriminate between good and 
poor performers in the course. If students complete tests online, statis-
tical software can be used to conduct item analysis and create reports. 
Results can then be used to determine which test items to include, 
eliminate, or revise.5

Administrative Data. Automated systems (e.g., ATRRS) can 
capture data such as enrollment and dropout rates, DL usage, and 
information pertaining to course development, such as cycle time. As 
discussed previously in this report, these types of metrics can be indi-
cators of course quality. A primary task of RAND’s overall project is 
the analysis of existing administrative data to establish a set of baseline 
metrics for DL. Such systems can also be used to monitor relevant data 
on a regular basis and help keep the program on track with regard to 
TADLP objectives.

Conclusion

TADLP does not have a program-level effort to assess course quality. 
This report describes how the Army could benefit from such an effort 
and demonstrates a method of evaluating IMI courseware that is prac-
tical and can identify areas where the quality of courseware should be 
improved. The report also suggests other ways in which the quality of 
IMI training could be addressed feasibly at the program level.

In a larger context, evaluation of IMI quality should be part of a 
more comprehensive assessment component for TADLP. In addition 

5 Methods such as item-response theory are also used as a basis for computer-adaptive testing 
(CAT) or computerized classification testing (CCT) (e.g., Drasgow and Olson-Buchanan, 
1999; Eggen and Straetmans, 2000). CAT, or tailored testing, is a method of administering 
tests that selects items based on the learner’s ability level. CAT generally provides precise esti-
mates of an examinee’s ability with far fewer items than standard, fixed tests. By using much 
shorter tests, CAT supports the goal of speeding the pace of DL. It also enhances test security 
in that each learner takes a test composed of different items. CCT is similar to CAT but is 
appropriate for tests in which the goal is to classify learners into categories such as “pass” and 
“fail.” CAT has been applied to the Armed Services Vocational Aptitude Battery (ASVAB) 
for personnel selection (e.g., Sands, Waters, and McBride, 1997). It may be worthwhile to 
consider using CAT or CCT for tests in DL courses with large enrollments.
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to evaluating quality, that program should include an examination of 
learning models, courseware usage and efficiency, cycle time of pro-
duction, and identification of DL areas with the highest payoff for the 
Army. We are currently conducting research related to these subjects. 
Taken together, these efforts will give the Army a basis for managing 
continuous improvement in the development and use of IMI and will 
provide tools for managing the strategic use of DL.
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Courseware Evaluation Criteria



58    Im
p

ro
vin

g
 th

e A
rm

y’s A
ssessm

en
t o

f IM
I C

o
u

rsew
are

Courseware 
Courseware Evaluation Criteria Worksheet

Criterion Rating

Comments 
(If rating is “no,” describe 

problems here. Also provide 
comments on positive 

features of the course.)

Technical

1. Launchinga

a. Learners can conduct initial launch of courseware without 
assistance  Y  N  S  NA  DK

2. Navigation Functionsa

a. A learner with modest computer skills could easily navigate 
through the course (using start or enter, forward, back, exit, 
etc.)

 Y  N  S  NA  DK

b. Navigation features cue the student to his/her position within 
the lesson (e.g., screen numbers)  Y  N  S  NA  DK

c. Navigation features cue the student to his/her position in the 
course (e.g., menu of modules and lessons)  Y  N  S  NA  DK

3. Supplementary Instructional Resources (e.g., links to glossaries, 
FMs, or other source materials)a

a. Supplementary instructional resources are easily accessible 
within each lesson  Y  N  S  NA  DK

b. Supplementary instructional resources are usable  Y  N  S  NA  DK

NOTES:  Y = yes; N = no; S = sometimes; NA = not applicable; DK = don’t know.  Black checkbox indicates that the rating choice was 
not an option for a particular criterion.
aRated once per course.
bRated for each lesson. 
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Courseware Evaluation Criteria Worksheet (continued)

Criterion Rating Comments

4. Technical Supporta

a. Learner can resolve most navigational and technical 
problems with the courseware using online technical support  Y  N  S  NA  DK

5. Legibility of Graphics and Texta

a. Text and graphics are legible and accurate  Y  N  S  NA  DK

6. Audiovisualsa

a. Contains no sensory conflicts (e.g., audio and text present 
the same information) except when conflict is desired to 
create confusion as during battle

 Y  N  S  NA  DK

b. Excludes words, pictures, and sounds that are not directly 
relevant to required learning  Y  N  S  NA  DK

c. Uses animation or video clips to demonstrate processes 
or concepts that are difficult to visualize from verbal 
descriptions or graphics

 Y  N  S  NA  DK

d. Uses various types of techniques to maintain learner 
interest and promote learning, including scenarios, examples, 
analogies, humor, 3-D graphics, music, etc.

 Y  N  S  NA  DK

e. Narration is easy to understand  Y  N  S  NA  DK

Pedagogical

7. Lesson Learning Objectivesa 

a. Clearly describe what knowledge and/or skills to be 
learned  Y  N  S  NA  DK

b. Have an observable, measurable performance standard  Y  N  S  NA  DK
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Courseware Evaluation Criteria Worksheet (continued)

Criterion Rating Comments

8. Course Sequencing, Pacing, and Learner Controla

a. Presents outline of lessons in which sequence is either 
the order in which job- or mission-relevant tasks are 
accomplished or in order of less difficult tasks progressing to 
more difficult tasks

 Y  N  S  NA  DK

b. Allows students with previous knowledge/skill to test out 
of modules as appropriate  Y  N  S  NA  DK

c. Course prevents learner control of lesson sequence, 
activities, or pacing  Y  N  S  NA  DK

d. If c is “yes” or “sometimes”: control over sequence, 
activities, or pacing is inefficient for the learner  Y  N  S  NA  DK

9. Teaching Concepts: Instructionb

a. Provides clear and comprehensive definitions of each 
concept  Y  N  S  NA  DK

b. Provides informative and sufficient examples from job or 
mission environment  Y  N  S  NA  DK

c. Provides exercises requiring learners to identify examples 
and non-examples of each concept  Y  N  S  NA  DK

d. Instruction of concepts reflects learning objectives  Y  N  S  NA  DK

10. Teaching Processes: Instructionb

a. Provides an informative visual model with a narrated 
description stating sequence of events  Y  N  S  NA  DK

b. Clearly explains how actions at each phase lead to 
subsequent phase and final outcome of the process  Y  N  S  NA  DK

c. Provides informative and sufficient examples of processes 
from job or mission environment  Y  N  S  NA  DK
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Courseware Evaluation Criteria Worksheet (continued)

Criterion Rating Comments

d. Provides practical exercises requiring learners to identify 
a list of phases, the actions that occur at each phase, and 
how outcomes at each phase contribute to next phase and 
final outcome

 Y  N  S  NA  DK

e. Instruction of processes reflects learning objectives  Y  N  S  NA  DK

11. Teaching Procedures: Instructionb

a. Provides clear step-by-step demonstration of all decisions 
and actions needed to complete the task based on 
authentic job- or mission-relevant scenarios

 Y  N  S  NA  DK

b. Provides informative and sufficient examples of 
procedures from job or mission environment  Y  N  S  NA  DK

c. Where decisions are taught, includes alternatives that 
must be considered and criteria that should be used to 
choose the best alternative in routine situations

 Y  N  S  NA  DK

d. In cases when learners are expected to be able to 
modify the procedure in novel situations, explains why the 
procedure works using concepts, processes, or principles

 Y  N  S  NA  DK

e. Provides practical exercises requiring learner to perform 
the procedure  Y  N  S  NA  DK

f. Instruction of procedures reflects learning objectives  Y  N  S  NA  DK

12. Checks on Learningb

a. Reinforce lesson/material  Y  N  S  NA  DK

b. Are sufficient in number  Y  N  S  NA  DK
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Courseware Evaluation Criteria Worksheet (continued)

Criterion Rating Comments

13. Practiceb

a. There are an adequate number of practice exercises to 
master each skill or concept  Y  N  S  NA  DK

b. Part-task practice is followed by whole-task practice  Y  N  S  NA  DK

c. Whole-task practice reflects the performance of the 
learning objectives in the mission environment as closely as 
media will permit

 Y  N  S  NA  DK

d. Practice begins with simple problems and progresses to 
more-complex problems  Y  N  S  NA  DK

e. There is consistency between the practice exercises and  
the learning objectives  Y  N  S  NA  DK

f. Directions for practice exercises are clear  Y  N  S  NA  DK

14. Feedbacka

a. Feedback is frequent, so that errors do not accumulate  Y  N  S  NA  DK

b. Provides learner with the opportunity to correct his or  
her strategy  Y  N  S  NA  DK

c. Provides the opportunity to review the relevant parts of 
the demonstration  Y  N  S  NA  DK

d. Corrective feedback provides explanations for why the 
answer was wrong or why the right answer is correct  Y  N  S  NA  DK

General comments:
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Appendix B

Summary of Specific Changes for Improving  
the Quality of IMI Courseware

This appendix summarizes recommendations for improving IMI 
courseware presented in Chapter Four of this report. 

Develop procedures to ensure that courseware meets expected •	
standards for levels of IMI and lesson completion times.
Enhance learner support by providing links throughout the •	
courseware that take the learner directly to relevant sections of 
appropriate FMs and glossaries.
Eliminate sensory conflicts by (1) enabling the learner to dis-•	
able text or audio if the same content is presented in both modes 
simultaneously, and (2) presenting content sequentially rather 
than simultaneously when multiple modes (e.g., text and audio) 
are used for different content.
Increase learner efficiency by providing the option of disabling •	
the audio and enabling the corresponding text when using narra-
tion with no animation (i.e., with still graphics or no graphics).
Control course sequence in the CD versions of courses by pro-•	
viding lesson menus that give free access only to content that the 
learner has already viewed, but disable access to “future” con-
tent that is out of sequence. Also, require learners to complete 
course activities before they can proceed to subsequent material. 
Ensure that these controls are in place for the online versions of 
the courses.
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Enhance context by giving examples of situations in which course •	
concepts, processes, and procedures are used (e.g., the motivators 
in the Maneuver CCC).
Improve instruction of procedures by providing clear, step-by-step •	
demonstrations, using animations or other graphics.
Increase soldier adaptiveness by including instructions or criteria •	
for making decisions or modifying procedures in alternative or 
novel situations.
Reinforce concepts and procedures by•	

providing more checks on learning that reflect the range of ––
topics in the lesson and staggering the checks on learning 
throughout the lesson;
including exercises that test the learner’s ability to discriminate ––
among examples and non-examples of the course content;
providing practical exercises that move from simple to complex ––
problems and include both part- and whole-task practice;
directing learners (via a link) to the appropriate lessons for ––
review if they answer questions incorrectly;
providing more specific and comprehensive feedback in ––
response to incorrect answers.



65

References

Army Training Support Center (ATSC), Graphical User Interface for Task/Lesson-
Based Development: Content Developer’s Guide, 2007. As of April 9, 2009: 
http://www.atsc.army.mil/itsd/imi/GUI.asp

ASTD Certification Institute, E-Learning Courseware Certification (ECC) 
Standards (1.5), Alexandria, Va.: American Society for Training & Development, 
2001–2003.

Clark, R., “What Works in Distance Learning: Instructional Strategies,” in H. F. 
O’Neil (ed.), What Works in Distance Learning, Los Angeles, Calif.: University of 
California, Los Angeles, Center for the Study of Evaluation, 2003, pp. 13-31.

Clark, R. E., Guided Experiential Learning: Training Design and Evaluation, A 
PowerPoint Presentation, 2005. As of April 21, 2009: 
http://projects.ict.usc.edu/itw/gel/

Defense Manpower Data Center, December 2005 Status of Forces Survey of Active 
Duty Members: Tabulations of Responses, Arlington, Va.: Defense Manpower Data 
Center, 2006.

Drasgow, F., and J. B. Olson-Buchanan, Innovations in Computerized Assessment, 
Mahwah, N.J.: Lawrence Erlbaum, 1999.

Eggen, T.J.H.M, and G.J.J.M. Straetmans, “Computerized Adaptive Testing 
for Classifying Examinees into Three Categories,” Educational and Psychological 
Measurement, Vol. 60, 2000, pp. 713–734.

Goldstein, I. L., “Training in Organizations,” in M. D. Dunnette and L. M. 
Hough (eds.), Handbook of Industrial and Organizational Psychology, Vol. 2,  
2nd ed., Palo Alto, Calif.: Consulting Psychologists Press, 1991, pp. 507–619.

Goldstein, I. L., and J. K. Ford, Training in Organizations: Needs Assessment, 
Development and Evaluation, 4th ed., Belmont, Calif.: Wadsworth, 2002.

Kirkpatrick, D. L., “Techniques for Evaluating Training Programs,” Journal of the 
American Society of Training Directors, Vols. 13–14, 1959–1960.

http://www.atsc.army.mil/itsd/imi/GUI.asp
http://projects.ict.usc.edu/itw/gel/


66    Improving the Army’s Assessment of IMI Courseware

———, Evaluating Training Programs: The Four Levels, San Francisco, Calif.: 
Berrett-Koehler, 1994.

Landis, J. R., and G. G. Koch, “Measurement of Observer Agreement for 
Categorical Data,” Biometrics, Vol. 33, 1977, pp. 159–175.

Lord, F. M., Applications of Item Response Theory to Practical Testing Problems, 
Mahwah, N.J.: Lawrence Erlbaum, 1980.

Mayer, R. E., “What Works in Distance Learning: Multimedia,” in H. F. 
O’Neil (ed.), What Works in Distance Learning, Los Angeles, Calif.: University of 
California, Los Angeles, Center for the Study of Evaluation, 2003, pp. 32–54.

Mayer, R. E., and R. Moreno, “A Split-Attention Effect in Multimedia Learning: 
Evidence for Dual Processing Systems in Working Memory,” Journal of 
Educational Psychology, Vol. 90, 1998, pp. 312–320.

O’Neil, H. F., What Works in Distance Learning, Los Angeles, Calif.: University of 
California, Los Angeles, Center for the Study of Evaluation, 2003.

Phipps, R. A., and J. Merisotis, What’s the Difference? A Review of Contemporary 
Research on the Effectiveness of Distance Learning in Higher Education, Washington, 
D.C.: The Institute for Higher Education Policy, 1999.

Sands, W. A., B. K. Waters, and J. R. McBride, Computerized Adaptive Testing: 
From Inquiry to Operation, Washington, D.C.: American Psychological 
Association, 1997.

Society for Industrial and Organizational Psychology, Inc., Principles for the 
Validation and Use of Personnel Selection Procedures, 3rd ed., College Park, Md.: 
Society for Industrial and Organizational Psychology, Inc., 1987.

Straus, S. G., J. R. Galegher, M. S. Shanley, and J. S. Moini, Improving the 
Effectiveness of Distributed Learning: A Research and Policy Agenda for the U.S. 
Army, Santa Monica, Calif.: RAND Corporation, OP-156-A, 2006. As of April 9, 
2009: 
http://www.rand.org/pubs/occasional_papers/OP156/

U.S. Army Research Institute, Distance Learning: Findings from the Fall 2006 
Sample Survey of Military Personnel, Arlington, Va.: U.S. Army Research Institute 
for the Behavioral and Social Sciences, 2007.

Wardell, C., “Levels of Interactivity,” paper presented at the 2006 Army Training 
Support Center DL Workshop, Williamsburg, Va., March 2006.

http://www.rand.org/pubs/occasional_papers/OP156/



