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1. Abstract
For the past many years, the design of the photonic crystals of complicated 3-D structures was usually made by using the finite-difference time-domain (FD-TD) method. The method is very slow when an electrically large-scaled problem is characterized. Also, quite often, the problem is considered in the frequency domain for a spectrum of the light waves. Although the other methods (see more details in the later text) are also applicable, but they are either less efficient in speed and accuracy, or applicable to time domain. The frequency domain work will have to require the Fourier transform and additional time and efforts are required.

This proposal will explore applying the volume integral equations for characterizing and designing the 2D and even 3D structured photonic crystals. Because of many different choices of the basis functions for the volume cells, the approach will be very flexible in handling many different types of photonic crystals of various geometrical structures. Most importantly, the proposed approach can be accelerated by the fast solver so that many theoretical untouchable large scaled problems to become solve-able and previously slow converged problems to be fast in convergence and accurate in solution.

2. Introduction
Band structures are essential characteristics of photonic crystals (PCs), from which possible photonic band gaps (PBGs) can be identified [1-3]. For frequencies within the PBGs, wave propagation is forbidden and many photonic devices have been proposed and designed based on such phenomenon. In particular, twodimensional (2-D) PCs composed of either dielectric rods or air columns have been widely employed in many applications such as waveguiding, resonant cavity formation, and wavelength _ltering. In this paper, we propose a novel analysis scheme with excellent numerical convergence behavior and accuracy for
For the past many years, the design of the photonic crystals of complicated 3-D structures was usually made by using the finite-difference time-domain (FD-TD) method. The method is very slow when an electrically large-scaled problem is characterized. Also, quite often, the problem is considered in the frequency domain for a spectrum of the light waves. Although the other methods (see more details in the later text) are also applicable, but they are either less efficient in speed and accuracy, or applicable to time domain. The frequency domain work will have to require the Fourier transform and additional time and efforts are required. This work explores applying the volume integral equations for characterizing and designing the 2D and even 3D structured photonic crystals. Because of many different choices of the basis functions for the volume cells, the approach will be very flexible in handling many different types of photonic crystals of various geometrical structures. Most importantly, the proposed approach can be accelerated by the fast solver so that many theoretical untouchable large scaled problems to become solve-able and previously slow converged problems to be fast in convergence and accurate in solution.
calculating the band structures of 2-D PCs. The currently most used numerical methods for such calculation have been the planewave expansion (PWE) method [3-6] and the finite-difference time-domain (FDTD) method [7,8]. The finite difference eigenvalue problem formulation has also been employed by Yang [9] and Shen et al. [10], and more recently by Yu and Chang [11] based on the Yee mesh as often employed in the FDTD method [12]. The Yee-mesh-based formulation was named as the finite difference frequency-domain (FDFD) method. Yu and Chang [11] used the FDFD method to analyze the band structures of 2-D PCs with either square or triangular lattice and adopted a fourth-order accurate compact finite difference scheme [13] to increase numerical efficiency and accuracy. Although the FDFD method offers results with accuracy comparable to those obtained using the MIT Photonic-Bands (MPB) package [14] based on the PWE method, the numerical convergent speed was found not to be uniformly fast among different bands in both methods.
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The scientific objective is to develop an efficient tool for designing and characterizing NIMs photonic crystals. The Singapore team (Nat’l Univ of S’pore) will work together with the US Team (Univ of Colorado, at Boulder) to make the the following suggested structures by US side:

- Si-based 2D photonic crystal structures (hexagonal array of holes): thickness = 300nm, hole dimater =340nm, lattice constnt = 540nm;
- Si-polymer flexible 2D photonic crystal structures (hexagonal array of Si rods in polymer): thickness = 390nm, rod dimater =340nm, lattice constnt = 615nm.

For the 2D structures in (1) and (2), Dr Park’s group has used thicknesses as thin as 200nm but never went above 390nm. Hole (or rod) diameters and lattice constants are of course variable. They target near-infrared operation around 1.5 um. As found in references, Dr Park used the devices with the exact parameters given above. In these 2D devices, Dr Park is primarily interested in looking into the out-of-plane scattering problems which critically affect the losses in our system. Therefore, the Spore team will work hard to come up with an efficient tool for the US side to use for designs and characterizations.

Also in the future, the following configurations will be considered in the designs:
- Gold nanoshell 3D photonic crystal: core (silica) diameter = 418nm, gold shell thickness = 20nm (optionally additional silica coating of 10-20nm). For the 3D structures in (3), we can make spheres/shells whose diameters range from 100 - 500nm. Gold shell thickness is fairly constant at 20nm.
We are interested in obtaining 3D photonic band structures using the exact gold dielectric constant and possible plasmon resonances in these highly modulated structures.

But this will not be put in the scope of the present research proposal, because of the time restriction. Code development really needs time and the debugging sometimes can be very time consuming.

3. Approach

To make a design of the NIMs photonic crystals, the following approaches are proposed:

- Starting from the Maxwell equations (for the sizes less than several nano meters, the Maxwell’s equations are still considered to be more accurate than the quantum mechanic theory);
- Volume integral equations will be used to discretize the structures of the photonic crystals, where various shaped periodic structures will be identified and characterized;
- The vector basis functions will be chosen as “the volume Schaubert–Wilton–Glisson (SWG) basis functions”;
- Nano-scaled NIMs homogeneous materials are considered in the design and characterizations
- Photonic band gap structures will be properly designed so as to exhibit the negative refraction and also to have improved imaging properties.

Also, this project will integrate with the fast solver by implementing the algorithms and codes into the design procedure. Among the fast solvers, the adaptive integral equation (AIM) method, and pre-corrected fast Fourier transform method (pFFT) will be specifically considered. The AIM and pFFT use the same ideal and procedure but different mapping techniques to solve the problem for the design. Therefore, we will opt the pFFT as the algorithm for the fast solver development. The PI has invested US$650,000 on the fast algorithms design and the method adopted for the proposed project is very promising and efficient.

4. Pay-off

- From the research advances or accomplishment, it is then possible to make the 2D and 3D photonic crystal designs in a fast and efficient way which the current methodologies are restricted or impossible to be utilized or extended to apply.
- The commercial packages are far slower to produce the reasonably good or satisfactory results. In this sense, the advances could not only make the practical designs of the NIMs photonic crystals of good performance possible, fast and efficient, but also push the computational science or physics or the numerical techniques applied to electromagnetics to a next height.

5. Summary

- UNIQUENESS: Again, it is indicated that the proposed project will implement the fast algorithms for the metamaterial designs. This will push the existing numerical technologies for the metamaterial designs into the next height. Also, this is a unique approach, and it can achieve what the commercial software packages can never accomplish.

- INNOVATION: After the algorithms will be developed, they will be utilized to generate some new designs of the metamaterials which could lead a few new materials into the frontier. Some
metamaterials of new and novel features will be designed and synthesized.

- PAY-OFF: To further develop the existing technology into the next heights, the implementation of the AIM will be made and the new upper limit of software packages used in the metamaterial designs can be expected. With the to-be-developed algorithms, some new and novel features of the metamaterials will be achieved and found.
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Some New Results:

Simulation and Modelling Part: Fast Solver Development for Photonic Crystals

Simulation and modeling of photonic crystals are considered in the project using the fast solver or algorithm. Before the new design results are made, the codes were validated and their accuracy and efficiency are verified. In the testing, if refractive index of the rods $n = 3.4$, and their diameter $d = 0.36a$, the corresponding 2-D photonic crystal has a gap from frequency $\omega = \frac{0.302 \times 2\pi c}{a}$ to $\omega = \frac{0.443 \times 2\pi c}{a}$ [1].

For the photonic crystal waveguide (PCW) formed by removing a row of dielectric rods, the lowest-order guiding mode can be supported in the band from $\omega = \frac{0.312 \times 2\pi c}{a}$ to $\omega = \frac{0.38 \times 2\pi c}{a}$. In our simulation, a 3-D model is constructed by assigning the dielectric rods with a finite length $h=10a$ in the direction. The excitation is induced by a z-polarized plane wave incident on the left side of the waveguide at a frequency of $\omega = \frac{0.37 \times 2\pi c}{a}$.

Fig. 1: Photonic crystal based waveguide of finite 3-dimensions.


There are two sets of parameters used in the results:
- **Case I**: Si-based 2D photonic crystal structures (hexagonal array of holes): thickness = 300nm, hole diameter =340nm, lattice constant = 540nm; SiO2 is the substrate with thickness = 300nm.
- **Case II**: Si-polymer flexible 2D photonic crystal structures (hexagonal array of Si rods in polymer): thickness = 390nm, rod diameter =340nm, lattice constant = 615nm.
The effective index for Si is 3.48, for SiO2 is 1.46, for polyamide is 1.5. I used 11 rows in y direction and 35 rows in x direction. The whole dimension is $36 \times 10 \times a \times h$, ($a$ is lattice constant and $h$ is thickness). The incident wave is a TE plane wave in the $xy$ plane, the $k$ direction is along y and the $E$ direction is along x. $\lambda = 1.5$ um.

Si-polymer flexible 2D photonic crystal structures (hexagonal array of Si rods in polymer): thickness = 390 nm, rod diameter = 340 nm, lattice constant = 615 nm. The refractive index of Si is 3.45, and that of polymer is 1.5. The period in $x$ direction is 30, in $y$ direction is 10. The structure is illuminated by $x$-polarized plane wave in the $y$-direction with wavelength = 1.5 um.

![Electric field distribution](image1)

![Magnetic field distribution](image2)

Fig. 2: Total electric and magnetic field distributions in the photonic crystal of Case I.

Si-based 2D photonic crystal structures (hexagonal array of air holes): thickness = 300 nm, hole diameter = 340 nm, lattice constant = 540 nm; SiO2 is the substrate with thickness = 300 nm. The refractive index of Si is 3.48, and that of SiO2 is 1.46. The period in the $x$-direction is 30, and that in the $y$-direction is 10. The structure is illuminated by the $x$-polarized plane wave in the $y$-direction with a wavelength of 1.5 um.
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Fig. 3: Total electric and magnetic field distributions in the photonic crystal of Case II.
Experiment and Measurement Part: Fabrication and Characterizations of Silicon-Based Photonic Crystal Structures

We report design, fabrication and characterizations of silicon-based photonic crystal structures exhibiting unconventional optical properties such as negative refraction and self-collimation. These devices hold the high promise of enabling novel photonic devices and large-scale integrated optical systems. Experimental demonstrations of the novel optical phenomena reported here are of critical importance because they pave the way to new applications and more sophisticated, fully integrated systems.

The silicon-based photonic crystals were fabricated on silicon-on-insulator (SOI) wafers using the electron-beam lithography and reactive ion etching processes. The photonic crystal patterns were written by the electron beam writing, followed by a lift-off process used to make patterned metallic hard masks on top of the silicon device layer. The pattern was then transferred to the silicon device layer by the anisotropic reactive ion etching process. Optionally, the silicon dioxide lower cladding layer may be etched to create a symmetric, air-suspended structure. Strictly speaking, the modes have fundamental differences between the symmetric, air-suspended structure and the asymmetric structure lying on an oxide layer. The symmetric structure supports clearly defined even/odd modes which possess mirror symmetry with respect to the mirror plane at the center of the photonic crystal layer. For the asymmetric structure, there is no mirror symmetry and therefore the optical modes do not possess any mirror symmetry either. This leads to mode mixing between the even and odd symmetric modes. However, in practice, the index contrast between the silicon device layer and the oxide/air cladding layers is large enough to ignore the relatively small index differences between oxide and air claddings.

For optical characterizations, we incorporate two complementary methods: far-field and near-field measurements. For the far-field measurements, the silicon wafer is mounted vertically and a tunable fiber coupled infrared laser is then butt-coupled to the cleaved edge of the silicon device. Out-of-plane scattered light is collected with an objective lens, sent through the eyepiece lens, and then imaged onto the vidicon infrared camera. For alignment purposes, a visible spectrum lamp illuminates the sample during operation, which is coupled in with a 50/50 beamsplitter. The infrared camera is able to detect both infrared and visible light, although there is substantial chromatic aberration. The far-field characterization setup is schematically shown in Fig. 1(a).

A microscope objective only images light that is scattered from the device or is no longer guided by the silicon device layer, i.e. radiative modes. The evanescent field of a guided wave is invisible to a far-field lens perpendicular to the direction of the waveguide and a near-field technique is needed for accurate detection of evanescent fields. There are other advantages of near-field characterization methods beyond the ability to image otherwise bound modes. One is that very large spatial resolution is possible because evanescent or near-fields carry very high spatial frequency information. We used a near-field scanning optical microscopy (NSOM), which uses a tapered fiber tip coated with a metal to provide large confinement and then scans this over the desired image. The tip is maintained at a very small distance from the surface by monitoring the surface forces in the same manner as an atomic force microscope. Because this surface distance is fractions of a wavelength, resolution higher than the free space diffraction limit is obtained.
Figure 1. (a) The optical set-up that is capable of measuring quantitative image brightness. The vidicon camera is replaced with a photodetector and a spatial filter or pinhole is used to filter only a certain region of the scattered image. (b) A schematic for heterodyne NSOM. Light from a tunable continuous wave (CW) laser is coupled into two fibers. One port is sent to two acousto-optics modulators (AOM’s) where the output is to be used as a reference signal. The other port is sent into the device, via polarization control and an xyz stage. Light is coupled out through the NSOM head, represented as a tuning fork, and then recombined with the reference on the InGaAs detector. The detector is sent to a lock-in amplifier, which is also fed the difference signal that drives the two AOMs. The output phase and amplitude from the lock-in is fed to a computer for post-processing.

Another benefit which is more a result of a scanning microscope than a near-field microscope is that it is possible to do interferometry at each spatial location. Interferometry has two important advantages in this case. The first is that the signal strength can be increased by a couple of orders of magnitude through interferometric heterodyne gain. The signal detected by the scanning probe is very weak, due to both the fast spatial decay of the wave being detected and the low collection efficiency of the subwavelength aperture of the tip. In heterodyne NSOM, the weak signal collected from the tip is coherently mixed with a strong reference signal.

The other large benefit of interferometric NSOM is that both the amplitude and the phase of the bound wave can be observed. In the experimental set-up used in this work, schematically shown in Fig. 1(b), a fiber coupled laser is first sent through an optical amplifier to boost the power up to 100 mW. The laser is then split by a fiber coupler into two arms. The reference arm is sent through two acousto-optic modulators that shift the frequency by 40.07 MHz and then −40 MHz to produce a beam that is detuned by 70 kHz. The other arm is coupled into the PC device. A small portion of this signal is coupled out through the tapered
tip and then both signals are mixed together on a photodetector and then the signal is sent to a lock-in amplifier. In this way, both the amplitude and phase can be evaluated.

Using the fabrication and characterization techniques described above, we investigated two types of silicon-based photonic crystal (PC) structures: negative index photonic crystals and self-collimating photonic crystals. As an example of novel application of negative index PC, we first present a PC total internal reflection (TIR) prism that can operate at small incident angles or even normal incidence. The device understudy has a PC region with a shape of 120°-30°-30° prism where light enters and exits a ΓM-to-silicon interface and is reflected from a ΓK-to-air interface, as shown in Fig. 2(a). Small regions around each 30° vertex have been removed because they do not substantially effect light propagation. Three input waveguides each of which is 3 μm wide and separated from each other by 5 μm, terminate 68 μm from the PC prism, as shown in the lower right of Fig. 2(a). Light couples into a PC mode in the second photonic band where the EFS is flat along the ΓM direction. The beam then propagates with minimal diffraction for 22 μm in the PC, reflects off the ΓK interface and propagates through another 22 μm inside the prism before coupling back out to the silicon slab. The output beam is sampled by a photonic wire array of 1 μm wide wires with center-to-center spacing of 3 μm.

Figure 2. (a) Scanning electron micrograph (SEM) of the fabricated device. The insets show the crystal terminations for the prism input and reflection interfaces. The front half of the prism is surrounded by silicon slab, and behind the prism is an etched out air trench. (b) Numerical simulation of the time averaged square of the E_z (out-of-plane) field. The wave is incident from the bottom right and exits the bottom left. The numerically simulated device is three times smaller than the fabricated device, so diffraction is negligible.

Fig. 2(b) shows a two-dimensional (2D) finite difference time domain (FDTD) simulation of a version of the PC prism that is one-third size of the fabricated sample. The image shows the optical intensity of a TM wave, E field is perpendicular to the substrate, traveling through the device. The PC is composed of 300 nm diameter circular air holes in a hexagonal lattice with a lattice constant of 510 nm in a 300 nm device layer silicon-on-insulator (SOI) platform. At an incident wavelength of 1550 nm, the effective index of the fundamental TM mode in the Si device layer is 2.54. From the FDTD simulation, the magnitude of the reflected wave at the input interface of the prism appears to be very small as seen by the barely visible fringe modulation depth in the input arm. The beam in the PC propagates in the negative refraction regime and forms an internal focus at the reflection edge, and has an external image at the output waveguide array. However, because of the hexagonal distortion that flattens the EFS in the ΓM direction which is typically observed in a triangular PC, diffraction is small and the image plane is difficult to resolve. As the size of the prism increases, diffraction management becomes increasingly more important in order to achieve a large number of resolvable spatial channels in the device and to keep the transverse size of the beam small at the reflection interface.
Using an objective lens, scattered light from the different interfaces is collected and imaged onto an infrared camera. Far-field scattered light does not give detailed information on the generated evanescent wave or low loss guided regions, but lets us track intensity through the integrated optical system. Scattered intensity is useful for rough estimates on the transmission coefficient of the PC prism and for monitoring the beam width at the output. Fig. 3 shows four far-field images of the device, where Fig. 3(a/c) are with 1542 nm TM/TE illumination, and Fig. 3(b/d) are with 1559 nm TM/TE illumination, respectively. In each figure, the input waveguides are at the top left, where the light is moving from left to right. The guided optical wave is then reflected by the prism where it is finally incident on the output waveguide array located at the bottom of each figure. Fig. 3(a) represents the wavelength which displays the tightest field confinement shown by the small field distribution incident on the output waveguide array. Fig. 3(b) shows the wavelength where reflection losses are the lowest shown by the brightness of the output spot. Although all three terminations of the input waveguides light up, the scattered light does not represent the field in each input waveguide. This scattered light is from the sharp edges of the termination and could be reduced with an inverse taper.

The images in Fig. 3 represent the response when only the middle input waveguide is excited. The field distribution in the 3 μm input guides has a half width at e⁻¹ value of 1.19 μm and 1.14 μm for TM and TE respectively. Using a gaussian beam model for propagation, the Rayleigh range (z₀) for the TM mode is
7.44 μm and 8.08 μm for the TE mode. The distance from the termination of the input guide to the start of the output photonic wire array in the folded optical system is 180 μm, which is more than 20Z0. The wave propagates 68 μm from the input guide to the prism edge, where it diffracts to a full width of 22 μm for TM and 19 μm for TE. The e⁻¹ points of the beam just fit into the aperture of the prism, which is 24 μm wide. From Fig. 3(a,c), the TM mode looks slightly larger than the TE mode when it is incident on the prism and is roughly the width of the input interface, which matches the prediction. The beam then propagates through the PC prism in a slow diffraction regime with a small amount of negative curvature, which contracts the beam size. After reflection and propagation through the second silicon slab region, the beam is incident onto the output photonic wire array, where we can measure its transverse size. At the tightest confinement where diffraction is most effectively managed, shown in Fig. 3(a), the beam has a full width of 7-10 μm, which is roughly half the size as it was on the prism entrance and 1/24 of the size it would be if it propagated through 180 μm of uniform silicon slab. The TE mode is effectively filtered out of the system as can be seen from the small amount of light reaching the output in Fig. 3(c,d). The image in Fig. 3(b) shows how efficient the PC prism can be, where the amount of light hitting the output waveguide array is much stronger than the scattered signals at the other interfaces. Numerically, the device is predicted to transmit up to 95% of the light, and though this number is not verified experimentally, the efficiency appears to be high.

Using a heterodyne near-field scanning optical microscope (HNSOM), we measured the amplitude and phase of the guided wave at the reflection interface. Fig. 4(a) and its inset on the right show that the amplitude image of the detected field has a peak at the interface and then exponentially decays into the air trench, while staying at a roughly constant value in the PC. The wavelength of illumination is 1552 nm, which does not give the tightest field confinement at the interface, but gives a strong signal showing a bright evanescent field. The phase of the field in Fig. 4(b) shows that along the reflection interface, the phase varies only in the tangential direction. An evanescent field’s momentum vector is real only for the direction parallel to the interface, so the phase should not progress in any other direction. The inset shows a cross-section of the phase 260 nm behind the interface that has a period of 1.42 μm, which is below the free space wavelength, indicating that the wave is evanescent.

The decay constant of the evanescent field is measured to be 1.20 μm, defined as the e⁻¹ location of the field amplitude. The inset is obtained by summing a 10 μm wide field along the boundary, and plotting the summation as a function of vertical distance along Y. The summation averages field values over several unit cells of the PC and results in a smooth curve. Field values in the HNSOM image are sampled at an interval of 260 nm, so there are 4-5 measurements in the e⁻¹ decay region. A near-field object is convolved with the collection tip, in this case 200 nm. This convolution blurs sharp features by approximately this amount, which increases the measured decay distance. Along the interface, the amplitude is modulated by the surface periodicity of the PC, √3a, but this does not describe the phase progression along the TIR interface, as we will see by looking at the tangential phase profile.
As can be seen in Fig. 5 by the blue curve, the self-collimation regime is located at slightly lower frequency region than negative refraction. For a certain incident spatial bandwidth along the <11> direction, all the excited \( k_{\text{Bloch}} \) vectors will be parallel and of the same length, so diffraction will not occur. In order to take advantage of this diffraction free medium, a PC is fabricated in a long narrow strip 10 \( \mu \text{m} \) wide and 50 \( \mu \text{m} \) long. The PC lattice constant is shrunk from 420 nm in the negative refraction sample to 350 nm because operation in a lower frequency region in the first photonic band is required.

Figure 6(a) shows the geometry of the device. Without the PC in place, a 1.5 \( \mu \text{m} \) beam leaves the 2 \( \mu \text{m} \) input waveguide and diffracts through the un-patterned slab. The diffraction parameter in the slab is governed by the effective index of the slab mode. After propagation

Figure 4. The amplitude and phase images along the reflection interface collected by the HNSOM superimposed on the SEM image to show the geometry. The inset to the amplitude image shows the field amplitude averaged over a 10 \( \mu \text{m} \) cross-section plotted vs. \( Y \). The inset to the phase image shows the evanescent field phase one sample above the interface in the air region plotted vs. \( X \).

The phase image in Fig. 4(b) shows a coherent wave incident into the boundary from the PC and along the interface. The tangential momentum of these two waves is equal according to the boundary condition. By taking a cross-section of the phase image just beyond the interface in the air region, the spatial period of the wave is observed to be 1.42 \( \mu \text{m} \), which gives \( k_{\text{ev}}=1.09k_{\text{air}} \). The decay constant of an evanescent wave can be predicted from its momentum by the expression \( D = \sqrt{\frac{k_{\text{ev}}^2 - k_{\text{air}}^2}{\mu}} \). Using \( k_{\text{ev}}=1.09k_{\text{air}} \), the decay constant is expected to be 570 nm, which is smaller than the measured value of 1.2 \( \mu \text{m} \). Because the field is spatially confined, there is a spectrum of transverse momentum values at the boundary. Lower spatial frequencies decay slower into the air region, so they have greater influence at large distances from the interface. In order to better understand the spectrum of the evanescent wave, we perform Fourier analysis of the measured complex field. This method also gives insight into the reason for measuring a larger \( D \).
through the 50 μm slab region the beam has a width larger than the 10 μm wide output waveguide array, around 16 μm. By comparison, the narrow beam propagating through the PC diffracts only a very small amount, and upon hitting the output waveguide array has a width of 2.25 μms. Similar to the negative refraction experiment, we can analyze the Fourier spectra of the complex field distribution. In this case there is very good agreement with the effective mode index obtained experimentally and the one obtained numerically. Both give an effective index value of 2.23 for the TE polarized self-collimated mode. It is unclear why the accuracy here is so much better than other data, but there were also scans taken with this same sample that also had the previous 15-20% scaling error. The one main difference between the experimental and numerical field data, as can be seen in the phase plot in Fig. 7, is that the numerically calculated field profile looks like it has a much stronger modulation from the geometry of the PC than the experimental data. This strong modulation comes from higher spatial frequency harmonics of the PC lattice that are beyond the resolution of the NSOM.

One interesting feature of a self-collimating material is that it is very robust with respect to the incident field. In a traditional multi-mode waveguide, different modes are excited as a function of the shape of the incident field and its respective overlap with each waveguide mode. These modes then interfere and beat throughout the length of the waveguide, resulting in a noisy and complex light distribution throughout the guide. This noisy field distribution is clearly seen in the multi-mode incident ridge waveguide at the left of Fig. 6b, and 6c. Each of the ridge waveguide modes has some transverse field distribution and regardless of its shape, all of these modes couple into the same PC mode. As can be seen from Fig. 6c, the field distribution inside the PC has a clean intensity distribution with primarily only a single maximum. By inspection of the Fourier spectra of this mode, it is also clear that there is only one effective index for the PC mode, unlike the multi-mode waveguide, where each mode has a distinct effective index. Thus in a self-collimation waveguide, there is no modal dispersion. This is a result of the fact that there is no transverse confinement in a self-collimating waveguide, so there are no discrete index levels.
Figure 6. The entire geometry and optical response of the device. (a) shows an SEM with a similar maximum field of view as the NSOM of 70x70 μms in (b) and (c). (b) shows the NSOM without the PC for TE polarization at 1560 nm. (c) shows the same with the PC.
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Figure 7. The phase and Fourier spectra of the complex field data collected with the NSOM and through FDTD.

The Fourier spectra of the self-collimating PC show the expected result of a flat EFS. The complex field of the self-collimating mode was taken only inside the PC, so there is not a silicon circle in the spectra like there is in the numerical case where the field of view contained both materials. Many of the same features can be pointed out as in the negative refraction case, i.e. EFS ringing in the propagation direction and the large percentage of energy in the FBZ EFS. Even though there is ringing due to the sharp field of view cut-off, there is clearly only one axial mode of the PC, as predicted.

Another interesting feature of a self-collimating PC waveguide is its spectral dispersion properties. In the first band self-collimation region discussed above, there is non-zero GVD, defined as

\[
GVD = \frac{1}{2} \frac{\partial^2 \beta}{\partial \omega^2}
\]

where \(\beta\) is the k-vector in the propagation direction. In other words, the self-collimation region in the first band occurs without an inflection point in the band diagram. This is not true for the second band. In the second band, there is an inflection point where the curvature changes sign, and at this location the GVD is zero. In order to compare where the EFS is flat and thus in a self-collimation regime to where there is zero GVD, we can define a parameter for the degree to which an individual k-vector diffracts as

\[
D_i = \frac{\partial \omega}{\partial k_i}
\]

where \(k_i\) is the transverse amplitude of the k-vector. This is done by calculating the entire two-dimensional dispersion surface and taking a numerical derivative in the direction perpendicular to the propagation direction. \(D_i\) can be thought of as the group velocity of light perpendicular to the propagation direction,
which should be close to zero for any waveguide. In the second photonic band, the self collimation regime perfectly overlaps the frequency where the GVD=0, thus defining a material where both the diffraction in a certain direction, and the dispersion is zero. These experiments however, have yet to be carried out.

By extracting the PC EFS from the experimental data, we now have quantitative information on both refraction, obtained from the magnitude of \( k_{\text{Bloch}} \), and diffraction, obtained by the radius of curvature of \( k_{\text{Bloch}} \). This effectively gives us everything we need to characterize the spatial frequency response of the PC. Now that these parameters have been evaluated, more complex designs can be investigated that take advantage of these anomalous refractive and diffractive properties.