
CSERIAC 
CREW SYSTEM ERGONOMICS INFORMATION ANALYSIS CENTER 

SOAR 
CSERIAC   93-01 

State-of-the-Art Report 

Naturalistic Decision Making 
Implications for Design 

Gary Klein, PD.D. 
Klein Associates Inc. 

April 1993 

20081009161 

OERtAC 
ARMY NAVY MR FORCE NAM FAA IAT0 



REPORT DOCUMENTATION PAGE 
Form Approved 

OMB No  0704-0188 

Public reporting burden tor thu collection of information n eitimated to average I hour oer reiponve. including the time tor reviewing imtructiom. vearching einting date tourcev 
gathering end maintaining the data needed, end completing end reviewing the collection of information Send commenti regarding thu burden eitimateor any other atpectof thit 
collection ot information, including suggestion, for reducing this burden, to watnington Headquarters Services. Directorate for information Operations and Reborn. 1215 Jefferson 
Davit Highway. Suite 120a. Arlington. VA 22202-4302. and to the Office of Management and Budget. Paperwork P-eduaion Protect (070*-OtM). Washington. DC 20501. 

1.  AGENCY USE ONLY (leave blink) 2. REPORT DATE 

April   1993 
3. REPORT TYPE  AND DATES COVERED 

State-of-the-Art   Report 
4   TITLE AND SUBTITLE 

Naturalistic Decision Making:  Implications for Design 

6. AUTHOR(S) 

Gary  Klein,   Ph.D. 

S.  FUNDING NUMBERS 

DLA900-88-0393 

7. PERFORMING ORGANIZATION NAME(S) AND AOORESS(ES) 

University of Dayton Research Institute 
300 College Park 
Dayton, OH 45469-0157 

8.  PERFORMING ORGANIZATION 
REPORT NUMBER 

CSERIAC SOAR 93-1 

9. SPONSORING /MONITORING AGENCY NAME(S) AND AODRESS(ES) 

Defense  Logistics Agency 

DTIC/AI 

Cameron Station 
Alexandria, VA 22304-6145 

10. SPONSORING/MONITORING 
AGENCY REPORT NUM8ER 

11. SUPPLEMENTARY NOTES 

12a. DISTRIBUTION / AVAILABILITY STATEMENT 

Approved for public release; distribution is unlimited. 
Available solely through CSERIAC for $35. 

12b. DISTRIBUTION COOE 

13. ABSTRACT (Maximum 200 words) 

Recent years have witnessed strong progress in understanding how people make 
decisions in operational settings.  The emerging field of Naturalistic Decision 
Making (NDM) is at a point to afford system developers (including design engineers, 
human factors engineers, ergonomics specialists) different tools and methods for 
designing interfaces/systems that will better support decision making in those 
settings.  Decision requirements can be identified from the early conceptual design 
phase through redesign. 

The NDM framework attempts to describe the way in which people handle difficult 
conditions within the context of the overall setting or task.  This SOAR describes 
various decision strategies used by individuals and teams to assess a situation, 
diagnose a problem, and select a course of action.  The impact of stress upon these 
strategies is also considered.  To help understand what people are thinking as they 
perform difficult tasks, the procedures for conducting Cognitive Task Analyses to 
examine design requirements are also examined. 

14. SUBJECT TERMS 

Cognitive Task Analysis 
Decision Making 
Design Engineer 

Design System 
Human-Computer Interface 
System Development 

15. NUMBER OF PAGES 

182 
16. PRICE COOE 

17.   SECURITY CLASSIFICATION 
OF REPORT 

UNCLASSIFIED 

18 SECURITY CLASSIFICATION 
OF THIS PAGE 

UNCLASSIFIED 

19.   SECURITY CLASSIFICATION 
OF ABSTRACT 

UNCLASSIFIED 

20. LIMITATION OF ABSTRACT 

UNLIMITED 

NSN 7540-01-280-5500 Standard Form 298 (Rev   2-89) 
Prescribed by ANSI Std   219-18 
296-102 



State-of-the-Art Report 

NATURALISTIC DECISION MAKING: 
IMPLICATIONS FOR DESIGN 

Gary Klein, Ph.D. 

Klein Associates Inc. 
Fairborn, OH 

April 1993 

Crew System Ergonomics 
Information Analysis Center 

Wright-Patterson Air Force Base, Ohio 



For 

Helen Gail 

Devorah 

Rebecca 



ABOUT CSERIAC 

The Crew System Ergonomics Information Analysis Center 
(CSERIAC) is the gateway to worldwide sources of up-to-date 
human factors information and technologies for designers, 
engineers, researchers, and human factors specialists.   CSERIAC 
provides a variety of products and services to government, industry, 
and academia promoting the use of ergonomics in the design of 
human-operated equipment and manned systems. 

CSERIAC's primary objective is to acquire, analyze, and 
disseminate timely information on ergonomics.   On a cost-recovery 
basis, CSERIAC will: 

• Distribute ergonomic technologies and publications 
• Perform customized bibliographic searches and reviews 
• Prepare state-of-the-art reports and critical reviews 
• Conduct specialized analyses and evaluations 
• Organize and/or conduct workshops and conferences 

CSERIAC is a Department of Defense organization sponsored 
by the Defense Technical Information Center.   It is managed by the 
Human Engineering Division of the Armstrong Laboratory and is 
operated by the University of Dayton Research Institute. 

To obtain further information, contact: 

CSERIAC Program Office 
AL/CFH/CSERIAC, Building 248 

2255 H Street 
Wright-Patterson AFB, OH 45433-7022 

(513)255-4842 
DSN 785-4842 

FAX (513) 255-4823 
DSN FAX (513)785-4823 



EXECUTIVE SUMMARY 

PURPOSE: To describe the current state of knowledge about the way 
people make decisions in operational settings. This SOAR is written 
for system developers, including design engineers, human factors 
engineers, ergonomics specialists, and others who try to design 
systems, subsystems, and interfaces that will support better decision 
making. 

The problem addressed by this SOAR is that system developers 
usually aren't given details about how the people operating the system 
will use it to make difficult judgments and decisions. The SOAR 
explains how to obtain the decision requirements, and how to 
incorporate them into the design process. The SOAR also describes 
tools for identifying and using decision requirements. The SOAR is 
intended to show developers how to use decision requirements tools 
and methods to clarify system features and to design system interfaces 
that are easier to use at critical times. 
BOUNDS: This SOAR does NOT provide a detailed review of the 
decision-making literature of the past 35 years, since that research 
literature has focused on laboratory studies that usually control out 
some of the important variables found in operational settings, e.g., 
high stakes, changing conditions, time pressure, and highly 
experienced participants. The SOAR does emphasize the recent work 
in the Naturalistic Decision Making (NDM) framework, which 
attempts to understand and describe the way people handle difficult 
conditions within the context of the overall tasks and conditions. 
DECISION STRATEGIES: This SOAR describes the strategies 
people use for situation assessment and for diagnosing a problem, as 
well as strategies people use to select a course of action. The SOAR 
explains how stress affects the decision making of both individuals and 
teams. 
COGNITIVE TASK ANALYSIS: This SOAR explains how 
cognitive probes can be used to understand what people are thinking 
about as they perform difficult tasks. Four general procedures for 
Cognitive Task Analysis, contrasting the strengths and weaknesses of 
each, and showing how a Cognitive Task Analysis would be used to 
define the decision requirements, will be described. 
COGNITIVE SYSTEMS ENGINEERING: There are many ways 
to take cognitive processes into account during design, e.g., reducing 



working memory load as well as making it easier to direct attention. 
The use of decision requirements is one more way to build systems 
and interfaces that reflect cognitive processes. Decision requirements 
can be identified and used throughout the decision process, from early 
conceptual design to system specification, test and evaluation, and 
redesign. 
CONCLUSIONS: This report describes how people make decisions 
in operational settings. System designers can identify decision 
requirements and use these requirements to support the difficult 
portions of a mission. Design engineers are frequently asked to work 
on systems, subsystems, and interfaces without being given the 
information about how the people operating the system will use it to 
make decisions. The designers may be told the task, e.g., protect an 
aircraft from threats. But they usually aren't told the specific 
decision, e.g., for self protection, the operator will be timing out the 
nearest threats in balance to the nearest friendly interceptor. And 
designers are rarely given information about the nature of the decision 
strategy—how the operator will likely use certain rules of thumb and 
comparisons. 

The field of Naturalistic Decision Making tries to develop tools 
for anticipating how operators will use a system to make difficult 
decisions. If design engineers are given these tools for anticipating 
how operators will use a system to make difficult decisions, the result 
should be more robust interfaces and better decision support. 
Therefore, the primary value of NDM is to define the decision 
requirements for a system being developed. These decision 
requirements can clarify information needs and enable designers to 
generate interface formats, and to make tradeoffs. 

NDM describes the strategies people use for situation assessment, 
and for diagnosing a problem, as well as strategies that people use to 
select a course of action. The report examines how stress affects 
decision making of individual operators and also team decision 
making. The report also explains how a designer would go about 
supporting naturalistic decision strategies. 

In assessing the decision requirements for a system, design 
engineers need to understand how the operators think about the task. 
Cognitive Task Analysis can capture the operators' thought processes. 
Four methods of Cognitive Task Analysis are presented, along with 
guidelines for adopting and applying each. 



In the past few years, there has been strong progress in 
understanding the way people make decisions in operational contexts. 
The field is now at a point where system developers can represent 
decision requirements during early conceptual design, preparation of 
specifications, Test and Evaluation, and redesign. The Naturalistic 
Decision Making framework can provide tools for ensuring that 
systems will satisfy the decision requirements of operational settings. 

in 
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WHY IS NATURALISTIC DECISION 
MAKING RELEVANT TO DESIGNERS? 

INTRODUCTION 

The field of Naturalistic Decision Making (NDM) studies the way 
people make decisions in operational settings, particularly under 
difficult conditions. Some of the key models of NDM have emerged 
only in the last five to ten years, and are just starting to be applied to 
system design. This State-of-the-Art Report is written to familiarize 
system developers, human factors engineers, specialists in ergonomics, 
and design engineers with the ideas and implications of NDM. 

The objective of the report is to help you take decision 
requirements into account for current and future projects. The report 
attempts to accomplish the following: show you how to identify the 
critical decision requirements, show you how to use these decision 
requirements to help organize the system features and the human- 
computer interface, and help you catch barriers to decision making 
earlier in the design cycle. 

Naturalistic Decision Making has developed methods for defining 
key decisions, has identified common decision strategies that people 
use in operational settings, and has described some of the 
shortcomings of these decision strategies. The intent of this report is 
to show system developers how to define the key decisions that a new 
system must support and how to ensure that the system enhances the 
operators' decision and inference strategies rather than interfering with 
these strategies. 



2 NDM - Implications for Design 

This chapter discusses the decision-making information that is 
usually not provided to the designer. The challenge to a NDM 
approach is to show how decision requirements can be identified and 
described to support the design process. 

Many systems and subsystems, such as Human-Computer 
Interfaces (HCIs) and Decision Support Systems (DSSs), are built to 
help users make difficult decisions. The system designers, however, 
usually aren't given many details concerning the nature of the 
decisions, or about the strategies used by the operators. There may 
be information about the products of task analyses, but usually not 
about the cognitive aspects of the key decisions. Therefore, designers 
often have trouble figuring out what the system should do, how it 
should do it, and how information should be presented to the user. 

If you are working on a project now, you may find it interesting 
to look down at Table 1 to see how many of the questions you can 
answer. The first question is about the key decisions the operators 
must make, and there may be some clue in the documentation you've 
been given, or in a task analysis. But those are the official decisions. 
What are some examples of tough decisions that the operator has to 
make? For any decision, what specific cues would an operator use? 
What inferences does an operator have to make? 

The point here is that the behavioral technology community has 
not given you all the tools you need to do your job. Techniques such 
as task analysis and Data Flow Diagrams trace the observable path of 
information and control, and they work well for tasks that consist of 
merely following already existing procedures. They are not so helpful 
for tasks that require judgment and decision making, because they 
don't tell you how the operator is thinking through the issues. Data 
Flow Diagrams portray the way information items are transferred 
during operations. Figure 1 shows a Data Flow Diagram for the J- 
STARS self-defense suite. Have you ever tried to trace through a Data 
Flow Diagram to understand how the operator is wrestling with the 
task? It's an unfair question; Data Flow Diagrams are not intended to 
describe the decision task. They are intended to ensure that the 
necessary items of information will be available, and it is up to you to 
somehow figure out what form to use in presenting the information. 
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Table 1.    Questions to ask system developers about the operators' 
decision needs. 

• What are the key decisions the operators must make? 

What cues do they depend on? 

What relationships between cues are important to monitor? 

• How are the operators deriving inferences from the cues? 

Will the new system support these inferences? 
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Figure 1. Data Flow Diagram (From JSTARSSelf Defense Suite 
Study. Armstrong Aerospace Medical Research Laboratory, Wright- 
Patterson AFB, OH, Contract F33615-88-D-0536, November 1990). 



Introduction 5 

Likewise, systems approaches can help you make sure you have 
identified all the relevant data items, and they can be a good starting 
point, but they don't show designers what the operator is experiencing. 

Consider the last question in Table 1—Will the new system 
support the important inferences? Even if you have been given a task 
analysis and a set of Data Flow Diagrams, you can't be sure of your 
answer, because these only tell you the type of information needed, 
but not the way it will be used. As the following example shows, just 
having the right data elements isn't enough if the display doesn't show 
the key relationships needed to make the inference. 

Example 1.1   Critical cues that were missing:   Judging fuel 
flow in a commercial airliner 

Once we were observing aircrews handle a malfunction 
during a simulated flight.' We watched three different crews. 
The malfunction involved a fuel leak. Each time, the flight 
engineers used their gauges to detect the fuel leak. The fuel- 
level information had been provided on the fuel gauges. But 
we also found that none of the flight engineers could estimate 
the rate of fuel loss with any accuracy. Moreover, when the 
fuel leak stopped, none of the flight engineers noticed, and the 
pilots continued to take actions that had become unnecessary. 
The dials showed fuel levels. The engineers could compare 
fuel levels for different tanks to detect an abnormal change in 
one tank and thereby infer a leak. But the dials were not 
useful for inferring rate of change (the first derivative), or 
changes in the rate of change (the second derivative). These 
were critical pieces of information that had been omitted. 
Simple fuel level was insufficient for managing the emergency. 
The critical cues for making decisions under time pressure 
were missing. 
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The system developers did not deliberately omit information on 
rates of change. No one had flagged this information as necessary for 
making judgments and decisions in the midst of an emergency. 

If designers don't have a clear picture of the key decisions, or 
how operators make these decisions, how are they able to build 
systems and HCIs? Frequently, the best they can do is make sure that 
a lot of relevant information gets on the screen in a format that 
appears to be organized. But during actual working conditions the 
users may find out that the interface is an enemy, not a friend. 

Example 1.2   An interface that sometimes got in the way: 
The control room of a petrochemical plant 

Several years ago, during a visit to a control room in a 
chemical processing plant, a supervisor proudly showed off 
the new computer-driven system that had just been purchased 
to replace the old pen-and-ink recorders. "The old system was 
a nightmare," he said. "The paper was always jamming, and 
the ink was drying up." But the old system had some 
important strengths—the operators could look at many 
different parameters at once. They could check the 
temperatures at different points in the cycle. Reluctantly, the 
supervisor admitted that there were many things he could do 
with the old system, such as rapid re-start, that just weren 't 
possible with the new interface. "We just don't have the 
same feel for the process with this new set of screens," he 
said. What bothered him even more was that new operators 
were starting in with the modern system, and were never 
going to get a feel for controlling the process. 

That is what a NDM framework should do: determine what is 
needed for skilled operators to have a feel for the process, for being 
ahead of the curve, for anticipating events. Introducing NDM into the 
design process should guide the designer in making sure that the 
system and HCI provide that feel, and even enhance it. By 
understanding more about NDM, you should learn how to take the 
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user's needs into account and specify decision requirements, even 
during early conceptual design when the user cannot articulate these 
needs because the system is so new. 

The idea of taking users' needs into account is a standard one, 
almost a cliche. What has been missing is a way to elicit the 
cognitive, decision-making needs and to let the designer understand 
these decision requirements. That is part of the value added by NDM, 
to provide direction in figuring out what the user needs. 

Two examples are presented where the system developers failed 
to take the users' decision needs into account. In each example, the 
system was developed for a newly created type of job, so there were 
no users to discuss where they were having trouble. The designers 
needed a way to anticipate the decision requirements. 

Example 1.3 Failure to take the user's decision needs into 
account:  Joint STARS 

The Joint Surveillance Target Attack Radar System 
IJSTARSI aircraft is a combined effort by the Air Force and 
the Army to provide a platform that flies near the forward 
edge of the battle area, and looks over it to observe enemy 
troop movements and alert friendly forces as to their makeup 
and direction. Because the JSTARS aircraft is fairly slow and 
unmaneuverable, and flies close to the battle lines, it is very 
vulnerable. Additionally, its radar emissions make it an easy 
target to acquire. In the initial design for a self-defense suite, 
the interface for the self-defense suite operator was designed 
with a menu structure that went several levels deep, and in 
one place reached down 19 levels. 

A complicated menu structure means more time needed to 
navigate through the system, greater cognitive and memory 
demands, and thus more potential for error. 

Our analysis of decision requirements showed that the 
self-defense decision was going to be critical to mission 
success. If the aircraft was too slow to run for protection, it 
was going to be shot down. If it was too quick to run, it 
would compromise its mission, because the radar picture of 
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ground activities took a certain amount of time to establish. 
Therefore, timing was critical. In this environment, the 
cumbersome menu design was going to be unacceptable. 

For the design engineers who had worked on the 
self-defense suite, there were no good analogues, e.g., 
previous systems that were similar and could be used as 
models. In some ways, AW ACS seemed to be a good 
analogue case because it also was slow and cumbersome and 
flew a data-gathering mission at comparable altitudes. But 
AWACS was intended to have fighter support in the form of 
Combat Air Patrols (CAP), and fly much farther back from the 
battle, because it was concerned with the air picture, not the 
ground picture. Therefore, A WACS was a useful analogue for 
some aspects of the mission, but it was a misleading analogue 
in other ways because JSTARS was intended to fly without 
dedicated CAP support. 

Our decision requirements analysis suggested that the key 
self-defense decision was going to identify the last possible 
moment for abandoning course. This, in turn, suggested 
several possible HCI and DSS features for monitoring the last 
possible moment to abandon the mission, depicting lethality 
ranges for surface-to-air missiles and threatening aircraft, and 
so on. The recommended design centered around a graphic 
display that highlighted the relationship between JSTARS and 
any threatening aircraft; this design met with strong user 
approval. 

Desert Storm intervened before any enhancements could be made 
in the self-defense suite. The prototype JSTARS aircraft were rushed 
into action, and it was necessary to provide dedicated CAP for 
JSTARS. Had the air war been less successful, the JSTARS aircraft 
may not have been used because of its limited capacity for self- 
defense. 



Introduction 

Example 1.4   Failure to take the user's decision needs into 
account:   The watchstander station 

Several years ago we had a chance to consult with a 
company that was designing a management information 
system to help rapid deployment teams react quickly to 
environmental emergencies. One of the key posts of the rapid 
deployment team was the watchstander, who would be the 
first to learn of the emergency and would have to quickly get 
the word out to the other team members. Because time was 
so important, and there were so many people to contact, the 
designers specified an automatic call-out that would send 
telephone messages to the other team members. To support 
the watchstander, the designers prepared three screens. The 
first was a list of the categories of team members (e.g., 
planners, equipment providers, accounting personnel) because 
each category would get its own message. The second 
screen listed the specific people within each of the categories. 
The third screen showed each of the responders who had 
been automatically contacted and who had called back to 
confirm having received the message about the emergency. 
Figure 2 shows the three screens. So, theoretically, all the 
necessary information was available on these three screens. 

But a key decision was ignored. When the first word 
came in, and confusion was spreading, what would the 
watchstander need to decide? The automatic call-out would 
be taking care of spreading the news. In our analysis, the key 
decision left for the watchstander was to figure out who had 
not been contacted yet, and to take the necessary action. If 
a resource was needed, such as extra telephone lines, and the 
person responsible for providing it had not called back, then 
the watchstander would have to find someone else to call. 
Yet the arrangement of the three screens made that decision 
almost impossible. The third screen showed who had called 
back, but the watchstander needed to see who had not yet 
called back. To figure this out, the watchstander would have 
to go to screen # 1, and for each category, shift to screen U2 
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Figure 2.   Watchstander's station display. 
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to identify the specific names in the category, and then, 
holding these in memory, shift to screen U3 to see which of 
these had called back, and through subtraction, infer who had 
not called back. All these mental gymnastics would have to 
be performed during noise and interruptions. In short, this 
layout of screens was about the perfect way to block the 
watchstanders from identifying who had not yet been 
contacted, even though all the pieces of information were 
available, on the separate screens. 

Just presenting the information is not enough. System developers need 
explanations of how the operators will be making crucial decisions, to 
achieve a logical and effective design. 

This SOAR was written because of frequent concerns that the 
systems and HCIs being built to help people perform cognitive tasks 
do not support decision making. Most designers are interested in 
building systems that have an impact, and they will use ideas from 
NDM if it helps them to build better systems. One barrier is that 
design engineers are not given information about decision requirements 
during concept development and system specification phases. 

The field of NDM should do just that—enable users, planners, and 
engineers to describe decision requirements so that these requirements 
can guide the design process. Here are the answers to the question, 
"Why is NDM relevant to system developers?" When system 
developers are able to take decision requirements into account: 

• they will be more likely to build systems that improve 
performance, particularly for decisions made under the most difficult 
conditions 

• their systems and interfaces will directly support the difficult 
inferences operators need to make 

• they will be able to help the users anticipate decision needs, 
rather than discover these needs late in the program 

• they will avoid the false starts that miss the decision needs of 
the users, and so will achieve the greater efficiency of a Total Quality 
Management (TQM) approach 

• they will learn how to apply decision-centered design: 
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~ identify key decisions 
— use these decisions to define system requirements and 

to guide system development. 
When a NDM approach is used, the decision requirements can 

help the designer conceptualize the whole system, rather than just the 
decision requirements to the other requirement lists.   The following 
case illustrates how this might happen. 

Example 1.5 The value added by NDM: Battle Damage 
Assessment 

In 1992, after the Persian Gulf War, the U.S. Army 
Engineers Waterways Experiment Station contracted with my 
company to design a system to aid in assessing weapon 
effectiveness in the field. Laboratory and field studies had 
developed and tested a new generation of precision-guided, 
air-to-ground munitions. The efficacy of these weapons had 
become well known to anyone with a television. 

Weaponeering - choosing the appropriate combination of 
munitions, aimpoints, and munition delivery conditions -is very 
difficult in the theater of war. Weaponeers in the theater of 
war most often do not have engineering backgrounds. The 
knowledge and expertise needed to weaponeer hardened 
targets is often held by engineers back in the States. Prior 
attempts to translate the needed knowledge into a form and 
format useful to such users has had mixed results. Further, 
weapons are designed and tested in environments where there 
is complete knowledge of the target. Weaponeers in the 
theater often have incomplete knowledge of the structural 
characteristics of targets. Weaponeers also are faced with 
other time pressure and workload issues. 

But the greatest difficulty is encountered after the 
weaponeering task, when battle damage must be assessed. 
The new generation of munitions does not obliterate targets. 
It is difficult to assess the damage caused by a munition that 
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penetrates and then explodes inside a structure, leaving an 
above-ground structure still standing and an underground 
structure still buried. 

The Defense Nuclear Agency, whose mission is to provide 
technology solutions for the armed services, funded the 
development of a decision support system to assist in 
weaponeering and battle damage assessment IBDA). The 
payoff was clear. If weaponeers in the theater could do a 
better job of determining what munitions to use and how to 
use them, and if better BDA could minimize the occurrence of 
unnecessary restrikes, then for a set of targets fewer sorties 
would be flown, munitions would be saved, fewer pilots and 
planes would be placed at risk, and the potential for civilian 
casualties would be reduced. Theoretically, air-to-ground 
capacity could be greatly expanded without adding a single 
new plane, just by improving munition and BDA decision 
making. 

Why were decision specialists brought in to the effort to 
build a decision support system? Because what might seem 
to be a straightforward engineering problem was found to be 
anything but straightforward. It is expensive for a weaponeer 
to gain field experience: both the munitions and replicas of 
the specialized hardened targets are expensive. The 
knowledge gained by experimental results and described by 
complex mathematical models is difficult to translate to a user 
with a nontechnical background. Further, the analytical tools 
used in the experimental and design arenas are not designed 
for field conditions which require an answer, a prediction of 
performance, even if data about the target are missing. Even 
then, the best analysts, with the best data, still might operate 
too slowly for the pace of war. A potential user in the field 
stated the challenge: "A 70% answer right now is better than 
a 100% answer tomorrow. " 

Bui/ding a decision support system made no sense without 
a prior study of the decision requirements: the nature of the 
decisions to be made, the information used, the inferences 
drawn, and the expertise available.  My company worked with 
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the engineers at Waterways Experiment Station applying NDM 
techniques to identify the available data and their quality, 
describe the context in which decisions are made, determine 
the decision and inference strategies that are used, and verify 
that weaponeering and BDA tools could be used by 
nontechnical users under operational constraints. 

This chapter has explained why decision requirements have a role 
in system design. The claim is that it is not sufficient to specify the 
task that the operator must accomplish—the designer needs information 
about how the operator will perform that task, to give the operator 
what he or she needs. 

The next chapters go into detail about the nature of NDM. 
Chapter 2 describes what the NDM approach is, and Chapter 3 covers 
how people make decisions in operational settings. There are two 
general classes of naturalistic decisions—sizing up the situation, and 
finding a course of action. Chapter 4 presents some of the most 
typical strategies for sizing up a situation and making diagnoses; 
Chapter 5 presents some typical strategies for selecting a course of 
action. Chapter 6 balances this discussion by examining some of the 
things that can go wrong during naturalistic decision making—the 
types of errors that might occur, possible sources of bias, and the 
impact of stress. 

The next few chapters explore ways of applying this account of 
NDM. Chapter 7 presents an example of how to use NDM for 
designing interfaces and supports for diagnostic decisions and for 
action decisions. Chapter 8 explains how to gather the data for 
deriving decision requirements, and Chapter 9 shows how decision 
requirements and NDM fit in at various points along the system design 
cycle. Chapter 10 considers the importance of including team decision 
requirements in the design process. Chapter 11 concludes with some 
recommendations and guidelines for using NDM in system design. 



2 

WHAT IS NATURALISTIC DECISION MAKING? 

Naturalistic Decision Making (NDM) is the study of how people make 
decisions in the workplace and in their personal lives. Researchers in 
NDM try to understand and describe the strategies people use in 
diagnosing a situation or in choosing a course of action. The focus of 
interest is on actual situations, because decisions are made in context, 
and the features of context need to be taken into account to understand 
the decisions. 

This chapter describes NDM by discussing the features that mark 
a domain as naturalistic, tracing the history of decision research into 
naturalistic domains, and contrasting naturalistic research with 
laboratory research. The following Chapters 3, 4, and 5 go into detail 
about the decision strategies found in naturalistic and operational 
settings. 

CHARACTERISTICS OF NATURALISTIC DECISION-MAKING 
DOMAINS 

Researchers in the Field of NDM have studied domains that are 
complex, messy, and challenging. The reason for examining complex 
domains is to learn how decision makers handle the complexities and 
the confusion. One of the things that worry us about carefully 
designed laboratory studies using naive subjects performing well 
deFined tasks is whether the Findings will generalize to the real world. 
Table 22 lists ten domain features that are particularly interesting to 
researchers of NDM.   Not every study includes these variables, and 
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some naturalistic reasoning strategies apply even when most of these 
features are missing.3 Nevertheless, the features in Table 2 cover the 
most challenging aspects of operational settings. To develop systems 
that help people think clearly under pressure, we must understand how 
people make decisions under the conditions listed in Table 2. 

That is the task NDM research has set for itself. 
These characteristics are important for designing systems: 
• Most systems must be operated under time pressure. Building 

a complex menu structure, as in the JSTARS case, makes little sense. 
If you can anticipate that the operator of the self-defense suite is going 
to be balancing the vulnerability time (most lethal weapon of nearest 
threat) versus the security time (minimal time needed to achieve 
safety, by landing at a friendly base, by using friendly anti-air, or by 
using CAP), the job of the designer is to help the operator sense this 
balance. 

• Many systems must be operated with ill-defined goals. Again, 
using the JSTARS example, there is no correct response when an 
enemy threat appears. It depends on the importance of the mission at 
that time, feelings of confidence in AWACS and CAP for defense, 
intelligence about enemy capabilities, skills of the pilot, effectiveness 
of counter-measures against missiles, and so forth. The system must 
enable the operator to synthesize all these factors. That's why it 
wouldn't be helpful to build a decision aid that calculated distances and 
used an expert system to simply tell the operator what to do. 

• Shifting goals refer to the fact that dynamic conditions may 
change what is important. In the BDA case, mission planners may 
develop an air tasking order (ATO) that designates certain targets as 
the highest priority. Under the extremely dynamic conditions of 
wartime, those priorities may change just hours before mission 
implementation, with high-priority targets removed from the ATO and 
replaced by a new set of targets. A support system has to be flexible, 
to allow the operator to meet changing priorities. Otherwise, the 
system may be tied up working on an outdated target. 

• Data problems are often inescapable. In the BDA case, 
unreliable or incomplete data made it impossible to use some 
algorithms. It was important to determine this up front, rather than 
build the system and later realize that it couldn't be used in the field. 
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Table 2.   Features of Naturalistic Decision Tasks. 

1. Time pressure 

2. Ill-defined goals 

3. Dynamic conditioning and shifting goals 

4. Inadequate information (missing, ambiguous, erroneous) 

5. Cue learning 

6. Experienced decision makers 

7. Team coordination 

8. Context (higher level goals, stress) 

9. Poorly defined procedures 

10. High stakes 
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• Decisions are made within the context of larger organizations. 
An organization will set its priorities and communicate these, 
sometimes through regulations but more often through evaluations, 
reviews, and informal emphases. In these ways, an organization sets 
a culture of practices, prohibitions, and perspectives. For instance, an 
airline crew responding to a malfunction is reflecting the 
organization's priorities about safety vs. scheduling. Computer-based 
decision support systems can alter an organization's communications 
and its practices, so the organizational impact can be significant. 

• Most system operators have some level of proficiency in the 
tasks they perform, often reaching a high level of skill. Effective 
systems can take advantage of this experience, but too many systems 
prevent the operators from using expertise. Expert systems are 
notorious for interfering with operators' skills. Many of the decision 
aids built during the 1970s also exhibit this problem. In the 
Watchstander example, the screens permitted the watchstander to 
passively monitor the calls coming in, but not to use experience in 
working around problems and making adjustments. 

• Tasks generally involve some amount of teamwork and 
coordination among different operators. Interfaces and decision 
support systems can easily disrupt this coordination. In JSTARS, the 
operator of the self-defense suite needs to make decisions in concert 
with the mission control coordinator and the pilot. The interface that 
was designed, however, kept the operators isolated from each other. 
In a commercial airline cockpit, the flight engineer is junior to the 
captain, but has access to instruments the captain cannot easily see. 
During malfunctions, especially nonroutine ones, captains can be put 
in the position of making decisions without adequate information about 
the situation, such as the rate of fuel loss. 

• Contextual factors such as acute stressors can come into play. 
Time pressure and uncertainty about data are two stressors. Other 
acute stressors include noise, high stakes, personal responsibility, 
visibility of actions, limited resources, and task difficulty. These 
stressors have predictable effects on decision making, as will be 
discussed in a later section. For example, the case of the 
Watchstander illustrates a memory and inference requirement that 
becomes very difficult during noise and distraction. 
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• Operators can't follow carefully defined procedures. Where 
such procedures exist, there isn't much need for decision making. But 
even when the procedures have been specified, emergencies and 
breakdowns can force the operators to invent new procedures on the 
spot, and to rely on interfaces to permit such flexibility. 

• Finally, the decisions emphasized by the field of NDM involve 
high stakes, often risk to lives and property. Under these conditions, 
operators don't need to be motivated. They need to work with 
systems and interfaces they can trust. 

System design can be affected by some or all of these conditions. 
NDM research is the attempt to learn how to take these characteristics 
into account. The next section describes how the NDM approach 
developed. 

A BRIEF HISTORY OF NDM 

Previous models of decision making avoided the features listed in 
Table 2. The classical theories of decision making4 grew out of 
mathematics and game theory.5 These models showed how decision 
makers should use their estimates and judgments to make optimal 
choices. The models were formulated for straightforward tasks, where 
decision makers might have trouble synthesizing quantitative data. 
The models were not intended for cases where time was limited, goals 
were vague and shifting, data were questionable, and so forth. 
Therefore, the classical models weren't very useful in designing 
systems to help people work in dynamic settings. When the classical 
decision models were used to build decision aids, using Bayesian 
statistics or Multi-Attribute Utility Theory, the results were usually 
disappointing, because the users weren't thinking the way the models 
required.   As a result, operators avoided using these decision aids. 

NDM is a recent approach. John Payne (1976) and Lee Beach 
and Terrence Mitchell (1978) pointed out that the classical, heavily 
analytical decision strategies weren't practical for many tasks, and that 
under contingencies such as time pressure and uncertainty, people 
were likely to use simpler strategies. These contingency models still 
concentrated on how people selected the best course of action (CoA) 
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from a set of several alternatives. Several years later, Jens Rasmussen 
(1985) and Joe Wohl (1981) formulated more detailed descriptions of 
NDM, and linked the functions of diagnosing a situation and selecting 
a course of action. The previous work has emphasized the task of 
selecting the best CoA from a set of several. Rasmussen is an 
engineer and at that time was working to figure out how to build 
displays in nuclear power plants that would reduce the chances of 
accidents. Won] was working on applied contracts for the U.S. Navy 
to improve command and control. Because neither Rasmussen nor 
Wohl was a decision researcher, it may have been easier for them to 
see the relationship between diagnosing a situation and selecting a 
CoA. 

There were a few researchers looking at naturalistic settings. 
Ken Hammond had studied naturalistic settings for most of his career. 
For example, he showed that highway engineers made effective use of 
analytical strategies for tasks such as estimating traffic load, but for 
other tasks such as estimating accident rates, the engineers did better 
using intuitive strategies.6 James Shanteau and Ruth Phelps (1977) 
found that livestock judges were able to make reliable and accurate 
decisions without following analytical procedures. Their work stands 
in sharp contrast to the earlier research that emphasized strategies for 
selecting one CoA from many. 

The critical events for the field of NDM occurred in the late 
1980s. Up to that time, there was a growing realization that decision 
making was more than picking a CoA, that decision strategies had to 
work in operational contexts, that intuitive or nonanalytical processes 
must be important, and that situation assessment had to be taken into 
account. Then, a number of researchers presented models showing 
how decision makers could use experience to handle operational 
contexts. Klein (1989; Klein, Calderwood, & Clinton-Cirocco, 1986) 
reported on fireground commanders and tank platoon leaders and 
design engineers. Noble, Boehm-Davis, and Grosz (1986) reported on 
Naval command-and-control personnel. Pennington and Hastie (1981) 
reported on jurors. Beach (1990; Beach & Mitchell, 1978) studied 
business decisions. Lipshitz (1989) reported work with Army officers. 
(See Klein, Orasanu, Calderwood, & Zsambok, 1993, for more 
detailed accounts of all this work.)   It is one thing to point out the 
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limitations in classical models of how optimal decisions should be 
made. It is another to formulate models of how decisions actually are 
made in operational settings. With the emergence of these models, 
NDM research achieved coherence as an approach for studying basic 
and applied issues. 

CONTRAST BETWEEN NATURALISTIC DECISION MAKING 
AND LABORATORY RESEARCH APPROACHES 

Some people have argued that any setting is naturalistic, including 
laboratories to study college students. Certainly, controlled laboratory 
studies have discovered some useful things. One premise of NDM is 
that there will be a higher payback for studying decision making in 
more realistic settings. For one thing, there are some variables, such 
as personal risk, that cannot be studied in the laboratory. Also, 
laboratory studies cannot re-create many other conditions listed in 
Table 2, so applied researchers are usually reluctant to generalize from 
these studies. Finally, carefully controlled laboratory studies have 
difficulty in meeting the criteria of (a) trying to understand the 
strategies people actually use and (b) occurring in settings that contain 
most of the features listed in Table 2. 

Many laboratory studies of decision making are based on 
quantitative models in subject areas like economics, statistics, 
probability, and game theory.7 These models lent themselves to 
carefully controlled research. Now that we have learned the 
boundaries of these models and their limitations for handling the 
features in Table 2, we want to describe how decision makers actually 
function. The NDM approach is attempting to provide such a 
description, and to do that it has been necessary to observe the 
phenomenon of decision making as it actually occurs. These 
observations continue to be refined into models and hypotheses. The 
NDM approach is to use field studies, interviews, observations, and 
realistic simulations of tasks to identify the processes and variables of 
importance. Too often, laboratory research has relied on artificial 
problems, limited context, and naive subjects, and as a result has 
limited its own progress.  We hope to learn how to conduct laboratory 
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studies that incorporate sufficient realism to make the results 
generalizable.8 

The features in Table 2 are directly relevant to professionals 
interested in system development, particularly systems that will 
support the operators' decision making. The NDM framework 
attempts to clarify the strategies people use to make decisions in 
domains marked by these features. 

In this chapter we have seen the features of field settings that 
designers anticipate, and we have traced the growing interest in 
models of decision making that apply to field settings. The next few 
chapters describe the models and strategies of naturalistic decision 
making. 



HOW PEOPLE MAKE DECISIONS IN 
NATURALISTIC SETTINGS 

To provide an overview, this chapter will describe the general 
strategies people use in naturalistic settings. The following Chapters, 
4 and 5, provide a more specific look at strategies for making 
diagnoses and selecting courses of action. 

The most important finding that emerged from NDM research' 
was that, in actual cases, people rarely compared any options at all. 
For example, Klein, Calderwood, and Clinton-Cirocco (1986) tried to 
find out how fireground commanders made decisions about how to 
deploy their crew members during the most difficult urban fires they 
had faced, but the commanders insisted that they never tried to figure 
out whether one option was better than another. For researchers 
trained to expect that decision making necessarily involved comparison 
between options, this was totally unexpected. How can skilled 
decision makers select effective courses of action without comparing 
options? 

SELECTING ACTIONS WITHOUT COMPARING OPTIONS 

Research in NDM has shown that decision makers can use their 
experience to size up the situation, recognize it as typical in some 
ways, and identify the typical way of responding. Therefore, skilled 
decision makers may never have to consider more than one option. 
The different strategies for contrasting options'0 rarely come into 
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play. Of course, there are times when it is important to contrast 
options, and this will be discussed later. But for most cases, including 
very difficult incidents, the critical step is to assess the situation. 

This is illustrated by an incident described by Kaempf, Wolf, 
Thordsen, and Klein (1992), in which the commanding officer of an 
AEGIS cruiser needed to decide whether to shoot down some 
threatening F-4 airplanes. On the surface, the decision was about 
different CoAs—firing missiles or not. On a deeper level, the decision 
was about assessing the intent of the F-4 pilots. A decision flow 
diagram for this incident is shown in Figure 3. 

Example 3.1  NDM:   The Harassing F-4s 
In 1988, the Iran-Iraq war had endangered shipping in the 

Persian Gulf. An AEGIS cruiser was patrolling the Persian 
Gulf, to keep the sea lanes safe. On this particular day, the 
cruiser was escorting its unarmed flagship through the Gulf, in 
daytime. Two Iranian F-4s took off and, instead of patrolling 
the coast to the north or south, began to circle the end of the 
runway. Each orbit brought the fighters closer to the U.S. 
Navy ships. The aircraft turned on their search radars, to scan 
for objects. Then the lead aircraft turned on his fire control 
radar used to obtain a radar lock-on to a target prior to firing 
a missile and acquired either the AEGIS cruiser or the flagship 
as a target. This was considered a hostile act, and the 
commander would have been justified in firing a missile at the 
F-4s. However, his mission was to reduce hostilities, not 
increase them. He needed to defend his ship, and the 
flagship, but in his judgment the F-4s were not going to 
attack. 

He formed his judgment by trying to imagine that the F-4s 
were hostile. He could not imagine that a pilot preparing to 
attack would make himself so conspicuous. The pilots had 
been flying around in plain view. They further announced their 
presence by turning on their radars. They even used their 
radars unnecessarily, keeping them on when their circles 
carried them away from the cruiser.    This was particularly 
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unusual because the Iranians were having trouble performing 
maintenance on the radar systems, and tried to use them as 
little as possible. Yet here were aircraft making a big show of 
using their radars. The commander just didn't see how pilots 
intending to attack him would behave that way. 

In contrast, he could imagine how the pilots were trying to 
harass him. All their actions seemed consistent with the 
harassment hypothesis, whereas the hostile intent hypothesis 
had some major flaws. Therefore, the commander inferred 
that the F-4s were just playing games. 

He still needed to ensure self-defense, and he took the 
necessary actions—breaking the lock-ons from the F-4 radars, 
sending out radio warnings, and so forth. He also prepared his 
crew to look for telltale signs, such as swerving away, that 
might indicate that the F-4s had fired missiles. Finally, he 
determined the minimum range he could accept, and prepared 
to engage the F-4s if they got too close. Eventually the F-4s 
tired of the game, and flew off. 

In their review of this incident, Kaempf et al. note that the core 
of the decision was inferring the intent of the F-4s, and that once this 
was done, the commander knew how to make the decision about firing 
missiles. The commander was not going to be a victim of tunnel 
vision, because he was aware his diagnosis might be wrong, and he 
prepared his crew to take immediate action if the fighter aircraft got 
any closer. 

An analytical approach might have framed this as a shoot/no shoot 
decision, assigning probabilities to the hypotheses about whether the 
F-4s were hostile or harassing, estimating utilities for shooting if 
hostile, shooting if harassing, not shooting if hostile, and not shooting 
if harassing, as in Figure 4." Decision aids were built to help 
perform these types of decision analyses. From the viewpoint of the 
NDM paradigm, Figure 4 is irrelevant. It does not describe what the 
commander was trying to do, which was to use every bit of 
information to build a plausible story of what the F-4 pilots had in 
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mind. Furthermore, encouraging decision makers to go through a 
process as shown in Figure 4 is not very helpful, and often gets in the 
way. When a NDM framework is used to design a decision support 
system and interface, the results look very different, as will be 
described in Chapter 9. 

In this incident, you can see that the commander was able to infer 
the intent of the F-4 pilots, using his experience about how a fighter 
pilot would conduct an attack. Once he had inferred the intent, the 
CoAs were fairly obvious. The incident illustrates a key set of 
insights from NDM research, presented in Table 3. 

The first claim is that most of the time people try to satisfice and 
find a workable solution, rather than optimize or find the best solution. 
Simon (1955) was the first to make this distinction, based on his 
observations of business decisions. In operational settings it is very 
hard to figure out what the best CoA is, even with hindsight. 
Decision strategies that try to calculate the best CoA only work when 
time is plentiful and the goals are very clearly defined. In the incident 
with the harassing F-4s, no one can say that the commander was right 
or wrong in not firing missiles as soon as the F-4s used their fire 
control radars. In this case it worked out, because he avoided an 
incident by increasing his level of risk while retaining his ability to 
defend his ship. 

The second claim is that we have to distinguish situation 
assessment decisions from CoA decisions. Sometimes, we need to 
diagnose what is going on and, perhaps, to select one diagnosis from 
several possibilities. Other times, we need to figure out which action 
to take. In the F-4 example, the commander was faced with a 
diagnosis decision. 

The third claim is that, in operational settings, people can use 
experience to arrive at a situation assessment. They can use context 
(such as knowledge of problems with radar maintenance) to help them 
draw inferences. They can trust this ability to arrive at a situation 
assessment. 

The fourth claim is that, in most cases, the situation assessment 
makes it obvious how to respond. In the F-4 example, once the 
commander inferred that the F-4s were just harassing him, it was not 
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Figure 4.   Decision analytic representations of F-4 incident. 
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Table 3.   Seven Claims of Naturalistic Decision Making. 

1.    In operational settings, people try to find the first course of action 
(CoA) that works, not the best one. 

2.    Decision making consists of two aspects—assessing the situation, 
and selecting a CoA. 

3.    Experienced  decision makers can  usually assess  the situation 
quickly and accurately. 

4.    Once the situation is understood, the CoA decision is usually 
obvious. 

5.    Decision makers often must be prepared to act without fully 
examining the parameters and contingencies. 

6.    Decision making and problem solving are inter-related. 

7.    Decision makers arrive at a CoA by generating pertinent options 
rather than filtering out unacceptable options. 
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reasonable to think about firing missiles at them, as long as their range 
did not make them too much of a threat. There are standard ways of 
responding to unwanted harassment, such as radio calls and breaking 
lock, and the commander took these steps. 

The fifth claim is that decision makers usually must act without 
having all the facts. In the F-4 example, the commander didn't know 
for sure what the Iranian pilots were up to. He didn't know what 
weapons they were carrying. While he assumed the best case about 
their intentions, he also had to assume the worst case about their 
weapons and prepare to fire at them if they got too close. 

The sixth claim is that NDM is tied to the field of problem 
solving. It was easy to keep these two topics distinct as long as 
classical decision-making research (see Baron, 1988; von Winterfeldt 
& Edwards, 1986, for reviews) focused on game theory, probability 
estimation, and statistical analyses. However, in a naturalistic context, 
the problem-solving requirements of clarifying goals and evaluating 
possible solutions must merge with the decision requirements to assess 
situations and evaluate possible solutions. Klein and Weitzenfeld 
(1978) have pointed out that most naturalistic tasks involve ill-defined 
goals, so that the usual advice to first define the goal and then search 
for options is inappropriate, because the process would never get past 
this first step. Instead, Klein and Weitzenfeld assert that for 
ill-defined goals, we press on and attempt to find solutions. When we 
evaluate inadequate solutions, we learn about new goal properties and 
improve our understanding of the goals. By simultaneously searching 
for solutions and increasing goal clarity, we are enabled to solve the 
problem. Duncker (1935/1945) was the first to show how goal 
seeking and goal clarification were interrelated. Early work in 
Artificial Intelligence (Newell & Simon, 1972) sought to build on the 
work of researchers such as Duncker, but became directed at 
well-defined goals because these were amenable to demonstrations. 
In the F-4 example, we can say that the commander was making a 
decision about the intent of the airplanes, and treat it as a diagnostic 
decision; or we can say that the commander had to figure out how to 
keep at arm's length two airplanes that were probably not going to 
attack, and treat it as a problem to be solved. 
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The seventh claim is that decision makers identify and select a 
CoA based on option generation and problem-solving activities. 
Option generation sometimes relies on memory for an analogue 
experience, or memory for a prototypical case, or creative 
construction to adapt and strengthen options.12 It is sometimes useful 
to consider more than one option to identify important requirements 
and distinctions, but the intent here is usually goal clarification. This 
approach stands in contrast to the view that decision making is a 
largely negative process in which inadequate CoAs are filtered out. 
The decision maker starts out with a large set of options, eliminates 
most of these by testing for simple features, winds up with a small set 
of finalists, and rejects all but one. Standard advice13 is to generate 
a large set of options, to make sure no good CoAs are missed, and 
then carefully screen out the worst ones. This may seem like wise 
advice, but it is time consuming and memory intensive. The NDM 
framework claims that decision makers don't follow this advice, and 
that they don't use systems that are based on screening and filtering. 

What is new about NDM? These seven claims already constitute 
an important departure from classical decision models. They portray 
decision makers as capable of using experience to handle difficult 
situations, without having to evaluate different options. One of the 
comments people make after hearing about NDM is that it all sounds 
obvious—surely people knew all that already. In fact, prior to the 
NDM approach, the standard advice you probably received about how 
to make better decisions was to generate many different options and 
carefully list the strengths and weaknesses of each, to calculate the 
best. Anything less than a careful generation of sets of options, a 
careful preparation of evaluation dimensions, and a careful assignment 
of values, was seen as deficient.14 The seven claims listed above 
raise serious questions about standard decision training. According to 
the NDM framework, this advice to generate and contrast different 
options may be useful to novices, who lack an experience base for 
diagnosing situations. But the advice is incompatible with the way 
proficient operators make decisions. The available data'5 clearly 
show that decision makers do not follow the classical advice of 
contrasting options. Furthermore, departing from the classical advice 
is what experts are able to do and is not a cause for guilt.   Clearly 
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4there are times to compare options, particularly for novices. Chapter 
5 examines the conditions under which it makes sense to contrast 
options. 

Example 3.2  NDM:   The Recognition-Primed Decision (RPD) 
model 

The RPD model16 was developed to describe how people 
can make good decisions without ever comparing options. 
The initial studies were done with fireground commanders. 
We expected that they would use their experience to cut 
down the number of options they compared, maybe just 
looking at two. We were wrong—they insisted that they 
hardly ever compared options. In our interviews with them 
about how they made tough decisions, we kept hearing about 
the same type of strategy. We derived the RPD model from 
what they told us. 

There are two components of the model, situation 
assessment and option evaluation. The RPD model asserts 
that decision makers recognize the dynamics of a situation, 
enabling them to identify a reasonable course of action, and 
this Co A is evaluated by imagining how it will be implemented. 
Experienced fireground commanders can size up a fire pretty 
quickly. By assessing the type of fire and the type of 
structure, it usually is obvious how to respond. Still, the 
stakes are high, and errors can be costly, if not fatal. How do 
you evaluate a course of action if there are no others to 
compare it with? One strategy fireground commanders use is 
to imagine carrying out the action. They run it through in their 
minds. Sometimes they run it through several times, if the 
risks are very great, or if the course of action is complex. We 
have called this process "mental simulation," because they are 
simulating the course of action in their heads, to see if it will 
work. This process of mental simulation—mentally enacting 
a sequence of events—can appear also in the situation 
assessment phase of the model. 
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Figure 5 shows two versions of the RPD model. The 
simple version appears in the panel on the left, where the 
decision maker confidently identifies a situation as familiar. 

When you recognize the dynamics of a situation, you 
know several important things. 

• You know what goals make sense, so you don't waste 
your energy on foolish schemes. 

• You know what cues are relevant, so you don't get 
overwhelmed by all the information. 

• You know what to expect so you can be prepared, and 
also so you can notice surprises, which may mean your 
diagnosis was wrong. 

• You know the typical ways of reacting, so you are 
poised to respond when necessary. 

The panel on the right shows a more complex RPD 
strategy. Here, the situation assessment was not so easy. 
The decision maker may have needed to acquire more 
information. Or else, there were several different hypotheses 
about what was going on. For instance, in the F-4 example 
presented on p. 24, the commander had to choose between 
two different hypotheses. Either the aircraft were harassing 
him, or else they were preparing to attack him. Decision 
makers use different strategies to arrive at a situation 
assessment, or to choose among different situation 
assessments. One is to check the hypotheses against the 
features of the situation. The other is to build a mental 
simulation, or story, to explain the events. In the F-4 incident, 
the commander tried out one mental simulation, that the 
planes were preparing to attack him, and judged that it didn't 
make sense. He couldn't construct a plausible story of how 
a pilot would make such an attack. The other story did make 
sense, and he went with it. 

Once the decision maker settles on an interpretation of the 
events, the same functions are accomplished as in the simple 
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Figure 5.   Recognition-Primed Decision model. 
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RPD model: specifying plausible goals, highlighting critical 
cues, generating expectancies, and identifying reasonable 
courses of action. 

In complex cases, the expectancies can be violated, 
leading the decision maker to seek more information and to 
reassess the situation. Complex cases can also call for 
evaluation of a CoA. From the interview data we have 
collected, there seem to be two primary ways of evaluating 
options: checking them for necessary features, and using 
mental simulation. Sometimes people just evaluate a CoA by 
checking to see if it has the required features, and don't go 
through any mental simulation at all. For example, decision 
makers may reject one option after another, until they find one 
that works. They may consider a number of different CoAs, 
without ever comparing one to another. That is, they evaluate 
the options one at a time, until they find one that works. This 
is called a singular generation/evaluation process, to 
distinguish it from settings where people are trying to compare 
different options to each other. 

In more complex cases, once a reasonable CoA is 
identified, the decision maker may try to imagine how it will 
work in context. This is still a singular generation/evaluation 
of options. If you are concerned that F-4s may be preparing 
to attack your ship, one obvious response is to fire chaff, to 
distract an enemy missile. But if you play this out in your 
head, you may realize that your ship is between the Iranian 
fighters and the flagship you are defending, so if you fire chaff 
it may divert the missiles away from you and directly towards 
your flagship. In this case, the Electronic Warfare coordinator 
mentally simulated the problem and rejected the option of 
using chaff. In other cases, mental simulation helps to show 
problems that can be overcome, so that the course of action 
is strengthened. 

Since its development, the RPD model has been verified in 
domains other than firefighting. It describes the decision 
strategies used by tank platoon leaders, '7 commanders and 
Anti-Air   Warfare   officers   of AEGIS  cruisers,"  nurses  in 
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Intensive Care Units,1* commercial pilots,20 and even design 
engineers!21 We have tested the model using simulated 
firefighting incidents. Furthermore, the RPD model predicts 
that experienced decision makers can generate a plausible CoA 
as the first one they consider, and we verified this hypothesis 
in a study of chess players.22 

The value of the RPD model is to: 
• explain how people can use experience to make 

decisions 
• describe how decision makers can use situation 

assessment to identify a CoA 
• describe how decision makers can settle on a CoA 

without considering any others 
• show how people using mental simulation can 

strengthen a CoA rather than choosing only from the set of 
original options 

• describe how decision makers can be poised to act, 
rather than having to wait to complete their comparisons and 
analyses 

There are a number of descriptions of the NDM approach in 
addition to the RPD model. Hammond, Hamm, Grassia, and Pearson 
(1987), Beach (1990), Cohen (1989), Connolly and Wagner (1988), 
Lipshitz (1989); Montgomery (1983), Noble (1989), and Pennington 
and Hastie (1988) have presented important contributions, some of 
which will be discussed below.23 

Seven claims of the NDM paradigm were in Table 3. We can go 
deeper than these seven claims. The NDM framework has more 
specific assertions to make about situation assessment and CoA 
decisions. These are covered in the next chapters. Chapter 4 
addresses the strategies used to form situation assessment and make 
diagnoses, and Chapter 5 covers the decision strategies for selecting 
a CoA. 



4 

DIAGNOSIS AND SITUATION ASSESSMENT 

According to the NDM framework, situation assessment (including 
diagnosis) is the most important aspect of decision making. In 
designing systems, providing decision support, and building interfaces, 
it is essential to help the operator understand what is going on and 
how different variables are interacting. System and interface 
requirements for helping a person form a situation assessment differ 
from those for helping to choose a CoA. Decision aids that 
de-emphasize situation assessment and highlight the CoA component 
can actually interfere with performance. That is why it is important 
to understand the role of situation assessment in decision making. The 
NDM framework can help us here by clarifying what situation 
assessment involves.24 First we will examine the primary aspects of 
situation assessment. Then we will enumerate some of the functions 
that situation assessment provides. Next we will describe some of the 
common strategies for arriving at a situation assessment. Finally, we 
will touch on the contents of situation assessment. 

FOUR ASPECTS OF SITUATION ASSESSMENT 

A decision maker who understands the dynamics of a situation 
knows four things: feasible goals, relevant cues, expectancies, and 
plausible CoAs. (See Figure 5.) These hold whether the recognition 
is immediate, so that the task is judged as familiar, or whether the 
situation assessment requires conscious inference.   A decision maker 
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with an adequate situation assessment is: 
• pursuing appropriate goals 
• noticing relevant cues 
• confirming events as they occur 
• preparing to carry out reasonable actions 
In the example involving the F-4s, the commander concluded that 

the fighters were "gaming" rather than posing a severe threat. 
Therefore, one goal was to avoid escalating the conflict; so he didn't 
use his radar to lock on to the aircraft, for fear of startling or 
provoking them. Another goal was to send out periodic signals that 
he was monitoring the F-4s, using radio warnings. He also 
communicated with the F-4s by breaking lock every time they came 
around, and this satisfied his goal of keeping up his defenses. 
Knowledge of goals is important, because different functions and cues 
become relevant as goals shift.25 

The commander's understanding of the intent of the Iranian jets 
conditioned him to keep track of certain cues, such as range, altitude, 
speed, use of radar, radio responses, and to ignore other cues such as 
friendly tracks on other parts of the screen, identify friend or foe 
(IFF) signals which were irrelevant once the identification had been 
made. Good interfaces make it easier to find the relevant cues on the 
display. 

Expectancies are the sign of an experienced decision maker, who 
has seen similar events and knows the different ways that events play 
out. In our example, the commander assumed the F-4s would 
eventually leave him alone. Nevertheless, the stakes were sufficiently 
high for him to anticipate what might happen if he were mistaken. He 
alerted his crew to these violations, such as a sudden turning out by 
the airplanes, which is found after missile release, as the plane guides 
the missile towards its target while heading towards safety. 

A decision maker who recognizes a situation also recognizes the 
typical reactions that are possible. This is the basic principle of 
accounts such as the RPD model that explain how operators can 
translate experience into action.26 Klein and Crandall (1992) have 
suggested a convergence model of option generation, in which the 
situation assessment of feasible goals and patterns of resources 
together generate the options that are considered. 
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Functions Provided by Situation Assessment 

By providing the decision maker with the four types of knowledge 
discussed above, situation assessment provides the basis for a number 
of important functions. A clear situation assessment lets the decision 
maker: 

• use expectancies to verify if the situation assessment is accurate 
• use expectancies to guide behavior 
• identify a favored CoA 
• monitor a CoA to detect problems and diagnose them 
• manage resources such as attention, information seeking, and 

time 
• prioritize actions to reflect goals and constraints 
• develop plans 
In designing and evaluating systems, these are the criteria to use 

in determining whether a system concept will do its job. 

Strategies for Developing Situation Assessment 

One of the most difficult tasks is to diagnose a problem, sifting 
among the symptoms and clues to infer what is happening. The 
example of the F-4s was centered around diagnosis—inferring the 
intent of the pilots, using their different behaviors. Diagnosis is 
central to medical decision making and to troubleshooting, as well as 
to a variety of other fields and tasks. Despite its importance, there has 
been relatively little work on the strategies people use to make 
diagnoses in naturalistic settings. Much of the work by researchers 
studying decision making and problem solving has used well defined 
tasks, with limited context, to see if subjects could accurately estimate 
the likelihood of different hypotheses given probabilistic evidence. 
This is the rationale for studies of Bayesian statistics. 

Our interest is in the strategies people actually use in diagnosing 
conditions where data are missing and ambiguous, parameters keep 
changing, actions affect the cues, and relationships are complex and 
uncertain. Consider an accident in a nuclear power plant. The effects 
may occur some time after the causes.   There may or may not be 
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multiple faults. Attempts to reduce some of the symptoms have their 
own effects, sometimes unpredictable effects, so the controller cannot 
be sure if the apparent symptoms are real, or artifacts of prior control 
actions. If the controller could determine the true state of the plant, 
it might be obvious what to do. The difficulty is in untangling the 
different signals and making sense of them. 

Research on situation assessment is fairly recent, so the list of 
identified strategies is brief. We expect this to change in the coming 
years. There are three primary strategies to consider: feature 
matching, analogical reasoning, and mental simulation. 

The most frequent strategy is for a decision maker to use a 
combination of feature matching and pattern matching, to judge that 
the events are so close to a given hypothesis that the hypothesis can be 
adopted as the explanation. Often, this judgment is made without 
awareness. But there are times when the decision maker deliberately 
reviews the features to see where they match and where they miss, and 
whether the mismatch is critical or can be argued away. Feature 
matching also becomes a deliberate strategy when there are alternate 
hypotheses and the task is to determine which fits the data better. 
Noble (1989) has been the researcher most responsible for showing 
that feature matching can be used for situation assessment in NDM 
settings. Noble's work is particularly important because he has 
developed generic software for building feature-matching decision 
support systems, to alert operators when features match pre-defined 
hypotheses. 

Reasoning by analogy is another important strategy. Sometimes, 
a decision maker will retrieve and use an analogy without thinking 
about it, and at other times there will be a deliberate search for an 
analogue, and a careful mapping of the analogue onto the situation. 
Klein and Weitzenfeld (1978) have described the importance of 
analogical reasoning for diagnosing a problem, and there have been a 
number of key research projects27 to clarify different aspects of 
analogical reasoning. Recently, analogical inference has become 
relevant to system designers because of the interest in Case-Based 
Reasoning, a computational approach to expert systems that uses 
analogues rather than rules.28 

One of the most interesting strategies for diagnosing a situation is 
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mental simulation. A decision maker may try to imagine a sequence 
of events that would explain the pattern of cues that are observed. 
Tversky and Kahneman (1974) were the first to point out the 
importance of mental simulation as a heuristic.29 In their description 
of mental simulation, Klein and Crandall (in press) suggest that a 
decision maker can use an initial state, and build the simulation 
forward in time (as in evaluating a CoA), or work from a current state 
and build the simulation backwards, to figure out what the starting 
point must have been; this is how diagnosis occurs. 

Mental simulation is a source of power for decision tasks such as 
diagnosis. In a nuclear power plant accident, the troubleshooters 
would need to imagine different faults and their propagation. In the 
AEGIS cruiser example, the commander tried to imagine a pilot with 
hostile intent showing the observed pattern of behavior. In essence, 
this amounts to building a story. Pennington and Hastie (1988) have 
documented how jurors rely on story building to formulate hypotheses 
about what happened during the incident being tried. Pennington and 
Hastie also suggest criteria for evaluating stories, such as consistency 
and plausibility. Beach (1990) has put forward Image Theory, which 
covers a full range of decision functions, and posits the use of mental 
simulation to define goals (a part of situation assessment), and to 
imagine how a situation will develop if left alone. Elstein, Shulman, 
and Sprafka (1978) have performed an extensive study of medical 
diagnosis. They found that physicians are taught to suspend judgment 
until all tests have been conducted, but in actuality physicians are 
quick to generate hypotheses, and they use these hypotheses to suggest 
the tests to conduct. These hypotheses enable the physicians to 
imagine how a condition or disease evolved over time, to produce the 
set of symptoms reported. Hypotheses would be context bound, 
because the same disease might develop differently depending on the 
age, size, and health of the patient. This use of hypotheses seems 
related to mental simulation. 

As we learn how to support mental simulation, using different 
types of aids and display techniques, we will be able to make 
important progress in system design. Many displays present various 
components needed to build a story or assemble a mental simulation, 
but there is much more that can be done to help the operator piece 
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together a coherent account of events. Some concepts for helping 
operators use mental simulation for diagnosis will be described later, 
in Chapter 7. 

Situation assessment includes more than diagnosis. The example 
of the self-defense suite in JSTARS (Example 1.3) illustrates situation 
assessment without diagnosis. The operator did not have to try to 
infer underlying causes and dynamics. The basic situation assessment 
judgment was made when the JSTARS aircraft was about to face 
unacceptable risks. The operator might need to calculate at what point 
JSTARS would have to break off its mission because a threatening 
aircraft had gotten too close. The strategies of feature matching, 
analogical reasoning, and mental simulation seem to apply to this type 
of judgment as well as to diagnostic decisions. But there is a 
difference between forming a situation assessment to reflect the 
different parameters, as in JSTARS, and a diagnostic decision to 
imagine why certain events have happened, as in Example 3.1 of the 
F-4s that were thought to be harassing. 

THE CONTENTS OF SITUATION ASSESSMENT 

In many settings, situation assessment is used to refer to what a 
person knows—the content of knowledge, not its form. For instance, 
pilots who maintain awareness of events during air-to-air combat are 
said to have good situation assessment. When they get confused and 
make a mistake, they are said to have poor situation assessment. The 
content of knowledge is obviously important. For pilots, that 
knowledge would include their own speed, the adversary's speed, 
relative altitudes, headings, bearings, weapons status, fuel status, 
position of other friendly and enemy aircraft, anti-air missile sites, and 
so forth. A good pilot needs to take all this information into account, 
plus a whole lot more. And this is just the beginning. There are 
many interrelationships and secondary cues to consider as well. 

One difficulty here is that the concept of situation assessment loses 
its meaning. It simply designates all the important things to which a 
pilot needs to attend. If a pilot makes a mistake, in hindsight it is easy 
to say that it was because of poor situation assessment, but there must 
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be many occasions in which a pilot got confused about a parameter 
and recovered, with no one accusing him of losing situation 
assessment. In this usage, situation assessment becomes an 
after-the-fact scapegoat for errors, a general purpose excuse. 

For system designers, it is important to identify all the critical cues 
and relationships that go into situation assessment, to make sure that 
the operator gets all the necessary information. But specifying critical 
cues is not enough. The designer also needs to understand the 
strategies on which the user will rely to build diagnoses, and the 
functions that situation assessment serves, to specify systems and 
interfaces that are clear and easy to use, even under time pressure and 
other stressors. The content items are the starting point. The designer 
needs to visualize how the operator will use the critical cues, to come 
up with a coherent and integrated system specification. 

This chapter has reviewed the concept of situation assessment, 
describing the knowledge provided when a person achieves situation 
assessment, the various functions that situation assessment supports, 
the strategies people use in diagnosing a situation and forming a 
situation assessment, and the contents of situation assessment. 

In building interfaces that improve decision making, perhaps the 
most effective approach is to improve situation assessment. This 
chapter attempted to provide ideas about where an effective interface 
could support situation assessment. 



5 

SELECTING A COURSE OF ACTION 

Naturalistic Decision Making research is concerned with understanding 
the strategies people actually use to arrive at a CoA. Emphasis is 
placed on situation assessment because that drives the CoA decision. 
But the bottom line is to explain how people faced with time pressure, 
uncertainty, missing data, and unclear goals, can select a CoA to carry 
out. The system, including support features and interface, must enable 
the operator to react quickly and effectively. The NDM paradigm can 
help us here by clarifying what a CoA decision involves. First, we 
will examine the primary aspects of a CoA decision. Then we will 
enumerate some of the functions that a CoA decision provides. 
Finally, we will describe some of the common strategies for arriving 
at a CoA decision. 

Table 4 contrasts the different aspects of situation assessment 
decisions and CoA decisions. It summarizes the discussion of situation 
assessment and shows the linkages and contrasts between situation 
assessment and CoA decisions. 

Each type of decision generates certain types of knowledge as an 
output. Each type of decision enables a person to perform certain 
types of functions. And each type of decision relies on characteristic 
strategies. The strategies used for situation assessment are also used 
for a CoA decision made using singular evaluation; comparative 
evaluation depends on a different set of strategies. 

To understand the relationship between situation assessment and 
CoA decisions, it may be helpful to use a chemical analogy. 

Consider a water molecule. It consists of two hydrogen atoms and 
an oxygen atom.   The properties of water emerge at the level of the 
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Table 4.   Comparison of SA and CoA decisions. 

Situation Assessment Course of Action 

Outputs: Identify feasible goals 

Define relevant cues 

Generate expectancies 

Identify a workable option 

Identify a workable option 

Understand + /- of the 
option 

Appreciate counter- 
indicators 

Functions:      Verify SA accuracy 

Guide behavior 

Identify a favored CoA 

Monitor a CoA 

Manage resources 

Prioritize actions 

Develop plans 

Resolve the incident 

Prepare to resolve the 
incident 

Manage resources 

Strategies: Feature matching 

Analogical reasoning 

Mental simulation 

Singular Evaluation: 

Feature matching 

Analogical reasoning 

Mental simulation 

Comparative Evaluation: 

Atomistic strategies 

Global strategies 
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molecule, and cannot be predicted from knowledge of the atoms alone. 
Yet we know better how to use water in complex reactions if we 
understand the atoms that compose it. Similarly, naturalistic decisions 
usually involve situation assessment and CoA, and we don't fully 
understand NDM if we only pay attention to the CoA aspect. Models 
of NDM, such as the Recognition-Primed Decision model, incorporate 
both situation assessment and CoA. In fact, the RPD model includes 
all three of the common strategies in Table 4, feature matching, 
analogical reasoning, and mental simulation. The RPD model does 
not cover comparative evaluation, because the intent of the RPD model 
is to explain how people can arrive at a CoA without contrasting 
different options. 

For a system developer, if you want to go beyond knowing the 
steps a task requires and to gain a sense of the way the operator 
performs these steps, Table 4 should help you see the differences and 
interrelatedness of situation assessment and CoA decisions. 

THREE ASPECTS OF SELECTING A COURSE OF ACTION 

We can distinguish three types of knowledge that are required 
when a decision maker chooses a course of action. These aspects are 
listed in Table 4. They are to identify the option, to understand its 
strengths and weaknesses, and to appreciate indicators that can serve 
as warnings that the option is not working out well. 

According to the NDM framework, in most cases the situation 
assessment will identify a workable option. There are also times when 
the option will come from other sources, such as a supervisor, a 
colleague, or even a mechanical set of rules that were drawn up to 
cover the task. The CoA may even be suggested by a decision support 
system. Whatever the source, identifying one or more options is 
essential to decision making.   But it is not always sufficient. 

Depending on how the option is identified, the decision maker may 
understand its strengths and weaknesses. If the option comes from 
recognizing the situation as typical, then a person may draw on 
previous experiences or folklore to anticipate what the option is 
offering, and where its shortcomings are.   In contrast, if the option is 
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suggested by someone else, or by a decision support system, then this 
background information is likely to be missing. If decision makers 
don't have a good understanding of strengths and weaknesses, it can 
be risky to implement the CoA. Perhaps there is a decision 
requirement for support systems to provide background information 
along with recommendations. 

A third type of knowledge associated with a CoA is knowing when 
the CoA is failing. With experience, we leam to recognize the early 
signs that a plan is falling apart. We also can develop contingency 
plans, when necessary. It is easier to commit to a CoA if we have the 
skills to bail out. Without these skills it is riskier to make the 
commitment. Even if a decision maker does adopt a CoA, having to 
continually think about contingencies can be distracting from the task 
at hand. More experienced decision makers seem to be confident that 
they can recognize warning signs in time to react, so they don't have 
to make deliberate tests all along the way. 

FUNCTIONS PROVIDED BY IDENTIFYING A COURSE OF 
ACTION 

The most direct and dramatic reason to select a CoA is to resolve 
an incident. For example, the decision to fire a missile at a 
threatening aircraft is intended to remove the threat. The decision to 
divert a commercial airliner to a closer airport, after a fuel leak is 
discovered, is intended to eliminate the risk of running out of fuel. In 
studying decision making in an AEGIS cruiser, Kaempf et al. (1992) 
found that these terminal decisions made up only part of the set of 
decisions about a CoA. There were at least two other classes of CoA 
decisions. 

Many times, decision makers select a CoA to prepare for resolving 
the situation. They select actions for contingencies that may arise 
later, but these actions won't resolve the problem itself. One example 
of this was a Navy Commanding Officer (CO) trying to identify an 
inbound air track. The CO did not wish to mistakenly shoot down a 
friendly aircraft but also could not afford to put his own ship and crew 
at risk if the aircraft turned out to be hostile.   Therefore, the CO 
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ordered the weapon system used to engage missiles to be prepared. 
This did nothing to improve the chances of identifying the unknown 
track but it did shorten the response time to take defensive action 
should it have become necessary. 

Most common of all are decisions about managing resources. In 
a threatened AEGIS cruiser, should the crew activate anti-air missiles? 
The prudent commander will want to ready defenses while figuring out 
what an airplane has in mind. But some missiles can only be activated 
for a short time before their batteries run down. A commander who 
activates these missiles too soon will compromise their value, while 
waiting too long precludes their being ready when needed. So, this 
type of decision is about resources, not about whether to fire a missile 
at a possible threat. Sometimes these types of decisions treat 
information as a resource. For example, Kaempf et al. (1992) report 
cases where the AEGIS commander and crew debated about whether 
to bring in a CAP to visually identify an unknown track. If the CAP 
could arrive in time, the ambiguity would be resolved. But if it 
arrived too late, it would just delay the ship from defending itself, and 
the CAP might even get too close to the track to allow the AEGIS 
cruiser to fire its missiles, so it would be a hindrance, not a help. As 
you can see, much decision making goes into preparation and 
management, and not just ending the incident. We need to take this 
into account in designing systems because it is easy to focus on the 
dramatic part of the task, and spend less attention on the mundane 
CoA decisions that may actually be more critical and more easily 
supported. 

STRATEGIES   FOR   SELECTING   A   COURSE   OF   ACTION: 
SINGULAR EVALUATION 

There are two ways in which a decision maker can arrive at a 
CoA: by picking the first one that seems adequate, or by using 
comparative evaluation to contrast alternatives to find the best one. 
This section describes the first way of arriving at a CoA, by using 
singular evaluation. This is a "satisficing" (as opposed to an 
"optimizing") approach, so named by Simon (1955) who observed that 
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people in business typically just needed a CoA that would do the job, 
and so needn't go to the effort of trying to figure out the best option. 
In fact, for most business decisions it would be impossible to 
determine which option is best, because the goals are ill defined. 

Models of naturalistic decision making usually include a satisficing 
criterion. They see people as trying to quickly find a workable 
solution. Therefore, the strategies for selecting a course of action are 
typically singular strategies that look at the options one at a time, until 
an acceptable one is found. If an experienced decision maker 
identifies a workable option as the first one considered, the search 
ends right there, and no other options will even be considered. Why 
go to the trouble of generating more options, and then evaluating 
them, if you don't have to? This method works even if you don't 
generate a reasonable CoA as the first one considered, if you can 
quickly see its shortcomings and reject it. In general, even moderately 
skilled decision makers are able to generate a workable CoA as the 
first one they think of. Klein et al. (1992) studied medium-ability 
chess players, who were asked to think aloud while reviewing different 
board positions. The initial moves mentioned were of very high 
quality, far better than would be expected by chance. The experience 
of the players enabled them to truncate their search by homing in on 
the best moves right away. 

We are used to thinking about option evaluation as evaluating 
strengths and weaknesses of alternatives, so singular evaluation is a 
little different. Singular evaluation strategies are ways of evaluating 
Co As one at a time, until an adequate option is found. If that is the 
first option considered, the search can end right away. Skilled 
operators expect their experience will enable them to generate an 
adequate option as the first they consider, so they don't expect to be 
looking at many options. 

A simple singular evaluation strategy is to check off if the CoA has 
the necessary properties. Kaempf et al. (1992) found this to be the 
most common form of singular evaluation, in their study of AEGIS 
anti-air warfare incidents. 
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A more complex strategy is to use analogical reasoning. An option 
can remind a person of a previous case, and the success and/or 
disappointment can be used to anticipate what might happen if the 
option were put into action. 

Mental simulation is an effective strategy for evaluating a CoA, 
just as it is an important source of power for situation assessment. 
Klein (1989) reported that decision makers in a variety of domains 
would evaluate options by playing them out in their minds, looking for 
flaws, trying to find ways around the flaws, rejecting the option if it 
couldn't be repaired, and implementing the option if the mental 
simulation didn't turn up any fatal flaws. Mental simulation is a 
strategy for conducting a deep search of a few options, often just a 
single option, as opposed to the comparative strategies that are shallow 
assessments of a large set of options. Mental simulation allows the 
decision maker to consider an option in the context of the situation, 
and if difficulties are found, mental simulation helps the decision 
maker improve the option. While it may seem that a singular 
evaluation strategy is a sign of laziness—e.g., go with the first CoA 
you think of—a person using mental simulation can sometimes expend 
as much effort in deepening the search as would be required to 
generate and contrast different options. If experience enables you to 
generate a reasonable option as the first one considered, then you may 
be better off using mental simulation to evaluate that option than to try 
to think up other CoAs. 

The RPD model, described above, covers all three of these 
singular evaluation strategies. The model was designed to explain how 
people can make decisions without contrasting different options, and 
each of these satisficing strategies accomplishes that function. 

STRATEGIES   FOR   SELECTING   A   COURSE   OF   ACTION: 
COMPARATIVE EVALUATION 

There are times when a decision maker will need to choose among 
different options. If your car breaks down, and the cost of repairs is 
greater than the value of the vehicle, you will have to buy a new car. 
This  usually   means   you  will   visit  different   dealers   to   identify 
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alternatives and to pick the best. Or if you move to a new city, and 
your realtor tells you about several houses in your price range that are 
on the market, you will have to compare them. Community planners 
may have to choose the best site for a new airport from among several 
candidates. Fischhoff (1991) has recently studied the alternative 
courses of action available to women who need to defend against 
physical attack. Another such choice is the common one faced by 
high school graduates trying to pick a college to attend. Generally, it 
is when we don't have experience in a field that we have to select 
among options. 

In choosing among options, the decision maker is performing a 
comparative evaluation (either feature-by-feature or option-by-option). 
The purpose of the evaluation is to contrast the alternatives and find 
the best one—to optimize. Following the lead of Svenson (1979), 
Zsambok, Beach, and Klein (1992) have identified 15 different 
strategies for choosing from multiple options. These are all strategies 
that break the CoA decision into components and features, and 
perform analyses of these features. They also reviewed more recent 
literature and identified a small set of strategies that people would be 
likely to use in naturalistic settings. They eliminated strategies from 
Svenson's list that required computation, or took excessive time, or 
required high data quality. 

In performing an option analysis via features, the decision maker 
identifies the feature(s) of interest, lines up the different CoAs, 
determines the extent to which each CoA accomplishes the feature of 
interest, and uses this datum to compare the options. Zsambok et al. 
have identified some typical strategies: Elimination-by-Aspects, 
Conjunction, Disjunction, and single feature inferiority. 

Elimination-by-Aspects30 is a method of setting successive 
hurdles. The most important feature becomes the first hurdle. All 
options are evaluated on this feature, and any that fail to meet a 
criterion are deleted. The process continues until one option is left, 
and that is chosen. For instance, in hiring one of several qualified job 
candidates, the resumes that show fewer than two years of experience 
might be removed, and then the resumes showing no progression of 
responsibilities, and so on. 
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Conjunction is the use of several criteria that all must be met to 
select an option, e.g., buying a car that is inexpensive and also has an 
air-bag. Disjunction is the use of several criteria, only one of which 
must be met, e.g., hiring an engineer who is trained either in 
structural engineering or software engineering. Single Feature 
Inferiority is a strategy for comparing a pair of competing options by 
rejecting the one that is worst on the most important feature, 
irrespective of its standing on other features of interest, e.g., rejecting 
a proposal that is much more expensive than the others, ignoring the 
quality of the approach. As you can see, these are all quick and dirty 
methods for arriving at a choice, not necessarily the best choice. 

There are also two global strategies for selecting among options 
without using feature analysis. One involves mental simulation, and 
the other is a method of paired comparisons. 

The Dutch psychologist Adriaan de Groot (1946/1965) was one of 
the first to show how mental simulation functioned. He collected 
think-aloud protocols from skilled chess players who were trying to 
find the best move in a complex board position. Rarely did the 
players contrast the strengths and weaknesses of different moves. 
Instead, they identified one move at a time, and used progressive 
deepening (which is de Groot's term for mental simulation) to imagine 
how that move would develop. They played the continuations out in 
their minds. If they found any flaws, they would search for ways to 
improve the line of play. If they could not find any way around the 
flaws, they would reject the move. The chess players carried out their 
mental simulations for several moves, forming a global reaction to 
each move as one that pleased them ("I'd like that position") or 
displeased them ("Take it away!"). They compared their global, 
emotional reactions of the moves to select the one with which they felt 
most satisfied. 

Another strategy for contrasting options is the use of Successive 
Pairs.31 Here, the decision maker selects two options from a larger 
set, compares them without necessarily decomposing them into 
features, selects the more appealing of the two, deletes the other, 
replaces it with another member of the pool, and repeats the process 
until all but one of the options have been rejected, and a favorite has 
emerged.      This   is   an   efficient   strategy   for  canvassing   all   the 
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alternatives without ever having to hold more than two in memory at 
the same time. For example, a pilot who has to divert because of bad 
weather has to select an alternate airport. It is hard to compare all the 
possibilities, so the pilot might consider them two at a time. Airport 
A is better than B because A has longer runways, and B requires 
tighter maneuvers during the final approach. A is better than C 
because it offers more possibilities for passengers to make 
connections, even though the runways are equivalent. And the last 
option, D, is better than A because it has a depot where the mechanics 
can make some minor repairs, with everything else balancing out. 

Finally, we should consider some decision strategies that are 
prescriptive. They are not included in Table 4 because they rarely 
would occur in naturalistic settings because they require a great deal 
of time and expertise, a high level of data quality, and usually some 
sort of decision support. These are analytical strategies for measuring 
with some precision the strengths and weaknesses of options on 
specific evaluation dimensions. These strategies are considered to be 
compensatory, because if an option has a severe weakness on one 
dimension, it will offset mild strengths on several others. One 
example is Multi-Attribute Utility Analysis32, in which the decision 
maker rates each option on each pre-defined dimension, and also 
weights the evaluation dimensions. Another example is decision 
analysis.33 These strategies seem to be good candidates for decision 
aids, but have not been well accepted because they require the types 
of inputs—probability estimates, anchored ratings—that are difficult to 
provide, and because they provide answers in terms of quantitative 
scores that users cannot easily interpret. 

Boundary Conditions for Different Decision Strategies 

When will a person use singular evaluation strategies, versus 
comparative strategies, and even the more analytical, compensatory 
strategies? It is important to realize that each type of strategy has its 
strengths and weaknesses. Singular strategies can leave the person 
fixated on a mediocre CoA, and missing a much better one. It is 
probably a mistake to use a singular, satisficing strategy such as RPD 
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to select a site for storing nuclear wastes. Comparative strategies can 
provide the illusion of rationality without capturing contextual features 
that are hard to analyze. It is probably a mistake to use a feature 
comparison evaluation strategy for deciding whether to abort a takeoff 
when an engine fails just as you are getting up to speed. 

Table 5 shows some of the factors governing the use of strategies 
(adapted from Klein, 1989). 

The singular, satisficing strategies, along with more overarching 
NDM strategies such as recognition-primed decisions, are most likely 
when time is restricted, goals are unclear, the decision maker has 
some task experience, and the conditions keep changing. 

The comparative evaluation strategies, including prescriptive 
strategies, are more likely when a person needs to optimize, or at least 
needs to be seen as trying to optimize, when the person needs to 
document and justify the choice, when the data are abstract, when 
there are multiple stakeholders, and when the problem is combinatorial 
(e.g., interactions between different drugs). To use comparative 
evaluation strategies, the goals of the task should be well defined, the 
evaluation features must be pre-selected, and there should be 
guidelines for assigning weights and common metrics for making the 
judgments. The data quality needs to be high, and time pressure 
should be low. 

In the hands of the best decision analysts, comparative evaluation 
methods, particularly the analytical, prescriptive strategies, are 
powerful tools for addressing complex, multi-faceted issues such as 
estimating risks of accidents in nuclear power plants, deciding where 
to locate airports, and deciding whether to pursue social policy 
programs. These are certainly real-world decisions even if they don't 
possess the NDM features listed at the beginning of this report, in 
Table 2. 

There are times when comparative evaluation of options is not 
worth the effort. To a person making a choice among different 
options, the process can appear difficult and discouraging. Jams and 
Mann (1977) felt that most people avoid decision making if they can. 
Yet, for all the pain, the comparative evaluation decision itself may 
not be very important because in many cases the person is relying on 
only a small subset of relevant information. The deliberations are 
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Table 5.   Boundary conditions for different courses of stategies. 

Singular vs.      Comparative 

Time Pressure X 

Experience Level X 

Dynamic Conditions X 

Ill-defined Goals X 

Justification 

Conflict Resolution 

Optimization 

Computational Complexity 

X 

X 

X 
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buried in the noise level. Consider a high school student selecting a 
college. The choice is clearly important, it will affect the student's 
choice of career, possibly the student's choice of a spouse, the place 
the student lives, and so forth. Still, the student can only consider a 
few variables, e.g., student-to-faculty ratio, types of electives offered, 
the pleasantness of the campus on the day it was visited. These 
variables are probably insignificant compared to the factors that will 
wind up governing choice of major, spouse, and location. In such a 
situation, the decision process may be a waste of time. If one option 
seems clearly better than the others, it is the one to adopt. But if no 
option stands out, then it doesn't matter which option you pick, 
because the variables you are considering are so trivial compared to 
the ones that matter. This interpretation is not comforting, and is 
intended as a caution against spending too much effort analyzing 
complex cases, when there aren't enough data and experience to make 
the exercise worthwhile. 

These last three chapters discussed the situation assessment and 
course-of-action decisions that people make in naturalistic settings. 
We have examined the outputs of the decisions, the functions served 
by the decisions, and the specific strategies used to make diagnostic 
and CoA decisions. This chapter also covered singular versus 
comparative CoA strategies. By this point, you should have a good 
sense of how operators will approach a cognitive task. The next 
question is what can go wrong in a naturalistic setting, that might 
result in a poor decision. 



FACTORS THAT CAN REDUCE THE QUALITY OF 
DECISIONS 

Now we must examine the question of why good people make poor 
decisions. David Woods (1990) has argued that the field of human 
factors has shown designers how to eliminate slips and confusions in 
the use of control panels. According to Woods, the remaining 
challenge is to attack the cognitive errors so that designs can reduce 
the rate of inadequate decisions. These errors can arise for several 
reasons. Simple, mechanical equipment has become more complex 
with the introduction of computer technology, e.g., televisions and 
telephones. Additionally, computer technology allows operators to 
control more complex tasks, so the decision requirements are more 
severe.   We are still learning how to satisfy these requirements. 

There is ample evidence of poor decision making all around us. 
People select the wrong options, make errors, and show poor 
judgments despite training, careful design of equipment, alarms, and 
warnings. Michael Doherty (1993) has asked whether the NDM 
approach will ever be able to explain how people make bad decisions, 
since the field research and naturalistic observation methods are used 
to describe events, and not to evaluate the quality of the decisions. 

On the other side, there are researchers and professionals warning 
us not to be too quick to attribute every system failure to a decision 
error.34 Baruch Fischhoff35 cites the example of an investigation 
into an airliner that crashed. The crash seemed to be caused by a 
mechanical problem. But after two weeks, the investigators were able 
to show that there was a way in which the pilot might have recovered 
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control. While they didn't list the cause as entirely due to human 
error, the report pointed to human error as one of the contributing 
factors. Fischhoff wondered how the investigators could have 
expected the pilot to find a solution during an emergency, when it took 
them two weeks of calm deliberation. 

Jens Rasmussen36 has been more emphatic on the difficulties of 
attributing errors. Once it is clear that something has gone wrong, the 
causal chains spread backwards to the operators, the people who 
trained the operators, the people who prepared the training program, 
the personnel selection staff, the human resources staff, the system 
being operated, the people who designed the system, the staff who 
maintained the system, the organization that set up incentives, safety 
standards, and so forth. Depending on where one sets the stopping 
rules, this chain of blame can continue indefinitely. From this 
perspective, it makes little sense to Rasmussen to conclude that an 
accident was caused by operator error. And it makes little sense to try 
to trace errors to the decision strategies used by the operators. 
Rasmussen also argues that we have become too fixated on eliminating 
errors. He claims that errors are inevitable as operators test the 
boundaries of a system. Such boundary testing builds expertise. 
Catastrophic failures can arise when operators are prevented from 
testing the boundaries, so that when unexpected breakdowns occur the 
operators lack the skill to respond. Rasmussen's suggestion is to put 
more energy into building robust systems that recover easily, and to 
build displays that show the operator the dynamics of the incident, 
rather than trying to build error-proof systems. 

In this chapter, we will examine some of the ways NDM strategies 
can fail. But, siding with Fischhoff and with Rasmussen, we believe 
that poor outcomes do not mean there was poor decision making. It 
would be dramatic to announce some new reasoning failures that are 
tied to NDM strategies, but none have emerged thus far. 

CAUSES OF ERROR IN NATURALISTIC DECISIONS 

A review of decision errors that were committed during actual 
incidents by firefighters, commercial airline pilots, and intensive care 
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unit nurses37 found that the most common cause was simply the lack 
of experience. The data had been collected as retrospective protocol 
analyses, in which people described nonroutine and challenging events. 
The database consisted of approximately 450 decision points studied. 
The decision makers acknowledged 25 cases where they had made the 
wrong choice, so the error identification was from individual 
admission. In case after case, the decision makers could say what 
they should have done, given the information available. But when 
asked why they hadn't made the right choice, the informants shook 
their heads and described a key relationship they hadn't understood, 
or a causal factor they hadn't appreciated. A total of 21 out of the 25 
errors could be accounted for by lack of experience. 

Example 6.1 Error attributed to lack of experience: The 
importance of roof construction in conducting firefighting 
operations 

A relatively new fireground commander inspected a building 
that was on fire, and judged the fire to be controllable. Soon 
after, the roof became unstable, and the job became more 
difficult. The commander had not realized that the building 
used balloon construction which is economical and stable, but 
is vulnerable to damage to the supports. A relatively small fire 
compromised the stability of the entire structure. In 
retrospect, he said he should have noted that the building used 
balloon construction, and called in a second alarm right away, 
when there was a chance to save the supporting struts. After 
that event, the commander was careful to identify the type of 
building construction when called out to fires. 

Example 6.2 Error attributed to lack of experience: 
Understanding the dynamics of a commercial airline cockpit 

This incident comes from a study of commercial aircrews 
responding to malfunctions during a simulated flight.38 There 
was a malfunction resulting in decreased oil pressure. The oil 
pressure dropped just above the point where the engine would 
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need to be shut down. The flight engineer decided not to shut 
down the engine, but to reduce power. The reduction in 
power cut back on the fuel flow. The reduction of fuel flow 
actually raised the temperature of the engine, because the 
flow of fuel helps to cool the engine. The flight engineer had 
been taught about this linkage, but had forgotten about it, and 
noticed that temperature was rising for an engine unit already 
having oil pressure problems. He decided to turn the engine 
off to prevent further damage. So, the engineer caused the 
extra symptom (high temperature) by his own action (reduced 
fuel flow) and then interpreted the symptom as a sign of an 
impending oil system failure. The problem seemed to be in the 
flight engineer's limited experience base that left him unable 
to make a connection to facts he had been given during 
training. 

These two examples show poor decisions that were not caused by 
faulty logic or carelessness or information processing limits or biases, 
but simply by gaps in the decision maker's knowledge and experience. 
Because of these gaps, the decision makers did not see implications 
and relationships that would be clear to them in the future. 

It should not surprise us that the most frequent problem was lack 
of experience. The NDM approach is about the use of experience. 
Strategies such as the RPD model are simple. The power of the 
strategy is not in the steps. It is in the fact that the strategy enables 
decision makers to use their experience. Operations researchers could 
easily simulate the RPD strategy, but that would accomplish little. 
The hard part would be to simulate the experience base of the skilled 
decision makers. 

The review of instances of errors turned up a few other sources of 
error, but their frequencies were much lower and they overlapped the 
category of errors due to inexperience. In several cases, the person 
failed to acquire necessary information, either due to inexperience or 
to workload. The significance of the information usually became clear 
in retrospect. Another problem was being misled by an analogous 
case.   Here, the decision makers missed some important differences, 
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essentially because they lacked the experience to understand why a 
prior case was a poor analogue. Of the 21 errors traced to lack of 
experience, seven involved misuse of analogies. 

Table 6 shows potential weaknesses in NDM strategies linked to 
the three primary forms of inference used in NDM—feature matching, 
analogical reasoning, and mental simulation. 

• For feature matching, the possible mistakes are using the wrong 
features, or using inappropriate weights for features. These do not 
appear to be reasoning errors (e.g., logical fallacies), but limitations 
in experience. 

• For analogical reasoning, the possible mistakes are selecting the 
wrong analogues, or making the wrong adjustments in adapting the 
analogues to fit the current case. Again, these are more related to 
inexperience than to reasoning errors. 

• For mental simulation, there are several possible mistakes.39 

One problem is to build an inadequate simulation, due to lack of 
experience or lack of time. Another of these problems is to hold on 
to a mental simulation even when it is contradicted by experience, by 
explaining away the inconsistent data.** Marvin Cohen (1991) has 
argued that it makes sense to explain away some apparent 
inconsistencies, but when the weight of inconsistencies starts adding 
up, and the amount of explaining away becomes too great, the decision 
maker must be able to abandon the explanation. However, if the 
decision maker is not keeping track of how many ways the simulation 
has been patched up, he or she might fail to notice that the simulation 
has been running into trouble. 

In reviewing these weaknesses in NDM strategies, all of them 
seem obvious and straightforward. There are no critical breakdowns 
in reasoning, no obvious thinking disabilities. The most general 
problem is that decision makers sometimes lack the experience to 
handle nonroutine incidents, but this finding doesn't give designers 
guidance for helping decision makers in the same way designers have 
learned to reduce motor slips by giving switches different shapes. 
Suggestions have been made to provide supplemental information on 
the display, to remind the operator of important facts or cue important 
relationships. This type of aid can do more harm than good. It 
clutters up the display, and it irritates experienced operators who don't 
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Table 6.   Limitations in the use of naturalistic reasoning strategies. 

Feature matching Using the wrong features 

Weighting the features incorrectly 

Analogical reasoning Selecting the wrong analogues 

Adjusting the analogues incorrectly 

Mental simulation Building an inadequate mental simulation 

Failing to reject an inaccurate mental 
simulation 

De Minimus 

Fixation 
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need the extra information. A potential fix is then to try to build an 
adaptive interface that would sense the operator's skill level and 
mission need, and present the information only when appropriate. 
Currently, adaptive interfaces have not been successful. Expert 
systems technology struggles with simple domains, and is not capable 
of reliably reading the mind of the operator. 

As designers team to identify critical decisions, and learn to 
anticipate how a decision maker will be drawing on information and 
comparing different trends, the system design should improve by 
reducing memory strain and workload, and error rates should go 
down. The improvements should come from using decision 
requirements to support cognitive systems engineering. 

Heuristics and Biases 

In looking for sources of decision errors, one important line of 
research is the attempt by Kahneman, Slovic, and Tversky41 to 
identify the reasoning heuristics people use. In addition to illuminating 
the process of thinking, this inquiry can also show us where the 
heuristics commonly fail. Look at it this way; an algorithm is a 
procedure designed to churn out a correct answer to a problem. 
Algorithms may be slow, tedious, and inefficient. Heuristics are 
short-cuts for arriving at answers without going through all the steps 
of an algorithm. But they don't guarantee a correct answer. They 
work most of the time, which is why people use them. Sometimes, 
the heuristics fail and lead the decision maker in the wrong direction. 
So they act as biases. The efficiency of a heuristic for restricting 
search is also a bias that prevents the decision maker from noticing 
certain types of cues. According to the logic of this approach, if we 
can find out where heuristics don't work, we can figure out ways to 
design systems to alert the operators that their biases are getting them 
into trouble. 

Andrew Sage (1981) has carefully reviewed the decision 
heuristics/biases studied and identified approximately 25 different 
types. A few common examples are availability (classifying a 
situation  according   to   a   category   that   is   readily   remembered), 
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representativeness (stereotyping a situation), anchoring and adjustment 
(starting a diagnosis by classifying the situation in a certain way, and 
then making small adjustments to the estimate with each new piece of 
information, rather than re-classifying the situation), and confirmation 
(seeking information that confirms a hypothesis rather than looking for 
information that might reject it). Each of these heuristics is valuable, 
to guide memory search and classification and appraisal. And each 
heuristic can result in the wrong answer, under certain conditions. 

The heuristics/biases research seems to have clear implications for 
helping people make better decisions. Russo and Shoemaker (1989) 
have written a book Decision Traps, describing how common 
heuristics/biases can lead business executives astray. Russo and 
Shoemaker also present antidotes for the heuristics/biases.42 

Zachary, Zaklad, Hicinbotham, Ryder, Purcell, and Wherry (1991) 
have discussed the importance of designing systems and interfaces that 
can protect the operators from decision biases. 

Unfortunately, the heuristics/biases approach has not been very 
useful when it comes to practical applications. Lopes43 has explained 
that the experiments used to demonstrate a heuristic had to be so 
designed that if subjects were using the heuristic they would get the 
wrong answer to a formal problem. This procedure made the 
demonstration more convincing; it showed that subjects used the 
heuristic even when it misled them. But because all these studies of 
heuristics kept showing subjects making errors, they conveyed a 
general impression of people as flawed decision makers. Many 
researchers saw the opportunity to improve decision quality by helping 
people avoid the biases. 

What researchers didn't ask was how likely these heuristics/biases 
are to result in poor outcomes. The answer seems to be that the 
biases aren't worth worrying about. Christensen-Szalanski (1986) 
found that in medical diagnosis of pneumonia, there was a bias in 
estimation but it had little impact. A given practitioner might miss one 
case in a year, and that miss would be corrected when the patient 
failed to improve. Shanteau (1989) has concluded that experienced 
accountants don't show the common biases, and that as people gain 
experience in a field, the likelihood of decision biases diminishes, so 
these biases do not seem to be built in to the way people make 
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decisions. Fraser, Smith, and Smith (1990) have found little evidence 
for the various biases in naturalistic settings. In studying the 
confirmation bias, Klayman and Ha (1987) found that there were 
situations in which confirmation seeking was a reasonable strategy. 
Gigerenzer, Hell, and Blank (1988) showed that certain evidence for 
biases might be artifacts of the experimental design. For example, 
Tversky and Kahneman (1983) asked subjects to estimate probabilities, 
and rigged the experiment so that if subjects used representativeness, 
they would arrive at the wrong answer. Gigerenzer et al. speculated 
that the subjects suspected the experiment was rigged, so they didn't 
bother estimating probabilities. When Gigerenzer went to the trouble 
of showing pieces of paper being drawn randomly, the subjects used 
probabilities, and the representativeness bias diminished. Gigerenzer 
and Murray" and Cohen43 have presented theoretical analyses 
criticizing the decision biases concept. 

In summary, the decision biases approach does not seem to be 
useful for design engineers as a source of guidance in reducing errors. 
Why bring it up in this report? Because the body of work on 
heuristics and biases is very well known, and its omission would have 
bothered some readers. And because the paradigm, having generated 
so much research, might yet demonstrate applied implications. 

Stress and Decision Making 

One of the features of naturalistic settings is the presence of acute 
stressors46 that are sudden, unexpected, and of short duration. Acute 
stressors include: 

• time pressure 
• ambiguity 
• noise 
• threat 
• impending failure 
• public scrutiny of performance 
• high workload 
These conditions make it difficult to carry out many analytical 

strategies, and may also disrupt decision making in general.47 
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How can acute stressors affect decision making and cognition? 
Table 7 presents some possible mechanisms, seven possible ways in 
which different acute stressors can have an impact on decision 
processes, either by changing the internal cognitive resources, or 
changing the criteria for using different strategies. Some of these 
mechanisms are specific to a single stressor, but most are possible 
reactions to a wide variety of acute stressors. Noise can interfere with 
inner speech, making it hard for people to think to themselves. Threat 
can set up a secondary task that distracts people from the primary 
task. For example, physiological symptoms such as shortness of 
breath and trembling can require a secondary task to manage the 
symptoms. Increased self-monitoring, to see how you are holding up 
under the threat, also is a secondary, distracting task. Further, people 
under stress may be less able to use working memory, if only because 
of the secondary tasks to be handled. Narrowed attention can affect 
decision making. A number of studies have shown that people under 
stress examine fewer cues, perhaps because there is not sufficient 
time, or because the stressor interferes with attention* Hammond 
(1990) has suggested that the narrowed attention may be an effective 
means of focusing attention on the most important cues. 

There are additional reactions to acute stress, and some of them 
may be adaptive under the circumstances. These are the last four 
entries in Table 7. 

Finally, the nature of the task may create pressures to increase 
speed at the cost of accuracy, or vice versa, so criteria will shift. 

Under stress, people may rely on simpler strategies for selecting 
CoAs. Payne, Bettman, and Johnson (1988) found that, under time 
pressure, it was more effective to shift to simple, noncompensatory 
strategies than to persist in using analytical compensatory strategies. 
And, of course, the singular evaluation strategies described earlier can 
be used with much less time and effort than the comparative evaluation 
strategies. 

Preferences can shift, as people become more conservative 
(Edland, 1989). This shift towards conservatism may be reasonable, 
given the reduced capability for adjusting and improvising. People 
under stress may show greater rigidity, and fixate on their initial 
situation assessment even  in the face of contrary evidence.49 Even 
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Table 7.    Some ways in which acute stressors can affect decision 
making. 

Interference with inner speech 

Secondary distracting task 

Increased self-monitoring 

Reduced efficiency of working memory 

Narrowed attention 

Speed/accuracy tradeoff 

Use of simpler decision strategies 

Conservatism 

Fixation 
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this tendency may be adaptive, because a person may become confused 
from entertaining different hypotheses when placed in a distracting 
environment. 

The list of stress effects presented in Table 7 constitutes one of the 
motivations for research into NDM. Even for tasks where 
quantitative, analytical decision strategies are appropriate, these stress 
effects will make it difficult if not impossible to carry out such 
strategies. It seems reasonable for people to use the simpler, singular 
evaluation strategies, and to use experience in sizing up situations to 
avoid option comparison altogether. 

Moreover, the simpler, naturalistic strategies such as recognition- 
primed decisions, do not necessarily result in poor decisions. In many 
studies, high levels of acute stress did not disrupt decision quality and 
sometimes even increased decision quality.30 

You can use the effects listed in Table 7 as a checklist to help 
imagine how the tasks and sub-tasks will feel under operational 
conditions. An interface that makes sense back in the office may not 
work so well in the field. Interfaces that do not reflect these 
constraints can make it difficult for operators to perform their jobs, 
usually at the most critical moments. 

Example 6.3 Ignoring time pressure:  JSTARS 
Returning to the earlier discussion of the self-defense suite 

of the JSTARS aircraft, you will recall that the interface was 
built using a menu structure that was generally two to five 
levels deep, and at one point, 19 levels deep. This was 
unacceptably cumbersome, because one of the most critical 
decisions was whether to continue the mission or break it off 
because of a threat. This decision was going to be made 
under extreme time pressure and required an interface design 
that was more efficient than a menu structure, especially one 
with successive levels. 

Had the decision requirements been carefully mapped out 
in advance for the self-defense suite, it might have been 
possible to anticipate that the interface design needed to be 
improved.   In fact, it should have been possible, during the 
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conceptual phase, to anticipate the type of strategy that the 
operator would be using. The CoA decision was going to be 
less important than the situation assessment decision. That 
is because the CoAs were fairly limited, and followed directly 
from the interpretation of level of vulnerability. The situation 
assessment decision would be to determine when the threat 
became too great to ignore. Because the self-defense suite 
operator was working as a team with the pilot and the mission 
commander, the self-defense suite operator was not 
necessarily going to make the situation assessment decision, 
but was going to keep the others informed as the situation 
deteriorated. 

The difficulties in designing the JSTARS self-defense suite 
cannot be attributed to the system designer alone. The DoD 
personnel played their own role. They identified AWACS as 
the analog aircraft, because AWACS also flies a surveillance 
as well as a commandandcontrol mission. However, AWACS 
is concerned with the air picture, whereas JSTARS is designed 
to convey the ground picture. AWACS flies well behind the 
battle lines, whereas JSTARS needs to fly closer to the battle 
lines. A WACS has dedicated CAP, whereas JSTARS relies on 
AWACS to provide CAP support. AWACS was a useful 
analogue in some ways, but was a misleading analogue in 
other ways for the self-defense suite of JSTARS. The fact 
that AWACS seemed safe against attack was used as 
evidence that JSTARS would also be safe, and didn't have 
severe self-defense needs. Some people familiar with the 
JSTARS project did worry that the airplane was such an easy 
target it would be continually breaking off its orbit, and 
therefore would be unable to perform its mission, but this was 
a minority opinion. 

During interviews, DoD design personnel, when asked 
about the high workload facing the self-defense suite operator, 
argued that there would be plenty of help. On board the 
AWACS, there are several Air Surveillance Officers and 
Technicians who have radar scopes scanning different sectors 
of the  sky.      It  was argued  that  on  JSTARS,   all  these 
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surveillance personnel would be able to provide useful 
information, just as they did aboard AWACS. What was 
missed was that in A WACS, the Air Surveillance personnel are 
all looking at the sky, trying to pinpoint the locations of enemy 
and friendly aircraft, whereas in JSTARS, all the surveillance 
radars would be directed at the ground, and would be 
oblivious to the air picture. This shows how captivating and 
misleading the AWACS was as an analogue to the JSTARS 
self-defense suite. 

It is critical for those in the early phases of the acquisition cycle to 
closely examine the differences between those systems they have 
identified as representative "predecessor" systems and the system they 
are proposing to be developed, to determine the likely implications of 
the differences between them. 

The JSTARS example shows how time pressure needed to be 
considered as a stressor in designing the subsystem and interface for 
self-defense. 

The next example has been widely cited as showing the effect of 
stress on decision making, but the problem may have had more to do 
with the interface than the decision processes. 

The Vincennes shoot-down is an interesting case to examine, 
because with hindsight we can say that the wrong decision was made; 
it contains elements of stress (personal and professional risk, time 
pressure, noise, ambiguity, high workload, and public scrutiny of 
performance), and it has been cited as a demonstration of decision 
bias. In addition, the interface design has also been blamed for the 
difficulties the crew members had. 

Example 6.4    An uninformative interface:    The  Vincennes 
shoot-down 

On 3 July 1988, the USS Vincennes, an AEGIS cruiser, 
mistakenly shot down an Iranian Airbus, killing all of the 290 
passengers. The Navy issued the Fogarty report, the official 
account of the incident.   The Fogarty report identified stress 
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as a contributing factor to the mistaken decision to fire 
missiles at the Airbus, and also pointed out that the AEGIS 
displays contributed to the problem. Several behavioral 
scientists," in testifying before a House subcommittee, 
attributed the mistake to decision biases. 

The Vincennes incident has been the focus of many 
articles, and at least one book (Rogers and Rogers. 1992). 
Four years after the episode, interest was still sufficiently high 
to justify a Newsweek (1992) cover story. The incident also 
generated a major research program by the Navy: Tactical 
Decision Making Under Stress (TADMUS) to learn how to 
avoid future decision errors through better interface design, 
decision support systems, and training. 

The background of the incident is that the Vincennes was 
part of a U.S. effort to keep the Persian Gulf safe for 
commercial shipping during the Iran-Iraq war. It had been 
harassed by Iranian F-4s several months earlier while carrying 
out a routine escort mission (see Example 3.1). Iranian F- 14s 
had been shifted down to the Bandar Abbas airport (which 
was used for military and commercial purposes) two weeks 
earlier. In addition, there had been a recent incident in which 
an Iranian F-14 had flown towards a U.S. cruiser, had been 
warned, and had broken off and another incident where a U.S. 
Navy ship had to fire missiles at an Iranian F-4 that kept 
approaching it despite radio warnings. There were also 
instances in which Iranian F-4s had flown j'ust underneath 
commercial airliners, for concealment. And intelligence reports 
indicated an Iranian action during the 4 July weekend. 

The details of the incident are: 
• On the morning of 3 July, 13 Iranian gunboats had 

surrounded and attacked the USS Elmer Montgomery. 
• The USS Vincennes had gone to the rescue of the 

Montgomery. 
• The Vincennes had sent a helicopter over to the 

Montgomery for surveillance and support, and the gunboats 
had fired on the helicopter. 
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• When the Vincennes came into the area, it was also 
attacked by the gunboats. 

• During the battle with the gunboats, the Iranian Airbus 
took off from Bandar Abbas airport. 

• The Vincennes identified the aircraft as Unknown, 
Presumed Enemy because it took off from an Iranian airport 
used by military as well as commercial aircraft. 

• The Vincennes received unconfirmed information that the 
aircraft was possibly an F-14. 

• The Vincennes, fearful that an Iranian fighter was 
entering into the battle, attempted to warn off the aircraft 
using commercial and military radio frequencies, to no effect. 

• The Vincennes determined that the aircraft was starting 
to descend towards it. 

• The commander of the Vincennes ordered that the 
aircraft be engaged by missiles. 

One interpretation" is that the crew of the Combat 
Information Center of the Vincennes showed expectancy bias 
in judging the altitude change. In fact, the Airbus never 
descended towards the Vincennes. It continued to climb 
during the entire episode. The AEGIS data files confirm that 
the Airbus never descended. The crew of a nearby U. S. Navy 
ship saw only a steady ascent; they were not deceived. Yet 
several of the crew members on the Vincennes announced 
that the Airbus was descending, and no one contradicted this 
assessment even though the actual data were available at 
each work station. The decision bias hypothesis is that 
everything that preceded the incident had prepared the 
Vincennes' crew to be attacked. They were expecting an 
attack from Iran. And so the crew members distorted the 
altitude data to conform with expectations. They saw what 
would have happened if a fighter actually was diving towards 
their ship. According to this hypothesis, decision makers are 
prone to such distortion, particularly under stress, so it comes 
as no surprise. Here, at last, is a smoking gun showing where 
biases can lead. 
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The expectancy bias interpretation is dramatic but is not 
supported by the data. The altitude data in the Vincennes are 
presented as a four-digit alphanumeric readout on a side 
display, called the Character Read Out (CRO), not the primary 
graphic display boards. Worse than that, the CRO is filled 
with alphanumeric data for track number, speed, heading, and 
so forth. Worse yet, the CRO doesn't display trends, and 
neither does the primary display. The crew members have to 
study the digital read-out for several seconds, allowing for air 
pockets and system cycle time, before they can perceive 
trends. By some estimates, it takes 5-10 seconds of staring 
at the CRO to see a trend. Noise (coming in on separate 
channels for each ear, plus speakers in the Combat 
Information Center itself) adds further distraction to this task 
of trying to remember previous digital readings to infer trends. 

There are other possibilities as well. The crew member 
who announced a decreasing altitude may have confused 
altitude with the range data, which were decreasing. Another 
explanation is that the error was due to a change in the track 
number. The Vincennes gave the unknown aircraft the track 
number 4474, but the system changed that to 4131, which 
had been used by another Navy ship. There is speculation 
that the crew members, by mistake, punched in the original 
track number to get information. Unfortunately, the track 
number 4131 had been reassigned to another airplane in the 
general vicinity, an airplane that actually was descending at 
the time. If this is true, then the crew members on the 
Vincennes read the trend accurately, but were looking at data 
for another airplane." 

In short, the hypothesis that expectancy bias was to blame 
is highly speculative. There are more obvious problems, 
particularly the design of the interface. Under these 
circumstances, the Vincennes needed an interface that 
showed altitude trends. It might have been helpful if the 
commander and crew could have seen changes in trends, to 
note if/when the unknown aircraft suddenly altered its climb. 
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The designers of the interface had envisioned a different 
mission. The AEGIS cruisers were developed to help the U. S. 
Navy counter large-scale attacks on the open seas. They are 
built to track and engage a large number of targets 
simultaneously, under conditions of declared war in which any 
track that was not identified as a friend was considered to be 
an adversary. AEGIS cruisers are not built to patrol coastal 
waters, or to figure out the identity and intentions of unknown 
tracks. So the AEGIS cruiser was not a perfect choice to be 
in the Gulf, on a mission of deconfliction. Yet it was the best 
ship in the Navy to defend against the silkworm missiles that 
Iran had recently obtained from China. So there was a 
tradeoff of defense capability versus sensor display capability. 
Only with the benefit of hindsight does the tradeoff seem 
wrong, and even then we haven't factored in the incidents and 
attacks that the AEGIS cruisers may have prevented. 

The decision strategy the Vincennes' commander was 
using was probably constructing a mental simulation to make 
a diagnosis." The cues were all consistent with a hostile 
aircraft: there was the Identify Friend or Foe indication of an 
F-14 (which probably came from an Iranian military airplane at 
Bandar Abbas while the Airbus was climbing after takeoff), the 
failure to heed radio warnings, the failure to fly straight down 
the center line of the air corridor (as virtually all airliners did), 
the timing of the takeoff during the battle with gunboats and 
not in accordance with flight schedules (the Airbus took off 27 
minutes late), and finally, the descent.   Everything fit. 

In contrast, the story that the track was a commercial 
airliner ran into difficulties. Why would it ignore the radio 
warnings? Why would it deviate from the center line? Why 
would the Air Traffic Controllers send it directly into a surface 
battle? Why would it descend when it reached the 
Vincennes? It is hard to build a story that explains these, and 
so the hypothesis that the track was a commercial airliner was 
rejected, without much difficulty. Some of these questions 
still aren't answered. 
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The Vincennes incident does not seem the result of expectancy 
bias. Even if the altitude trend had been accurately perceived, it is 
likely that the Airbus would have been shot down, because it continued 
to close on the Vincennes, ignoring radio warnings, and because a 
hostile fighter might have continued its climb until it was inside the 
engagement zone where the Vincennes defenses could operate. 

The Vincennes incident may not even be attributable to time 
pressure. Extra time would have helped the crew gather more 
information, but given the information available at each point along the 
way, the commander and crew may have elected to do the same things 
even if they had more time. So, the real need was not for more time, 
but for more information or, at the very least, information that was 
better displayed to let the crew perceive what the Airbus was doing. 

At this point in the report, we have surveyed the Naturalistic 
Decision Making approach, noting the characteristics of environments 
that are of interest, sketching out the nature of the decision strategies 
that would be used in naturalistic settings, for both diagnostic decisions 
and CoA decisions, and examining the factors such as stress that might 
affect decision making. The Vincennes incident describes an 
operational environment in which many of these factors came together. 

What are the design implications of NDM? If you are able to 
consider the diagnostic and CoA decisions that operators of a system 
will make, how will that change your approach towards development? 
That is the topic of Chapter 7. 



APPLICATION OF NATURALISTIC DECISION MAKING 
TO DESIGN TASKS 

To illustrate the concepts of NDM, this chapter presents some ideas 
about how it might be applied for different tasks: diagnosing a 
situation and controlling a reaction. 

DIAGNOSING A SITUATION 

Diagnosis is important in many domains, such as: 
• Medical diagnosis 
• Troubleshooting a piece of equipment 
• Accident investigation 
Let us choose one domain to examine—the control room of a 

petrochemical plant, facing the task of figuring out what is happening 
in one of the processing tanks. This decision is about a course of 
action (whether to shut down the process), but it primarily is a 
diagnostic decision to understand why the problem has arisen. Is it a 
faulty gauge? Is it a minor impurity in the mix that will pass quickly? 
Is it an error in the feed, so that the mixture rate is too volatile? Once 
the diagnosis is made, the CoA will become clear. 

This diagnosis decision fits within the parameters of NDM, as 
presented in Table 2. 

• Time pressure is great, because the decision may have to be 
made within a few minutes of discovering the problem. 

74 
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• The goals are not entirely well defined. Of course, the overall 
goal is to understand what is causing the problem and to take 
corrective action. This is a loose but sufficient definition. However, 
the sub-goals are not well defined because they are not yet known. It 
is during situation assessment that some of these will become clear. 
Experts would disagree about what is the correct course of action. 
Factors involved are the severity of the problem, the skill of the 
operator, and even the quality of the equipment, because that affects 
the amount of pressure the pipes and valves can withstand, which in 
turn can be a function of the competence of the maintenance crew in 
spotting defects. 

• Goals shift during the incident. First is to minimize the 
problem, then to safely and quickly shut down a tank, and then to 
rapidly shut down the plant, and even to evacuate the area. 

• Ambiguity is present. The readings from different gauges aren't 
always reliable, and some gauges may cease to work. Or else 
temperature gauges may be unreliable in certain ranges. Because 
temperature gauges are located along the walls of the tank, the 
operator won't know what is happening in the center. Or, the 
operator may not know where different chemicals have moved during 
the cycle, so that a temperature that is acceptable for one chemical 
might be alarming if a different chemical has moved to that area. 

• Experience is critical, and the cost of training and retaining 
experienced operators and supervisors can be a fraction of the cost of 
an accident, or of repeatedly shutting down the plant. 

• This is a team decision, involving the supervisor, the operator 
in charge of the tank, and the workers out in the field who have been 
directed to open and close different valves. 

• Organizational precedents are important, showing the conditions 
under which shut-downs were rewarded and punished. 

• Stress is obviously present and there are other, higher-level 
goals to consider (e.g., preserving safety records, loss of credibility 
from a false alarm). 

• The procedures for diagnosing malfunctions are poorly specified. 
• The risks are high, because shutting down the reaction is 

expensive in terms of lost production, and because the cooling down 

80 



Application of Naturalistic Decision Making to Design Tasks 81 

of the asphalt lets it harden so that it has to be chipped out of the pipes 
and valves. Failing to shut the reaction down can result in a fire or 
explosion. 

According to the NDM framework, there are several strategies for 
inferring a diagnosis. One is feature matching, which is certainly 
useful for the alarms, and even for developing a rule-based system to 
suggest diagnoses. However, the diagnosis problem isn't well suited 
to intelligent technology. The time course is so rapid that the 
operators would not be able to enter data into the expert system and 
be able to recover if the system could not provide a diagnosis. 
Moreover, expertise is needed to accurately enter the data, and 
operators with this level of expertise would probably be better off 
using their own judgment. The operators might be able to make better 
use of a RPD support system, such as Noble's, which would collect 
and interpret data to show which hypothesis is more in line with the 
actual events. 

A case-based reasoning support system might be helpful, for 
calling up similar incidents so that the operator could map the current 
trends against those seen in the past. 

In trying to diagnose the problem, operators usually are attempting 
to construct a mental simulation of what must be going on inside the 
tanks. They are trying to build a story, using the observed data, along 
with other knowledge (e.g., "the last batch from that refinery was 
deficient in certain ways," or "that valve has been known to stick"). 
The diagnosis is the story that makes the most sense to them. To help 
them build this story, an interface might do the following: 

• make it easy to refer to the history of the event, so they can 
review the time course, and trace back if one event occurred before 
another. 

• show when different control actions were made, because a 
frequent source of confusion is to misinterpret control actions as 
additional symptoms of the accident. 

• make it easy to directly compare different trends. Too many 
interfaces force the operators to flip back and forth between different 
screens to make the necessary comparisons. 

• help operators construct different stories, so they don't get 
locked into one because of memory limitations. 
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• help the operators construct and keep track of stories involving 
more than one malfunction, because multiple failures create the most 
confusing sets of symptoms. 

• allow operators to notice when they have been making too many 
patches to repair a story. According to Cohen (1991), it is reasonable 
to fix a story to take some contradictory evidence into account. (E.g., 
If my story is true, why would that pressure be so low? Maybe the 
gauge failed.). But when you need to make too many repairs to the 
story, it is time to find a new explanation. Cohen argues that, under 
stress, people may lose track of how many deviations they have 
explained away. This has also been called the garden path 
problem,55 because you keep going down the same path, fooling 
yourself that it is the right one. Displays that help an operator notice 
all the discrepancies may signal that it is time to look for a new path, 
a new story. 

Note that these suggestions are not to push beyond the state of the 
art, to develop new concepts in Artificial Intelligence. Rather, the 
intent is to find ways to display the time course of the event so that the 
operators themselves can quickly construct and evaluate stories in 
arriving at a diagnosis. 

The foregoing discussion illustrates ways you can support 
diagnostic decision making. These methods have relevance to other 
diagnostic tasks. For instance, Politser (1989) has studied the decision 
requirements for specific types of medical diagnosis. The standard 
display formats for test data were making it difficult for physicians to 
see certain relationships, but it was easy to design improved display 
formats. Turning to accident recovery, Rasmussen (1985) has 
examined the implications of NDM for nuclear power plants, showing 
how these large-scale systems have relied on a "defense in depth," to 
do everything possible to avoid accidents, and consequently have made 
the job of diagnosis even more difficult because the operator will need 
to troubleshoot the accident prevention system along with the plant 
itself, to untangle the pattern of alarms. 
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CONTROLLING A SITUATION 

Control is important in many domains such as: 
• Medical treatment 
• Accident recovery 
• Air Traffic Control 
Let us continue with the example of the control room of the 

petrochemical plant. Once the diagnosis was made, the operator may 
have decided to shut down the plant. Now it is ready to start up 
again. The more quickly it can get back on line, the better. In a 
large plant, the operator may need several days to get certain 
processes going. The difference between a rapid startup and a slow 
one can amount to hundreds of thousands of dollars. But the more 
quickly the operator starts up the process, the greater the chance of 
having another problem. 

During the startup, the operator will be faced with many CoA 
decisions, such as when to start certain processes, and which feeds to 
use. The operator may even have to decide what product to make, 
because the impurity of a given chemical may mean it is unsuited for 
certain purposes. How much heat and pressure the operator feels is 
safe can determine what may be done. 

Again, these decisions fit within the parameters of NDM in Table 
2. 

• The risks are high, because a slow startup is expensive, and an 
aborted startup is even more expensive. 

• Time pressure is great, because the process has to be controlled 
on line. 

• The goals are fairly well defined, but there can be disagreements 
over the correct course of action just as with the diagnostic decision. 
The judgment of what is a correct CoA depends on the severity of the 
problem, the operator's skill, the quality of the equipment, the hazards 
posed by an accident, and so on. 

• Goals may shift during the startup, from getting the process 
going, to trying to make a high quality product, to admitting that the 
current batch will be discarded. 

• Ambiguity is present, in the form of instrument reliability and 
the absence of data at critical points. 



84 NDM - Implications for Design 

• Experience is critical, because operators may have few chances 
to control a startup process. 

• This is a team decision, involving the supervisor, the operator 
in charge of the tank, and the workers out in the field who have been 
directed to open and close different valves. 

• The organizational culture defines which decisions the operator 
can make, and which must be deferred to a higher authority. 

• Stress is present. 
• The startup procedures may seem straightforward, but rely on 

complex relationships between cues so the judgment of when to move 
on to the next step is quite challenging. 

According to NDM research, in making CoA decisions operators 
will not be contrasting different options. Instead, they will be needing 
help in developing and evaluating options. For simple cases, they will 
probably use feature matching to determine whether a CoA satisfies 
certain requirements, but simple cases should not require support. 

We can think of feature matching in another way—as defining the 
critical features that need to be displayed. For example, in several 
cases discussed in this report, operators seemed to need to track 
changes in the rate of change of certain parameters. In the aviation 
incident where the flight engineer was monitoring a fuel loss, a critical 
feature was not just the fuel flow, but changes in the fuel flow for the 
wing tank that was leaking. In the Vincennes shoot-down case, one 
useful piece of information might have been not just altitude trends, 
but indications of changes in the altitude trends. These are second- 
derivative cues, changes in the rate of change, accelerations as well as 
velocities. By identifying the critical features and relationships, and 
making sure they are displayed, we should be able to give the operator 
a much greater level of control. 

Analogical reasoning can be important for generating and 
evaluating CoAs. In some domains, such as system design,5* people 
make extensive use of previous instances to come up with a planned 
course of action. In domains such as manufacturing, people make 
extensive use of analogues to envision how a product will be made, 
and to estimate time and costs. For process control, a case-based 
reasoning system might help an operator review previous startups, 
generating expectancies about trends and relationships that can be 
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matched against the current pattern, to give the operator a basis for 
noticing discrepancies as early as possible. The system can display 
templates that are reconfigured for the conditions under which the 
startup is occurring. 

Mental simulation is needed to anticipate the consequences of a 
CoA. During startup, operators need to imagine what might happen 
if they maintain a certain level of temperature for more than a few 
minutes. Sometimes they need to imagine how a sequence of steps 
will take place, to notice inconsistencies or to detect ways in which 
their plan might be vulnerable. To support mental simulation, 
interfaces might include some forms of predictor displays. For 
planning an approach to start up the system, the operators might find 
it useful to work from a simulation format that lets them see the 
expected sequence of events, and prepare for contingencies. 

This chapter was intended to illustrate some of the ways that NDM 
might enter into the design process. The next question is how to 
collect the data and perform the analyses that let you define decision 
requirements to design a system, interface, or decision support. The 
first seven chapters covered what NDM is, what the naturalistic 
decision strategies are, and how they are relevant to design. For the 
following two chapters, the report takes on a more practical tone. 
Chapter 8 describes methods of Cognitive Task Analysis, to enable 
you to gather information about how an operator performs a cognitive 
task, so you can define decision requirements. Chapter 9 follows up 
with ideas about how to transform decision requirements into design 
concepts. 



8 

COGNITIVE TASK ANALYSIS 

Frequently this report has stated that it is important to understand the 
operator's decision-making strategies and inferences. Chapter 9 
presents a Cognitive Systems Engineering process that can make use 
of decision requirements. But first we must consider what it means 
to understand a person's strategies and inferences. Cognitive Task 
Analysis is the attempt to get inside a person's head, to learn what he 
or she is thinking about in performing a task. Cognitive Task 
Analysis lets you define the decision requirements for a system. This 
chapter describes some of the methods used in Cognitive Task 
Analysis. 

Cognitive Task Analysis tries to describe the way a person 
experiences a task and actually performs it. The objective is to 
determine: 

• the key decisions 
• the cues that enter into the decision 
• distinctions between cues that appear similar 
• the types of inferences involved 
• strategies for making these inferences 
• contextual factors that affect the inferences and decisions 
• categories used to classify situations 
• sources of confusion 
• types of knowledge gained through experience 
Conventional task analyses are carried out to list the steps needed 

to complete a task. A typical task analysis is finished when a 
complete set of steps has been identified, along with the criteria for 
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initiating a step and for judging that the step has been accomplished so 
that the next step can begin. Therefore, the difference is that task 
analysis is directed at the objective performance, whereas Cognitive 
Task Analysis is directed at the psychological processes underlying the 
performance. Task analysis tries to describe the objective signs of 
when to begin and complete a task or sub-task. Cognitive Task 
Analysis is also interested in the subtle cues that may depend on 
context and experience. 

There are many technicians and professionals who claim they are 
just doing conventional task analysis, but have become skilled at 
asking about decisions, inferences, and tricks of the trade. They are 
doing a Cognitive Task Analysis without using that term. What you 
call your data-gathering method is less important than how you carry 
it out. 

The reason for using the new term is that task analysis doesn't 
require the data-gatherer to probe about cognitive processes. And 
many people just carry out task analyses without going deeper than 
they have to. They may not know that they are staying at a shallow 
level, especially if they haven't seen a Cognitive Task Analysis. 
Another advantage of Cognitive Task Analyses is expense. Task 
analyses are straightforward and mechanical, but they are not easy. 
They require much work to collect and organize all the data. In 
contrast, Cognitive Task Analyses do not exhaustively review all facets 
of the task. Instead, they cut to the chase; they go after the critical 
cues and decisions, the things that distinguish experts and novices, or 
spell the difference between success and failure in using a system. 

Basically, a task analysis is an algorithm. It is a sequence of steps 
that, if carried out as described, will lead to a given outcome. Too 
often, the steps are artificial. They may include activities that no one 
performs, that were added for logical consistency. They may miss 
short-cuts that are often necessary, but are hard to describe. 
Therefore, task analyses, as algorithms, may bear little relationship to 
what people are really doing. Designers can get into trouble using 
task analyses, because their systems may force operators to carry out 
sub-tasks that are irrelevant or obsolete. Task analyses seem to 
become increasingly inaccurate as tasks move from the procedural 
level to the cognitive level.  The methods for conducting task analyses 
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were not designed to capture judgments and assessments,  so the 
approach doesn't generate decision requirements. 

Example 8.1 The difference between a task analysis and a 
cognitive task analysis:  Following a recipe for a meal 

A recipe is a task analysis. It lists the ingredients you 
need, and the steps you must follow in preparing a dish. To 
understand what is missing, imagine that you need to cook a 
dish for an organization you belong to that is holding a pot 
luck dinner. Imagine further that you have depended on your 
spouse to do the cooking, but he or she is unavailable at this 
critical time, and that it is important that you do an impressive 
job. And imagine that a friend gives you a recipe for an 
outstanding dish. There is just enough time to get to the 
supermarket, purchase the ingredients, bring them home, cook 
the dish, and get to the pot luck.   You are tempted. 

But think about what the recipe doesn 't tell you. It doesn 't 
tell you how to improvise in case one of the ingredients isn't 
available, so you won't be able to make a substitution. It 
doesn't tell you how to improvise in case one of the 
ingredients is atypical, e.g., drier than usual, or less ripe, so 
you won't know when to add more water, or cook for a longer 
time. It doesn't tell you what a component looks like when it 
is finished cooking, so you won't be able to tell when to take 
it off the stove. It doesn't tell you how to assemble the 
utensils so you may get caught short of pots and have to 
quickly wash one out while something may be burning. It 
doesn't tell you how to adjust in case your cooking utensils 
don't exactly match the ones listed in the recipe. 

All of these types of knowledge are won by experience and 
perceptual learning. They are extremely hard to describe, e.g., how 
to explain to someone when a dish is done cooking. Philosophers call 
them "tacit knowledge,"57 because it may be impossible to articulate 
them, especially if they depend on context.   These are the types of 
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knowledge that make up expertise, and they are the target of Cognitive 
Task Analysis. They are commonly omitted in task analyses. Without 
knowing these essential aspects of performing a task, a promising 
recipe may become a recipe for disaster. 

Cognitive Task Analyses are not intended to replace conventional 
task analyses. It is very helpful to study data-flow diagrams and task 
analyses before performing a Cognitive Task Analysis. When these 
conventional analyses are not available, because of time or expense, 
there are short cuts to learning what the task involves. Cognitive Task 
Analysis methods such as Concept Maps (discussed below) provide 
background information. Another way to prepare for a Cognitive 
Task Analysis is to observe people performing the task, or even trying 
it yourself. 

Frequently, the operators or subject matter experts will be skeptical 
that an outsider can use a Cognitive Task Analysis, because the 
outsider knows so little. What the subject matter experts don't 
appreciate is how much of their own knowledge has become 
automatic, so that they aren't even aware of what they know. Their 
expertise isn't in the form of knowledge such as facts. It is in the 
form of practices, the way they see the job. 

Example 8.2  Cognitive Task Analysis:  Nurses in a Neonatal 
Intensive Care Unit 

Cran da II and Calderwood (1989) used Cognitive Task 
Analysis methods to find out how nurses working with 
microbabies (who weighed only a few pounds) could judge 
when the babies were developing infections and needed 
antibiotics. In many cases, the nurses were able to make 
these judgments before the blood tests showed any problem. 
With babies this small, getting started with antibiotics could be 
the difference for survival. When asked how they did it, the 
nurses couldn't explain. They said their skill was due to 
experience, or intuition, and left it at that.   Using cognitive 
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probes with critical incidents, Crandall and Calderwood 
ferreted out the actual cues, some of which had never 
appeared in the medical or nursing literature. 

At the conclusion of the study, the head of the Neonatal Intensive 
Care Unit requested that Crandall come back to teach these cues to the 
nurses on her staff, even though the data had come from these very 
same nurses. The nurses had not been able to articulate what they 
knew about diagnosing infection, because their skill was in how they 
saw the babies, not in the form of insights. Crandall and Calderwood 
were able to detect the subtle cues, and make them observable by 
others. 

Sometimes, designers don't perform a Cognitive Task Analysis 
because they don't know how. For example, one team of designers 
took on the job of building a simulator. They hired a former operator 
for their team, someone who had worked on an earlier version of the 
equipment. Everyone on the team knew that the equipment had 
changed since then, but they never brought in a current user, because 
they didn't know what to ask. The next section describes some 
approaches they might have taken. 

METHODS FOR PERFORMING COGNITIVE TASK ANALYSIS 

There are a few methods that are in common use.58 Figure 6 
presents four approaches: questionnaire/interviews, critical incidents, 
controlled observation, and analytical methods. 

Interviews and Questionnaires are the standard data-gathering 
techniques used in many disciplines. Interviews can range from 
unstructured to highly structured. Most task analyses use interviews, 
and can build on the questions to probe more about cognitive 
processes. What is unique about Cognitive Task Analysis is that the 
focus of the interviews or questionnaires is on the key decisions, cues, 
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Figure 6.   Concept map showing methods of cognitive task analysis. 
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distinctions, and so forth listed above.    The intent going into the 
interview is to probe about these processes. 

A list of cognitive probes is presented in Table 8. The list includes 
probing for cues, background knowledge, goals, situation assessment, 
options that were available, the basis for choosing among options—if 
that is what the person did—or the possible reasons for not having to 
choose, important experiences, aiding, and hypothetical scenarios. 
Depending on the project, different probes would be used, rather than 
the full set. 

One type of semi-structured interview method is Concept 
Mapping,59 in which the interviewee identifies the primary categories 
in a domain, and describes their relationships. Figure 6 is in the form 
of a concept map, showing the central kernel, Cognitive Task 
Analysis, the four types of Cognitive Task Analysis, and some 
information and methods of each. To perform concept mapping, you 
either ask the subject matter expert to describe the task or work 
environment, adding nodes and linkages, or you have the subject 
matter expert alone draw the concept map. 

A second type of Cognitive Task Analysis shown in Figure 6 is the 
use of critical incidents. Critical incident methods usually consist of 
probing how people performed nonroutine tasks sometime in the past, 
during actual operations. Critical incidents are a very fruitful source 
of information. They are instances in which special expertise is 
needed, so they are opportunities to learn about some of the more 
subtle aspects of expertise. In routine cases, people perform many 
actions without thinking, whereas with novel tasks there is little 
expertise to begin with. Critical incidents fall in-between. There are 
demands on a person's abilities, and they are memorable so a person 
can recall with fair accuracy many details of the event. One critical 
incident probe is the conflict resolution method,60 in which the person 
recounts the incident, and at different points in the episode is asked to 
imagine that the particular outcome had not occurred, and to 
hypothesize what else might have happened, and for what reason. 
This technique challenges the interviewee to come up with exceptions 
and special cases, rather than the stereotyped sequences of causes and 
events. 



94 NDM - Implications for Design 

Table 8.   Cognitive probes. 

Probe Type 

Cues 

Knowledge 

Goals 

Situation Assessment 

Options 

Basis of Choice 

Experience 

Aiding 

Hypotheticals 

Probe Content 

What were you seeing and hearing? 

What information did you use in making 
this decision, and how was it obtained? 

What were your specific goals at the 
time? 

If you had to describe the situation to 
someone else at this point, how would 
you summarize it? 

What other courses of action were 
considered, or were available to you? 

How was this option selected/other 
options rejected? 

What specific training or experience 
was necessary or helpful in making this 
decision? 

If the decision was not the best, what 
training, knowledge, or information 
could have helped? 

If a key feature of the situation has been 
different, what difference would it have 
made in your decision? 
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Another technique is the Critical Decision method.61 Here, the 
person describes a nonroutine event requiring skill, and the interviewer 
goes through four cycles. In the first cycle, the interviewee briefly 
describes the event. In the second cycle, the interviewee pins the 
event to a timeline, as a baseline for checking consistency. In the 
third cycle, the interviewer uses some or all of the cognitive probes 
presented in Table 8, to understand the processes underlying the 
decisions. In the fourth cycle, the interviewee compares his or her 
own performance to that of a novice, pointing out where a novice 
might have misinterpreted events, missed cues, or made other 
mistakes. The Critical Decision method was used to collect the 
incident accounts from which the RPD model was derived. It was also 
the method used in the preceding example of identifying cues for 
infection in microbabies. 

In using cognitive probes to study critical decisions, you might 
want to modify the probes themselves. You could ask about the 
person's goals for that particular case, and contrast these to goals that 
a less-experienced person might have pursued. If a person selected an 
option or CoA without considering others, you could ask which 
options a novice might have considered, and what reasons a novice 
might use in selecting a poor option. 

Controlled observation is another way of performing a Cognitive 
Task Analysis, by studying nonroutine incidents while observing 
performance and even questioning the decision maker during the 
task.62 One approach is to have the person say out loud what he or 
she is thinking; this is referred to as collecting think-aloud protocols. 
Because think-aloud protocols can possibly interfere with performance, 
a variation is to have the person complete the task and then ask what 
went on—this is called retrospective analysis. However, the person 
may forget some details. A third variation is for the person to 
complete the task and then watch a videotape, or some other record of 
performance, and use this as an aid to remembering what had 
happened—this is called a cued retrospective report. Still another 
method is to withhold information needed to perform the task, and see 
what questions the person asks. Another variant is to have a team 
perform the task, to see what the members say to each other, and to 
collect these data less obtrusively than with a think-aloud protocol. 
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With controlled observation techniques you can videotape 
performance, and thereby capture nonverbal actions. Also, the 
technique allows data collection by an observer and also by a 
computer, e.g., an analysis of a sequence of button pressing that might 
be too quick for an observer, can be readily recorded by a 
computer.63 Smith et al.64 performed an excellent example of 
controlled observation in a study of aviation troubleshooting. They 
presented qualified pilots with a written scenario of cues and events, 
and asked the pilots what was wrong with the aircraft. By recording 
the questions that the pilots asked, Smith et al. were able to construct 
scripts that described the way each of the pilots understood the system 
and the malfunction. 

The fourth approach to Cognitive Task Analysis is to use analytical 
methods. These are like little experiments used to pin down the cues 
and dimensions used by subjects. Figure 6 lists three analytical 
methods, the Brunswik/Lens model, Multidimensional Scaling, and the 
Repertory Grid method. The Lens model65 is a way to figure out 
how much a decision maker relies on different sources of data, by 
seeing how the judgments shift as the cues are changed. To do 
Multidimensional Scaling66 you would have a person make large 
numbers of similarity judgments to measure how the person sees the 
relationships between different stimuli. The result is to get a map of 
the different concepts and their relationships. The Repertory Grid 
method67 asks people to tell how two objects are similar to each other 
and different from a third; the answers people give show the types of 
dimensions they use in their situation assessments. 

There are other methods as well, such as field observation, which 
can be used to help fill in each of the four methods shown in Figure 
6. 

When should you use each of these four methods? The interview 
or questionnaire approach is the most general and common method. 
It can be used by itself, or with most of the other methods. One 
problem with using it by itself is that it usually elicits general and 
idealized answers about how to perform a task, rather than cutting 
through to details and contextual nuances. Therefore, it is not so 
productive a method as the others. But in some settings, it is the only 
feasible approach. 
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The critical incident method captures details and context, and 
provides a rich source of data. It seems to work best when the person 
being interviewed has a certain amount of expertise and personal 
experience. You should consider whether the domain allows feedback 
to the decision making. In situations where there is no feedback for 
actions, people may not develop expertise at the task. They also may 
have trouble recalling incidents because, without feedback, there really 
isn't a story to remember. The method also takes time, approximately 
45 minutes to an hour to effectively probe an incident. The critical 
incident approach doesn't work well for tasks that are procedural, such 
as starting an engine, because people usually have trouble 
remembering critical incidents. 

The method of controlled observations is also very useful. The 
advantage it has over the critical incident approaches is in being able 
to control and manipulate key features of a task, and in being able to 
present the same task to different people, e.g., both experts and 
novices. This method also avoids the problem of people being unable 
to recall any incidents because the procedure presents the incidents for 
them to handle. This method has several disadvantages. One is that 
it requires more up-front work to prepare the scenarios. Another 
disadvantage is that it is less likely to uncover new factors than the 
critical incident method, because the researchers building the scenario 
cannot know in advance what to include. Therefore, the method may 
be more useful for confirming hypotheses than for generating new 
ideas. 

The use of analytical methods takes the most work to collect the 
data, and meets with the greatest resistance because the tasks can be 
tedious. Once collected, the data analysis is probably easiest with this 
approach. The analytical methods appeal most strongly to researchers 
who want to collect clean and unambiguous data that can be reported 
and published. The great advantage of these methods is that they do 
not rely on introspection, and so the data are more acceptable to those 
who have little tolerance for the ambiguities inherent in asking people 
to describe their own thought processes. 

On the negative side, methods like Multidimensional Scaling are 
time consuming and not tremendously informative for applied 
purposes.   The Lens model is impossible to use unless all the relevant 
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cues can be controlled and measured, so it is inappropriate for most 
field settings. The Repertory Grid method is the most applicable of 
this set, but the data it yields, sets of dimensions and categories, do 
not go very far towards explaining how people make specific types of 
decisions. Therefore, these methods are the least useful of the ones 
described. 

How can the findings of a Cognitive Task Analysis be packaged 
and represented for design engineers? Otherwise, all the knowledge 
will stay in the heads of the data-gatherers and none will make it into 
the system. Thus far, several formats have been used for 
representation.   These include: 

• Lists of critical cues and relationships used by experts and 
missed by novices (Means & Gott, 1988) 

• Annotated incident accounts, in which the incident is described 
as a story, and the critical cues and relationships are highlighted as 
annotations, so they can be understood in context (Crandall & 
Calderwood, 1989) 

• Diagrams of the judgments and decisions made during the 
incident (Kaempf et ah, 1992; Pew, Miller, & Feehrer, 1982) 

• Formatted incident accounts, in which the events, inferences, 
and decisions are laid out in parallel columns (Kaempf et ah, 1992; 
Pew etah,1982) 

• Scripts of the way users handle the task and make decisions 
(Smith et ah, 1988) 

• Lists of the important types of decisions (Kaempf et ah, 1992) 
• Concept Maps (i.e., Figure 5) (McFarren, 1987; McNeese et 

ah, 1990) 
• List of major concepts used in situation assessment (Miller, 

Wolf, Thordsen, & Klein, 1992) 
• Software programs modeling the information flow during 

decision making (Woods, 1993; Zachary et ah, 1991) 
For any project, you may only want to use a few, or even just one, 

of these representations. The goal is not to build fancy 
representations, but to give the design team an idea of what the 
operator is thinking about. Some of these representations are 
embedded in the account of the critical incident or the scenario, so you 
can put them in the context of doing the job.   The purpose of these 
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representations is to enable you to gain a better understanding of the 
key decisions, cues, patterns of cues, and strategies that operators will 
use. 

Because the purpose of Cognitive Task Analysis is to identify 
decision requirements, let us specify how this can happen. Table 9 
lists some of the steps that could be taken to define decision 
requirements. 

First, you would map out the task, using a task analysis. If no one 
had conducted a task analysis and time was short, you might rely on 
interviews with subject matter experts, and also use concept maps. 
The intent is to get an overall perspective on what the operator will be 
doing, and under what conditions. 

Second, you would identify the decision points. These are the 
places in an incident where a person had to choose a diagnosis or a 
course of action, or had to update a situation assessment. It is a 
decision if alternatives existed that might have been chosen by 
someone with little experience, even if the subject matter experts never 
considered any alternatives. If you use a critical incident approach, 
these all fall out fairly easily. They also emerge during Concept 
Mapping and controlled observations. They would also come up 
during interviews, but the risk is that the interview will stay at too 
general a level. Subject matter experts have been known to take the 
interview as an opportunity to expound on their philosophy of the 
domain. To be meaningful, the decision points should be anchored to 
specific events as closely as possible. 

Third, you can cluster the set of decision points, e.g., combining 
those regarding the adversary's intent, those regarding the weapon 
system to be used, and so forth. In this way, the generic categories 
are built up but are still linked to actual events, or to observations 
during simulated incidents. 

The fourth step is to prioritize the decision points. You can put a 
lot of energy into this step, but the intent is fairly simple—pick out the 
most important decisions and spend your time on those, ignoring the 
trivial decisions. 

Fifth, for the important decisions you would try to determine the 
decision type, e.g., was it a diagnostic decision or a course of action 
decision? What strategies were used, and what strategies might be 
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Table 9.   Steps in the identification of decision requirements (Miller, 
Wolf, Thordsen, & Klein, 1992). 

Map out the tasks 

Identify decision points 

Cluster the decision points 

Prioritize the decision points 

Identify the strategies and inferences for important decision points 
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used? How was the strategy carried out—what were the critical cues 
or patterns of cues? How were inferences drawn from the patterns of 
cues? There may be important cues that the operators did not mention 
because they weren't available, but which could be added to the new 
interface; these certainly should be included. You can set out different 
scenarios for how the operator might use the system in making 
decisions in the future, and try to imagine what could go wrong (e.g., 
faulty sensors, conflicting data) to anticipate what the operator would 
need to do. The process of filling in the expanded decision 
requirement already is getting you inside the heads of the operators, 
trying to think the way they would. 

At this point, you would have a set of key decisions, along with 
the strategies, cues, and contingencies for each. This would constitute 
an expanded decision requirement that could serve as a baseline for the 
design process. 

The use of decision requirements, and the representations of 
cognitive processing, can be applied to many purposes;68 our concern 
in this report is on using NDM to support the system design process. 
For our purposes, Cognitive Task Analyses are important to identify 
the important decisions. Sometimes, it may not be possible to collect 
Cognitive Task Analyses, and the design team may hypothesize what 
the key decisions are, using a knowledge of the task and of NDM. In 
any event, the objective is to suggest ways of helping the operator 
make better decisions. The next chapter discusses ways of using 
decision requirements for system design. 



DECISION REQUIREMENTS — THEIR ROLE IN 
COGNITIVE SYSTEMS ENGINEERING 

This chapter describes some ways you can use Naturalistic Decision 
Making during the design process. If you can identify decision 
requirements and use these to guide system design, the result should 
be systems and interfaces that work better, particularly during the 
tough parts of the job. Many factors go into system design, and 
decision requirements are only one thing to consider. The operator 
has to perform the basic parts of the job, as well as handling the 
difficult cases. The design has to keep workload from getting too 
high; it has to help the operator focus attention where needed; it has 
to stay within memory limits. It would be a mistake for you to make 
decision requirements the major driving force during the design and 
development process. But it can also be a mistake to ignore decision 
requirements, as happens too often. The premise of this chapter is 
that it is possible to incorporate decision requirements into the other 
considerations for generating a robust system. 

The discipline of Cognitive Systems Engineering69 has recently 
emerged to help design engineers take cognitive factors into account. 
If you are given the job of building a power source for a new 
computer, you would ask many detailed questions about the features 
of the computer, e.g., its size, peak energy requirements, most 
sensitive components, the environments in which it must run, and so 
forth. If you are building a system for an operator, you might need 
to ask similar questions about the features of the operators, e.g., their 
memory   capability,   their   information-processing  capability,   their 
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ability to make discriminations, the strategies they use to derive 
inferences, and so forth. 

Cognitive Systems Engineering is attempting to find ways to 
identify cognitive requirements and make them part of the system 
design. Functions such as memory, capacity limitations, attention, and 
decision making need to be considered. 

• Systems that ignore memory limitations can leave the operators 
bewildered, flipping back and forth between different screens and 
trying to hold details from each to make critical comparisons. 

• Systems that ignore capacity limitations pile on the information 
and create workload problems at the worst moments. This is 
particularly true of support systems that make easy parts of the task 
even easier, but make difficult parts of the task almost impossible. 
(An example is presented below of the Flight Management System of 
advanced aircraft.) 

• Systems that ignore attentional limits can leave the operators 
helplessly scanning the screens trying to find what they need. An 
example is the current screen layout for the weapons director of the 
AW ACS aircraft. During emergencies when an airplane is running 
out of fuel, the job of finding the closest tanker in a swarm of 
symbology can be overwhelming. 

• Systems that ignore decision requirements can turn the operator 
into a spectator as events unfold more quickly than they can be 
controlled. The next section describes how decision requirements can 
be identified and used. 

Decision requirements are important all through the design and 
development process.   They are important during: 

• Early concept development. Because the system must be 
designed to help operators make important decisions, you can identify 
these decisions at the very beginning. Decision requirements therefore 
become part of a front-end analysis. 

• System specification. When you design the system itself, and 
particularly the human-computer interface and decision support 
systems, you can use decision requirements to ensure that operators 
will be able to achieve situation assessment, and make diagnosis 
decisions in sufficient time to stay ahead of the curve. 
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• Test and evaluation. In assessing whether the system does its 
job, you can include decision requirements among the criteria. 

• System redesign. After the initial version has been fielded, you 
can identify decision requirements and incorporate them into retrofit 
and planned modification efforts. 

EARLY CONCEPT DEVELOPMENT 

The use of NDM may be most valuable during the early concept 
development stage. It is easiest to identify decision requirements for 
system redesign, because the system has already been fielded, and 
there are trained operators with experiences to relate for a Cognitive 
Task Analysis. However, decision requirements are best addressed 
during early concept development and system specification. True, 
Cognitive Task Analysis is much more difficult then, but so is every 
other design tool. 

How can you analyze decision requirements before the system has 
been designed and delivered, and before there are users to interview? 
There are a number of steps you can take. 

The Statement of Need should contain the initial understanding of 
major decisions, because the new system is intended to serve a 
function, and this function usually includes decision making. So, the 
system requirement is the starting point. The people who formulated 
the Statement of Need can be interviewed to pin down the problem 
more exactly, and even to collect the incidents that convinced people 
to go to the effort of requesting a new system. These incidents are 
another source of data. If possible, the people involved in the events 
can be interviewed to gather details, and a Cognitive Task Analysis 
can be performed on critical incidents. 

Background interviews and data collection activities can define the 
information available to make decisions, particularly under difficult 
conditions. The data available in the field will constrain the types of 
decision strategies operators can use. 

There are usually analogous systems to study, or, at least, people 
performing analogous sub-tasks, and Cognitive Task Analysis can be 
used to find out how they do their job. 
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Sometimes, an analyst may want to construct a scenario of how the 
decisions will be made.10 During early concept development, it is 
difficult to envision the decision process, and there are many 
unknowns, so users and designers alike may keep their focus on a 
general level. They may realize there are gaps, but trust that they will 
be able to fill the gaps later on. Often they are right. But when they 
are wrong, the project comes to a halt. Sometimes the project team 
has to go back to the beginning, because they stumble over a problem 
that had been swept under the rug. If you want to anticipate decision 
requirements, you can lay out a scenario, with a reasonable sequence 
of events, and track the decisions. At each step, as the situation 
develops, you can anticipate what decisions will have to be made, 
what cues will be available, and what pattern of cues will be 
important. It is not easy to construct scenarios when so much 
information is missing, and sometimes you may have to make 
assumptions and/or lay out alternative scenarios. The payoff is that 
decision scenarios can make very clear the inconsistencies and leaps 
of faith. By getting down into the details, the step-by-step decisions, 
you can anticipate requirements that would otherwise be obscured and 
dismissed by a comment such as "Oh, we'll take care of that later." 

Example 9.1   Using decision scenarios: JSTARS 
The JSTARS aircraft, discussed in Example 1.3, was 

designed to perform a new function, looking over the edge of 
battle lines to see where the adversary was moving. One 
important feature of the aircraft was the Self-Defense Suite. 
The team performing a Cognitive Task Analysis to identify 
decision requirements for the Self-Defense Suite tried to 
construct scenarios of how the operator would make critical 
decisions such as judging when the aircraft was in danger. 
They kept running into disconnects, where the necessary 
information was not going to be available, or the key 
relationships were not going to be displayed, or the 
coordination for team decision making was not in place. 
These disconnects helped to alert the users that the aircraft 
was going to have trouble defending itself, which identified 
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additional decision requirements at both the individual and the 
team levels. 

The example shows that you can spot inconsistencies even in the 
early design stages if you try to form a coherent story of how the 
primary decisions are going to be made in the context of the mission. 
All these activities should allow an analyst to infer the decision 
strategies that operators will use, and the key cues and relationships 
that will have to be highlighted in displays. 

This example demonstrates that a decision requirements approach 
can be used for initial development, and avoids some of the pitfalls of 
rushing to build new software versions of the latest gizmos that excite 
the research and development teams. 

SYSTEM SPECIFICATION 

Once the basic design concepts are in place, the next step is to 
prepare specifications. We need to be clear about what the NDM 
framework can contribute to this phase, and what is still the designer's 
art. The decision requirements can show what needs to be displayed, 
but they cannot show how it should be displayed. 

For example, returning to the displays in the AEGIS cruiser 
Combat Information Center, a conventional task analysis showed that 
the altitude of potential threats needed to be presented. The Cognitive 
Task Analyses showed that changes in altitude, and even changes in 
the rate of change of altitude, needed to be presented. The system 
users were adamant about wanting the altitude data shown on the 
primary displays, and not off to the side. But that was it. No 
analyses generated ideas about how to display the altitude data. This 
must remain a function of the creativity of the designer. 

There is one way to assist designers in generating display 
concepts—prepare databases showing previous efforts to display the 
same types of information. These would resemble the pattern books 
used by architects, who find it helpful to skim through different ideas 
for implementing a given concept, such as an Early American Colonial 
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style house. It should be possible to assemble pattern books showing 
different ideas for presenting altitude data, or for presenting rate of 
change trends, or changes in the rate of change—acceleration as well 
as velocity. These types of interface and decision support pattern 
books would be a form of corporate experience. 

During system specification, storyboards have been very helpful in 
evaluating design concepts.71 It would not be productive to use 
storyboards during early concept development, because more effort 
would go into the storyboard details that don't matter at that stage, 
than into the decision scenarios. But for system specification, 
storyboards can help the operators and other members of the design 
team visualize what is going to be built. 

The NDM framework could be used for appraising the 
specifications and the storyboards. The specifications could be run 
through the decision requirements, as through a filter, to see if all the 
important decisions can be made, given the information at hand, and 
under the conditions of intended use. This appraisal would find 
remaining gaps, and would increase confidence in the design. 

The decision requirements could be used for appraisal from a 
negative rather than a positive perspective. Instead of trying to see if 
the specified system allows decision making, the appraisers can try to 
imagine ways in which decision making might break down, because 
of the system design. Kyne, Militello, and Klein (1992) have 
described this as a Pre-Mortem technique, using mental simulation. 
Kyne et al. studied the way people evaluate their own plans, often 
glossing over weaknesses. The Pre-Mortem exercise is a way to help 
the planners or designers shift from being advocates for their own 
design, to the perspective of quality assurance. The designer reviews 
the system and then is told to imagine that, during operations, the 
system has fouled up—operators were unable to handle the decision 
requirements. But nothing more is known. The designer must think 
of different ways in which the system might have failed. This strategy 
helps to uncover flaws that depend on the context of activities, to show 
that under certain conditions users may run into trouble operating the 
system. 
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TEST AND EVALUATION 

Too often, a system is built in a way that does not support decision 
making, but this is not noticed until T&E. In most cases, the testing 
during development is intended to find out if the software works as 
planned. Usually there isn't time to evaluate whether the operator can 
use the software to perform the task. For this, and many other 
reasons, T&E is a critical part of design.72 If the testing criteria are 
prepared in time, they can be used during the system specification 
phase to guide the developers. 

You can incorporate the NDM approach into T&E, to construct 
evaluation scenarios that stress the system, searching for ways to make 
the user/system crash. Developers expose hardware and software to 
such ruggedization tests. But, typically, developers just put the system 
and HCI through its paces to see if it works as planned, without trying 
to see what will make it break down. If the evaluators can identify 
critical decisions, they can incorporate these decisions into the testing 
scenarios, to see if the operators make poor decisions. 

Example 9.2    Using test and evaluation to assess decision 
support:   The watchstander station 

Remember the watchstander example (Example 1.4). 
During an emergency requiring the activation of a rapid 
reaction team, the initial notification would go to a 
watchstander who needed to figure out which support 
organizations had not gotten the automated call-out message 
reporting the emergency. The watchstander had to find other 
ways of communicating with these organizations, or had to 
arrange back-up support. However, it appeared to evaluators 
that the screen design was going to get in the way of this 
decision. The screens showed the organizations that had been 
contacted, and those that had already responded, but it was 
impossible to figure out who had not responded, without 
switching back and forth between the different screens, and 
going through every entry to see if one was missing. The 
system developers  would not have identified the problem 
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during user acceptance testing, because that testing was 
simply to determine if the system did all the things it was 
supposed to, without crashing. Moreover, typical T&E might 
not have uncovered the problem either, because the T&E 
scenario would likely have been straightforward. Because the 
evaluators were able to infer some of the key decision 
requirements, and to identify areas where the system failed to 
satisfy those requirements, they were able to design T&E 
scenarios that probed for system weaknesses. They 
recommended building a scenario where a key resource 
organization did not call back, to observe how long it took for 
the watchstander to notice this problem. 

The preparation of test and evaluation scenarios to assess how well 
a system supports decision requirements is a new and interesting 
challenge for the design team. If these scenarios are constructed early 
enough, you may find that the designers start to make modifications 
in advance. 

SYSTEM REDESIGN 

This phase is the one where Cognitive Task Analyses can be used 
most fully. The system is in place, there are experienced operators, 
there are critical incidents to probe, so it should be possible to perform 
a thorough assessment of decision requirements to see where the 
original system needs to be improved. 

The redesign effort can be relatively quick and inexpensive. That 
is because Cognitive Task Analysis does not have to perform an 
exhaustive compilation of information transfer, such as a data-flow 
diagram, or a complete inventory of necessary and available skills and 
knowledge, such as a conventional task analysis. 
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Example  9.3     A  minimalist use  of the  NDM approach: 
Redesigning the AWACS weapons director interfaces 

This project was intended to demonstrate Cognitive 
Systems Engineering. Klinger, Andriole, Militello, Adelman, 
Klein and Gomes (1993) selected the AWACS weapons 
director position for the demonstration in June 1991. The 
rationale for selecting this station was that high-fidelity 
simulators existed at Brooks AFB, so the redesigned interfaces 
could be carefully evaluated. The researchers had no prior 
familiarity with the AWACS weapons director job, and had no 
indications that the current design was inadequate in any way. 
Cognitive Task Analyses were performed during the summer 
and fall of 1991. These were Critical Decision method 
interviews with weapons directors. There were some delays 
in the interview schedule due to alerts because of continued 
tensions with the Iraqi government. (Desert Storm had 
concluded in February 1991.) Once the interviews were 
completed, analyses were performed during the fall of 1991. 
The key judgments of weapons directors were identified, 
particularly the judgments that were made difficult by 
limitations in the current interface. These judgments included 
locating high value assets (i.e., tankers) under time pressure, 
when an aircraft needed fuel immediately, and judging the 
relative speeds of friendly and adversary aircraft closing on an 
engagement. An additional set of cognitive requirements were 
identified that had to do with memory and attention problems. 
The researchers completed their redesign specifications and 
storyboards by January 1992. The software was completed 
by April 1992, and the redesigned system was evaluated from 
May through July 1992. 

The evaluation showed that the revised screens were highly 
effective at bringing new weapons directors up to speed. The 
revised screens were compared to the current displays. 

Operators who were experienced with the current displays 
(ranging between 266 hours-4300 hours) were given 4.5 
hours of training on  the revised screens.      We asked an 
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experienced Weapons Director to perform a blind evaluation of 
the overall performance of 17 Weapons Directors who had 
used the current system in one testing session, and the 
revised system in another. The data showed that the rated 
performance with the current system was below average 
(3.77 on a five-point scale where 1 = high and 5 = low 
performance), whereas for the revised interface the overall 
rating was 2.82, better than average. The difference in 
ratings was statistically significant at the . 05 level. 

Looking at specific measures, the most important is 
whether the Weapons Director a/lowed hostile strikes to be 
completed. The revised interface reduced this number by 
20%. It also reduced the average depth of penetrations by 
hostile aircraft by 30%. This not only means that fewer 
hostile aircraft were completing their missions, but also fewer 
hostile aircraft were even threatening friendly ground assets. 
This important outcome was achieved while friendly aircraft 
losses were decreased by 15%. So, fewer friendlies were 
shot down, fewer hos tiles completed their missions, and the 
hostiles were not penetrating the friendly airspace as often 
with the revised displays. With the new displays the operators 
were able to increase air refueling by 76% during simulated 
missions and reduce the aircraft returning to base for refueling 
by 18%. Moreover, with the current system 12 out of 17 
operators had hostile strikes completed against them. With 
the new system only 9 out of 17 operators had hostile strikes 
completed. For the new AW ACS weapons directors, the 
improvement in performance with the revised displays would 
have been difficult or impossible to achieve using a hardware 
solution alone. Just speeding up the data processing, adding 
more power to the work station, could not have yielded the 
impact of Cognitive Systems Engineering to speed up the 
users' decision making. 
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The AW ACS project and others like it show the value of cognitive 
systems engineering for cost-effective upgrades of decision-making 
performance. 

Example 9.4 Directly linking system design to cognitive task 
analysis: Anti-air warfare operations in the AEGIS cruiser 

As described earlier, the purpose of this project73 was to 
evaluate the use of NDM for designing human-computer 
interfaces and decision support systems. Kaempf et al. 
conducted 17 Critical Decision method interviews with 
commanders and Tactical Action Officers and Anti-Air Warfare 
Coordinators of AEGIS cruisers. Table 10 lists the primary 
decision requirements that were identified (Miller, Wolf, 
Thordsen, & Klein, 1992). 

Because decision requirements are so important in this 
process, let us spend a little time going over the way the 
requirements in Table 10 were identified. They all came from 
the critical incident interviews. For each interview, the 
important decisions were noted. Kaempf et al. prepared a 
master list of these decisions and determined which types of 
decisions were seen again and again. These are the ones 
listed above. Each of them appeared in at least one incident, 
often in many incidents, and each can be traced back to the 
specific incidents from which they were derived. 

The next step was to show, for individual cases, the 
transitions between decisions. Figure 7 shows a schematic for 
the decisions in different incidents. Thus, Incident 1 began 
with the decision A, to determine intent. You can look back 
to Table 10 and verify that the first decision requirement was 
to determine intent. Incident 1 shifts to decision B, 
determining if it is a potentially threatening situation, problem, 
and so forth. 

Once this was done, the next step was done by Miller et al. 
(1992), who put together all the instances of a decision 
requirement, to see what common cues and relationships were 
needed.     For   example,    there   were   seven   instances of 
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Table 10.   Primary decision identified in the critical incidents. 

COPE 

A. Determine intent: CIC crew attempts to determine the 
intentions of a track, such as whether or not the track is 
hostile. 

B. Recognition of a problem: crew tries to determine if they are 
faced with a potentially threatening situation. 

C. Take actions to avoid escalation: crew takes deliberate steps to 
avoid the escalation of an incident. 

D. Take actions toward engaging track(s): crew takes preparatory 
steps needed to engage a track. 

E. Monitor ongoing situation: the CIC crew monitors a situation 
to detect any changes in the situation. 

F. Identify track: crew attempts to determine the identity (e.g., 
country of origin) of a track. 

G. Allocate resources: the CIC crew attempts to allocate limited 
resources to deal with the current situation. 

H. Prepare self-defense:    crew takes steps toward self-defense, 
such as bringing up the CIWS. 

I.   Conduct all-out engagement:   crew actively engages a track 
with a weapon system. 

J.   Monitor tracks of interest:   crew monitors a track which has 
some significance to the current situation. 

K. Reset resources:     the crew returns ship resources to pre- 
incident status. 

L. Collect   intelligence:     CIC   crew  actively  tries  to  collect 
information on a track. 

M. Trouble-shoot:  crew tries to trouble shoot a system 
N. Determine location:    CIC crew attempts to determine the 

location of a reported track. 
O. Other:   goals not coded in the above list. 
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identifying the intent of a track, derived from five different 
incidents. For these seven cases. Miller et al. compiled all the 
cues and relationships and inferences that were used, and 
made these part of the expanded decision requirement. These 
are shown in Table 11. You can see that crew members relied 
on intelligence reports, instances of recent hostilities, recency 
of the track, the course direction and profile, the range of the 
track and its origin, whether the range was decreasing, and so 
on to infer the intent. Notice that the last cue, ascent or 
descent, refers to simple direction, and not to sudden changes 
in ascent or descent. Why didn't the officers use changes in 
ascent/descent rates? Possibly it is not a helpful cue to them, 
or perhaps they were not able to make these judgments from 
the AEGIS displays. We need to consider subtle cues that 
may not appear in the record, so that we are not restricted by 
the limitations of the previous interface concepts. 

For a designer, then, the decision requirement includes the 
key items of information. And all are linked to specific 
incidents, to convey how the information is used in context. 
In this way, the Cognitive Task Analysis leads directly to the 
expanded decision requirement. 

Some of the concepts for the display are shown in Figures 
8-11. The operator views the track, in Figure 8. He can call 
up a list of critical features, as in Figure 9. He can call up a 
historical record of altitude, as in Figure 10, or range, as in 
Figure 11. Figure 11 shows that the circles have been 
steadily shifting, and the range at the closest point has been 
steadily decreasing. During the actual incident, the 
commander suspected this was happening, but had no way of 
confirming the suspicion. 

This example shows how decision requirements are identified and 
expanded to include the necessary cues. These cues can then be 
incorporated into the screen design so the operator has the necessary 
information readily at hand. Note again that these display concepts 
were not derived directly from the decision requirements. The NDM 
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Table 11. Expansion of decision requirement. This Table shows the 
type of information that was used to infer intent, in the seven instances 
where it was studied. 

Cue 

Intelligence 

Recent hostilities/activities 

New track 

Course intercept, erratic, circling 

Range 

Point of origin 

Change in range 

Electronic Warfare bearing 

Change in course 

Knowledge of enemy tactics/weapon 

Response to warnings (none) 

Speed 

Change in speed 

Number of tracks 

Altitude 

IFF (Identify Friend or Foe) 

Formation 

Flight profiles 

Vertical Air Speed (Ascent/Descent) 
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Track # 2123 
Course 060 
Speed (knts) 330 

Altitude (feet) 6500 
Vertical A/S (fpm) 100 
Bearing 270 
Range (miles) 45 

IFF None 
EW None 
Point of Origin Iran 
Amps F-4 

wmmmmm wmmMP 

•? 

Intercept 

WVM^Mmwmm in 

Weapon 
R.R. I 
 •^-w 

Tripwires 

,'•.'. ".'•",|,,„ , '"...:rrr 

Figure 9.   Screen 2 Track Information. 



120 NDM - Implications for Design 

..   - 

^ 

=5 

~H 

c/> 

> TJ I 
3 9.: 

•o 3 
o 
O I 

•n 

7" 
-0- It CD   ct) 

3J 00 < > ertical 
earing 
ange( 

i 
CD A

/S
 

m
ile CD 

CD 
CO       ^ w   -e 

3 

ro -» % 
woo 8 

wo 

II 
"5? 
3 
en 

no 
CO 

^. 

9>           a 0
0
0

 

000   • 

000   • 

I * - 
8 1                    • 

1   '                    ' 

V         ' 
\        i 

• \      > I - •  \   • CD 

ft 

!       A 

3 
3. 

O " 

i              i   1 

•           * r  - 

Figure 10.   Screen 3 Altitude Trend. 



Decision Requirements 121 

R
an

ge
 T

re
nd

 1 
o 

§1 
o 

E       E       E 

8    8    9 i 

——————— 
> ...v.... •>.,l.t 

•.iZ'r." 

o 
V) 

X 

° o> 

iis 
*TTS ...,V.,, 

£? o o won 
CO 

c 

§1 
O CO 

ooc 
O  O  N m >- c\ 
CO 

E 
& 

o: 
»w a 
£3 F 

tti
tu

de
 

er
tic

al
 

p
a

ri
n

n
 

'a 
| 
cc 

< > a a 

aj a} 5 •* 

'••'; ' "V"1"* 

c 
5 
O 
o 

—   CO. 
fr 5 -5 e 
t UJ Q. < 

a 

1^' 

a. a) 

Figure 11.   Screen 4 Range Trend. 



122 NDM - Implications for Design 

approach is not a short-cut for the designer's skills and creativity. 
Rather, it provides the designer with additional information and ideas 
to help in specifying system features. The interface features were 
identified by carefully going through the critical incidents, suggesting 
display features that might have helped the crew at each decision 
point, and then combining the different features that were suggested. 
The final set of features grew out of the decision requirements for 
actual incidents. 

INTERFACE     CONCEPTS     DEVELOPED    TO    SUPPORT 
NATURALISTIC DECISION MAKING 

The NDM approach may give rise to its own set of interface 
concepts. In this section we examine some of the ideas that have been 
presented along these lines. 

David Noble has designed a decision support system that performs 
feature matching to help diagnose situations. Noble refers to this 
decision support system as an RPD tool. Thus far, it has been used 
to support intelligence analyses and to alert crew members on an 
AEGIS cruiser that a potentially hostile aircraft needed to be 
monitored more carefully. 

There are other decision support systems that are compatible with 
NDM, although they were not developed expressly for the purpose of 
supporting specific NDM models. For example, a system developed 
by Hair (1992, personal communication) is designed to help people 
make diagnosis decisions by evaluating the plausibility of different 
hypotheses, and to help operators keep track of data that are 
inconsistent with each hypothesis. We can also include case-based 
reasoning systems as being ways to support analogical reasoning. 
Riesbeck and Schank (1989) have written a comprehensive description 
of how to build systems that use analogical reasoning to derive 
inferences. A recent program illustrates that such systems may be 
ready for operational use. 
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Example 9.5   Decision support system that uses analogical 
reasoning:  Making bids for manufacturing 

Reed and Klinger 11991) designed and developed a system 
that uses analogues to help a manufacturing company 
generate and evaluate bids. Previously, the company would 
receive requests to bid on making new parts. The process of 
coming up with a bid was time consuming, and the accuracy 
of the bids was disappointing. The analogical reasoning 
system collected previous bids in a database and used 
algorithms to enable the bidders to find similar cases. The 
similar cases showed what the parts had actually cost, so the 
bidder had some idea of what cost figures to use. The case 
history let the bidder see how to adjust the previous costs to 
meet the conditions of the new part. The case history also 
described the process of manufacturing the previous part, so 
the bidder could envision a plan for making the new part or 
evaluate a plan in light of the earlier experience. 

The bidding support system was designed specifically to 
demonstrate how case-based reasoning could be applied to current 
needs in the manufacturing domain. The system is being used and has 
reduced the time needed to bid on new parts. 

Attempts to develop systems to support NDM will be primarily 
research efforts, although Noble's RPD support system is being 
developed for field use, and some of the case-based reasoning systems 
have also been fielded. The strongest use of the NDM approach is to 
strengthen the system development cycle, particularly as a front-end 
analysis technique. This chapter has shown how you could identify 
and expand the decision requirements and use them in the design 
process. 
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TEAM DECISION MAKING AND SYSTEM DESIGN 

Looking back at the list of characteristics of NDM, in Table 2, one 
item that had to be taken into account was multiple operators, working 
in a team. The examples used in this report illustrate the importance 
of teams. The JSTARS self-defense suite operator has to work with 
the pilot and the mission control coordinator to arrive at critical 
decisions about changing course when faced with a threat. In the 
Vincennes shoot-down incident, the Commanding Officer made his 
decision to engage based on information he received from crew 
members in the Combat Information Center. The AWACS Weapons 
Director works as a team member with other Weapons Directors, and 
also with the pilots of the aircraft being controlled. To provide 
support for naturalistic decision making, we must understand how 
teams make decisions. 

This chapter begins by describing several current accounts of team 
decision making. Then the issue of stress and decision making is 
revisited at the team level. Next, we discuss some implications of 
team decision making for evaluating decision support systems. The 
chapter concludes with a discussion of design teams. 

A COGNITIVE FRAMEWORK FOR TEAM DECISION MAKING 

The topic of team decision making has been receiving increased 
attention, and there are a number of insightful reviews for a reader 
who wishes to delve more deeply into the subject. These include 
recent chapters by Duffy (1990) and by Orasanu and Salas (1993), a 
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literature review by Dyer (1984), a report by Eddy (1989) on 
measures of team performance, a recent book on team performance by 
Swezey and Salas (1992), technical reports by Crumley (1989, 1990), 
monographs by Olinstead (1990), Orasanu (1990), and Kahan, 
Worley, and Stasz (1989). This section will not try to synthesize all 
this material, but instead will briefly describe a framework that can be 
used to think about teams. 

The idea is to take what we know about the way individuals think, 
and bump it up one level as a model of teams. A cognitive model of 
team decision making views a team as an intelligent entity, subject to 
all the cognitive limitations of an individual—limited memory, limited 
attention, limited situation assessment capabilities, and so on. The 
intent of the cognitive framework is to focus attention on the team, 
rather than on the team members, and to take advantage of our 
knowledge of individuals to better understand team decision making. 

Morgan (1986) was one of the first to show that teams could be 
treated as cognitive entities, and Wegner (1987) discussed the 
phenomenon of a team memory: because different team members 
know different things, a team has the same job of figuring out how to 
retrieve information as does an individual. Thordsen and Klein (1989) 
showed that Cognitive Task Analyses could be performed with teams; 
because a team that is performing a task is automatically generating a 
think-aloud protocol, an observer can tell what the "team mind" is 
thinking about as well as any team member can, and without 
disrupting the activities. Klein and Thordsen74 showed that the 
deliberations of a team that is planning an action seem identical to 
those of an individual using mental simulation, and that teams are no 
more likely to make decisions by contrasting options than are 
individuals. Cannon-Bowers, Salas, and Converse (1990) showed that 
the concept of a mental model, which has been used to explain 
thinking and decision making of individuals, also applies at the team 
level, and that it is possible to study the way a team develops and uses 
a shared mental model of a task. 

We see here the emergence of a view of team decision making that 
is akin to a cognitive process. For a human, memories are scattered 
through various parts of the brain, and linkages between events and 
ideas occur in parallel, without any central control.  For a team, each 
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member brings his or her own experience, and no one can orchestrate 
the way different ideas are presented and combined because no one 
knows what is in the team members' heads. New ideas are generated 
that no single member would have considered, and team members 
adjust to unexpected events to keep the team on course for its 
objectives. 

Figures 12 and 13 (from Zsambok, Klein, Kyne, & Klinger, 1992) 
are schematics which show how a team mind develops. The identity 
of a team strengthens to the point where members, who have just been 
doing their jobs, shift to trying to compensate for each other, to 
accomplish the team's goals. The team shows greater conceptual 
ability as it learns to make better use of the ideas and experiences of 
its members. The team achieves better control over its thinking as it 
leams to monitor itself and adjust to problems. 

Figure 13 depicts some of the behavioral markers that have been 
found to be key indicators of effective teams. 

• For strengthening its identity, an observer can see whether the 
team defines roles and functions, so that everyone has a clear 
responsibility, and knows what to expect from each of the others. 
Effective teams avoid micromanagement; teamwork requires that the 
leader perform specific functions rather than taking over the job of 
subordinates. You can gauge the extent to which a team achieves 
identity by noting whether members compensate for others who are 
having trouble. The fourth marker is whether any team members have 
become disengaged, and are allowed to drift away. 

• For judging whether a team is expanding its conceptual level, 
you can readily detect whether a team seeks divergent ideas, by noting 
whether or not members are asking for different opinions or showing 
impatience when they are expressed. You can also assess whether the 
team tries to converge on a situation assessment, perhaps by reviewing 
its current state of understanding, or through the use of maps and 
diagrams. You could also note whether the leader explicitly makes the 
effort to seek synthesis and agreement (convergence). Another marker 
of expanding conceptual level is whether a team notices that it is 
missing information, or that there are different interpretations of what 
is going on; effective teams pick up on these and try to acquire critical 
data or clarify their interpretation. To judge whether a team is looking 
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Figure 12.    Advanced Team Decision Making:    A developmental 
model. 
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far enough into the future, you can keep a running tally of the time 
frame of each of the topics discussed. You can also tell whether the 
team members can envision the goals by noting how carefully the 
goals are described, how much detail is presented, and whether effort 
is spent finding out if anyone is confused or unclear. 

• For assessing improvement in self-monitoring, you could watch 
how the team manages its time—does the team periodically assess the 
rate of progress, the tasks remaining, and the time needed to finish 
each task? Finally, you can watch to see if the team tries to do 
anything about problems it may be having. 

The schematics in Figures 12 and 13 are intended to serve as a 
reference point for the topics discussed in this chapter. 

TEAM DECISION REQUIREMENTS 

During the phase of preparing system specifications, designers may 
find it useful to identify the different work teams responsible for 
various aspects of the mission, to see how the design of individual 
operator stations may affect the team decision making. The behavioral 
markers presented in Figure 13 are a checklist of possible system 
impacts. Each of these can be enhanced by a well integrated system, 
or degraded by a poorly thought-out system. 

The team's identity can be affected by the nature of the design. 
Identity can suffer, disrupted by a system that lets any member 
communicate with any other, with no audit trail of who knows what. 
With this uncontrolled flow of communications, the role of the leader 
is easily compromised (see Duffy, 1993), and the potential for 
confusion, redundancy, and poor coordination increases. Systems can 
also foster micromanagement, by permitting leaders to review the 
outputs of each member. Engagement of team members can diminish 
as the system increases the isolation of each person. A well designed 
system can also bolster team identity, by making information readily 
available to members who might otherwise have been out of the loop. 
Compensation for difficulties can become easier with interchangeable 
work stations. 
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Figure 13.   Key behaviors for advanced team decision making. 
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The team's conceptual level can be boosted by a system that lets 
each member check on the current situation assessment, presented on 
a common display. However, problems can arise due to information 
gaps and ambiguities. Because gaps and ambiguities are often signaled 
by nonverbal cues during face-to-face communication, the use of 
separate work stations may mislead the team into having more 
confidence in its situation assessment than is justified. Divergent ideas 
can be generated and rapidly disseminated by various types of 
groupware (hardware and software to facilitate group interactions), or 
they can be blocked by the reduced opportunity to pursue a line of 
thought across different team members. There are ways to support 
teams in keeping appropriate time horizons, but the lack of 
face-to-face communication can also lull the team members into 
believing that someone else is taking the broader perspective when, in 
fact, no one is. 

The team's self-monitoring can be improved by a system that 
permits individuals to track what is happening to each other, and to the 
team as a whole, and to help the team synchronize schedules to better 
manage time. Adjustments can also be streamlined by features that 
support rapid reconfiguration. 

Example 10.1 Disrupted team decision making: Advanced 
helicopter displays 

Leon Segal (1989), a former helicopter pilot for the Israeli 
Defense Forces, has raised concerns about new displays. For 
the pilot, these displays are usually a great improvement. 
However, the displays eliminate cues that are important for 
team decision making. With the original, mechanical displays, 
a navigator knew what the pilot was doing at all times. The 
pilot's gaze would be directed at certain instruments while 
flipping on certain switches, or turning certain dials. 
Everything was out in the open, and coordination was 
maintained. 

Some of the new displays make extensive use of CRTs. 
The screens are reconfigurab/e, and the buttons serve different 
functions, depending on the mode selected.   As a result, the 
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navigator has much more trouble figuring out what the pilot is 
intending. The pilot/navigator team has much more trouble 
converging on a situation assessment. Coordination suffers, 
and, as Cannon-Bowers et al. (1990) would put it, there is a 
loss of a shared mental model. 

The example shows how risky it can be to use conventional task 
analyses to improve work stations, without taking team coordination 
into account, and without understanding the cues that team members 
use to sustain their coordination. 

The purpose of this discussion was to present some ideas about 
how system design affects team decision making. The development 
of groupware is an important topic in its own right. But even if a 
designer wants to work solely on an individual work station, the 
requirements will often include concerns about how the crew member 
interacts with others. The team decision requirements have to be 
identified and represented so the design engineer has some basis for 
taking them into account. 

STRESS AND TEAM DECISION MAKING 

The acute stressors that affect individual decision making may have 
an even stronger effect on the team, because they would disrupt the 
team interactions as well as the performance of the individuals. 
Further, team interactions may be more vulnerable to stress effects. 
Individual decision makers often do very well under stress, and in 
many studies, stressors such as noise and time pressure have little 
impact.   In contrast, 

• Time pressure can throw off the coordination among team 
members. Individuals may be able to use recognitional decision 
strategies to avoid the problem of time constraint, but teams do not 
have such shortcuts available. 

• Ambiguity creates a cascading problem for teams, because no 
member   can   be   sure of understanding the way the others are 
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interpreting the events, in addition to the uncertainty the individuals 
feel themselves. 

• Noise can seriously degrade team coordination by preventing 
teams from using typical (i.e., verbal) communication pathways. 

• Public scrutiny of performance may actually be less stressful for 
teams, because the failures of team members may be masked. 
Conversely, team members who feel responsible for the outcome may 
experience more frustration because they are in less control than if 
they performed the task by themselves. 

• High workload poses a different problem for teams, because in 
addition to enduring the workload, they have to cope with the 
coordination difficulties when tasks aren't completed on time, and with 
the need to reallocate workload in the middle of the task. 

System developers may find it useful to think about what stress is 
going to do to the team coordination needed to carry out a mission. 
By looking at the effects of stress we can deepen our understanding of 
team decision making. 

EVALUATING DECISION SUPPORT SYSTEMS 

Design engineers can use the cognitive model of team decision 
making to appraise the decision support systems themselves. These 
advanced systems, often using intelligent technology, can be 
considered to be team members.75 By using the behavioral markers 
shown in Figure 13, designers can evaluate whether a decision support 
system is going to be a good team member or not—whether it will 
help the team move forward on the ten dimensions, or will hold the 
team back. 

Example 10.2 A decision support system that is a poor team 
member: The flight management system of new commercial 
airplanes 

For aircraft such as the Boeing 757 and 767, the Airbus 
300A, and others, an advanced decision support system has 
been added to the cockpit.   The Flight Management System is 
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a major step up from autopilot, and has the capability to direct 
the airplane's course and altitude throughout the flight. The 
goal is improved performance, due to reduced workload. The 
result is not always successful. During the routine parts of the 
mission, the Flight Management System does reduce 
workload. Unfortunately, these are already slow times in the 
cockpit, so the reduction doesn't help and makes tedious 
tasks even more boring. During nonroutine parts of the 
mission, the system can get in the way. A number of 
researchers76 have reported that the Flight Management 
System is difficult to re-program whenever there has to be a 
sudden change in plans, especially during landing when Air 
Traffic Control redirects an airplane. Even in the last 
generation of cockpits, pilots have a difficult time adjusting to 
last minute changes requested by ATC, but the Flight 
Management Systems make the job even harder. Pilots enter 
in the new flight plans, but often are uncertain what the 
system knows. As Wiener et al. (19911 put it, the most 
common pilot reactions are (a) what is the system doing, fb) 
why is it doing that, and lei what is it going to do next? 

Some airlines have figured out how to handle the 
problem—they suggest that their pilots turn off the Flight 
Management System during nonroutine incidents. 

In terms of team decision making, we would have a low tolerance 
for a team member who acted this way—unpredictable, impossible to 
read, resistant to redirection, and unconscious of the needs of others. 
Looking back at Figure 13, we would say that the Flight Management 
System added to role confusion, prevented compensation, tried to 
disengage the pilot, prevented convergence on situation assessment, 
hid information gaps and ambiguities, blocked divergent approaches, 
restricted the time horizon, and obscured the current goals. Time 
management and adjustment became difficult as long as the system was 
left on. 

These shortcomings also suggest features that need to be added to 
the Flight Management System to make it a better team member. 
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The idea of evaluating a system as if it were a team member may 
seem unusual. The rationale is that advanced systems serve many of 
the functions of team members, without being accountable. As long 
as the systems work reliably and interpret and apply information as 
specified, they have been judged successful. You will be able to hold 
advanced systems to higher standards of performance if you have 
clearer expectations of how these systems must interact with the rest 
of the team. 

DESIGN TEAMS 

We have been looking at teams of operators, and at 
operator/system teams. Now we switch to look at the design teams 
themselves. 

For virtually every system development, it is necessary to assemble 
a team of designers and engineers. Sometimes users will be included 
on the team. While this is an efficient way to get systems built, it is 
not always successful in building systems that do the job. Design 
engineers play the central role in most system development teams. 
Yet in most cases they aren't given critical information about what are 
the decision requirements, and how the operators will be likely to 
make decisions using the system. The design engineers may be 
provided with data flow diagrams and task analyses, but not with the 
decision flow diagrams and Cognitive Task Analyses they need to 
understand what the operator will be trying to do during critical 
incidents. 

Systems are often constructed under great time pressure, and some 
developers, eager to begin work, may be unwilling or unable to find 
out what their system was supposed to actually do. But experienced 
designers have learned that you pay at the end for impatience at the 
beginning. For the design engineers, the barrier has been that the 
methods for identifying decision requirements have not been available, 
until very recently. 

A makeshift solution to the lack of tools for identifying decision 
requirements has been to rely on the users, the decision makers who 
need the new system.    A common mistake that system developers 
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make is to believe what the users say they want. Users often 
misunderstand what the new system will do for them, or how it will 
change their job. They cannot visualize the end product the way the 
system developer can. Few users can understand the subtle 
implications of a system design. The function of the user is to 
communicate the nature of the problem, not to specify the solution. 
Many design efforts fail because the developers try to build what the 
user has asked for, rather than trying to figure out what the user 
needs. It is crucial to listen to the users' ideas and needs, and users 
have an essential role on the design team. The point is that the user 
may not know what the solution is. 

One possibility is to designate someone on the design team to be 
the operators' advocate—to represent the needs of the operators who 
will be eventually using the system, by helping the current users 
imagine how they will be making decisions in the future, and by 
helping the designer to imagine how the system will support that 
decision making. This is a function that cannot easily be performed 
by the current users, since they may lack the technical background. 
It may also be a challenge for the system developers, who may want 
to be provided the information about decision requirements without 
performing these analyses themselves. 

Someone also has to be an advocate for the eventual operator when 
the development process is divided into modules due to complexity or 
time pressure. Often, different groups will work on different modules 
in parallel to speed the process up. This is efficient in terms of time, 
but it creates the major headache of making sure the different modules 
will work together. Even if the developers assemble a system 
integration group, there is a danger that they will fixate on hardware 
and software integration, rather than decision integration. It is 
necessary that the entire system support the decision requirements of 
the operators, but as the different modules are being assembled, both 
users and developers lose track of the decision integration. For 
example, one management information system set up different teams, 
organized by the type of function to be built, and all through the 
design stage no one was sure how any specific user would move back 
and forth between the modules. 



Team Decision Making and System Design 137 

The reason for assembling a design team is to overcome the 
limitations of each of the team members. Well functioning design 
teams show the same characteristics as any other team—the ones 
presented in Figure 13. There is nothing new about extolling the 
virtues of a design team. One of the objectives of this report is to 
explain how a design team can identify and incorporate decision 
requirements into the design process. 

The NDM approach applies to teams as well as to individuals. 
This chapter has explored the various facets of team decision making. 
Relying on a common perspective, a model of a team as an intelligent 
entity, we have considered the way that a design needs to take team 
decision requirements into account; we have covered the effect of 
stress on team decision making; we have defined an advanced decision 
support system as a team member to see the implications for design 
and evaluation; and we have examined the functions of the design team 
itself. 
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CONCLUSIONS 

With the emergence of the field of Naturalistic Decision Making, we 
may be in a position to actively take the operator's needs into account. 
It is one thing to advocate for a user-centered system; it is another to 
construct the strategies for carrying out such an agenda. The current 
approaches to Cognitive Systems Engineering are all trying to specify 
ways of incorporating processes such as workload, memory, and 
attention into design. This report attempts to contribute to this 
movement by showing how to identify and apply decision requirements 
during design. 

Decision requirements are different from performance objectives. 
For an operator of a self-defense suite aboard an aerial reconnaissance 
plane, a task may be to make sure that the aircraft is not exposed to 
unacceptable danger. A decision might be to judge whether a specific 
threat can attack the aircraft before friendly interceptors can intervene. 
A decision requirement is to make sure the operator can monitor the 
edge of the threat envelope (e.g., perceive time available for defense, 
compared to time needed for nearest interceptor to intervene), and can 
take course changes into account, as well as noticing immediately if 
the situation changes. Task analyses are concerned with the criteria 
for determining if a procedure was carried out. Decision requirements 
are concerned with understanding the way an operator will carry out 
the task—the specific diagnoses and action decisions along with the 
way the operator will derive inferences from patterns of cues. The 
contribution of NDM is to show how to derive decision requirements. 

139 
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What will success look like? Success means different things to the 
operator and to the designer. From the perspective of the user, if we 
learn how to use decision requirements: 

• You will see operators who can rapidly assess situations and can 
easily reassess them following interruptions or dynamic shifts in 
events. 

• You will see operators diagnosing problems without getting 
confused or disoriented. 

• You will see operators smoothly calling up new information to 
make diagnoses rather than feeling overwhelmed and blindly following 
along an unsuccessful path because it is too much trouble to start 
anew. 

• You will see operators choosing more complex and 
context-specific reactions rather than sticking to stereotyped responses 
because there isn't enough time to do it right. 

• You will see operators directly perceiving critical relationships, 
just through eye movements, rather than frantically paging back and 
forth between different screens. 

• You will see operators decreasing their reaction time because 
they are able to detect key changes right away, just as sports car 
drivers have a better feel for the road and are able to carry out more 
difficult maneuvers. 

• You will see operators giving themselves more time to gather 
diagnostic information because they are in better control of events. 

What will system developer success look like from the perspective 
of the designer?  If we learn how to use decision requirements: 

• You will see designers using decision requirements to help 
organize the system features and the human-computer interface. 

• You will see designers able to picture how the operator will use 
the system, especially during nonroutine incidents, the way an 
architect can visualize how people will live in a new house. 

• You will see designers calling up analogues to figure out how to 
represent complex relationships. 

• You will see designers anticipating problems that might be 
caused by a configuration. 

140 
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• You will see designers identifying more problems during the 
early phases of system development rather than having to wait until 
Test and Evaluation (T&E). 

• You will see designers who want to know the key decisions that 
operators make, along with the primary cues and relationships, as part 
of the background materials used during early concept development. 

The NDM approach is intended to provide ideas and insights, not 
formal procedures. It will not develop into a lock-step procedure, the 
way task analysis and Instructional Systems Development have. The 
design process is too fluid, too context specific, for that to happen. 
The goal is a more modest one, to enable developers to take into 
account the more subtle aspects of human performance. 

RECOMMENDATIONS 

To assist systems developers who wish to use aspects of a NDM 
approach, this chapter presents the following recommendations: 

1. You can request that decision requirements be identified and 
represented. We have discussed procedures for defining decision 
requirements at various stages in the design process. 

2. You can request that the decision requirements be context 
specific. Furthermore, factors such as stressors can be considered as 
part of the context. The expanded decision requirements must fit the 
operators, the task, the domain, and the equipment. It is not enough 
to tell you that the operators will use a feature-matching strategy for 
diagnosis, or will rely on story building. That is just the beginning of 
the work, not the product. You can expect that if the decision 
requirement is to form a diagnosis, and if the expected strategy will 
be feature matching, you will be shown which features will be used, 
how the features will be detected, what types of inferences will come 
into play, and so forth. 

3. You can request that the decision requirements be part of a 
more general Cognitive Systems Engineering approach, to include 
information about workload, memory, and attention. 

4. You can expect to use decision requirements to understand how 
the operators will be reasoning as they make diagnostic and action 
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decisions.  The decision requirements will tell you what to represent, 
and will not specify how to present the information. 

5. You can selectively use Cognitive Task Analysis to identify and 
represent the decision requirements. 

6. You can introduce decision requirements early in the process, 
during early conceptual design, using scenarios to block out the way 
operators will be performing their tasks. 

7. You can apply decision requirements during preparation of 
specifications, using analogue cases to suggest concepts for presenting 
information. Eventually, you may have available pattern books, 
showing different ways to portray altitude, or changes in the rate of 
change in a variable. 

8. You can apply decision requirements during T&E. Rather than 
just making sure that the software works as advertised, the T&E phase 
can be used to conduct a Pre-Mortem, and figure out under what 
conditions the system will fail to support decision making. The T&E 
scenarios can be built to reflect these contingencies, to assess whether 
the operators are able to work their way out of the difficulty. 

9. You can apply decision requirements during redesign, to 
perform Cognitive Task Analysis using actual incidents of system 
use/misuse. 

10. You can use Cognitive Task Analysis, particularly critical 
incident interviews and controlled observation, to see and experience 
what the operator is going through. This goes beyond assertions to 
take the user's needs into account, by giving you a means of 
understanding the user's choices. 

11. You can assemble pattern books showing how different 
decision requirements have been handled. For instance, decisions 
about an adversary's intent, or the amount of time remaining versus 
the lag times in reacting, may occur in a variety of domains. The 
interface concepts used to handle these types of decisions can be 
instructive. By seeing what has worked, ideas can be generated. By 
seeing what has not worked, pitfalls can be avoided. These would be 
different pattern books from the ones mentioned above in #1 (which 
would show ways to portray different cues). 
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12. You can assess the impact of an advanced system by treating 
it as a team member, to find out where it would be a valuable addition 
to the team, and where it would be an unacceptable team member. 

13. You can consider team decision requirements, looking at the 
way the proposed work station will affect the way the team members 
will work with each other. 

14. You can assign one member of a design team the role of an 
Operator's Advocate to track the impact of various tradeoffs on the 
operator's decision requirements. 

The NDM approach is still new. We hope it will trigger much 
more research and development, with each feeding the other. As we 
learn more about the nature of decision making in naturalistic settings, 
we can strengthen the decision requirement process. As we conduct 
more applications of NDM, we can ask better research questions. As 
a result of this positive feedback cycle, we should be able to design 
systems that better support the challenging cognitive tasks. 
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