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Abstract— We propose a rigorous mathematical interpretation
of a novel family of Active Queue Management schemes, called
Sending Rate Estimate based Queue Management (SREQM)
scheme, that aims to provide fair bandwidth allocation to all
the flows in a router by estimating the flow sending rates, while
maintaining only minimal per-flow state information. We propose
an optimized implementation of SREQM, called Fair Sending
Rate Estimate based Queue Management (FSREQM) scheme,
and show through comparative simulation that FRESQM is
the only scheme among those tested that successfully prevents
bandwidth abuse while maintaining high link utilization.

I. INTRODUCTION

The Internet has grown exponentially over the past 25 years
from a small experimental network to a platform that changed
the way we communicate and do business. While from the end
user’s perspective, the Internet is a shared resource, competi-
tion and commercialization have lead to resource abuse. There
are a lot of forms of resource abuse, and the most important
ones are over usage of link bandwidth and router buffer. We
call a situation in which a user can steal all the available
bandwidth, starving other users, as “bandwidth abuse”.

Bandwidth abuse in the Internet can happen intentionally or
unintentionally based on the nature of traffic source. Traffic
sources in the Internet are broadly classified as responsive or
unresponsive sources based on their reaction to congestion
in the network [1]. A source that employs a protocol that
respond to congestion by reducing the offered load is called
a responsive source. The most common example is a source
employing TCP [2]. On the other hand a source with a
protocol that ignores congestion by simply maintaining or even
increasing its load is termed a non-responsive source, the most
common example of which is a source using UDP [2].

The most appropriate response, socially, to congestion,
for each source is to reduce the offered load to match
the available capacity of the network. Application designers
usually choose protocols that best balance quality of service
(QoS) requirements of the application and the overall network
performance. Applications like file transfer usually adopt a
TCP-friendly protocol because integrity of the data is required,
while applications such as VoIP usually adopt a non-responsive

protocol as delay requirements are high for these applications.
While some applications are non-responsive because they have
to be, some others are unnecessarily non-responsive.

With the exponential growth of the Internet, there are many
instances where the sources can be non-responsive. Even
though most of the variations of the TCP implement conges-
tion control, their response to congestion varies. Users can
adopt aggressive settings to get more bandwidth. An example
would be to use a modified form of TCP with larger initial
window and window opening constants. Also, with a large
number of short flows, the aggregate traffic may become non-
responsive even though each of these short flows is responsive
to congestion [3]. Moreover, many growing applications such
as packet video and packet audio employ the UDP protocol,
which does not implement congestion control. In short, the
non-responsive behavior is growing in the Internet.

These non-responsive sources can monopolize network
bandwidth and starve the “congestion friendly” flows. Without
implementing a centralized congestion control algorithm and
forcing the users to abide by that algorithm, it is not possible
to guarantee that they will not act in a selfish manner [4].
For large networks such as the Internet, however, forcing all
the end users to adopt a centralized algorithm is not feasible.
Local congestion control schemes are the only viable approach
to prevent bandwidth abuse.

Some congestion control approaches at the router have
implicit capability to prevent bandwidth abuse. Congestion
control approaches at the router can be mainly classified in
to two categories: user-centric congestion control algorithms
and router-centric congestion control algorithms [5]. In the
user-centric approach the output port of the router maintains
a separate queue for packets from each input port. Scheduling
algorithms employing user centric approach, of which the
Generalized Processor Sharing (GPS), and the Weighted Fair
Queueing (WFQ) algorithm are the most generic ones, require
the buffer at each output be divided into separate queues to
hold the packets from each separate flow [1]. Packets from
these queues are then scheduled in a specific way, typically
on a round-robin basis. Since packets from each flow are sepa-
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rated from one another, a misbehaving flow cannot degrade the
quality of a legitimate flow. However, these approaches usually
require complicated per flow state information, thus making
it too expensive to be widely deployed when the number of
flows is large or when the switching speeds are very high [6].
Simply put, the user-centric approach does not scale. Also this
approach is unnecessarily complex because most of the flows
in the Internet are short flows usually termed as “web mice”
[7]. Moreover, having a separate queue for each flow would
reduce statistical multiplexing of buffer space [8].

A scheme that tries to approximate WFQ is Stochastic Fair
Queueing (SFQ) [9], but it still requires around 2000 queues in
a typical network to approach WFQ’s performance [9], [5]. A
recent scheme called Core Stateless Fair Queueing [4] tries to
reduce the state information the routers have to carry in order
to prevent misbehavior and provide fairness among flows. The
core router’s design complexity is reduced considerably, but
the total design is still complex because the algorithm requires
to extract some information from the packet headers in a
different way than the current way of extracting information
from the packets.

A router centric approach on the other hand has a very
simple design because it does not need to maintain full state
information for each flow. Each output port will have a single
FIFO queue to hold packets coming from each of the flows.
Droptail queueing scheme and the Random Early Drop (RED)
algorithm are two of the most citied queue management algo-
rithms using the router centric approach [5]. Queue manage-
ment schemes that dynamically signal congestion to sources
are usually referred to as Active Queue Management (AQM)
schemes. The objective of this work is to design congestion
control schemes with the following desired properties:

e The congestion control scheme should not rely on the
cooperation of the users. The scheme should assume that
there will be some sources which behave selfishly.

o The scheme should have minimum complexity; it should
have minimum per flow state information, and should be
scalable. The scheme should use the available resources
(link and buffer) efficiently.

o The scheme should be capable of imposing penalty to
misbehaving sources. It should be able to protect the
“good” flows from the “bad” flows.

We introduce a class of queue management schemes called
Sending Rate Estimate based Queue Management (SREQM)
schemes in [1], which introduces a paradigm shift in the packet
dropping mechanism. SREQM bases the packet dropping
decision on both the estimated sending rate of flows and the
queue length instead of just the average queue length. In
this work, we focus on presenting a rigorous mathematical
interpretation of SREQM along with the introduction of a
simple, highly efficient light-weight algorithm called Fair
Sending Rate Estimate based Queue Management (FSREQM)
scheme. FSREQM can punish misbehaving flows and guard
well behaved flows, guaranteeing a certain QoS among flows.

The rest of the paper continues as follows. In the next
section we present a rigorous analytic approach to estimate the

relative sending rate of flows. Development of a light-weight
queue management scheme called Fair Sending Rate based
Queue Management scheme based on the relative sending rate
estimate follows. Some simulation results to demonstrate the
effectiveness of the scheme in preventing bandwidth abuse is
presented in Section IV. With a section on conclusion and
some future directions, we conclude this paper.

II. CONCEPTUAL DESIGN OF RELATIVE SENDING RATE
ESTIMATOR

Most of the queue management schemes at the router either
cannot effectively prevent malicious behavior from sources or
cannot scale. We believe that the key to prevent malicious
behavior is to base the packet dropping decision from flows
on the characteristics of each individual traffic flow. In this
section, we present a light-weight approach to estimate the
relative sending rate of flows with high accuracy.

Assume that time is divided into discrete time slots and that
there is always one packet in each time slot. Each flow has
a unique identifier given by the four tuple : (source address,
source port, destination address, destination port). Because the
sending rate of a flow is a non-stationary process, we may
want to use a moving average of the proportion of packets
from each flow to estimate the instantaneous sending rate of
a flow. To compute this estimate, we need to keep in memory
a history of all the packets that arrived during a time window,
say T time slots. Denote X,(t) to be the indicator function
that the packet at time ¢ is from flow j. That is

Xj(t){ é

Let A;(t1,t3) be the proportion of packets from flow j in
[t1,t2]. For any time interval of length T', say [t + 1 — T,
we can write,

if the packet at time slot ¢ is from flow j
otherwise.

t

~ 1
Ajt+1-T,t) = T > ). (1)
I=t+1-T

The proportion of from flow j in the time window 7' can
also be recursively written as

A(t+1-Tt) = A;(t—T,t—1)

1. 1.
+ TXj(t)—TXj(t—T)- (2)

The above equation says that in order to compute flj (t+
1—T.,t), we add the information of the packet that arrived at
time ¢ to A;(t —T,t — 1) and delete the information of the
oldest packet in the window, which is the packet that arrived
at time slot (¢ — T'). The idea is illustrated in Figure 1. In
Figure 1 a packet from flow ¢ is indicated as ¢. The window
size and the number of flows is assumed to be seven and three
respectively. At time slot 8, a packet from flow 3 arrives and
A4(2,8) can be computed as
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Fig. 2. An example to compute S (-)

A1(2,8) = 41(1,7)+1>21(8)—1>21(1) =3/7 (3)

7 7

The above approach requires us to keep track of all the
packets that arrived during the last 7' time slots. That is we
need to know the order of last T packet arrivals.

Alternatively, to reduce the computational and memory
requirements, we can delete any one of the T packets in the
history instead of deleting the oldest packet from history. This
only requires us to know the number of packets from each
flow in the last 7' time slots instead of the entire history. If
we did that, our estimate would take a form as given below.

N ~ 1. 1~
Si(t) = 85t = 1) + 7x;(t) — 70;(0), )
where gj(t) is a new estimate of the relative sending rate of
flow j at time slot ¢ and ©;(t) is given as follows

1 if the randomly picked packet from the
T packets in the history belonged to flow j
0 otherwise.

0,(t) =

Figure 2 illustrates this idea. As before, we assume 3 flows
and the window size as seven. At time slot 8, a packet from
flow 1 arrives, but instead of deleting the packet that arrived
at time slot one, we randomly pick a time slot and delete the
packet that arrived at that time slot. In this specific example,
the randomly picked packet turned out to be the one that
arrived at time slot three. The packet that arrived at time slot
three was from flow 2, and therefore ©;(8) = 0. Note that
there is always 7" packets in history at any time. At time slot
8, we can estimate the sending rate of flow 1 as

Si(7) + %5(1(8) - %61(8)

3)7T+1/7—0/7=4/1.

51(8)

®)

Packet 1 :
tl t] + G1
Packet 2
23 ty + Gy
Packet 3
t3 ts + G
I 2 3 t Time

Note: At ¢ only packets 1 and 3 contribute to S;(.)

Fig. 3. An alternate way to compute S;(t)

To elucidate the distribution of S;(t), imagine that the pack-
ets from flow j is a realization from a Bernoulli process with
parameter P;. We can show that Sj(t) is an inhomogeneous
birth death process that has a Binomial stationary distribution
with parameters (T, P;). As a result, the expected value in the
long run is lim;_, EJS’] (t)} = P; . In other words, S;(t) is
essentially an unbiased estimate for the relative frequency of
packets from each flow.

By construction of S'j (t), the deletion of packets from mem-
ory is random. Therefore, the same arrival history can lead to
different realizations of Sj(t). Ideally, we want to remove this
randomization by taking the conditional expectation of S;(t)
given the arrival process. That is

H;t) = E [Sj(t)|history} . ©)
Note that
E[H;(t)] = E [E [Sj(t)mistory” —E [}(t)} =P,
and therefore, it can be shown that
B[mo -] <e|(50-7)]. o

In other words H;(-) is a tighter estimate for P; than S;(-),
making H;(-) a better estimate for P; than S(.).

In order to compute the R.H.S. of Equation (6), we derive an
alternate representation for S*j (t) by noting that the probability
of picking a packet from T packets in history is 1/7T, and the
number of time slots required before a packet is deleted from
history is geometrically distributed with parameter 1/7". We
can compute S’j (t) alternatively as follows. When a packet
arrives, stamp the packet with a number which is the sum
of the time at which it arrives and a number which is drawn
from a geometric distribution with parameter 1/7", which is
represented as G; for packet i. At time slot ¢, S;(t) is the
proportion of packets from flow j among all the packets whose
stamp exceeds t. Figure 3 illustrates the idea. At time slot ¢,
we look at all the packets whose life time exceeds t, that
is geometrically distributed with parameter 7', and are from
flow j. We then divide that by the total number of packets in
history which is 7. Let G; be a geometric random variable
with parameter %, gj(t) can then be represented as

SIOEED SPANLA0 ®

1<t
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where

3 1 it (G+1) >t
0 if (G +1) <t

With the above alternate definition of S ;(t), we can compute
the R.H.S of Equation (6) as follows

i) = B[S 0hisory] = [ w0 | B [a0)]

1<t

1 1\
= 72 %0 (1—T> : ©)
1<t
From the above equation, it is readily seen that H;(t) has
a recursive form. H;(t) can be re-written as

H(t) = <1 - ;) Hy(t— 1) + %xj(t). (10)

Both A;(-) and H;(-) are estimates of the sending rate
of flow j. While A;(.) is a moving average, H;(.) is an
exponential smoother, where the more recent observations are
weighted more than the older observations. Moreover, in H;(.)
we do not have to keep track of the arrival times of the packet
as we have to do in A;(-), and Hj(-) is less variable than
5,0).

These properties make H(-) an obvious choice for estimat-
ing the sending rate. Figure 6 illustrates the averaging methods
of both the estimates. It can be shown that }_,; H;(t) = 1,
which conforms to the fact that H;(-) is the proportion of the
packets from flow j in the history, and the sum of proportions
from all the flows should be 1.

The assumption that there is always a single packet in a
time-slot is unrealistic. We can easily modify the estimator to
account for multiple packets in a time-slot. Here we give the
modified estimator, without giving the details of its derivation,
which is presented in [1]. Let there be n active flows and each
flow can send a packet in a time slot with a probability p.
Therefore the number of packets in a time-slot is binomially
distributed with parameters (n, p). The modified estimator will
take a form as follows

npy |, P(t)
H(t) = Ht-1)(1-2F)+ =52, an
where
R 1 if a packet from flow j arrives in the
U,(t) = time-slot ¢
0 otherwise.

When p = 1, we have only one packet in a time slot, which

;»
is the original case we considered. For p = %, (11) becomes,

H;(t) = H;(t—1) (1—1>+¢'j(t), (12)

T T

which is same as (10). Extension of the estimator to variable
length packets is also straightforward. Suppose the minimum
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Fig. 5. Estimation of relative
sending rates of flows when
T = 400

A;() H;()

Fig. 4. Sending rates of three
flows

t—T+1 t t

Fig. 6. Averaging procedure for A;(-) and H;(-)

packet size be m units. When a packet of size [ (I > m)
arrives, H;(.) should be updated as follows

(L+3))
Hj(t+1) = Hj(t) (1—;) "
n (Lé+3J)Xj(t) (13)

As an illustration of the effectiveness of the above estimator,
consider three flows as shown in Figure 4. The first flow sends
at a rate of 100Kbps for 300s, but increases its sending rate
to 300Kbps after that. The sending rate of second and third
flows are approximately 200Kbps and 400Kbps respectively.
The relative sending rates of the three flows until 300s

are 0142 (55490 55 ), 0285 (5530055 ) and 0571

(100;218% respectively. After 300s, flow 1 changes its
sending rate, which in turn changes the relative sending rate
of all the three flows. The relative sending rate of all the
flows after 300s is 0.333 (352, 0.222 (232), and 0.444 (539)
respectively. We can clearly see that estimator estimates the
relative rates very well. Also the estimator adapts quickly to
the changes in the sending rate as given by the sudden increase
in the sending rate of the first flow at time = 300s.

In the following two sections we describe an algorithm
called Fair Sending Rate Estimate Based Queue Management
Scheme (FSREQM), which uses the estimator H(-) to ensure
fairness among flows.

III. DESIGN OF ALGORITHM TO PREVENT BANDWIDTH
ABUSE

From the previous section we know that H,;(-) estimates
the relative sending rate of flow j. A straightforward approach
to prevent bandwidth abuse is to devise an algorithm which
drops packets from a flow if relative share of that flow exceeds
a certain predetermined value. Let K be the relative fair share
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of a flow, then the dropping probability will then have a form
given by
)0 Hit) <K
Fi(t) = { 1 Hi(t)> K

The relative fair share of each flow changes with changes in
network conditions such as changes in the number of active
flows and changes in the sending rate of active flows. There-
fore, we cannot fix the value of K. We start with an initial
arbitrary value of K and then change K dynamically based on
the level of congestion. We use the instantaneous queue size
as an indicator for the level of congestion. Specifically, when
the queue size goes below a threshold, ., We increase K
and when the queue size goes above a threshold, ¢4, We
decrease K.

In the relative sending rate estimation procedure, when a
packet arrives, we increment the H;(t) of the flow from
which the packet arrives by % and then decrement each of

the H;(t) by H”f(t). The net reduction from all the H;(t)s
is > y; Hj(t) = 7. The total reduction is same as total
addition, and therefore >/, H;(t) = 1 holds all the time.

To make various quantities integers, we can multiply every-
thing by 7'. If we do that, the total addition and total reduction
when a packet arrives would be 1 and total number of packets
in history would become T'.

In order to prevent updating all the H,;(¢) when a packet
arrives, we can pick one of the H;(t)s with a probability pro-
portional to H;(t) and then decrement it by the total reduction
from the previous algorithm, which is 1. This method is not
exactly same as the method for computing H;(-), but on an
average would provide a similar performance as the previous
method, but with much lower computational complexity. We
denote the new estimator by S[i] for flow i.

The entire procedure is depicted in Algorithm 1. The
algorithm maintains a vector, S, with an entry in the vector
for each flow, S[i] being the entry for flow i. When a packet
arrives and if the sum of elements (entries) in the vector is
less than 7', then the element in the vector corresponding to
the flow from which the packet arrived is incremented by one.
Instead if if the sum of elements in the vector is greater than
or equal to 7', then one of the elements in the vector S is
picked with a probability proportional to the value of that
element. The picked entry is subtracted by one and the entry
in the vector corresponding to the flow from which the packet
arrived is incremented by one (lines 1-6). The amount added
and subtracted are equal and therefore )., S[i] = T will be
true in the steady state. If the value of S[i] corresponding to
the flow from which the packet arrived is less than or equal to
K, the packet is added, else the packet is dropped (lines 7-11).
We change the value of K dynamically to reflect the changes
in the characteristics of the incoming traffic as well as the
level of congestion. This change is governed by the current
queue size. If the queue size is larger than some maximum
threshold ¢,4,, Which is an indication of congestion, the
value of K is decreased by one. This results in restricting the
sending rate of flows. Likewise, when the current queue size is

below some minimum threshold ¢,,;,, which is an indication
of low link utilization, the value of K is decreased by one,
allowing flows to come in at a faster rate. To ensure a smooth
variation of K, the update procedure of K is done once in F'
packet arrivals (lines 15-22). The parameter F' is called the
congestion parameter and is a representative of how fast the
system responds to congestion.Other possible variations of the
above algorithm are presented in [10].

Algorithm 1 FSREQM :: onPacketArrival(packet P)

1. if (3°,; S[i] > T') then

2:  pick an element S[¢] from the vector S with a proba-

bility proportional to S[i].

3 Sl

4: end if
5: x <= flow id of packet P
6: S[z] < S|t
7
8
9

. if (S[z] < K) then
add packet P to the queue

. else
10:  drop packet P
11: end if
12: if (count > 0) then
13:  count™ ~;
14: else
15:  if (queue size < @nin) then
16: K+
17: count <= F;
18:  end if
19:  if (queue size > Gmqz); then
20: K——;
21: count <= F;
22:  end if
23: end if

FSREQM does not require precise parameter settings. There
are mainly three parameters, the history parameter 7', the fair
share parameter K and the congestion parameter F. If T
is small, the variance of the estimator is large and if 7" is
large then estimator takes a long time to estimate the relative
sending rate correctly. In all our simulations, we assume a
value of T' = 400, which is shown to perform well [1].
The initial value assigned to K does not have any serious
impact on the performance as K is changed dynamically based
on the level of congestion. In our simulations we assigned

I The
) ~\ expected number of flows /-
congestion parameter, I, is the most difficult parameter to set.

The parameter F' determines how fast we change the value of
the fair share parameter. For a smooth variation of K, we
chose a value of 200 for the parameter F'.

the initial value of K as

IV. EXPERIMENTAL RESULTS

In order to demonstrate the effectiveness of our scheme in
achieving fairness, we perform several simulation studies using
ns-2 simulator. We conduct two different set of experiments,
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Fig. 8. The bandwidth achieved by 32 different flows with RED, CHOKe
and FSREQM. Flows 31 and 32 are UDP flows sending at 1Mbps and 7Mbps
respectively. With FSREQM, the UDP flow sending at 7Mbps is restricted so
that other legitimate flows can get a higher bandwidth.

one using a single congested link to compare FSREQM with
some other popular queue management schemes such as the
RED and the CHOKe, and the second set of experiments to
show that FSREQM achieve an approximate max-min fairness
[1].

In the first set of experiments we assume a dumbbell
topology with a single bottleneck link. There are 32 links
each of bandwidth 10Mbps, while the bottleneck link is of
bandwidth 32Mbps. There are 32 flows of which 30 are TCP
flows and two are UDP flows. One of the UDP flow is a
malicious flow sending at a very high rate of 7Mbps, whereas
the other UDP flow is a legitimate UDP flow sending at a
rate 1Mbps. Figure 8 shows the bandwidth achieved by each
flow with RED, CHOKe and FSREQM. With both RED and
CHOKe, the bandwidth received by the malicious UDP flow
is close to 7Mbps and therefore the bandwidth achieved by
the TCP flows are around 0.75Mbps. With FSREQM, the
malicious UDP flow is restricted and the TCP flows receive a
much higher bandwidth. Also, the link utilization achieved by
FSREQM is very close to 100 %.

In the second case, we consider a parking-lot topology as
shown in Figure 7. The flows between (S1, D1), (S, D2) and
(S3,D3) are TCP flows and all other flows are UDP flows.
The Table I shows the throughput received by each flow on
the bottleneck link between R; and Rg The flows between
(ng,n4), (77/67”8), (n107n12), and (n14,n16) are UDP flows
sending at a rate of 1Mbps. The flows between (ni,ns),
(ns,m7), (ng,n11), and (ny13,n15) are also UDP flows, but
sending at a higher rate of SMbps. All the bottleneck links
(links between R; and R;) have a capacity of 10Mbps, which
means that the first UDP flow is sending at a higher rate
than its fair share and the second UDP flow is sending

TABLE I
MAX-MIN FAIRNESS ACHIEVED BY FSREQM

Flow id. Average Max-min
Throughput (Mbps) | fair share
1 (TCP) 2.111 2.25
c 2 (TCP) 2.307 2.25
3 (TCP) 2.249 2.25
4 (UDP - 5Mbps) 2.152 2.25
5 (UDP - 1Mbps) 0.984 1.0

at a rate lower than its fair share. We can see that the
bandwidth allocation by FSERQM is very close to the max-
min bandwidth allocation.

These simulations show that FSREQM can successfully
prevent bandwidth abuse at the router, while keeping the link
utilization very high. For achieving precise max-min fairness
of flows parameter tuning is required. While it is easy to
configure the parameters to achieve max-min fairness, there is
no single set of parameters that will achieve max-min fairness
for all considered cases.

V. CONCLUSION AND FUTURE WORK

In this paper, the problem of preventing bandwidth abuse is
addressed. Rigorous mathematical interpretation of a class of
queue management schemes based on estimating the relative
sending rate of flows is presented and their potential appli-
cation to preventing bandwidth abuse is discussed. A highly
efficient, simple and scalable algorithm called the FSREQM
is presented and its effectiveness in preventing bandwidth
abuse is shown by extensive simulations. Future work involves
testing the system using real traffic traces and evaluating the
performance of the algorithm in real, operational networks.
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