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Disclaimer

The findings in this report are not to be construed as an official Department of the Army position unless so designated by other authorizing documents.
A theory to predict the evaporation rate of HD (mustard agent) for the special case of a glass substrate has been developed. This is an important reference case for the wind tunnel and field test measurements of the HD evaporation rate. The HD drop is treated as a spherical segment with a constant base diameter characterized by the variation of the droplet shape factor (height to base diameter) or contact angle. A combined variation of diameter and contact angle as a power law function is advanced with the effects of varying the power law exponent investigated. This theory is applied to experimental wind tunnel data; but due to the lack of initial shape factor measurements, appropriate values of shape factor and power law exponents are selected to achieve good agreement. A transformation is introduced that provides an effective method of correlating all the experimental data. The effects of unsteady atmospheric conditions on the mass remaining are due to nonlinearities, and they can be computed by introducing a transformed time.
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MASS REMAINING DURING EVAPORATION OF SESSILE DROP

1. INTRODUCTION

The measurement of the mass remaining is a primary method of experimentally determining the evaporation rate of small drops; therefore, an analytical examination of the problem could be useful. A similar development has been reported by Navez et al.\(^1\) The focus of previous reports\(^2,3\) in this series has been on the relationship between evaporation rate and the convective environment with the thought that if that were calculated correctly then the problem of the time history of the mass loss would be straightforward, which is only partially correct.

This analysis concerns the special case of drops of a mustard agent, HD, evaporating from a glass substrate. This is an important reference case for the wind tunnel and field test measurements of evaporation rate.

The fundamental relationship involved is

\[
\frac{d(\rho_{HD}V)}{dt} = -\dot{M}
\]

(1)

where \( \rho_{HD} \) = Mass density of the liquid agent (Kg/m\(^3\))
= 1297.0-1.102*\( T \) (°C) for HD*
\( V \) = Volume of sessile drop (m\(^3\))
\( \dot{M} \) = Total drop evaporation rate (Kg/s)
\( t \) = Time (s)

If we assume that the sessile drop shape is constant during evaporation and that its configuration is a segment of a sphere, its volume can be described by two variables: the droplet base diameter, \( d \), and a shape factor \( \eta = h/d \) (where \( h \) = maximum height of the drop), which can also be directly related to the contact angle (\( \theta \)) of the drop, that is \( \eta = (1-\cos(\theta))/2\sin(\theta) \).

\[
V = \frac{\pi}{6} d^3 \left[ \frac{3}{4} \eta + \eta^3 \right]
\]

(2)

2. DERIVATION

Since the volume involves two variables, the differentiation requires an assumption regarding their dependence on time. The simplest case occurs when the diameter, \( d \), is a constant and then \( \eta \) is a function of time, which needs to be determined. This is not the only assumption; but, it does form a limiting condition, and it is useful in illustrating the solution technique. It is also tantamount to assuming the droplet height, \( h \), as the unknown.

2.1 Constant Diameter

Equation 1 can now be written as

\[
\frac{\pi}{6} d^3 \left[ \frac{3}{4} + 3\eta^2 \right] d\eta = -\frac{\dot{M}}{\rho_{HD}} \ dt
\]

Before eq 3 can be integrated, we need to consider the evaporation rate. From the study of the Couette flow problem,\(^3,4\) the evaporation rate can be correlated in terms of the Sherwood (\( Sh_d \)), Reynolds (\( Re_d \)), and Schmidt (\( Sc \)) numbers:

\[
\overline{Sh_d} = C Sc \frac{1}{3} Re_d \frac{2}{3}
\]

(4)

The definition of the \( Sh_d \) number is

\[
\overline{Sh_d} = \frac{Md}{Ac_w D}
\]

(5)

where \( c_w \) = HD vapor mass concentration at the droplet surface (Kg/m\(^3\))

where it is assumed there is no vapor in the approaching flow.

\( D \) = HD diffusion coefficient in air (m\(^2\)/s)

\( A \) = Droplet evaporating surface area (m\(^2\))

\[
= \frac{\pi}{4} d^2 \left[ 1 + 4\eta^2 \right]
\]

note that the term \( 4\eta^2 \) is a correction to the base or plan-form area of the drop to give the full curved surface area.

\( C = 0.852 \)

The evaporation rate becomes

\[
\dot{M} = \frac{\pi}{4} d \left[ 1 + 4\eta^2 \right] \left[ C Sc \frac{1}{3} Re_d \frac{2}{3} \right] c_w D
\]

(6)

A slight simplification can be made at this point by multiplying and dividing by the kinematic viscosity so that we form an inverse Sc number with the D term:
\[
\dot{M} = \frac{\pi}{4} d\left[1 + 4\eta^2\right]\left[C Sc^{\frac{1}{2}} Re_d^{\frac{1}{2}}\right] c_w \frac{D}{\nu} v = \frac{\pi}{4} d\left[1 + 4\eta^2\right]\left[C(Re_d/Sc)^{\frac{1}{2}}\right] c_w v
\]  

(7)

Insert eq 7 into eq 3, and combine \(\eta\) terms and rearrange

\[
\frac{4}{6}\left[\frac{\left(\frac{3}{4} + 3\eta^2\right)}{1 + 4\eta^2}\right] \frac{d\eta}{d\theta} = \left[C(Re_d/Sc)^{\frac{1}{2}}\right] \frac{e_wv}{d^2\rho_{HD}} d\theta
\]  

(8)

The left-hand side becomes just \(\frac{1}{2} d\eta\), and because the diameter is a constant, then we can define a non-dimensional time, \(\theta\). (This is unnecessary but is consistent with putting equations into a non-dimensional form)

\[
\theta = \frac{t}{\tau}
\]  

(9)

where we define a time parameter \(\tau\) with dimensions of seconds

\[
\tau = \frac{M_i}{\dot{M}_i} = \frac{2d^3\rho_{HD}}{3c_w C(Re_d/Sc)^{\frac{1}{2}}}
\]  

(10)

We have taken \(M_i = \frac{\pi}{6} d^3\rho_{HD}\), and \(\dot{M}_i\) is equal to the total droplet initial evaporation rate.

(Note the definition of \(M_i\) used here is not the initial mass of the droplet because the volume used does not account for the height of the drop). Now, eq 8 can be written as two simple integrals.

\[
\int_0^\eta 3d\eta = -\int_0^\theta d\theta
\]  

(11)

where \(\eta_i\) is the initial value of \(\eta\) at time zero or the start of the droplet evaporation process.

If we assume the \(Re_d\) and \(Sc\) numbers remain constant as the drop evaporates, the result is

\[
3(\eta_i - \eta) = \theta \quad \text{or} \quad \eta = \eta_i - \frac{1}{3}\theta
\]  

(12)

This result can be put into eq 2 to define the volume as a function of time, or by multiplying with the liquid density, we have the mass remaining as a function of time.
Figure 1 shows the result for the following case

\[
\begin{align*}
\text{Drop} & = 6 \text{ cu-mm} \\
d & = 0.0052 \text{ m} \\
\eta_i & = 0.1046 \\
T & = 35 ^\circ \text{C} \\
u_\tau & = 0.096 \text{ m/s} \\
\text{Re}_d & = 30.3 \\
\text{Sc} & = 2.53 \\
C & = 0.852 \\
\rho_{\text{HD}} & = 1258. \text{ Kg/m}^3
\end{align*}
\]

Although eq 2 is cubic in the shape factor, there is very little non-linearity in this volume versus time curve. Therefore, it is necessary to include the effect of diameter change as well as shape factor (i.e., droplet height) to correctly simulate the tailing off of the mass remaining as the drop disappears. One way to do this is by switching from shape factor to diameter change at some vague time. This is implied by Navez et al.; \textsuperscript{1} but, the implementation is not discussed. In the next section, a suggestion is made on how the two effects can be combined.

![Figure 1. Mass Remaining vs. Time (6 mm\textsuperscript{3} Drop, Mid Speed)](image)

2.2 Variable Diameter and Shape Factor

If the diameter \(d(t)\) and shape factor \(\eta(t)\) are given functions of time, then a solution can be obtained by differentiation of the volume (eqs 1 and 2). But, we could also eliminate time between \(d\) and \(\eta\) so that the shape factor becomes a function of diameter
\[ \eta = f(d) \]. One of the simplest relationships is to assume a power law, which can be written in the following form to take care of proportionality factors

\[
\frac{\eta(d)}{\eta_i} = \left( \frac{d(t)}{d_i} \right)^m
\]  

(13)

where \( d_i \) and \( \eta_i \) are initial values of diameter and shape factor, respectively. The exponent \( m \) is analogous to defining the time where the switch is made from constant diameter to constant shape factor. This suggestion is made with the hope that this non-dimensional parameter might have some degree of universality.

To implement the solution with eq 13, a new non-dimensional diameter variable is defined as

\[ \phi = \frac{d}{d_i} \text{ and } \eta = \eta_i \phi^m \].

Equation 2 becomes

\[ \forall = \frac{\pi}{6} d_i^3 \left[ \frac{3}{4} \eta_i \phi^{m+3} + \eta_i^3 \phi^{3m+3} \right] \]  

(14)

and eq 3 becomes

\[ \frac{\pi}{6} d_i^3 \left[ \frac{3}{4} \eta_i (m + 3) \phi^{m+2} + \eta_i^3 (3m + 3) \phi^{3m+2} \right] d\phi = - \frac{M}{\rho_{HD}} dt \]  

(15)

Equation 7 is also changed in the following way

\[ M = \frac{\pi}{4} d \phi^{m/3} \left[ 1 + 4 \eta_i^2 \phi^{2m} \right] \left[ C \left( \frac{Re_d}{Sc} \right)^{m/3} \right] \rho \]  

(16)

Remember that \( d \) appears to the 5/3 power in the evaporation formula. Also note that the Re\(_d\) number is now based on the initial value of the diameter. The combination of eqs 15 and 16 is considerably more complicated, but basically is just algebraic manipulation.

\[
\left[ \frac{3}{4} \eta_i (m + 3) \phi^{(3m+1)/3} + \eta_i^3 (3m + 3) \phi^{(9m+1)/3} \right] \frac{1 + 4 \eta_i^2 \phi^{2m}}{1 + 4 \eta_i^2 \phi^{2m}} d\phi = - d\phi
\]  

(17)

Integration of eq 17 in closed form looks rather formidable. However, eq 17 can be numerically integrated to any desired degree of accuracy for a given value of \( m \).
Numerical integration was performed using a spreadsheet. A number of values of \( \phi \) were selected, and the left of eq 17 evaluated with mean values of the integrand. Once the relationship between \( \Phi \) and time has been obtained from eq 17, we can go to eq 14 to obtain the volume or mass as a function of time.

It is useful to recognize that the denominator in eq 17 for the 6 mm\(^3\) test case is at most, approximately 1.04, and if it is neglected, then eq 17 can be integrated in closed form.

\[
\frac{1}{2} \left[ \frac{3\eta_i (m + 3)}{(3m + 4)} (1 - \phi^{(3m+4)/3}) + \frac{4\eta_i^2 (3m + 3)}{(9m + 4)} (1 - \phi^{(9m+4)/3}) \right] = \Phi \tag{18}
\]

Figure 2 shows a comparison, for the above conditions, between the numerical integration of eq 17 and the approximate closed form integration of eq 18. They are essentially identical. Figure 2 also shows the constant diameter solution, and it is apparent that the variable diameter solution provides a shape more consistent with what is observed experimentally.

![Figure 2. Comparison of the Numerical and Approximate Solution with the Constant Diameter Case](image)

With formulation of this solution technique, we can begin looking at the effect of varying certain parameters such as the exponent \( m \), the choice of initial shape factor, and the Couette correlation constant.
3. EFFECT OF VARYING PARAMETERS

3.1 Exponent m

First, consider varying \( m \) the exponent in the relationship between diameter and shape factor.

\[
\frac{\eta}{\eta_i} = \left( \frac{d}{d_i} \right)^m
\]

(19)

It is clear that if \( m \) is a large positive number, then \( \eta \) will vary significantly with a rather insignificant change in \( d \). Figure 3 illustrates this with several solutions of eqs 17 and 18 for \( \varphi \) as a function of \( \theta \). For the \( m = 5 \) case, the variation of \( \eta/\eta_i \), according to eq 19 is also plotted. The \( \eta/\eta_i \) curve is approaching a linear distribution that corresponds to the constant diameter solution (eq 12).

![Figure 3. Diameter Parameter as a Function of Time](image)

Note for very high values of \( m \), illustrated by the \( m = 50 \) solution, the diameter is essentially constant over the evaporation time except near the end; then, the diameter decreases almost discontinuously. Finally, the total time to evaporate the drop decreases with increasing \( m \) with the minimum evaporation time corresponding to \( m \to \infty \) or the constant diameter solution.
The mass remaining is shown in Figure 4 as a function of time and the exponent m. The smaller the value of m, the more extended is the tail of the curve and the longer the evaporation time. It is now possible to define the other limiting condition of constant shape factor, which corresponds to m = 0. It is the task of the comparison with experimental data to determine the optimum value of m and to what extent it varies with conditions of the experiments.

![Figure 4. Mass Remaining as a Function of Time and Exponent](image)

Examination of the three 6 mm$^3$ drops in Figure 3, page 7 of ref 1, it is apparent that the 20% remaining point is somewhere in the 2 - 2.5 hr range, which is less than the value of 2.67 for the constant diameter (m→∞) prediction. The discrepancy can not be corrected with m since smaller m values correspond to longer time. For example, at m = 5, the 20% remaining point corresponds to 3.1 hr. There may be some incorrectly calculated experimental conditions that explain the discrepancy. The velocity is specified as wind velocity of 1.77 m/s; but, the friction velocity has been used corresponding to the mid velocity range of the 5-cm tunnel, and that may not be correct. The initial value of the shape factor or contact angle is another quantity that needs to be considered. The average value of 23.6° of the three typical drops (provided by ECBC) has been used here; however, there is a ± 20% difference between them. Ultimately, there is always resort to an ad hoc correction factor in the evaporation rate analysis to improve agreement.

### 3.2 Contact Angle

Variation of the exponent m is limited by the constant diameter and constant shape factor conditions. It is apparent from the total evaporation times that some results fall...
outside these limits. Without modifying the basic model, changing the initial contact angle, $\beta$, can either increase or decrease evaporation times significantly. Figure 5 shows the effect on the reference case that we considered. Decreasing $\beta$ increases the surface area and the evaporation rate considerably. On the other hand, increasing $\beta$ has a smaller effect on the initial droplet surface area as evidenced by the small change in initial slope; but, large changes in the evaporation time result from the changes in the curvature of the distribution. The $m = 0$ and $m = \infty$ curves are applicable to the nominal $\beta = 23.6^\circ$ case and are shown as reference.

![Figure 5. Effect of Varying Initial Contact Angle](image)

In the section comparing the theoretical distribution with experimental data, the analytical curve for a nominal value of the exponent $m$ (say $m = 5$) is made to agree with the slope or trend of the data by adjusting the contact angle. Adjustments are then made iteratively between $m$ and the $\beta$ to achieve general agreement although less weight is given to the tail of the experimental distributions because of the inability of the experiment to consistently recover the initial mass of the droplet. This is demonstrated by the experimental data leveling off above and in some cases below the zero mass axes. Figure 6 illustrates this along with a suggested corrected distribution.\(^5\)
4. COMPARISON WITH EXPERIMENTAL DATA

Comparison with theory has been made with respect to two data sets. One set was from ECBC’s 5-cm wind tunnels, and a second set was from the Czech Republic’s 10-cm tunnel. In both cases, the data are for HD sessile drops on a glass substrate. Consistent with theory, the sessile drops are assumed to be segments of a sphere in shape; however, the experiments are deficient in not including either the contact angle or the height to diameter ratio as one of the independent variables. Thus, the comparison is not with a predictive theory, but involves the determination of the contact angle and m that results in qualitative agreement.

In both data sets, the primary measurements are initial droplet mass and downstream concentration of HD as a function of time. The mass of the droplet remaining is deduced from these data. In most cases, the errors in the technique results in unaccounted for mass or in some cases more mass than in the original drop. This error can be “corrected for” in most of mass remaining distributions; but, the correction is questionable at the end of the run. That is, at the end of the run, the concentration is lowest and of uncertain accuracy.

The table lists the test conditions for the cases considered here. In general, the quality of the theoretical fit to the experimental data is good as can be seen in Figures 7 and 8.
Table. Summary of Test Conditions from Czech Republic and ECBC

<table>
<thead>
<tr>
<th>CZECH REPUBLIC DATA</th>
<th>ECBC DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST</td>
<td>CR1</td>
</tr>
<tr>
<td>NOMINAL CONDITIONS</td>
<td></td>
</tr>
<tr>
<td>Q, µL</td>
<td>1</td>
</tr>
<tr>
<td>Wind Speed, m/s</td>
<td>1.77</td>
</tr>
<tr>
<td>TEST CONDITIONS</td>
<td></td>
</tr>
<tr>
<td>Droplet Mass, mg</td>
<td>1.180</td>
</tr>
<tr>
<td>Droplet Volume, mm3</td>
<td>0.938</td>
</tr>
<tr>
<td>Friction Velocity, m/s</td>
<td>0.096</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>35</td>
</tr>
<tr>
<td>CALCULATED PROPERTIES</td>
<td></td>
</tr>
<tr>
<td>Contact Angle, β Deg</td>
<td>18</td>
</tr>
<tr>
<td>m</td>
<td>5</td>
</tr>
<tr>
<td>Initial Shape Factor, ηi</td>
<td>0.079</td>
</tr>
<tr>
<td>Time Factor, t, hr</td>
<td>21.0</td>
</tr>
</tbody>
</table>

*Based on the 5-cm tunnel results, and the Czech Republic nominal wind speeds

The values of m and β were selected by trial and error with only visual appearance for criteria on which to base the goodness of the agreement. Thus, a mean value of m of say 7 would have produced relatively little change in the graphical results.
Figure 7. Comparison of Theoretical and Czech Experimental Mass Remaining
Figure 7. Comparison of Theoretical and Czech Experimental Mass Remaining (Continued)
Figure 8. Comparison of Theoretical and ECBC Mass Remaining
The contact angle has a more sensitive effect. As already pointed out, computations using a constant value of 23.6°, which was the result from initial observations of three different sized drops, could not predict the total evaporation time within the constant diameter-constant shape factor limits. Therefore, predicting the contact angle is critical to accurate prediction of the evaporation history. The tabulated data provide limited information on the factors that effect $\beta$.

Six runs contain three drop size (initial mass or volume) conditions with all other conditions the same. These runs have a constant contact angle, $\beta = 16.5° \pm 1.5°$, except for ECBC-3 which is considerably higher. Temperature variation is represented by three 35 °C runs of 1 μL drops and one run at 50 °C of a 6 μL drop. The 50 °C point suggests $\beta$ increases with temperature. The effect of increasing wind speed decreases $\beta$ from 23° to 15-18°. However, in conclusion, these 11 runs are insufficient to reliably determine trends in contact angle and exponent $m$.

**Generalized Mass Remaining Distribution**

The basic equation defining the mass-remaining distribution was specified in eq 1, which is repeated here.

$$\frac{d(M_{\text{HD}} \mathcal{V})}{dt} = -M$$

A simple approximation is to take $\rho_{\text{HD}}$ and $M$ as constants at their initial values so that the mass or volume remaining becomes linear in time. Thus, the percent mass or volume remaining can be written.

$$\frac{M}{M_i} = 100 - 100\frac{t}{\tau}$$

(20)

Note that the definition of $\mathcal{V}_i = \frac{\pi}{6} d_i^3 \left[ \frac{3}{4} \eta_i + \eta_i^3 \right]$ in $\tau$ is slightly different from that of eq 10 in the inclusion of a term involving the shape factor. The time factor tabulated in the table corresponds to that of eq 10.

This suggests that a more general way of plotting the experimental data is $\frac{M}{M_i}$ versus $\frac{t}{\tau}$ where the linear part of the each curve should now coincide to the extent that $\tau$ is correctly determined. Figure 9 shows the results of plotting all 11 experimental distributions covering a range of conditions. The data are correlated well over the whole range. Good agreement should be expected here because the value of contact angle and thus the shape factor have been selected to give good agreement with the individual runs. Some of the data scatter at
large times is due to the measurement inaccuracy at very low concentration levels. The fact that, in some cases, the total droplet mass has not been accounted for confirms this conclusion.

Figure 9. Correlation of the Experimental Data with $\tau$

5. UNSTEADINESS

In analyzing field test data, the additional problem of varying atmospheric conditions needs to be addressed. The two most important are temperature and “wind velocity”. The measurements indicate both of these quantities have short-term variations in minutes and longer-term average variations in hours. A characteristic response time of the evaporation of millimeter sized droplets might be characterized by $d^2 / \nu$, which for a 5.2 mm drop at 35 °C is 1.6 s. Multiplying by the Sc number gives $d^2 / D = 4.2$ s. Presumably, the evaporation mechanism cannot respond to fluctuation faster than approximately 5 s. A time factor of 1.6 times the Prandlt number might describe the thermal response. If this analysis is correct, the evaporation responds even to the short-term (minutes) variation in conditions.
The way variable conditions affect the mass-remaining time-history can be described as follows: We start by calculating the mass loss as if the temperature and friction velocity remained constant at their initial values. The result of the calculation is $\rho_{\text{HD}} V = M$ versus a computed time $\tilde{t}$ that can be related to the physical time. Because $u_\tau$ and all the thermodynamic properties that are functions of temperature are grouped in the evaporation rate term $\dot{M}/\rho_{\text{HD}}$ as in eq 3, the real time, $t$, is related to this transformed time by

$$\tilde{t} = \int_0^t \frac{f(T(t))}{f(T_i)} \left[ \frac{u_\tau(t)}{u_{\tau i}} \right]^{2/3} dt$$

(21)

The subscript $i$ refers to the initial conditions, and $f(T) = \left( \frac{D}{v^2} \right)^{2/3} \frac{c_w v}{\rho_{\text{HD}}}$ (see right hand side of eq 8) where the physical properties are functions of temperature; thus, $f(T)$ defines the temperature dependency of the evaporation rate. By this procedure, we have grouped the sources of unsteady effects into a transformed time and separated its calculation from that of the mass as a function of transformed time.

5.1 Temperature Dependency

The evaporation rate's dependency on temperature has been discussed in a recent memorandum, which came to the conclusion that the dependency is (where $T$ is in °K)

$$M = M_{\text{ref @ } 35^\circ} \left[ \frac{T - 91.6}{153} \right]^{17.2}$$

(22)

which can be used in eq 21 in the form (where now $T$ is in °C)

$$\frac{f(T(t))}{f(T_i)} = \left[ \frac{T(t) + 181.5}{T_i + 181.5} \right]^{17.2}$$

(23)

This relation is highly non-linear; therefore, even the nearly sinusoidal short-term variations in temperature could have a cumulative effect on the transformed time-real time relationship if the magnitude of the temperature variation is sufficiently large. However, as a first step, consider the longer-term unsteadiness or trends in speed and temperature.

5.2 Long-Term Unsteadiness in Speed

An increasing or decreasing trend in the wind velocity and temperature during the evaporation, which can be handled by the transformed time calculation, may exist in field tests. As a simple example, consider a hypothetical case where the "wind" speed increases linearly

\footnote{Note that $1/\rho_{\text{HD}}$ could also be included; however, it is not because it is such a weak function of temperature.}
from the speed corresponding to a 0.096 m/s friction velocity to a speed that doubles the friction speed over a period of 3 hr (assuming constant temperature).

\[ u_r = 0.096(1+1.0t/3.0) \quad (24) \]

The transformed time becomes

\[ \bar{t} = \int (1+1.0t/3.0)^{2/3} dt \quad (25) \]

Using a simple transformation, \( \xi = (1+t/3.0) \), eq 25 can be integrated as

\[ \bar{t} = 3 \int_0^\xi \xi^{2/3} d\xi = \frac{9}{5} \xi^{5/3} \bigg|_0^\xi = \frac{9}{5} \left( (1+t/3)^{5/3} - 1 \right) \quad (26) \]

Thus, for this simple example, we have an exact relationship between \( \bar{t} \) and the physical time, and eq 26 can be solved for \( t \) as a function of \( \bar{t} \).

\[ t = 3 \left( (1+5\bar{t}/9)^{3/5} - 1 \right) \quad (27) \]

In the data from an actual field test, it will be very unusual to describe the actual velocity distribution analytically. Thus, in designing a FORTRAN program to perform the long-term analysis, provision has been made to input data points describing the measured time, temperature and speed trends. These data are used to calculate a table of transformed time versus physical time by simply averaging the integrand of eq 21 between successive points and multiplying by the time step and summing. To find the physical time corresponding to the transformed time, computed in the primary calculation of the volume, a table look-up and linear interpolation has been used.

Figure 10 also shows this result, which conforms to what is expected in that an increase in friction velocity implies an increase in evaporative mass flow; therefore, the time to achieve any given level of remaining mass must decrease. This figure also shows a comparison between the "exact" result using eq 27 and the result of taking 19 points in physical time versus speed as input and doing the approximate look-up and interpolation calculation. There is no discernable difference in the two techniques in this case.

5.3 Long-Term Unsteadiness in Speed and Temperature

Longer-term variation such as a decrease of the mean temperature of 6-8 °C over several hours produces a significant effect (see bottom panel in Figure 5 of reference 1.) As a model of this long-term temperature variation, assume a decrease of about 7 °C over a 4 hr period. For purposes of illustrating the significance of such a trend, the standard 35 °C reference
case is modified by this decrease in temperature and the linear increase in velocity previously considered. Equation 23 provides the temperature effect on the evaporation function required, and the temperature versus physical time input is

\[ T = 35 - \frac{7t}{4} \]

(28)

with \( t \) in hours. Equations 24, 28, and 23 were used in eq 21 to calculate a table of \( \bar{t} \) versus \( t \) values for the combined effect. The look-up physical time is plotted in Figure 10, which shows that the decrease in temperature approximately compensates for the increase in velocity.

![Figure 10. Effect of Long-Term Trends in Wind Speed and Temperature](image)

5.4 Unsteady Short-Term Wind Speed Effects

Figure 11 provides an example of the wind speed data obtained from field tests performed in the Czech Republic in 2002. Over an approximate 4 hr test, the average speed is about 0.2 m/s; the maximum speed is about 1 m/s; and the minimum speed is about 0 m/s.
Example of Velocity Measurements
HD on Glass
0.018 m (1.8 cm/0.7 in.) Height Above Ground

Figure 11. Example of Short-Term Wind Speed Field Test Data

These short-term oscillations (minutes) in wind speed can produce some effects as well as longer period (hours) changes. A simplified model is to assume the variation to be sinusoidal, which is a reasonable approximation to the speed distribution shown in Figure 12.

Measured Wind Speed Over a 4 Minute Interval
Outdoor Tests - HD on Glass
14:00 - 0.018 m/1.8 cm/0.7 in. Height

Figure 12. Wind Speed Variation over a 4 min Interval
If we assume that the friction velocity varies in proportion to a sine wave, we can write the transformed time as

\[
\hat{t} = 0.096 \int_0^1 \left( 1 + \sin(2\pi t \mp t_p) \right)^{2/3} \, dt
\]

(29)

We have taken the short-term oscillation period equal to 3 min for a full cycle. Thus, we are numerically integrating over a 180 s cycle, and the non-linearity in eq 29 results in a transformed time of 165.6 s or 92.0% of physical time. This means that over a 3 hr predicted evaporation time (transformed time), the end value in physical time \( t = t / 0.92 \) or 3.26 hr. Figure 13 illustrates this by taking the \( m = 3 \) solution at constant friction velocity and assuming the effect of the oscillations as specified by eq 29. The extent of the calculation has been limited to the initial 1000 steps of 10 s to resolve the short-term oscillation. The calculation of mass remaining versus the physical time plotted in Figure 13 and the scale of the plot is too coarse to observe the oscillations in the mass remaining.

![Figure 13. Effect of 3 min Sinusoidal Oscillation on Mass Remaining vs. Time](image)

Figure 14 shows the final 63 steps of the Figure 13 true time curve at a very much expanded scale where the oscillation in the curve become clear. Three and a half cycles are shown here.
The assumed sinusoidal variation of the friction velocity is probably more severe than might be expected in practice. Thus, the primary conclusions to be drawn from the above analysis of the short-term wind speed fluctuations is that the expected effect is, at most, an extension of 8% in the evaporation time.

5.5 Unsteady Short-Term Temperature Effects

As was pointed out earlier, eq 23 is highly non-linear, and the effects of the long-term variation in temperature are significant. However, an amplitude of only a few degrees in the short term oscillation is not enough. For example if $T_i = 35 \, ^\circ C$, and $T = 35 + \Delta T$, then

$$\frac{f(T(t))}{f(T_i)} = \left[ \frac{216.5 + \Delta T}{216.5} \right]^{17.2} = \left[ 1 + \frac{\Delta T}{216.5} \right]^{17.2} \approx \left[ 1 + 17.2 \frac{\Delta T}{216.5} \right]$$

(30)

Thus, if the temperature oscillations are about $\pm 1 \, ^\circ C$ with a period of 1-3 min, the temperature factor changes only about $\pm 7\%$ per $^\circ C$. But more important, if the last term in eq 30 is valid, and these short-term oscillations are generally periodic, the oscillations will cancel over time and leave the mean of the mass-time curve unchanged. This does not mean that the oscillations would not be observable with appropriate instrumentation; however, they would appear as temperature waves superimposed on the steady-state trend.
6. CONCLUSIONS

An attempt has been made to present a rigorous determination of the mass remaining as a function of time. The basic idea behind the calculation is initially described for the case of a droplet segment of spherical geometry with constant base diameter. The segment is then characterized by the variation of the droplet shape factor (height/base diameter) or contact angle. It is pointed out that this is a limiting case.

A suggestion is advanced for the combined variation of diameter and shape factor (\( \eta \)) case where the shape factor is assumed as a power law function of the diameter.

\[ \eta \propto d^m \]

The variation of \( m \) between its limiting conditions of \( m = 0 \) (constant shape factor) and \( m \to \infty \) (constant base diameter) define a range of intermediate conditions.

Experimental data are needed to determine a suitable value of the exponent \( m \).

Comparison of experimental data and analysis indicates the need to determine the initial shape factor (contact angle) accurately. By appropriately choosing the combination of shape factor and exponent \( m \), good agreement between the analysis and experimental data can be obtained. More experimental data on the shape factor are needed to determine its dependence on the variables of the problem (temperature, drop size, etc.).

Introduction of a time factor, dependent on the conditions of the experiment, provides an effective method of correlating all the experimental data.

The question of unsteady atmospheric temperature and "wind" conditions has been addressed by introducing a transformed time. This time allows the mass remaining to be calculated as a function of a transformed time based on initial conditions. Then, the relationship between the transformed time and physical time is computed from the unsteadiness.
NOMENCLATURE

A  Surface area of evaporating drop
C  Proportionality constant in the Sherwood number equation
$c_w$  Concentration of vapor at the surface of drop
d  Diameter of sessile drop
D  Diffusivity of vapor in air
$F(T)$  Evaporation rate dependency on temperature
h  Height of sessile droplet
L  Characteristic length
M  Droplet mass
$\dot{M}$  Total evaporation rate
m  Exponent in relationship between shape factor and diameter
n  Number of data points
N  Evaporation rate per unit area
Q  Volume of drop
$Re_d$  Drop Reynolds number = $(u_T d)/v$
$Sc$  Schmidt Number = $v/D$
$Sh_d$  Average Sherwood Number = $\dot{M} d/A c_w D$
T  Temperature
t  Time
$\dot{t}$  Oscillation time period
$\ddot{t}$  Transformed time
$u_T$  Friction velocity = $\sqrt{v \left( \frac{\partial u}{\partial y} \right)_w}$
$\forall$  Volume of surface drop

Greek Symbols

$\beta$  Contact angle of sessile drop
$\eta$  Droplet shape factor = $h/d$
$\delta$  Non-dimensional time = $t/\tau$
$\nu$  Air kinematic viscosity
$\xi$  Transformation variable
$\rho$  Air density
$\rho_{kd}$  Density of liquid Agent
$\tau$  Time parameter = $\frac{M_i}{M_t}$
$\phi$  non-dimensional diameter = $d/d_i$
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