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ABSTRACT

The Development of a Droplet Formation and Entrainment
Model for Simulations of mmiscible Liquid-Liquid Flows

Wesley M. Wilson

Droplet formation is a common phenomenon in turbulent mixing and has many practicd
goplications in emulson technology, surface agents, and liquid-liquid extraction. The
ability to predict the relative szes and didributions of fluid droplets formed from mixing
events is a complex problem which is dependent on many different parameters including
geometric condderations, the nature and physicd properties of the fluids in question,
turbulence parameters, buoyancy and body forces, and flow hisory. While there have
been many researchers who have andyzed this problem for both liquid-liquid and ges
liquid sysgems, the present sudy will focus only on droplet formation in immiscible
liquid-liquid systems.

A review of the literature has shown tha previous atempts a describing fluid droplet
gzes esantidly fadl into two caegories (1) phenomenologicd modds, and (2) Satidtica
modds. The use of phenomenologicd modds usudly involves semi-empirical andyses
of a paticular liquid-liquid or gas-liquid sysem, and typicdly employs a force balance to
determine the conditions under which droplet formation or breskage occurs. Statistica
modds, on the other hand, utilize flow history and probability dengty functions (PDF's)
to determine the dze and number didribution of daughter droplets formed from the
glitting of larger droplets or the codescence of smaler ones. In the present study we
will adopt many of the methods of the former st of modds, resulting in expressons
which determine the sizes of the dispersed phase droplets based on locd flow parameters
including  turbulence  quantities,  gppropriate  characteridic  length  scdes,  and
dimendgonless parameters such as the gradient Richardson number.  While much of the
development of the droplet formation/entranment (DFE) mode comes from results from
the literature concerning dretified shear flows, the modd can be cdibrated through the
adjustment of certain congtants to conform to awide variety of flow scenarios.

The present study is one dement of a larger effort in cooperation with engineers and
nava architects at the Naval Surface Warfare Center - Carderock Divison (NSWC-CD)
in Bethesda, Mayland, as wel as faculty and students a Johns Hopkins University in
Bdtimore, Maryland, to sudy turbulent mixing events in compensated fue/balast tanks
used in U.S. navd surface ships. The overdl god of this project a WVU is to develop
sub-modds for the prediction of the extent and location of mixing of fue and water, and
to edimate the tota flow-through time for the fud, as wel as the amount of water-
hideout. Water hideout involves the amount of water that remains ingde the fud tanks
after refuding is complete (i.e. when the fue stream reaches the outlet), and presents a
concern with regard to efficiency. The fud/water mixing, on the other hand, represents
an environmenta concen, a some of the fud may become entraned in the



compensating water that is forced overboard during refuding. The prediction of the size
and digribution of the fud droplets that form during mixing is an integrd pat of the
overdl effort, both for accurate predictions of mixing events, as wel as in esimating the
amount of fuel entrainment that occurs.

Numericd dmulations have been peformed a& West Virginia Universty usng the
commercid CFD (Computational FHuid Dynamics) code, CFX-4, developed by AEA
Technologies, to assess the performance of the droplet formation/entrainment modd for
svead dfferent flow configurations. These include a drdified shear flow of two
immiscible fluids of different dendties and a densdy buoyant verticd jet flow of a
higher dendty fluid impinging on a quiescent layer of lighter fluid. The multiphese
model used in these amulaions was a dngle fluid, scdar trangport (SFST) model, which
is a mixture model based on Ishii's drift flux modd [22]. The turbulence modd used was
a modified form of the sandard k-e mode that includes additiond terms to account for
the effects of buoyant production/destruction.

Both of the flow scenarios in question closdly match the conditions for experiments
currently being performed a Johns Hopkins Universty by Dr. Joseph Katz and his
asociates.  In this sudy, the results of the numerical smulations will be compared with
quditative observations from the experiments, as wedl as cetan quantitaive data
collected with regard to the mixing length thickness in the case of the shear flow, and the
maximum impingement depth in the case of the jet flow Sudy. The results of these
gmulations indicate logcd trends for the sze and didribution of the fluid droplets
formed, as wel as good agreement between the DFE modd and the results of the
experiments detailed above.
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1.0INTRODUCTION

1.1 Background Information

Compensated fud/bdlast tanks (CFBT'S) are used in US Navy ships for dability and
ease of operation. The tanks, which are located in the bottom of the ships, are linked
together in groups of 2-5 tanks. As the fud is consumed during operation, seawater is
dlowed to enter the tank to retain bdlast, and to provide a stable center of gravity for the
ship. The typicd tank is broken up into a series of compartments that are connected by
manholes and limberholes. Each tank may hold anywhere from 30,000 to 120,000 liters
(8,000 to 32,000 gdlons) of fud, with each set of tanks holding approximately 260,000
liters (70,000 gdlons). As fue is drawn off the top, seawater is dlowed to enter the
bottom of the tanks, and when empty, a tank typicaly has a 0.08 m (3 in) layer of fud on
the top. During re-fuding, fud enters near the top of the tank, through an upward inlet
pipe, a flow rates between 60 to 95 literg/sec (950 to 1,500 gal/min.). The compensating
water is forced out of the bottom of the tank through an outlet, located in the last tank.

The density of the fud is about 850 kg/nT, compared to the density of the seawater,
which is approximatdy 1,000 kg/n?. Though buoyancy forces compete to keep the
fluids separated, the turbulence that develops because of the redively high shear rates
causes some of the fuel to become entrained in the seawater that is discharged overboard.

This is a concern not only because of the wasted fud, but dso primaily because of
environmenta condderations, as some of the fud may be forced out of the tank during
refueling.  Another problem typicaly encountered in these tanks is that of water hideout,

where seawater is trapped a the bottom of a compartment, which may conditute a



ggnificant portion of the tank volume and is an obvious inefficiency [9]. A sketch of a

generic CFBT isshown in Figure 1.1 below.

Figure 1.1 - Geometry of typical compensated fuel ballast tank (CFBT).

The US Navy has underteken an extendve research effort to anadyze the flow that
develops during the refuding of these tanks, and to assess the current performance
characterigics and develop design improvements that may be implemented in future ship
congtruction. Computationd fluid dynamics (CFD) andyses have focused on the Arleigh
Burke (DDG-51) dass of US Navy guided missle destroyers. The current design of the
DDG-51 class CFBT has a number of internd structures that promote mixing of the two

fluid phases and cause fue to be entrained in the compensating water. This is especidly



evidenced by buoyant flow events that occur when the fud is forced from one
compartment into the next via manholes, limberholes, or rectangular openings between
the two compartments. As the fud enters the second compartment, buoyancy forces
force the fue towards the celing of the second tank. The buoyant jet that develops
causes large shear forces a the interface between the two fluids, thus leading to mixing of
the fued and water. Increased mixing within the tank is a mgor concern regarding the
amount of fue that may be discharged overboard as the compensating water is forced out

of the tank during refuding.

There are a number of different phenomena that occur during the refuding process of a
compensated fud/bdlagt tank. As the fud is pumped into the tank, a buoyant jet issues
from the vertical inlet pipe. A smilar buoyant jet event occurs when the fud is forced
from one compatment into the next through severd different types of openings, and a
shear layer region develops in the interior portions of the compartment between these
openings. Another issue concerns the breskup of the fud into smadl droplets due to the
competition of buoyancy, inertia, and shear forces. In light of the discusson by Sulliven
and List [33] and Fernando et al [16], we may adso bresk up the flow into severd
different regimes based on the primary mixing mechanism, which may be due to loca
turbulence effects, or Kevin-Hedmholtz type indabilities that occur a the interface
between the two fluids. All of these can effect the overal mixing that occurs within the
tanks, and the difficulty of the problem is compounded by the complexity of the

geometry and the turbulent nature of the flow.



Work is currently being peformed a West Virginia Universty to andyze the generd
flow characterisics, and to predict when and where mixing occurs within these tanks.
Turbulent multiphase sub-models are being developed to characterize the flow of the two
fluds and to predict fud entranment in light of results from the literaiure and
expaiments. While true multiphase andydss of this type of flow may involve the
modeling of each fluid as a separae phase, a sngle fluid, scdar trangport (SFST) mode
is currently being used, which is a variant of the drift flux modd suggested by Ishii [22].

The homogeneous multiphase (HMP) modd, which is a default modd in CFX-4, was not
used because a comparison demondrated the advantages of the SFST mode in terms of
accuracy and computationd efficiency. The HMP moded showed an overtly large
amount of mixing, which dso causes the fud to reach the outlet prematurely. The reason
for this is believed to be the lack of any mechanism for fud separaion, in addition to the
numericd diffuson present in the volume fraction equaion [8]. For larger, more
complex geometries, the HMP modd was dso limited in tha a turbulence modd could
not be included because of extreme convergence difficulties. Were the turbulence model
present, however, an even greater amount of diffuson would occur, as the buoyant
productior/disspation terms, which have the effect of damping the turbulence, would not

be present [8].

In light of the convergence difficulties for more complex tank configurations, a
comparison was made between the two models usng a amplified two-compartment tank
geometry [8].  This smplified geometry conssts of two rectangular compartments

sepaated by a manhole  The fud enters the firs compartment through a vertica inlet



pipe, flows through the manhole, and exits through a verticd exit pipe located in the
second compartment.  While being a ampler geometry, this configuration ill  exhibits
many of the flow characteristics of compensated fud/bdlast tarks. Figures 1.2 and 1.3
show the volume fraction contours and velocity vectors within the two-compartment tank
using the HMP modd and SFST modd respectively. In Figure 1.2, the Reynolds number
through the manhole is approximately Re = 100,000, and the overdl Richardson number,

Ri* is approximately Ri* = 1.4, where the overdl Richardson number is given by

gH(r water = T fud)
I e (U water U fuel )2

R = (1.2)

Here H is the tota height of the two layers, and U is the average velocity of the fud and
water layers. In Figure 1.3, the Reynolds number through the manhole is gpproximately
Re = 87,000, and the overdl Richardson number is gpproximately Ri* = 2.0. As the
HMP modd causes the fud to reach the outlet prematurely, the increase in the Reynolds
number is not surprising. Nor is the decreased Richardson number, as the HMP modd
predicts a large increase in mixing owing to increased shear. As the Richardson number
is inversaly proportiona to the shear, this causes a decreased Richardson number in the

case of the HMP modd, which isindicative of more turbulent flow.
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The reaults from Figures 1.2 and 1.3 above demondrate the overly diffusive nature of the
HMP modd, indicated by the ggnificant increese in the amount of mixed fluid. This
becomes an important issue regarding the accuracy of the cdculations, as a large amount
of numericd diffuson is introduced in the volume fraction equations. Another important
issue regarding the comparison of these two modes is that of computationd time.
Smulaions of the two-compartment geometry, for the same amount of eagpsed time and
usng the same convergence criteria, demondrated that the SFST modd requires
goproximately 30% less time [8]. The savings from the SFST modd would increase

sgnificantly as the number of cdlsincreased, especidly for redigtic tank geometries.

Due to the turbulent nature of the flow, requiring a turbulence modd, and in light of
increesed computationd  efficiency, a dngle fluid, scadar transport (SFST) modd was
used to predict the bulk fluid motion and regions of mixing. In generd, the SFST modd
assumes that the two-fluid mixture can be conddered as a whole, rather than as two
separate phases.  Mixture quantities are used to discretize the conservation equations,
which are formed by summing the individud phase eguations. This results in a mixture
continuity equation, and a st of momentum eguations smilar to the single-phase Navier-
Stokes equations, which includes an additional source term to account for the relaive dip
between the two phases. While there are many different reationships which could be
used to describe the dip veocity (see eg. [26], [27]), here we have used an empirical
relation to modd the rddive or dip veocity as beng predominaey given by the
terminad rise velocity of a fluid droplet, while dso accounting for multi-particle effects.

The second continuity equation is then put into a form where it can be used to determine



the concentration or volume fraction of one of the phases, the other volume fraction being
given by the dgebraic condraint that the two must sum to unity. A modified form of the
sandard k-e modd is used to dexribe the turbulence, including turbulent
production/disspation resulting from the effects of buoyancy. The complete st of

equations for the SFST model is given in Appendix A.L.

To anayze the shear regions that develop in the interior portions of the fued/bdlast tanks,
the transport of a scdar at a turbulent sheared density interface was sudied in light of the
experiments by Sullivan and Lig [33]. Here the primary concern was the interfacid
mixing or entranment of one fluid into the other. The flow was characterized by a
Richardson number, defining the rddive influence of buoyancy and shear forces.
Results showed that the numericad modd is rdiable in predicting the resulting interface
location and free dream velocities, and was reasonably accurate in predicting the shear

layer thickness and concentration boundary layersthat develop at the interface [7].

A gmila sudy was peformed in light of experiments being conducted a Johns Hopkins
Universty. Comparison with preiminary experimenta observations and results indicate
that the smulaions produce reasonable results with regard to the overdl flowfidd,
prediction of recirculation zones, and the development of the mixed-fluid layer, usng an
assumed average droplet diameter which is adso reasonably close to the observed average
droplet sze [6,36]. By comparison between the smulation results and measurements, it
was shown that the mode predicts the growth of the shear layer with reasonable

accuracy.  This type of flow is very smilar to that which would develop in the interior



portions of a tank compatment. The results of the dmulations demondgrate the
effectiverness of the use of the single fluid, scdar transport (SFST) modd to predict the
generd characteridics of the flow, including the deveopment of the shear layer and

recirculation zones.

Another flow phenomenon that occurs in compensated fud/bdlagt tarks, and is important
for overdl mixing, is that of the buoyant jet. This occurs both when the fud enters the
tank through the verticd inlet pipe, and when the fud is forced from one tank
compartment into the next via a manhole or other opening. Because the density of the
fud is less than tha of the compensating water, buoyancy forces compete with
gravitationd and inertid forces to separate the two fluids and draw the fud towards the
tank celing. This produces a large amount of shear a the interface between the two
fluids and promotes mixing. Smulations of this type of flow have been peaformed in
light of experiments being conducted a Johns Hopkins Universty to sudy the mixing

mechanisms in such flows[38].

Another important issue regarding the inlet jet is that of impingement on the tank celling,
which may cause the fued jet to bresk up into smdl droplets. This breakup phenomenon
adso becomes important for buoyant jet events, which occur when fud is forced through
compartment openings, as well as in the shear regions in the interior portions of the tank.
In lignt of this a drople formaion/entranment (DFE) modd is currently being
developed to predict the sze of the dispersed phase (i.e. fud) droplets based on loca

flow parameters [6]. These would include loca turbulence quantities, gppropriate length



and velocity scdes, and dimensonless parameters such as the Reynolds number and
Richardson number. The effects of surface tenson may dso be included through the use
of a citicd Weber number, which may determine the amount of shear necessary for
breskage to occur. The modding of the relative motion or dip between the two fluids in
the SFST modd adso necesstates the use of a localy determined droplet diameter for

accurate amulations of the actud flow phenomena

CFD gmulations of a full-scale mode tank geometry indicate that the SFST modd is
vay effective in predicting the bulk fluid motion of the fud and water, and in predicting
regions where fud/water mixing and water hideout are likely to occur [6,8]. Buoyant jet
events are obsarved from the trangent caculations in the regions occupied by the inlet
jet, and in regions of flow through the manholes Mixing events are dso obsarved in
regions of mixed-fluid, where droplet breakup is aso likely to occur. Water hideout near

the bottom of the tank compartments can aso be observed [6,8].

The numericad models used in al of these cases require vaidation based on experimenta
resultss.  To this end, observations and quantitative data from the experiments being
conducted a Johns Hopkins Universty are used to vdidate the single fluid, scaar
trangport (SFST) modd and droplet formation/entranment (DFE) modd in smulating
these types of flows. Future scale modd experiments of an actuad CFBT may aso be
used to verify the predictions of the numericd modds with regard to the bulk fluid
motion, and prediction of fud/waer mixing and water hideout in  compensated

fud/balast tanks These amulaions may aso then be used to develop full-scde testing
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techniques and predict scae-up difficulties, as well as to andyze the effects of geometric

modifications.

1.2 Objectives

The overdl god of the research effort a West Virginia Universty, of which the present
study is an integrd part, is to deveop numericd models that can be used to predict
fud/water mixing and water hideout in compensated fud/bdlast tanks. The development
and gpplication of the droplet formation/entrainment modd in conjunction with the
numericd modds dready in place is vitd to the accurate predicion of mixing
phenomena and generd flow characteritics. Therefore, the present sudy focuses on the
implementation of the DFE model and the assessment of its performance in the prediction
of experimentd parameters in certan canonica flows that will dso be important in the

large-scde flow configuration of atypica CFBT.

The objectives of the present study are primarily concerned with the development and
vdidation of the droplet formation/entrainment modd, while dso examining certan case
gpecific issues related to the shear flow and impinging jet experiments currently being
conducted a Johns Hopkins Universty. The firs objective is the development and
veification of the DFE modd based on shear flow experiments, which would represent
typicad flow behaviors expected in the interior portions of the large-scde tank
compartments.  The second objective involves vdidation of the DFE modd in predictions

of expeimenta observations concerning the impingement of a negatively buoyant
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vetica jet into a quiescent environment as an independent case sudy.  This would
represent phenomena that typicaly occur during the initid stages of refuding of a CFBT,
as compensating water would be forced into the remaning fue layer a the top of the
tank. Andyses from these smulaions will dso be important in assessng trends which
would occur during the later refuding stages of a typicd CFBT, as the lighter fluid

(diesd fud) would be forced into a more dense water layer.

In dl of these predictions, the primary objective is to assess the performance of the SFST
and DFE modes based on experimental observations and quantitative data avallable in
the literature.  This assessment will provide validation for the use of these sub-modesin
future dmulations of smdl-scde and full-scale geometries of the DDG-51 CFBT and

other scale modd tests.

1.3 Overview

Fird, a review of the literature concerning dengty draified shear flows, vertica buoyant
jets, and droplet formation and entranment phenomenon will be examined. This will
provide information regarding the parameters of interest in each of these areas.  This
review will incdude issues rdaed to numericad and turbulence modding, and will aso

provide experimentd results and reviews as they relate to each of these phenomena.

Following the literature review, an explanaion of dl of the numericd modds will be

given, including a detailled description of the SFST modd for immiscible fluds This



section will dso examine dgebraic expressons for the dip vdocity and modifications to
the standard k-e turbulence mode for buoyant flows. The proceeding chapter will
discuss problems with mass conservaion (i.e. conservation of the fue volume) with the
previous verson of the SFST modd. In this section a new formulation for caculating the
volume fraction will be discussed in light of this problem, and results will be presented

detalling the improvements made through this new formulation.

Following this, a complete description and derivation of the current verson of the droplet
formation/entranment modd will be presented, with reference to its origins in vaious
literature sources. Results from verification studies performed on a two-compartment
tank will demondrate that the values predicted for the droplet Szes are reasonable both in

meagnitude and physicd digtribution.

The next section will provide results from gmulations concerning the densty dratified
shear flow experiments being conducted a Johns Hopkins Univerdty in which the
implementation of the DFE modd will be examined and evduated. Some comparison
will dso be made between predictions from the modd and actud experimenta
measurements for the variation in the mixed fluid thickness as a function of downstream

distance.

Folowing the gmulaions of the dear flow expeiments the droplet

formaion/entranment modd  will be examined in lignt of experiments involving the

impingement of a negatively buoyant vertica jet into a quiescent reservoir. Here again,
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comparisons  will be made between numerica predictions and  experimentd
measurements.  Modifications to the DFE mode for this flow scenario and specific

computationa issues will dso be discussed.

Findly, some overdl conclusons regarding the use of the SFST modd in conjunction

with the droplet formation/entrainment mode will be presented. Suggegtions for future

gudies and improvements to the numerica sub-moddswill aso be given.
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20REVIEW OF THE LITERATURE

2.1 Introductory Definitions and Comments

While the focus of the present dudy is divided between severa different flow
phenomena, including dratified shear flows, buoyant jet flows, and droplet formation and
entranment, there are severd parameters that will become important in describing al of
these. Fird, we will discuss the relevant length scdes that become important in
characterizing each of these types of flows followed by a discusson of the reevant
dimensonless parameters.  Then, a review of the literature for dratified, shear flows,

buoyant jet flows, and droplet formation studies will be presented.

Characteristic Length Scales:

Sullivan and Ligt [33] performed experimentad measurements of tracer dye concentrations
in a dengty dratified, shear flow generated in a water channd gpparatus. In these
experiments a layer of agueous ethanol solution acts as the lighter fluid, and flows over a
layer of agueous sdine (the heavier fluid). They define a concentration boundary layer
thickness, h, as the digance from the mean interface location, h, to the location (either
above or bdow the interface) where the probability is 0.02 of finding flud whose
concentration differs from the locd mean by 0.01C,. Here Cp is the unmixed dye
concentretion in the lower layer. Phydcdly, this gives some measure of the leve to

which the turbulent motions are able to transport the scdar in the verticd direction.
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While this definition agpplies to a tracer dye concentraion in this particular case, it is

eadly applied to any trangported scalar variable.

Another important length scadle based on the concentration profile is that of the interfacid
thickness, d. Sullivan and Ligt [33] defined according to

d =y(C209)- y(C£0.1) (2.1.1)
where C again represents the tracer dye concentration. In describing the veocity profile
near the inteface they further define a maximum velocity gradient thickness, hg, given

by

h :L
* (WY) e

(21.2)
where DU is a characterigic velocity which usudly represents the difference in the free
dream velocities of the two unmixed layers in a dratified shear flow, and (Tu/fly),.,
represents the maximum mean velocity gradient at the interface in the vertica direction.
The maximum velocity gradient thickness is adso used by Atsavgpranee and Gharib [1],

though it is given by the notation dy,.

Atsavgpranee and Gharib [1] define a smilar parameter with regards to the densty
profile. They define amaximum dengty gradient thickness, d; , as

b (2.1.3)

¢ (T /1) v

where Dr is the difference in the dendties of the two unmixed layers, and (fr /1), iS

the maximum dengity gradient that occurs & the interface in the verticd direction. Here
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the maximum dendty gradient thickness has been defined smilaly to the maximum
velocity gradient thickness, but in terms of the dendty profile, rather than the veocity

profile.

Ancther important length scale is the mixed fluid thickness which is defined as the
veticd length over which a mixed concentration (or dendity) layer exists, defined
gmilaly to a displacement thickness [1]. Here, the mixed fluid thickness is defined
amilarly to Eq. (2.1.1) as

d = y(C 2 0.99)- y(C £ 0.02) (2.1.4)
Thislength scdeis rdlated to the maximum density gradient thickness by

d, »2d (2.1.5)

r

where d; isdefined by Eqg. (2.1.3) above.

The rdevant dreamwise length scade that characterizes mixing phenomena and wave
motion a the inteface is the Kdvin-Hdmholtz ingability wavdength, |y [1]. This
parameter can dso be rdated to the maximum dengity gradient thickness a the interface

through the use of a dimensonless wavenumber, a, given by

a @Zp_oL (2.1.6)

|
where | ky is the wavdength of the Kdvin-Hdmholtz vortices The K-H waveength,
adong with the mixed fluid thickness, will be of importance later during the discusson of
the various mixing regimes as they relae to the formulation of the droplet entranment

mode expressonsin the present study.
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Dimensionless Parameters:

As the mgor forces that are responsble for interface mixing gppear to be the buoyancy
and inettid forces, the most appropriate dimensonless parameter for characterizing the
types of flows in the current sudy is the Richardson number, which describes the rdative
influence of these two forces. Here, a large Richardson number represents a large
buoyancy force, with very little shear or turbulence, while a smal Richardson number
represents a large shear force, with little influence from buoyancy. One common
problem in the literature, however, is in how the Richardson number shoud be defined.
In light of this, severd different expressons for the Richardson number will be presented
in this section. To avoid confuson, the notation used in the present study may not

necessarily coincide with that used in the literature.

In characterizing the dratified shear flow of two fluid layers with different dendties
flowing over one another, Sullivan and Lig [33] use a layer Richardson number in
describing the reative influence of buoyancy and inetia within a given layer. This layer
Richardson number, Ri_, is given by

: Doh

where h is the boundary layer thickness of the layer, U represents the free stream veocity

of the layer in quedtion, and u denctes the mean interface velocity.  The buoyancy jump

across the interface, Db, isgiven by

(2.1.8)
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where Dr = r - r 1 is the difference in the dengties of the two layers, and r ; denotes the

dengty of the lighter phase. This term essentidly represents the buoyancy force per unit
mass. The layer Richardson number is important in charecterizing the flow of a given

turbulent layer in a dengty dratified shear flow.

Narimousa and Fernando [31] employ a Smilar expresson in characterizing interfacid
mixing events by assuming that the governing velocity scde is given by the mean
interface velocity, u. In their experiments, a mixed fluid layer was driven over a denser
fluid layer, and the mixed fluid layer thickness and entranment were examined. Further,
they assume the relevant length scale to be determined by the average depth of the mixed

layer, h, resulting in a Richardson number of the form

R, =— (2.1.9)

To characterize the redive effects of the two fluid layers in the region of the interface,

Sullivan and List [33] aso define amean shear Richardson number, Rig, given by

) Dbh
0 1

where U; and Ug represent the free stream veocities of the upper (i.e. lighter fluid) layer
and bwer (i.e. heavier fluid) layer, respectively, and hg is the maximum velocity gradient

thickness at the interface, as given by Eq. (2.1.2).
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To dlow for a more generd characterization of the flow of two turbulent shear layers,
sometimes an overdl Richardson number is used, where the relevant length scae
encompasses both fluid layers[14]. The overdl Richardson number is defined by

R = HDb (2.1.11)

L)

where H is the totd depth of both fluid layers, and Uy, is some characteridic veocity

scde that is often taken equd to the difference between the free stream veocities of the
two layers This parameter becomes important for characterizing genera  flow
characteridtics, and is ds0 a convenient way of comparing different flow scenarios by

using gppropriate length and velocity scales.

A smilar expression can be used for buoyant jet flows, usng the jet radius as the integrd

length scale. The densimetric Froude number can be written as [40]
VO

1/?—: IR,

where Dr = rg - r 4 is the difference between the discharge fluid density of the jet and the

E= (2.1.12)

ambient fluid densty, Ryo, IS the radius of the source (e.g. nozzle), and Vq is the mean
exit velocity from the source.  This parameter is very gmilar to a Richardson number in
that it dso characterizes the rdative influence of buoyancy and inertid forces. It will
become important in the examination of verticad buoyant jet flows as the denametric

Froude number will be used to describe the amount of mixing, as wel as the penetration

depth of the jet.

20



Atsavgpranee and Gharib [1] characterize interfacid ingabilities through the comparison
of the maximum dengty and velocity gradient thicknesses, which gives some measure of
the rddive influence of buoyancy and shear forces To this end, they define a flow
Richardson number given by

gbrd,

- —o0F o7 (2.1.13)

f

where r denotes the mean densty, DU is agan a characterisic velocity scde

representing the difference in the free stream velocities, and Q istheratio of d; to d,,.

Many of the preceding definitions of the Richardson number have been based on average
length and velocity scdes rddive to the entire fluid layer. As a numericadl smulation
would require solution a dl points within the domain, it may be more appropriate to
examine a Richardson number based on locd parameters.  The gradient Richardson
number, Rig, is defined according to [33]

_-(g/r ) /1y
© (Tuy)?

(2.1.14)

and dlows for characterization of the flow in a particular locd region, rather than based
on lage-scde integrd parameters.  For much of the numericd implementation of the
SFST modd, the gradient Richardson number will be used, as it can be caculated at a
given point based on locd flow parameters.  This will adso become important in the

formulation of the droplet entrainment modd for determining the loca droplet diameter.
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Another parameter that is useful in characterizing viscous flows is the Prandtl number,
which represents a measure of the influence of viscogty and diffuson forces. Here, the

Prandtl number is defined according to

Pr= (2.1.15)

n
D

where n isthe kinematic viscosty, and D isthe diffugvity.

Another parameter is the Peclet number, which dso gives some measure of the influence
of molecular diffuson. It can be defined by [15]

h(DU )ch
D

Pe= (2.1.16)

where h is the boundary layer thickness, and (DU)q, is a characterigtic velocity scae. For

the present work the velocity scale may be well represented by the interface vel ocity.

2.2 Review of Literaturefor Stratified Shear Flows

Narimousa and Fenando [31] dudied intefacid phenomena during entrainment
processes of two fluid layers subjected to interfacia veocity shear. In therr experiments
a sdtwater layer was driven over a quiescent fresh water layer (ungtable dratification) by
means of a disc pump. Tracer dye was released into the flow, and the dispersions of the
dye paticles in space and time were sudied through photographic techniques. These
photographs were then used to measure the changes in the mean velocity profile, and the

thicknesses of the shear layer and momentum diffusve layer. Ther experiments were



characterized by a Richardson number, Ri,, which was defined in terms of intefacid

parameters as [31]

. -2
u

(2.2.1)

where Db is the buoyancy jump across the interface (Eq. 2.1.7), h is the average depth of

the mixed fluid layer, and u is the mean velocity of the mixed-flid layer. The resuts of
these experiments showed a sharp intefacid layer whose thickness, d, increased linearly
with the mixed-layer depth h, independent of the Richardson number, as d » 0.07h. The
shear layer thickness, ds, was found to be independent of the Richardson number, and
was goproximately given by d, »0.20h. Varidions in the wave amplitude, however,
showed a Richardson number dependence. The wave amplitude, d,,, normdized by the

mixed-layer depth, was found to follow a power-law relaionship
dW ; - 061
H @0.232Ri, (2.2.2)

This rdationship, dong with the variations in the other characterigtic length scaes, will
become important in the derivation of the mode expressons for the droplet

formation/entrainment model (see Section 5).

Narimousa and Fernando [31] aso observed large-scae coherent structures, appearing as
regularly spaced billows with thin braids of fluid connecting them. These interfacid
ingabilities were observed a reatively low vaues of the Richardson number (Ri, < 5).
As the Richardson number was increased, the frequency with which these dructures

appeared decreased, and mixing appeared to be caused by wave-bresking phenomena
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These wave-breaking events were observed over a wide range of Richardson numbers,
with decreasing occurrences as the Richardson number increased. At moderately high
Richardson numbers, Narimousa and Fernando also observed the occurrence of large-
amplitude solitary waves, which travded through the interfacid layer without bresking.
At very large Richadson numbers, molecular diffuson processes became dominant in

the entrainment mechanism.

Fernando [15] provides some generd review of the rdevant mixing phenomena and flow
regimes involved in flows of dratified fluds  With regad to the different mixing
regimes that develop, a smilar devdopment is postulated by which mixing is dominated
gther by the direct influence of turbulent eddies, or by locd indabilities that develop at
the inteface of the two fluids  These two phenomena can be ddinested by an
aopropriately defined Richardson number, with the latter occurring at relatively large

vaues of the Richardson number. Other governing parameters for these types of flows

include the ratio of the buoyancy and veocity interfacid layer thicknesses, dy/d,, and the
normdized intefacid displacement, 2d/d,. Here d represents the verticd distance
between the interfaces of the buoyancy and vedocity interfacid layers. It is conjectured
tha when d, < 2d, d=0 (i.e. the interfaces coincide), and the gradient Richardson
number, Rig is less than some critical value, then the shear layer becomes ungable and

wavenumber-dependent  Kdvin-Helmholtz type vortices develop a the inteface [15].
Here the critical vdue of the gradient Richardson number is usudly assumed to be

approximately 1/4.

24



Fernando [15] aso discusses the processes of wave-bresking and diffuson-dominated
entranment. The wave-breaking phenomenon requires that the rate a which energy is
supplied to the waves be greater than the rate a which energy is disspated by internd
viscous forces.  If both of these are of the same order, then the waves will decay without
bresking. It was dso found that wave breaking will not occur & low vaues of the Peclet
number (i.e. when Pe < 200). Entrainment by molecular diffusion processes was found to
occur at large values of the Richardson number, & which time wave bresking no longer
occurs. A criticd vaue for the Richardson number defining this transtion was found to
be given by
Ri, =1.25PrPe /2 (2.2.3)

where Pr is the Prandtl number, and Pe is the Peclet number (see Eq. 2.1.15 and Eq.

2.1.16).

Sullivan and Lig [33] examined mixing and transport a the interface of a densty
dratified shear flow. Ther experiments conssed of measurements of tracer dye
concentration in a laboratory water channd that was 5 m long and 10 cm wide. Laser-
induced fluorescence (LIF) was used to measure the concentration of the tracer dye.
These experiments were conducted for a range of layer Richardson numbers between 1.0
and 100, where the layer Richardson number is given by Eg. (215). This dso
corresponds to a range of gpproximately 0.2 to 2.0 for the mean shear Richardson number
(Eg. 219). This range of Richardson numbers corresponded to two distinct flow
regimes, which the authors define as a KevinrHdmholtz (K-H) ingabilities regime, and

a shear-driven wave-bresking regime. The K-H indabilities regime was observed for
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mean shear Richardson numbers, Rig, up to gpproximately 0.4 - 0.45. The wave-bresking

regime was observed for somewhat larger Richardson numbers. In both cases, the
authors found that vertica trangport of the mixed fluid was accomplished through eddy
scouring, in which the turbulent eddies impinged on the interface and cary fluid away

from its outer edges.

Sullivan and Lig [33] dso discuss two other mixing regimes.  These are the turbulent
interface regime, which occurs for very low vaues of the Richardson number, and the
diffuson-dominated regime a very large Richardson numbers. According to Sulliven
and Lig [33], & very low Richardson numbers, interfacid disturbances are not present,
and only smdl-scde turbulence exids at the interface, where adjacent fluid is engulfed in
the interface. At larger Richardson numbers, K-H type ingtabilities are observed and the
scde of the turbulence a the interface decreases. As the Richardson number is further
increased, the interfacid mixing is dominated by waves tha become potentidly ungtable
and ae sheared off by turbulent eddies At very lage Richardson numbers, the
interfacid waves are suppressed and mixing is dominated by molecular diffuson. This
implies a Peclet number dependence as wdl. This is a dmilar devdopment of the
relevant mixing phenomena as reported by Narimousa and Fernando [31] above. Figure
12 of the paper by Sullivan and List shows the different flow regimes as a function of the
layer Richardson number [33]. This will become the bass for ddinedating the flow

regimes in the droplet formation/entrainment model in Section 5.0.
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Atsavgpranee and Gharib [1] dso examined two-dimensond mixing layer behavior by
sudying the tempora evolution of the layer in a draified tilting tank. Here the two fluid
layers were of different dengties, but amilar indexes of refraction. The two-dimensond
densty fidd was measured using laser-induced fluorescence (LIF). In their experiments,
an enclosad rectangular tank is haf filled with fresh water or ethanol-water solution, then
epsom-sdt-water solution is introduced into the tank dowly through openings a the
bottom of the tank. To mantan a sharp interface, deflector plates were ingdled just
above the openings. At the interface, a dengity-gradient layer is formed whaose thickness
can be controlled by the time dlowed for diffuson processes to occur. The tank is then
tilted about an axis, dlowing for the two layers to acceerate in opposte directions,
resulting in a shear flow at the inteface. After a certain time has eagpsed, the tank is
moved back into the horizontd pogtion providing a seady flow, during which the

development of Kdvin-Hemhaltz type instabilities occurs.

In these experiments, the shear layer is characterized by two verticd length scdes the

maximum velocity gradient thickness (Eq. 2.1.2), dy, and the maximum densty gradient

thickness (Eq. 2.1.3), d,. The flow is dso characterized by a Richardson number, given

by Eq. (2.1.13). Observations showed that increased dratification caused a decrease in
mixing due to the reduction of the entranment of fluid into Kevin-Hemhaoltz type
vortices, a reduction in vortex paring, and a large decrease in the turbulence of the flow
due to redrdification.  Severd secondary features were adso observed including
gravitational ingtability within the cores, vortex paring, and the appearance of Holmboe

type ingtahilities.
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The dengty thickness of the diffusve interface layer was determined by cdculaing an
equivalent mixed-fluid thickness, d, defined in a Smilar manner to the displacement
thickness Atsavgpranee and Gharib found that the maximum dendty gradient thickness,

d;, was approximately twice dn,. It was dso found that the dimensonless wavenumber

(Eg. 2.1.5), a, of the K-H type indabilities, was independent of the Richardson number,
with an average vaue of gpproximady 04. The height of the Kevin-Hdmholtz waves,
normdized by the wavdlength, a, was messured as a function of the Richardson number,
and is given in Fg. 10 of their text. These measurements show tha with increasing
dratification (i.e. with increesing Richardson number) the K-H vortices entrain less fluid
into incressingly smaler cores. This in turn causes a decrease in the levd of turbulence,
and a decreased amount of mixing [1]. This observation was dso confirmed by
measurements of the mixed-fluid thickness as a function of the Richardson number.
These reaults are given graphicdly in Fg. 17 of the origind paper, where the mixed-flud

thicknessis normdized by the maximum velocity gradient thickness, d, [1].

A power-law curve fit of the data in the present study resulted in the following

relaionship

3—“’ @0.017R 92 (2.2.4)

\

This rdationship will be used in the derivation of the modd expressons for the droplet
formation/entranment model (Section 5). On a generd note, the authors aso provide

svead images dealing the evolution of the flow, including the development of the
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Kevin-Hdmholtz type vortices, roll-up and paring, and the destruction of these waves

through shear- driven wave- bregking events.

Wu and Katz [38] conducted experiments involving a dratified shear layer flow of diesd
fud and water. Of primay interest in these experiments was identifying certain mixing
mechanisms that develop, as wdl as some examination of the onset of droplet formation.
Two different flow dructures were identified, including finger-like dructures and large-
scde KevinrHdmholtz type vortices  Digitd images showing the formation and
evolution of these dructures (see Figs. 6.19-6.21 of this work) are given for a range of
inlet parameters, primarily based on changes in the inlet velocities of the two fluids. The
results of these experiments showed an increase in the mixed-fluid layer with decreasing
Richardson number [38]. The mixed-fluid layer dso resched a maximum just &fter the
rollup of the large-scde vortices, then decreased with time until the rollup of the next
vortices. The presence of vortex paring was identified for cases involving large inlet
veocities [38]. The formation of fluid droplets was observed due to the rollup of large-
scae vortices, and the shearing off of finger-like structures. Some subsequent breskage
of these droplets into smdler droplets was dso observed, and the characteristic droplet

Sze decreased with increased velocity [38].
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2.3 Review of Literaturefor Vertical Buoyant Jet Flows

Fernando et al [16] conducted experiments involving a planar turbulent buoyant jet
impinging on a sable dendty interface.  This phenomenon is smilar to the buoyant jet
events that occur in compensated fue/balast tanks (CFBT's) as fud is forced
horizontally from one tank compartment into the next, and buoyancy causes the jet to
flow verticdly towards the celing of the tank. In the experiments by Fernando et al [16]
the jet was injected horizontaly into a homogeneous lower layer, where the top fluid
layer was separated from the homogeneous layer by a dendty jump. Measurements were
made for the entrainment velocity, time evolution of the verticad dendty profiles, and the
interfacid layer thickness. In these experiments, the lower layer conssed of <dt
dissolved in tap water, and the top layer condsted only of water. The discharge
temperature of the jet was manipulated to dlow for highly buoyant, dightly buoyant, or
neutrdly buoyant cases.  How visudization was performed using fluorescent dye
paticles and dye lines, which were then illuminated by a veticd laser sheet for ill

photographs and video recording.

In the case of the neutraly buoyant jet, mixing occurs due to shear indabilities, where
high shear a the inteface causes Kdvin-Hemholtz type vortices in the region near the
jet impingement.  Farther downsgtream from the jet impingement region turbulent mixing
is greatly decreased [16]. In the case of the dightly buoyant jet, the interface becomes
paichy in the region of the jet impingement, and mixing tekes place within the
intermittent paiches. As the patches merge with the rest of the mixed layer, the mixed-

layer thickness increases [16]. Here, the mixed layer is assumed to be the bottom layer,



which has congant densty, r . In the highly buoyant case, the verticd veocity of the jet

is condderably higher, causng an eevaion of the interface in the form of a cagp. This

causes doshing of the fluid into the mixed layer [16].

Zhang and Baddour examined the maximum vertica penetration of both round [40] and
plane [39] densdy buoyant jets. With respect to the present study, the information for
round vertica jets is more gpplicable These experiments involved the discharge of
sdtwater into a quiescent tank filled with freshwater, for a range of three different sizes
of round nozzles. The temperature of both the fresh water and sdt water was maintained
a a congant vaue to avoid thermd effects. A series of experiments was conducted by
which the Froude number of the jet was vaied, while mantaning turbulent flow
conditions & the exit of the nozzle. It was determined that the jet penetration and mixing
increased with increasing Froude number, where the Froude number of the jet was given

by Eq. (2.1.12).

The results of the experiments by Zhang and Baddour [40] for round vertica jets showed
two empiricd rdationships for the maximum vertical penetration of the jet depending on
the vdue of the Froude number. For large Froude number (F > 7), the maximum

penetration z,, was given by

z

m_ = 3.06F (2.3.1)

0z

where R, is the radius of the nozzle, and F is the Froude number. For smdl Froude

numbers (F < 7), the empirica reaionship for the maximum penetration was given by
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E—m =1.7F %3 (23.2)

where L, is a characteridic length scale related to the momentum flux and buoyancy flux

of the jet [40]. All of the numericd Imulaions in the present sudy are within the small

Froude number regime.

Friedman and Katz [17] examined the impingement of a liquidliquid inteface by a
densdy buoyant verticd jet (see Fig. 7.1 of the present work). This study is of practica
ggnificance in andyzing the flow phenomena that occur during the refuding process in
compensated fue/balast tanks (CFBT's) using in U.S. Navy surface ships. At the start of
the refueling process, there is a thin resdud layer of fud at the top of the tanks. As the
fud begins to enter the upsiream tanks, the later tanks in the series experience a vertica
jet condgting of compensating water from the upsream tanks. This verticd jet impacts
the resdua fud layer that remains a the tank celing. In the experiments conducted by
Friedman and Katz, a densdy buoyat water jet issuing from a nozzle impacts a
quiescent fud layer, a smila phenomenon to tha which occurs during refuding of
CFBT's. The experiments conducted also alowed for the height of the inlet nozzle to be
varied such that the distance between the nozzle exit and the fud/water interface @uld be

varied.
A dimensond andyss showed that the rdevant parameters for this type of flow include

the Richardson number, which measures the rdative influence of buoyancy and inetid

forces, the Reynolds number, and the Weber number. It was found, however, that for the
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experimenta conditions under condderation the surface tenson forces, and hence the

Weber number, had very little influence on the dynamics of the flow [17].

According to Turner [36], a negatively buoyant jet which is directed upward will collgpse
and fal around a risng centra core. A Smilar phenomenon was observed during the
experiments by Friedman and Katz [17], where it was found that the penetration depth of
the core increased with increesng exit velocity. Severa different mixing regimes were
identified, where the dominant mixing mechanism differs in each case How regime 1

was observed at large vaues of the Richardson number (Ri; > 10). Here the Richardson

number is defined in terms of interface parameters by

x—L (2.3.3)

where Dr is the dengty difference between the two fluids, and D; and U; represent the
diameter and velocity of the jet at the interface, respectively. In regime 1 a smooth stable
deformation forms a the interface, and fluid exiting the deformation remains attached
dong the liquidliquid interface. No mixing was obsarved in this regime [17]. Regime 2
occurs for moderate vaues of the Richardson number (10 > Rij > 1). As the jet veocity

increases, the height of the deformation at the interface increases. The Sdes of the
deformation become increesingly steeper until a separation develops a the edge of the
deformed interface. When the downward velocity of the faling water is large enough, a
portion of the fud layer is dravn down beow the fud/water interface. Mixing occurs
when the fud that is drawn down is broken into droplets, this being further promoted as

the velocity of thejet isincreased [17].



Flow regime 3 occurs for rdaively smdl vaues of the Richardson number (Rij < 1) and

the velocity of the jet is ggnificantly higher. In this regime large droplets are formed,
and may dther return immediady to the fud layer or bresk into smdler droplets.  This
regime is characterized by extensve mixing. A secondary mechanism was aso observed
by which the upward veocity of fud droplets returning to the fud layer was sometimes
great enough as to drag some of the water upward into the fud layer. This is the only
observed mechanism by which water droplets are formed in the fud layer [17]. Regime 4
occurs a even smaler Richardson numbers where the jet veocity is sufficient to impact
the impingement plate. In this regime there is extendgve mixing, and upon impacting the
impingement plate, the water jet causes a lattering of very fine droplets in a radid
pattern, cregting an extensve cloud of water droplets in the fud layer. While the smal
gze of the droplets formed make measurements difficult, it is believed that the droplet

diameter decreases with increased jet velocity [17].

Friedman and Katz [17] adso present results for the onset of droplet formation as a
function of the interface Richardson number and the Reynolds number. In dl cases the
onset of droplet formation was distinct and repestable. Measurements were a'so made for
the ratio of the jet penetration height to the interface jet diameter (aspect retio). This
parameter was found to be a function of the interface Richardson number [17]. This
observation inspired us to formulate Eq. 8.2.7. Comparison will be made between the

measurements of the agpect ratio and the results of the numerica smulations (Section 7).



2.4 Review of Literaturefor Droplet Formation and Breakage

One of the ealier works involved with droplet formation was that performed by
Hayworth and Treybd [19], who dudied drop formation of a liquid disperson from
gmple nozzles of one liquid into another immiscible liquid. The reevat governing
parameters were assumed to be the dendties and viscodties of the dispersed and
continuous phases, interfacid tenson, velocity of the dispersed phase through the nozzle,
the nature of the flow of the continuous phase, which phase (light or heavy) became
dispersed, and integra parameters including the geometry of the nozzle  Experiments
were conducted using different 9ze nozzles, and various liquiddiquid pairs, for injection
into a dationary continuous phase. Their results indicated that drop size was increased
by incressed interfacid tendon, decreased densty difference between the two phases,
increased viscodsty of the continuous phase, and increased nozzle diameter [19]. It was
dso found that drop size was independent of which fluid was dispersed and showed

negligible influence of the dispersed phase viscosity [19].

In order to determine a method for predicting drop sizes exiting the nozzle, Hayworth and
Treybe [19] utilized a force balance on the droplet. The important forces acting on the
droplet were assumed to be due to buoyancy, Fg, interfacid tenson, K, and the kinetic
energy of the jet fluid entering the droplet, k. From these forces, severd partid volumes
were obtained, each of which was assumed to contribute ether to the growth or
dedruction of the fluid droplet. Then, the volume of the fluid droplet was given by the
sum of these partid volumes, including (1) the volume necessary to overcome interfacia

tenson forces, (2) the volume necessary to produce a risng veocity of the droplet a least



equa to the exit veocity of the nozzle, and @) the volume of the kinetic energy supplied
by the exiting fluid. This eventudly led to an empiricd reationship for the droplet
diameter in terms of fluid and integrd parameters given by [19)]

0.747y 7 0.365 1 0.186 03/2

Q +(4.11A0'4)QF”3%i= 2100 &% 941 060x10 2 g m,

0 (2.4.1)
& Dr g é Dr

which could be solved for the fluid droplet volume, Qf, and in turn yied the droplet
dianeter. Here, V is the exit veocity from the nozzle, d, is the nozzle diameter, and the
subscripts ¢ and d refer to the continuous and dispersed phase, respectively.  While this is
a ussful relaionship in examining the generd effects of certain parameters on the droplet
Sze, it dso involves certain integrd parameters that are specific to a given geometry and

flow type, and therefore it can not be used for comparison with our computational results.

In ancther earlier work involving droplet formation and breskup, Hinze [21] examined
the conditions necessary for droplet breskage to occur, as well as the different types of
droplet deformation.  This andyss was primarily based on a baance of the important
forces, including surface tenson, pressure forces, inertia forces, and viscous Stresses.
This force budget leads to severa dimensonless groups, whose magnitudes are examined
in light of the conditions required for the droplet to bresk. These include a Weber

number, given by

We=—= (242)
and a dimensionless group involving viscosity, given by

Ny = - (243)

NrgsD
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where t is the surface force per unit area, D is the diameter of the fluid droplet, s isthe
interfacid tenson, and the subscript d denotes the dispersed phase.  As the Weber

number increases, the raio of the externd surface force to the restoring force due to
surface tendon increases until some critica vaue (We)qi; is atained whereby the droplet
breaks. In generd, (We)git Will be a function of Ny;, yidding the following reationship
[21]

(We),, = Clr+j (Ny,)] (2.4.9)

crit

where the function | decreases to zero as Ny; approaches zero, and C is the vaue of the

critical Weber number when the effects of viscosity are negligible.

Hinze [21] dso examines the disperson of one liquid in another. It is assumed that
turbulent fluctuations are responsible for the breskup of the droplets, and that these

fluctuations increase with increasing wavelength.

Thisyidds
(W), = ——m= (2.45)

where u? is the average vaue of the squares of the velocity differences over a distance
Dmax For the case of isotropic, homogeneous turbulence, the main contribution to the
kingtic energy is made by fluctuations where the wavelength is within the range vaid for
the Kolmogorov energy didribution law. With this assumption, the turbulence peattern
will be soldy determined by the disspation rate of turbulent kinetic energy, e. It can be

shown for this region that
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u? =C,(e x0)* (2.4.6)
where G is gpproximately 2.0. The same power-law relationship was aso determined by

Kuboi et al [25] (see dso Tennekesand Lumley [34]).

MartinezBazan et al examined the Sze particle didribution function (PDF) [29] and the
break-up frequency [28] of an ar bubble injected into a fully developed turbulent flow.
While this andyds involves gasliquid interaction, it is assumed that some of ther
discusson and results will dso hold true for liquid-liquid sysems.  While we have
chosen to use phenomenologica models for the droplet sze in the present study, the
datistical aspects of ther experiments will not be discussed in detall; however, the
authors dso present a modd for the critical droplet size, which will be used for

comparison with the numerica smulations.

In their experiments, air bubbles were injected into a high Reynolds number, verticd
water jet at a prescribed distance aong its centerline corresponding to fully developed
turbulent flow. The Reynolds number of the jet was varied from 2.5x10% to 9x10*. The
downstream location of the injection point of the ar bubbles was adso varied in the
sreamwise direction from 10 to 50 jet diameters, dlowing for variaions in the turbulent
kinetic energy of the underlying turbulence. The sze of the injected ar bubbles was dso
vaied by changing the flowrate of the ar through the injection needle Digitd imaging
techniques were then used to track the evolution of the droplet sze didtribution as a

function of downstream distance.



Martine~Bazan et a [28] developed a modd for the bresk-up frequency of the injected
ar bubbles. While we are not interested in the datigtica aspects of this modd, an
important relationship results from ther andyss describing the criticd droplet diameter,

D., as a function of surface tenson forces and the turbulent disspation rate, e. Here, the

critical droplet diameter represents the largest bubble (droplet) diameter that will be
gtable and not bresk. According to their andyss, for a bubble to break, the deformation
forces caused by turbulent stresses in the surrounding water must be grester than the

surface restoring pressure. The minimum energy required to deform abubble of szeD is
E.(D)=psD? (2.4.7)
where s istheinterfacia tenson. The corresponding surface restoring pressure is

¢ (D)= 6E,(D) _6s

— 2.4.8
pD?® D ( )

The average deformation for per unit surface produced by turbulent stresses due to
velocity fluctudtions exiding in the liquid a two points separated by a distance D is

approximated by [28]

tt(D):ir Du?(D) (2.4.9)

where r is the dendty of the water. If the deformation force is greater than the surface
retoring force, then the bubble will break. By sdting the two equa to each other, a
critical droplet diameter is defined such that droplets of smdler diameters will dways be
gdable and will not break. Following Kolmogorov's theory, and assuming homogeneous
isotropic  turbulence, the mean vadue of the veocity fluctuations between two points

separated by a distance D can be approximated by
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Du?(D)=|u(x+ D,t)- u(xt|* =b(eD)* (2.4.10)
where b is a congtant, gpproximately equa to 8.2 [3]. This is a different statement of Eq.

(24.6). Subdtituting Eq. (24.9) into Eq. (24.8), and equating it with Eq. (2.4.7) yields

the following expression for the critica droplet diameter
D, = g—— e % (2.4.11)

Although not directly applicable to the present study as these analyses were done for a
gas-liquid sysem, this is a good example of a smila type of phenomenologicad modd

for determining the fluid droplet Size based on certain flow parameters.



3.0 DESCRIPTION OF VARIOUSMATHEMATICAL MODELS

In this section we will describe the different mathematicd models used and derive some
of the modd expressons. Fird, a description of the SFST modd will be given, dong
with the form of the k-e turbulence model used, including extra terms to account for
buoyant production/destruction, and the corrdaion used for the dip velocity. The mode
expressons for the droplet formation/entrainment (DFE) modd will be derived and
presented in Section 5.0. For further information regarding the derivation of other modd

equations the reader is directed to Appendix A.

3.1 SFST Modd Formulation for Immiscible Fluids

For the numericd predictions in this sudy, the multiphase modd that was used was a
mixture mode, where only one set of momentum equations was solved for the given two-
flud sysem. Specificdly, the mode that was used was, to some extent, a smplified
vaiation of the drift flux modd as given by Ishii [22]. Essetidly, the present study
adopts the definitions for the mixture quantities and the form of the individuad phase mass
and momentum equations as given by Ishii [22]. From these definitions and equations, a
model is developed for turbulent flows where two liquids mix and the reative velocity
between the liquids is non-zero as is typicd for buoyant flow of immiscible fluids. This

modd is described as being asingle fluid, scalar trangport (SFST) modd.
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The primary assumptions that are used in formulaing the SFST modd ae (i) the
individud phases ae incompressble (i) the flow is isothemd, (iii) the densty
difference between the phases is samdl compared to the dendty of the mixture. These
assumptions alow certain terms to be neglected in the mode equations for turbulent
flows. Ancther important assumption involves the use of a gradient diffuson modd for
the average turbulent stresses in the momentum equations. The SFST modd is described
in the following sections, and the equations presented are written in terms of time-

averaged variables.

As with any mixture model, the basic concept is to congder the two-phase mixture as a

whole, rather than as two separate phases. The mixture variables are defined as.

the center of mass velocity (or mixture velocity)

_(uarara +ubrbrb)

Un (3.1.1)
r m
mixture dengity
F, =0l +1 0, (31.2
and mixture viscosty
M, =mr, +mr, (3.1.3)

where the unmixed phase quantities are denoted by the subscripts a and b (e.g. y isthe
veocity of phase dpha) and r is the phase volume fraction. In light of these definitions,
the current model expresses the conservation of mass and momentum for the two-phase

mixture by summing the individud phase eguations to form a single equation. Here the
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momentum inter-phase trandfer terms, as would be found in a two-fluid mode, cancd
eech other in the addition. The resulting equations are then put into a form smilar to the
angle-phase Navier-Stokes equations where the vaidbles of interet are the mixture
vaiables. Since the flowfied is turbulent, the mode equations are modified to account
for turbulent stresses and turbulent diffuson. The additiond terms that appear in the
equations because of time averaging are modeded usng an eddy viscosty modd. The
mixture dengty fluctuations in the multiphase equations do present some complications
in the derivation of the modd eguations. Though these fluctuations in the densty do
exid, for cases where the densty of ether phase is large compared to the dendty
difference, they may be neglected in the continuity and momentum equations.
Fortunately for the cases under consderation in this study, the assumption concerning the

dengty difference being smdl isvadid.

The conservation of mass equation is given by

T w)
it

+l(r mUni) =0 (3.1.9)
X ’

which is deived from the addition of the individua phase continuity equations. The
assumption that the densty fluctuations in the mixture densty may be neglected dlows
the time-averaged mixture continuity equation to be given by the same form as the

indtantaneous mixture continuity equation.

The individud phase momentum equations are added and the resulting equation is put
into a form that is gmilar to the dngle-phase Navier-Stokes equations for Newtonian

fluids with variable properties (see Umbd [37]).



The resulting momentum equations for a turbulent flow are then given by

er r,rr u
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™, 1 Mu,, 0 B
- —t— + ’T+rm i
™ X é(mn m) T % g

where the respective phases are denoted by a and b, and indicid notation is used where
repeated indices indicate summation. The dip (or relaive) veocity in Eg. (3.1.5) is given
by
Us; =(Uy; - Uy ;) (3.1.6)

In the mixture momentum equation, an additiond flux due to the rdative motion between
the phases gppears as the second term on the right hand sde of equation (3.1.5). This
extra term is sometimes referred to as the drift flux term, and originates from using the
mixture velocity definition in the convective terms. It accounts for the macroscopic flux
of momentum due to the reaive velocity between the phases and is written on the right
hand sde of the eguation as a fictitious dtress term.  This is somewhat anadogous to the
microscopic  trangport of momentum due to the molecular transport that produces

viscogity.

The primary assumption of the mixture mode is that the dynamics of the two phases can
be expressed by the preceding mixture momentum equation and some agebraic equation
for the dip velocity between the phases. In gererd, the modd assumes an empirica dip

velocity relation of theform

ug = f(r,,r,u,g,...) (3.2.7)



This assumption is judified if the motion of the two phases is strongly coupled. Since the
freedom of using one of the phase momentum equations is Hill avalladle, it can be used
to ad in determining the dip velocity equation. An equation for the dip veocity can be
determined by assuming tha the dip veocity is a function of the terminad veocity of an
average dze droplet.  For flows in which more extensve reaionships are needed,
experiments can be used to ad in determining equations for the dip velocity. These
assumptions  reduce the two individud phase momentum eguations into a sngle
momentum equation with one extra term that is a function of the dip veocity. The form

of the dip velocity used in the present study will be discussed in Section 3.3.

The volume fractions are solved from one of the individud phase continuity equaions
and from the agebraic condraint that the individua phase volume fractions mugst sum to
unity (i.e ra + b = 1). It should be noted that the turbulent fluctuations in the volume

fraction must be mantaned in the formulaion; hence to account for turbulent diffuson
of the volume fraction (i.e. turbulent flux terms - rgu¢ ), the turbulent transport terms are

modded usng an eddy diffusvity modd. In the present study, the a-phase continuity
equation is put into the form of a scdar transport equation, with a source term that is a
function of the dip veodty. The time-averaged form of the modeled transport equation

in the SFST modd is given by (See Appendix A.2 for adetalled derivation):

0 q fer,fL-fluo g ¢
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where R = r,/r, represents the raio of the two fluid dengties, and G represents the

efective diffusvity. Here the dip veocity, us, aopears in an additional convective term

(treated as a source term), and the equation is solved for the scalar variable, f .

From this, then, the volume fraction of the lighter phase (i.e. the fud) is solved from the
falowing agebrac reation:

o
" T ARE-T)

(3.1.9)

The volume fraction of the heavier phase is then solved from the dgebraic condraint that
the two mugt sum to unity. This solution of the volume fraction is particularly gppeding
gnce it is not directly dependent on the solution of the mixture densty, which in turn
depends on the solution of the volume fraction (see Eq. (3.1.2)), requiring an iterdtive
procedure. It should be noted that this methodology for the solution of the volume
fraction differs from that used in the previous verson of the SFST mode [8,37] in that it

requires no dmplifying assumptions concerning the densty variaions. A full derivation

of Eg. (3.1.8) and Eq. (3.1.9) isgiven in Appendix A.2.

In summary, Egs. (3.1.4), (3.1.5), (3.1.7), and (3.1.8) represent four coupled equations
which can be solved for the mixture velocity, pressure, phase volume fractions, and
reldive velocity between the phases. This modd maintains the provison of reducing to a
st of snge-fluid equations with variable properties and some additiond source terms,
which may be easly added in any sngle-phase code. Hence, the name single fluid, scaar

transport (SFST) modd is based on the modd’s close ties to its corresponding single-



phase equations. It should be noted that in light of this fact, the SFST modd does
provide for the expected dengty variation in the continuity and momentum equations and
aso provides for rdative veocity effects between the phases. These capabilities are
important features of the modd, making it atractive in any extensve computationa

effort for predicting immiscible multiphase flows.

3.2 k-e Turbulence Modé for Buoyant Flows

While mogt turbulence is generated as a function of shear, in flows with appreciable
densty gradients the turbulent eddies may receive or lose energy due to the effects of
buoyancy. For flows with dengty gradients, it can be shown that the specific turbulent

kinetic energy equation is given by (seeeg. [32])

M+L(rujk):tij Tu, mui u, +u'rg+
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where the dengty fluctuations in the inetid terms have been neglected. Here () denotes
a fluctuating component. Each of the terms in Eq. (3.2.1) are accounted for in the
origind modeed k-equation, except for the extra term represented by

G, =Uu'r'g (3.2.2)
which is referred to as buoyant production and represents the rate of work done againgt
buoyancy forces by the turbulent motion. This is essantidly a trandfer of either potentid
energy to turbulent kinetic energy, as would be the case in an ungtably dratified flow, or

a trandfer of turbulent kinetic energy to potentia energy, as would be the case in the
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mixing of a heavy fluid with a lighter fluid againg the action of gravity (stably dratified

flow).

The buoyancy production term is usualy modeled as [32]

G, =-lo o =lo |10 (323

Here s; is a kind of turbulent Prandtl number tha is usudly taken equa to 1.0. A
negative dendty gradient corresponds to a stably dratified flow and the term acts as a
gnk on turbulent kinetic energy. The corrdation between the fluctuaing vertica velocity
component and fluctuating dendty tends to be podtive. For postive densty gradients an
ungtable gratification exists and the term acts as a source for k; this corresponds to the
negative corrdation between the fluctuaing verticd veocity component and fluctuating

density.

The epsilon equation is modified by adding the source term given by

G =%Ce3 max(G, ,0) (3.2.4)

e

where Gg is a condant [32]. This term increases e for ungable draification and gives no
change in e for gable drdification. In CFX, Gy and Ge are incdluded usng the therma

expangon coefficient; for isothermd flows, when a generic scadar trangport equetion is

solved, they must be added via user FORTRAN.

With the modeled equations defined as above, the k-e turbulence mode for buoyant flows

in a Cartesan coordinate system is given by:



the k-equation:

. | .
TRTTINCTRNNET. NE TS S
qt ﬂxj ﬂxj ﬂXj é S, ﬂXj p rs, Ty

and the e-equation:

fre True_ = 1y e, I g mfed

e 9 m
Tt ﬂXj —Celggt ijﬂTj+ECE3M( Gk,O)B Cezr T*’Ei(m‘*g)ﬂxj a (326)
where
rC,k?

m = (3.2.7)

e
G=—t (3.2.8)

S r

— - fu; 0 2

ty =-ruif= m&ﬂu' +—3 (3.2.9)

— T- —rkd;
ix, x5 3

with the closure coefficients given by

Ca=144, Cg=192, Cg=10, Cn=0.09, sx=10, Se=1.3,

s;=1.0, sr =10

In Egs. (3.2.5) - (3.2.9) r represents the mixture density r .

3.3 Empirical Corrélation for the Sip Velocity

The correlation used for the dip veocity in the present form of the SFST modd assumes
that the reative velocity between the two phases is proportiona to the termina velocity

of a gngle patide in an infinite medium. The effects of multiple droplets are then
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included via a function of the volume fraction of the continuous phase, with the condition
that the dip vdodty must goproach the termind velocity in the dilute limit (i.e. when the

volume fraction of the dispersed phase approaches zero).

According to Ishii and Zuber [24], the termind velocity of a sngle solid particle in an

infinite medium, V,, , is given by

8 T
Vr¥ |Vr¥| =§CD:r (r ¢~ T d)g (331)

where C,, represents the drag coefficient for a sngle particle in an infinite medium, rd

is the radius of the particle or droplet, and the subscripts ¢ and d denote the continuous

and disgpersed phase, respectively.  Writing Eq. (3.3.1) in terms of the droplet diameter

yidds
Vi V| = ;‘Ci”r (re-ro)e (332)
For a multiple paticle system, the reative velocity between the two phases is given by
[24]
Vr[\/r|:gcrd (r.-ry)o-a,) (3.3.3)
Dr c

where a, represents the dispersed phase void fraction. Next we assume that in Allen's
regime, the drag coefficient for the dngle paticle sysem diglays a direct amilarity to
that for the multiple patice sysem. Allen's regime is typicdly defined for particle
Reynolds numbers between 1 and 1000, where the paticle Reynolds number, Rey, is

defined according to



rJv, dp
Re, =—— (3.34)
m

The form of the drag coefficient, Cp, in thisflow regimeis given by [24]

24
Cp = (1+ 0.1Rep0'75) (33.5)

Re,

Here, we make a dight smplification by assuming a power-law curve fit of Eq. (3.3.5)

given by [37]

c, =8 (33.6)

06
Re,

This is done to avoid codly iteration in the numerica dgorithm. Subgtituting for EQ.

(3.3.6) and Eq. (3.3.4) in Eq. (3.3.3) yields

r vd g

49d Dr(l-a,)ér V.d, u
Vs 2(18)(r d)@ o (33.7)
c e M
which becomes
. .. N
éelgd Gy - O
V, = %in{%-g; OZd% (1-a,)” (3.3.8)

It can then be shown tha by smply solving for the termind veocity for a sngle particle
system yields the bracketed term on the right hand sde of Eqg. (3.3.8). Therefore, the
relative or dip veocity for a multiple particle system can be written as a function of the
dispersed phase volume fraction multiplied by the termind veocity for a sngle paticle.
The generd form of this expresson then is given by [24]

u,=(1- a,) ug (3.3.9)
where ug, represents the termind velocity for a single particle in an infinite medium, and

the exponent “m” will be investigated in later chepters. This empirica corrdation is a
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raher smple one.  For more advanced rdationships, an dternative dip veocity

corrdation is given in Appendix A.3.
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4.0 MASS CONSERVATION IN THE SFST MODEL

Due to quedions regarding fuel mass (volume) consarvation in the previous verson of
the SFST modd, a new dgorithm has been formulated for determining the volume
fraction of the light phase (i.e. the fud). These problems arose when it was found that the
previous verson of the SFST modd did not consarve the fud volume in the doman
within a reasonable error. It is important to keep in mind that the present sudy is an
eement of a larger project, which is condantly undergoing modification. In this section,
the new formulation for the solution of the volume fraction will be given, dong with
results detailing the improvement in the conservation of the fud volume as compared
with results from the previous mode. Further details concerning the previous verson of

the SFST mode can be found in Cdik et al [8], and Umbel [37].

4.1 Validation and Case Specific | ssues

To vdidae the new formulation for the solution of the volume fraction in the SFST
modd, and for comparison with previous results, a two-dimensiona test case was
devdoped involving a shear layer flow within a filling process. A schemdic of the
geometry used is given in Figure 41. The overdl dimensions of the center compartment
were 40 cm long by 20 cm high by 20 cm wide. For the two-dimensond smulation,
however, the zdirection is ignored, usng only one cel length in the direction of the tank

width. The dimengons of the inlet and outlet compartments each measured 10 cm long



by 10 cm high. A unifoom grid was employed such that each computationd cell
meesured 5 mm long by 5 mm high, with a volume of 50x10° n?. While this
computationa mesh was somewhat course, it was used for economy of computationa

time so that severd different parameters could be investigated.

Inlet Fuel Layer

\

Water

o

Qutlet

Figure 4.1 - Schematic of two-dimensional test case geometry.

The tank was initidly filled with water, having a density of 10000 kg/nT in the lower
portion of the tank, and fudl, having a density of 850.0 kg/n™, in the upper portion. The
initid condition was prescribed in this manner so that only one fluid would be present at
the inlet and outlet and the boundary conditions could be examined. The inlet conssted
of specified vaues of the velocity and volume fraction. Here the inlet velocity was
gpecified as 0.01 m/s, corresponding to a Reynolds number of 1,000, and 0.2353 m/s,

corresponding to a Reynolds number of 10,000, for a laminar and turbulent flow case,

respectively.



For the turbulent flow cases, the vadues of the turbulence quantities, k and e, were

specified at the inlet according to [12]

2

K = ColJin (4.11)
and
k- 15
€ = —— (4.1.2)
CpZDH

where Dy is the hydraulic diameter, and 6,1 and G, are empirical condants with vaues of
0.002 and 0.3, respectivdly. Hence, Dirichlet boundary conditions were st on dl
variables at the inlet, except for the pressure, which was extrgpolated from downstream.
The outlet was modeed by seting a zero-derivative condition on al transported

variables.

Of primary interest in these smulations was the comparison of the predicted fue volume
within the tank with the theoreticd vaue that was expected if mass (volume) were
conserved.  Here, the theoreticd vaue of the fud volume was determined from the

following rlation

VAR VA +[(Qf ) - (Qf)out]th (4.1.3)
where Vs is the totd fud volume contained in the tank, Qs is the volumetric flowrate of

the fud, Dt is the time step, and the superscripts represent the corresponding time step.  In
cas=s with condant fud flow at the inlet, and where there is no fud exiting the domain,

this expression reduces to the product of the inlet flowrate and the € gpsed time, given by

V, =(Q) t (4.1.4)



The predicted vaue of the totd fud volume in the tank was determined using integra
methods across the entire domain. In order to accomplish this integration, a rectangular
(mid-point) rue was employed, where the volume of fud contaned in each
computationd cell was summed over the entire domain a each time sep.  While a more
accurate integration scheme such as Smpson's rule could have been employed, it was
found that the much smpler mid-point rule was sufficient for the present task. It should
adso be noted that Simpson’s rule does not perform wel for cases involving sharp
gradients. This would be the case for the laminar flow cases dudied, as the fud/water
interface would remain sharp in the absence of mixing. In order for an independent
comparison to be made between the two formulations for the solution of the volume

fraction, then, the mid-point rule was gpplied in al cases.

All numericdl dmulations were peformed as trandent, two-dimensond flows, where
time marching was accomplished usng Euler's method. A tota dapsed time of 20.0
seconds was used for each run, as this was expected to be a reasonable amount of time to
investigate the changes in the fud volume within the tank. For the turbulent flow cases,
where the inlet velocity was much higher, this egpsed time dso dlowed for some of the

fue to exit the domain, so that the boundary conditions at the exit could be examined.

The velocity components were discretized using the higher-order upwind scheme, while
the turbulence quantities used the HYBRID scheme, and the Poisson equation for the
pressure was discretized usng centrd  differencing. During the course of our

invedtigations, it was determined tha some improvement could be achieved by usng a



flux limiting scheme for the solution of the volume fraction, rather than the firg-order
upwind scheme as recommended by the CFX User's Manud [12]. Here we have chosen
to use a MUSCL scheme, namely the MIN-MOD scheme. In order to illudrate this
improvement, results are presented beow for a laminar flow case usng the geometry
described previoudy. Figure 4.2 shows the predicted variations in the fud volume

compared with the theoretica vaue, using both upwinding and MIN-MOD.

Fuel Volume Influx vs. Time: Old VF Formulation
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Figure 4.2 — Comparison of predicted fuel volume using upwind and MIN-MOD schemes.
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It is seen in Fg. 4.2, the predictions of the fud volume usng the MIN-MOD scheme

more closgly meatch the theoreticd vadues. The erors in these predictions are given in

Fig. 4.3 bedlow and serve to better clarify this point.

% Error
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Error in Fuel Volume vs. Time: Old VF Formulation
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10 15

Time (s)

20

o %err upwind
* %err minmod

Figure 4.3 — Errorsin predicted fuel volume using upwind and MIN-MOD schemes.

Figure 4.3 above provides a much clearer picture concerning the predictions of the

vaiation in the fud volume usng these two schemes. After an dapsed time of 20.0

seconds, the predictions of the fud volume usng firg-order upwinding differ from the

theoretical value by approximately 4.5%, while those usng the MIN-MOD scheme are in

eror by dightly less than 3%.

In a typicd gmulation with a large number of




computational cells, this can become a consderable error.

It should be noted that this

result differs from the recommendation in the CFX Usar’s Manud [12], which suggests

that firs-order upwinding be used for user-defined scaar variables.

Having illugrated the improvement in usng the MIN-MOD scheme, we will now present

results in which comparison will be made between the new formulaion for the solution

of the volume fraction and that used in the previous verson of the SFST modd. Fgures

4.4 and 4.5 beow show the predicted fue volume using both formulations and the errors

in those predictions, respectively, for the laminar flow case.

Fuel Volume Influx vs. Time
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Figure 4.4 — Comparison of variationsin predicted fuel volume with time (laminar flow case).
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As can be seen in Fig. 4.4 above, the new formulation for the volume fraction predicts the

fud volume in the tank nearly exactly, while there is some eror in the predictions usng

the previous formulation.

This result was expected, as cetan smplifying assumptions

were made in the previous verson of the SFST modd, while the new formulation

involves no assumptions except those involved in the turbulence modding. Figure 45

below depicts the errors in the predicted fuel volume and shows that the error in the new

formulation is very nearly zero (to at least 7 decima places), while the predictions usng

the previous formulation show a sgnificant error.

Error in Fuel Volume vs. Time
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Figure4.5— Errorsin predicted fuel volume as afunction of time (laminar flow case).




In order to ensure that the new formulation of the volume fraction is indeed consarvative

for dl flow scenaios, we will next present results for the turbulent flow case as described

previoudy.

Smilar profiles for the vaiaion in the fud volume and the errors upon

comparison with the theoretica vaues are given in Figures 4.6 and 4.7, respectively.

Fuel Volume Influx vs. Time
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Figure 4.6 — Comparison of variationsin predicted fuel volume with time (turbulent flow case).

Agan we can se tha the new formulaion for the solution of the volume fraction

predicts the fud volume within the tank with very little error.
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This is further




demondgrated by the erors in the predicted fud volume when compared with the

theoretica vaue depicted in Fig. 4.7 below.
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Figure4.7 — Errorsin predicted fuel volume as afunction of time (turbulent flow case).

The new volume fraction formulation was next gpplied to a fully turbulent, three-

dimensond flow case. A wireframe sketch of the two-compartment geometry used for

these amulations is given in Fg. 48. The oveadl dimensons of the tank were 1.2 m

long by 1.2 m wide by 0.8 m high.

The reatively course uniform grid used

was

24x24x16, for a total of approximately 9,200 cels, each with a volume of 1.25x10°% e,
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As in the two-dimensiona case, we have chosen to use a course grid for economy of

computationd time, while dlowing that this may cause some numericd errors.

Figure 4.8 — Wireframe sketch of two-compartment geometry.

The inlet veocity was gspecified as 1.0 m/s resdlting in a Reynolds number of
gpproximately 85,000 based on the inlet parameters. The same differencing schemes as
were used for the two-dimensiona case were used for dl variables. A totd dapsed time
of 20.0 seconds was smulated using the geometry given above. This case dlowed for a
fully turbulent, three-dimensond flov scenario to be smulated usng the new

formulation for the volume fraction, and to study the conservation of the fue volume.

The vaiaions in the fud volume and erors when compared with the theoreticd vaues

are given in Figures 4.9 and 4.10, respectively. Agan, we have shown tha the solution



of the fud volume as a function of time is extremely accurate. In this case, the error does

not exceed 0.18 % after an elapsed time of 20.0 seconds.

Fuel Volume Influx vs. Time

0.2 q

0.18

0.16

0.14

0.12 A

0.1 4

0.08

Fuel Volume (m?)

0.06

0.04

0.02

O
o°
0
a0
0 T T T T T

0 5 10 15 20
—VF Theoretical
o VF (new)

Time (s)

Figure 4.9 — Predicted variationsin fuel volume with time (3-D turbulent flow case).

The errors shown in Fig. 4.10 below further demondrate the accuracy in predictions of
the fud volume usng the new formulation for the solution of the volume fraction

equeation.



Error in Fuel Volume vs. Time
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Figure4.10 — Errorsin predicted fuel volume vs. time (3-D turbulent flow case).

4.2 Summary and Conclusons

Due to quedtions regarding the conservation of mass (volume) in the SFST modd, a new
formulation for the solution of the volume fraction was devdloped. To vdidate the new
moded, an extensve series of tests was conducted, usng both a two-dimensond and
three-dimensiond geometry, for both laminar and turbulent flow scenarios.  During the

course of the investigations, it was found that the differencing scheme used to discretize



the volume fraction equation, namdy firg-order upwind, was not a good choice. In light
of this a flux-limiting scheme, namdy MIN-MOD, was used as it provided boundedness
in the solution of the volume fraction. Following this careful andyss it has been
demondrated that the new formulation for the volume fraction shows a high degree of

accuracy in the prediction of the fud volume for a variety of flow conditions and

geometries.



5.0 DERIVATION OF DROPLET FORMATION/ENTRAINMENT
MODEL

A mahematicd mode is currently being developed to predict the locd sze of any
dispersed phase (i.e. fud) droplets, which are formed as a result of ingtabilities a the
fluid interface.  The current form of the modd follows the discusson by Sullivan & Lig
[33] in dividing the flow into severd different regimes. According to Figure 12 [33],
these flow regimes include a turbulent interface regime, KelvinrHdmholtz (K-H) regime,
a wave-bresking regime, and a molecular-diffuson-dominated regime. Each of these
regimes can be ddineated by an gppropriately defined Richardson number, in this case

the layer Richardson number which is defined according to

. _ gbrh
R, =———— 50.1
Yo, (ou) (50.3)

where Dr is the difference in the two unmixed fluid dengties, h is the boundary-layer
thickness, r is the dengty of the lighter phase, and DU is the difference in the free

stream veocities of the two fluid layers.

Snce in both the K-H regime and the wave-bresking regime the inteface mixing
mechanism involves Kdvin-Hdmholtz type waves, we have chosen to combine these
two into one, referred to as the Kelvin-Hemholtz vortices regime.  The present form of
the modd does not include the molecular-diffuson-dominated regime, which occurs at
very large vaues of the Richardson number, as we expect tha this regime will not occur

often in our gpplication. At a laer time this regime may be induded by utilizing a newly
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formed length scde based on the mixture kinematic viscosty. This will be discussed

later.

5.1 Description of Flow Regimes

For our smulaions, we have chosen to condgder the two flow regimes that we bdieve
will occur mogt often in our gpplication. These include the turbulent interface regime for
veay low vaues of the Richardson number, and the K-H vortices regime for moderate
vaues of the Richardson number. The latter was composed of the K-H regime and the
wave-bresking regime as described by Sullivan & List [33]. Destriptions of the various

flow regimes are given below.

Turbulent Interface Regime

This regime occurs a very low vaues of the Richardson number. As the Richardson
number is a measure of the rdative influence of buoyancy and shear forces, this would
correspond to areas where the effects of shear forces are dominant. We will assume that
for this regime, the sze of any droplets formed is directly controlled by the locd

turbulence quantitiesk and e (e.g. see EQ. 2.4.12).

K-H Vortices Regime
The second regime that we have consdered in the present droplet mode is that of the
Kdvin-Hdmholtz vortices regime, which occurs for moderate vaues of the Richardson

number. In this regime, the fluid interface becomes unstable and waves develop. The



mixture mechanism is dominated by the roll-up and paring of K-H type vortices, which
soour fluid away from the mixed fluid region. Depending on the vaue of the Richardson
number these waves will ether grow and collapse cyclicdly, or, if buoyancy forces are
great enough (i.e. the Richardson number is large enough), then the waves will become
too large, leading to gravitationd ingability, and will bresk. We assume that in this
regime the sze of any droplets formed is proportiond to the height of these K-H type
waves, which develop as a result of ingabilities a the interface.  Through our andyss of
some of the results from the literature for two-dimensond dratified shear flow, we have
related this wave height to an gppropriately defined length scde and to the Richardson

number. The length scale determination will be discussed later.

Molecular-Diffuson Regime

This regime occurs for relatively large vaues of the Richardson number, where the
effects of shear are very smal compared to buoyancy. Because of this, very few or no
indabilities occur & the inteface, and the mixing is dominated by molecular diffuson.
At the present time we are ignoring this regime, as we expect that it will not occur often
in our gpplication. In the future, this regime may be included by meking use of a
characterigtic length scdle |y = n/V, where n is the kinemdic viscosty and V is the
veticd veocity. This length scde can then be subgtituted into the expresson for the
droplet diameter in the K-H vortices regime, and it may aso account for the changing

Richardson number, which will be much higher in thisregime. (See section 5.3)
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5.2 Flow Regime Boundaries

As dated above, we have divided the flow into severd different regimes, each of which is
delinested by an gppropriatdy defined Richardson number. The discussion by Sulliven
& Lig [33] used the layer Richardson number; however, for our smulations we have
chosen to use the gradient Richardson number given by Eq. (2.1.14) because it is a local

quantity measuring the relative influence of shear forces and buoyancy.

The next sep then is to relate the gradient Richardson number to the layer Richardson
number so that appropriate limiting vaues can be determined separating the different

flow regimes. The gradient Richardson number can be gpproximated as follows:

_-(g/r M /y)  gor d)°

» X

’ (Tu/Ty)? r,(u) d,

(5.2.1)

This is done by smply approximating the partia derivatives as differences, and assuming
that Dy scales as dm, in the case of the dengty gradient and dy in the case of the velocity
gradient. Here d, is the mixed-fluid, or interface, thickness (see Eq. 2.1.4) and dy isthe
maximum velocity gradient thickness, as defined by Eq. (21.2). By ingpection, we can
relate the gpproximate expresson for the gradient Richardson number with the definition
of the layer Richardson number if we adso assume that the boundary layer thickness, h,

scdes asthe velocity layer thicknessdy. Thisyieds

R, =R, T (5.2.2)

70



From Figure 17 of Atsavapranee & Gharib [1], the ratio of the mixed-fluid thickness to
the velocity gradient thickness can be approximated by a curvefit, given by

g—m @0.017 xR *¥2 (5.2.3)

\

where Ri isakind of Richardson number defined by

_gxord,”
d

R (5.2.4)

r

Here 7 is the mean densty and d; is the maximum dendty gradient thickness, given by

Eqg. (2.1.3), which is gpproximately equa to twice the mixed fluid thickness, dn, as given
by Eq. (2.1.5). By subgtituting Eq. (2.1.5) into Eq. (5.2.4) we obtain

- gxDr xd,’

By examinaion of Eg. (5.25) and Eqg. (5.21) we can then rdate Ri to the gradient

Richardson number by

R:%H (5.2.6)

g

and by subdtituting Eg. (5.2.6) into Eq. (5.2.3) wefind

:—m @0.0481xRi , ¥ (5.2.7)

\%
With this expresson we can now relate the gradient Richardson number to the layer

Richardson number. Thisyidds

122

R, @.2xR, (5.2.9)

which will in tun dlow us to determine the flow regime boundaries in terms of the

gradient Richardson number, which can be determined localy in the CFX modd.
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According to Figure 12 of Sullivan & Lig [33], the different flow regimes are deinested
by the value of the layer Richardson number; however, as we are usng a locdly defined
gradient Richardson number, we have converted the flow regime boundaries. Table 5.1
below describes the different vaues used to separate these flow regimes. It should be
noted that we have combined the Kevin-Hdmholtz regime and the wave-bresking

regime into asingle K-H vortices regime.

Table 5.1 - Flow Regime Boundariesfor DFE Model

FLOW REGIME RICHARDSON NUMBER
Turbulent Interface Regime Rip <1
Rig<0.2
K-H Vortices Regime 1.0<RiL <20
0.2<Rig<75
Molecular Diffuson Regime Ri. > 20
Rig>7.5

5.3 Model Equations

In this section we will develop the modd equations implemented in the SFST mode for
the different flow regimes described above. Firg we will examine the turbulent interface
regime, which occurs for vdues of the gradient Richadson number less than
gpproximately 0.2, and the K-H vortices regime for intermediate vaues of the gradient

Richardson number (between approximately 0.2 and 7.5).
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Turbulent Interface Regime

From the discusson by Hinze [21], the product of the droplet diameter and the turbulent
disspation, rased to the 2/3 power, is proportiond to the square of the fluctuating
vertical velocity  component. The condant of proportiondity is found to be
aoproximately 2.0. Thisyidds

u¢ @2.0xexd)?? (5.3.1)

This expresson was dso determined by Kuboi et al [25] from the andyss of
experimental results for dirred tanks and turbulent pipe flow. From the definition of the

turbulent kinetic energy, k,
k :%(ud? +vE +we) (532)

and assuming isotropic turbulence we obtain

k = % Bue) (5.33)

If we then subgtitute for u€ into Eq. (5.3.1) wefind
2 2/3
3 k @2.04e xd)

which can be solved for the droplet diameter intermsof k and e

4 @ ak ¥ ¢
1925 o (5.34)
p e p

For the CFX modd, we will next include a function of the volume fraction to account for
the fact that there should be no droplets formed in regions where only one phase is

present and where that phase forms the continuum.
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Thisyidds, with a congtant of proportiondity C,

><(1 r, S

>§—g (5.3.5)

where r, is the volume fraction of the dispersed phase (i.e. the fud), and (1-r) is the

d @c, Ar,)

volume fraction of the continuous phase (i.e. water). This is the modd expresson for the
droplet diameter in the turbulent interface regime (i.e. where Rig < 0.2). The model

coefficient C; was st to approximately 0.2, and the exponents m and n were abitrarily
st to 2 in both cases.  This causes the droplet diameter to become very smdl as ry
gpproaches 1 (i.e. approaching a continuous fuel layer where we expect no droplets) or O

(i.e. continuous water layer). Equation (2.4.11) indicates that this coefficient should be a

function of the Weber number.

In Eq. (5.35), k¥?/e isalength scale that is a measure of the size of the turbulent eddies

a a given location within the domain. This is the integral turbulence length scae used by

most two-equiation turbulence modes.

K-H VorticesRegime

As dated previoudy, in this regme we will assume that the sze of any dispersed phase
droplets formed is proportiona to the height of the K-H type waves that form at the fluid
interface.  From Figure 15 of Naimousa & Fernando [31], the wave amplitude d,

normalized by the mixed-layer depth, h, can be expressed as

dTW @.232 xR, ** (5.3.6)
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where the Richardson number Ri, is defined as

! :Dr :h
R, =2 (537)
u

and u is the mean velodity of the mixed-flud layer. The mixed-layer depth h can be

related to the shear layer thickness ds by [31]
d
—=@0.2
= @0
By subdtitution for hinto Eqg. (5.3.6) wefind

3—W @1.16xRi, *% (5.3.8)

Agan we face the problem of converting the Richardson number into a gradient
Richardson number for use in the CFX modd. By examination of Eg. (5.3.7) and Eq.

(5.2.1), and assuming that the flow is characterized by the mean interface velocity u, we
find that thisisasmple rdaion

R, =15R (5.3.9)
If we now subditute for Ri, into Eqg. (5.3.8), and assume that the shear layer thickness ds
scaes as the maximum velocity gradient thickness dy,, we find

d, @0.905xd, xR, (5.3.10)
Multiplying and dividing the right hand sde of Eq. (5.3.10) by the mixed-fluid thickness

drm, yidds

&, 9 . - 061
d, @0.905>d @ngmg
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We have dready determined the rdationship between the ratio of the mixed-fluid
thickness to the maximum velocity gradient thickness and the gradient Richardson
number in Eq. (5.2.10). Subdtituting for this expresson yields

d, @8.8xd, xR *” (5.3.11)
As dated previoudy, in this regime we assume that the droplet diameter is proportiond to

the wave heightt Here we will assume that the condant of proportiondity is

goproximately 1/4. This seems reasonable in that it assumes that during awave-bresking
event the wave bresks up into gpproximately four droplets (d, @0.25d,,). With this
assumption, the droplet diameter is given by

d, @.7d, R " (5.3.12)
More generdly we can express Eqg. (5.3.12) in terms of some gppropriate length scade I,
and with some congtant C; by

d, @c, A, R " (5.3.13)
This was done so that the length scde included in the modd expresson could account
both for regions where the flow acts like a dratified flow, as wel as regions tha are

occupied by ether the inlet jet or the buoyant jet that occurs through the manholes of the

different tank geometries. Thiswill be explained in greater detail |ater.

Agan we choose to incdude a function of the volume fraction as we did in the turbulent
interface regime to account for regions where only the lighter phase is present. This

yields the modd expresson for the K-H vortices regime:

d, @C,x{r,)"{1-r, )" A, R (5.3.14)
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where C; isamodd congtant on the order of 5.0, and m and n are again set to 2.

Determination of Length Scales
As we have seen from the modd expression derived above, there can be severa different
length scdles which characterize the flow in a given flow regime. These will be dscussed

in this section.

For the turbulent interface regime, we assume that the characteristic length scae is that of

the turbulent eddy sze given by

32
_k (5.3.15)

lie

For the K-H vortices regime there are severd different length scales that might be used to
characterize the flow. The derivation of the modd expresson based on the results from
the literature on two-dimensond drdified shear flows yidded a length scde based on
the mixed-fluid thickness  This length scadle is determined from the volume fraction
profile as the distance over which the dispersed phase volume fraction changes from 0.01
to 0.99. The limitation of this however, is thet it is derived from two-dimensond shear
flow experiments, which do not include three-dimensond effects  Also, for the
geometries used in our CFX modds, this would not account for regions of the flow in
which an impinging jet occurs, nor would it include regions of buoyant jet phenomena
To account for dl of these we have included a much more generd length scae expression

in the modd equation for this flow regime. We will assume tha the sze of any droplets



formed will be determined by the smdles, locdly determined, characteridic length scae,
asgiven by

oy =Min(d .6y s Lo O (5.3.16)
where dmx, Omy, and dm; represent the mixed-fluid thickness in each of the three

coordinate directions. lie is the turbulent eddy length scale defined by Eq. (5.3.15), and

dwai IS the distance from the cell node to the nearest wall, which limits the sze of the
droplets by their proximity to a solid boundary, where | changes agpproximately as 0.4y,
Yn being the normd disgance from the wal. For the cdculation of the three mixed-fluid

thicknesses, we employ a method based on the volume fraction profile by which we
sweep the domain in each coordinate direction to determine a mixed fluid thickness. The
wal digance term in Eq. (5.3.16) is included to account for the fact that near solid
boundaries the sze of a given droplet must be bounded in a physcd sense by the
distance to the nearest wall, which determines the locd turbulent length scade near a wall.
Our implementation of the CFX modd caculates dl of these length scales locdly a each
grid node and determines the smdlest one to include in the modd expresson for this

flow regime.

In the molecular diffuson regime we have dready conjectured that we may include a
new length scde based on the locd kinematic viscosty and incdude it in the modd
expresson for the K-H vortices regime usng a higher Richardson number. This length

scdeisgiven by

<|>

(5.3.17)

Ich
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where the kinematic viscodty n and the verticd veocity V are determined locdly a
each grid node. The verticd velocity component was chosen as we expect tha any

diffuson that occurs will be dominated by the vertica component.

Summary of Model Expression for Various Flow Regimes

In the previous sections we have derived expressons to predict the dispersed phase
droplet diameter based on locd flow quantiies A summay of these expressons for
each corresponding flow regime as they are implemented in the CFX code is given in

Table 5.2 below.

Table5.2 - DFE Model Equationsfor Different Flow Regimes

How Regime Model Expresson Richardson numbers
Turbulent Interface aEk o RiL <1.0
d, @.2 ><(ra )2( g T Rig< 0.2
2}
K-H Vortices d @60><(r ) ( ) Mg R 089 | 1.0< R?L <20
0.2<Rig<75
Where

lch = MIN(dmx, dmy1 dmz, lte, Awal)

Molecular Diffuson L) am o . ose| RIL>20

d, @0, ) (L 1) KR Rig> 75
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General Expressions

It is important to keep in mind that the expressions for the droplet diameter were derived
from the andyds of results in the literature for two-dimensona draified shear flows
involving miscible fluids The actud flow scenario may involve a much more complex
three-dimensond mixing of immiscible liquids (eg. veticd buoyant jet flow). In light
of this, we can rewrite the droplet model expressions for the three different flow regimes

inamore generd form. Table 5.3 below shows the generd form of the mode equations.

Table 5.3 - General Model Expressionsfor the Droplet Diameter

How Regime Model Expression Richardson numbers
Turbulent Interface - ¥ RiL <Kj
d, @, A, )"(-r,) o Rig < kg
K-H Vortices d, @c, >(ra)m(1_ r, )” >4ch><Rigo'89 K1<F\_’i|_<K2
where
lch = Min(dmx, dmy, dmz, lte, dwal)
Molecular Diffuson m o ) Rip > K,
d p @c, x(ra ) (1' Fa ) %VEXRI 9089 Rig > ko

In the above generdized expressons, the modd coefficients C;, Cp, and Cs, the
exponents m and n, and the flow regime boundary limits on the Richardson number, K1,

ki, K2, and ko, would need to be determined from experimenta results.




5.4 Veification of the DFE Modd

To veify the droplet formation/entranment modd, a two-compartment geometry was
used in conjunction with the SFST modd and the model expressons for the DFE modd
as described above. It should be noted that these verification studies were done prior to
the modifications made to the solution of the volume fraction as described in the previous

chapter. A wireframe sketch of the geometry used isgivenin Fig. 5.1 below.

Figure 5.1 - Wireframe sketch of two-compartment tank geometry.

The physica dimensions of the tank are 1.2 meters long by 1.2 meters wide by 0.8 meters
high. The uniform grid used is 60 x 24 x 24, for a total of gpproximately 35,000 cdls,
and an average cdl volume of 333 x 10° nt. The inlet was modded as a mass flow
boundary with specified flux of 80 kg/s corresponding to an inlet velocity of

goproximately 6.7 ft/s and an inlet volumetric flowrate of approximatdy 150 gd/min; the
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exit was modeled as a pressure boundary. The advection scheme used was second order
upwind, while the k and e equations were discretized usng the hybrid scheme.  The
volume fraction used upwinding, and the time discretization used backward Euler

differencing.

The modd equations for the droplet diameter in each of the different flow regimes were
implemented for the above geometry, using the SFST modd, including the buoyancy
terms in the k-e equations. The results of these smulations are discussed in the next

section.

Reaults are given for the volume fraction, and the droplet diameter solved for as a passve
scdar. That is the locdly cdculated diameter was not included in the dip veocity
expresson dynamicaly. With regard to the droplet diameter contour plots there are two
figures included. The firs shows the larger scale fud droplets, and the second is used to
show the smaler droplets by dtering the scde of the contour plot. Due to the color
interpolation performed by the CFX post-processor, CFX-Visudize, this was necessary
gnce the smdler scale droplets would not gppear on the contours without dtering the
scde.  Any vaues larger than the upper limit of the display scde are shown as the high
vaue (i.e red in a color plot). Veocity vector plots representing the flow field for each

time value are d o included in the results presented below.

In the following sections, severd different views are presented for the variadles in

question. Three vertical planes corresponding to the zvaue of the inlet pipe, manhole,
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and exit pipe (the zdirection being the dimenson into the page), and one horizonta
plane a a height of H/2 (H being the totd height of the tank), are shown a time equd to
15.0 seconds. It is important to be mindful of the scde shown for each figure, as they are
not dways the same, except in the case of the smdl scde contours for the droplet

diameter, which al have an upper limit of 0.0005 m (0.5 mm).

Observations made concerning the results given indicate that the droplet model seems to
predict reasonable vaues for the dispersed phase diameter. The vaues range from
extremedy smdl droplets up to larger droplets whose diameters are on the order of 1-2
cm. Based on the quditative observations of the shear flow experiments conducted at
Johns Hopkins University this range appears to be quite reasonable.  Also, with regard to
geometric trends, there are no droplets predicted in regions where only one phase is
present, and the mgority of the droplets predicted by the model appear in regions at or
near the interface of the two fluids. The larger the droplets, the closer they are to the

mean interface of the two fluids.
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Figure 5.2 - Volume fraction (inlet - front view) at t = 15.0 sec
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Figure 5.3 - Velocity vectors (inlet - front view) at t = 15.0 sec
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Figure 5.4 - Droplet diameter (inlet - front view) - large scaleat t = 15.0 sec.
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Figure 5.5 - Droplet diameter (inlet - front view) - small scaleat t = 15.0 sec.



15.0 seconds

Manholeat Time

Front View
15.0 sec

Manhole -

Time =

Volume Fraction

05000 0. 7500 1.0000

2500

0.

O_o0og

Figure 5.6 - Volume fraction (manhole - front view) at t = 15.0 sec.
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Figure 5.7 - Velocity vectors (manhole - front view) at t = 15.0 sec
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Figure 5.8 - Droplet diameter (manhole - front view) - large scaleat t = 15.0 sec.
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Figure 5.9 - Droplet diameter (manhole - front view) - small scale at t = 15.0 sec.
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Figure 5.10 - Volume fraction (exit - front view) at t = 15.0 sec.
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Figure5.11 - Velocity vectors (exit - front view) at t = 15.0 sec.
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Figure 5.12 - Droplet diameter (exit - front view) - large scale at t = 15.0 sec.
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Figure 5.13 - Droplet diameter (exit - front view) - small scaleat t = 15.0 sec.
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Figure 5.14 - Volume fraction (top view -y = H/2) at t = 15.0 sec.
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Figure5.15 - Velocity vectors (top view -y =H/2) at t = 15.0 sec.
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Figure 5.16 - Droplet diameter (top view -y = H/2) - large scale at t = 15.0 sec.
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Figure 5.17 - Droplet diameter (top view -y = H/2) - small scaleat t = 15.0 sec.
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From the figures given above, it can be seen that the droplet formation/entrainment mode
produces reasonable values of the dispersed phase droplet diameter. The typica range of
droplet Szes extend to gpproximady 2 cm a the maximum vdue. This seems quite
reasonable by comparison with results from the experiments being performed a Johns
Hopkins Universty for dratified shear flows. As we expected, there are no droplets
predicted in regions where only one phase is present (i.e. where the volume fraction is
ether zero or one), and the mgority of the fluid droplets are formed a or near the

interface of the two fluids.
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6.0 SFST MODEL PREDICTIONSFOR STRATIFIED SHEAR
FLOWS

The SFST modd, as described previoudy, was applied to the smulations of an
experimentd facility a Johns Hopkins Universty [38] to invedigate certan mixing
phenomena in draified shear flows. The droplet formaion/entrainment (DFE) modd
was ds0 used in conjunction with this modd for verification purposes and to investigate
the droplet sze digributions predicted by the numericd modes. Of primary interest in
these amulations were the predictions of the overdl flowfidd, as well as the prediction
of the mixed fluid thickness as a function of downdream disance. Wherever possble,
comparisons will be made between the results of the numericd sSmulaions and the

experimental measurements.

6.1 Experimental Conditions Simulated

The experimental setup conssted of a laboratory channd apparaus in which two
dratified, immiscible fluids flow opposte to each other. A sketch of the apparatus is
given in Fig. 6.1. The ovedl dimendgons are approximately 150.0 cm long by 32.0 cm
high by 75 cm wide, and both the water and fud inlets span a vertical distance of
approximatdy 11.0 cm. In the experiments, fuel with a density of 850.0 kg/n? entered
the tank through the upper left inlet, while water, with a density of 1000.0 kg/n? and
flowing a a much higher velocity then the fud, entered the tank through the lower right
inlet.  The incoming fud and water layers were separated at the left and right walls by

thin splitter plates, and the fuel layer was smoothly trangtioned into the oncoming water
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by means of the inlet diffuser shown. Here, the angle between the inlet diffuser and the
left splitter plate could be varied for different flow conditions, but remaned fixed for a
given experimentd trid. As the purpose of the inlet diffuser is to prevent any of the
water from being entrained in the fud layer and being drawn above the left splitter plate,
the angle d the inlet diffuser needed to be changed depending on the inlet velocity of the
water layer. Some of the fud exited the tank through the upper right outlet and returned
to the fud reservoir, while the mgority of the fud was entraned in the water and exited
via the lower Ieft outlet. The outlet wer located below the inlet diffuser acted to direct

the flow of water dong the fud/water interface.

Tpper Outlet

Fuel Inlet

% Inlet Diffuser

|/ Chutlet "Wetr

Lower Cutlet

Water Tnlet

Figure 6.1 — Johns Hopkins shear flow experimental setup.

The main shear region, which is located between the inlet diffuser and the splitter plate
above the water inlet, was gpproximately 0.8 m in length. Typica inlet flow rates for the

fud were approximately 9.464x10™* m’ls (15.0 gd/min), corresponding to an inlet

velocity of approximately 0.15 m/s. Inlet flow rates for the water ranged from 0.00505



m’/s to 0.00757 m'ls (or 80 gd/min to 120 ga/min), corresponding to mean inlet

velocities of 0.8345 nVs to 1.2517 m/s. The overdl Richardson number, as given by Eq.
(2.1.11), was used to characterize each of the different cases dmulated. Here the
characteristic velocity scale was taken as the difference between the mean inlet velocities

of thefud and water inlets.

6.2 Computational Details

To smulate the experimentd setup, a two-dimensond modd was configured usng
CFX-4. Here, the SFST model, as was described in Section 3.1, was used. The effects of
turbulence were modded usng the modified k-e model, described in Section 3.2,
including the additiond terms to account for buoyant production/destruction.  The
conditutive eguation for the relative motion between the phases was given by the dip

velocity relation described in Section 3.3.

Several different flow scenarios were dSmulated, encompassng two different overdl
Richardson numbers, defined in terms of inlet parameters.  For each vdue of the
Richardson number, three numerical runs were performed, where two assumed a
constant, average droplet diameter, and the third utilized the droplet
formation/entrainment (DFE) modd. For cases involving the DFE modd, the droplet
diangter tha was cdculated during the course of the dmulaion was dynamicaly

implemented in the dip velocity rdaionship a dl points in the domain.



A 20-block geometry was configured using CFX-Meshbuild to smulate the experimentd
stup. A sketch of this configuration is given in Fig. 6.2, where al block structures and
dimensions are shown as they were modeled in GFX. Lines ingde the domain represent
inter-block boundaries, and shaded regions denote boundary paiches. The dimensions of

this mode followed those used in the experiments a Johns Hopkins University [38].

The grid used for the smulations conssted of approximately 29,175 cdls. In the man
shear region, between the plitter plates, 150 cdls were used in the longitudind
(streamwise) direction, and 104 cdls were used in the vertica direction. In this region,
the mesh was concentrated towards the lower wal and center of the modd usng a
geometric progresson factor of 1.02. This gave the smdlest cdl a or near the interface

dimensions of gpproximately 5.0 mm long by 1.0 mm high.

Thin Surface

Thin Surface

Thin Surface

Figure 6.2 — Johns Hopkins shear flow geometry used in CFX.



Boundary conditions for the inlets were modded by setting a fixed velocity such that the
overdl Richardson numbers maiched those in the experiments based on the inlet flow
rates used. The volume fraction was aso specified a the inlets, corresponding to the
pure, unmixed fluid vaues. The turbulence quantities k and e, were edtimated at the
inlets usng Eq. (4.1.1) and (4.1.2), and pressure a the inlets was extrgpolated from
downsgtream. Therefore, Dirichlet boundary conditions were specified at the inlets on dl

quantities except the pressure.

Boundary conditions at the outlets were set as if the fluid were exiting the domain with a
free suface a the top of the outlet boundary in the longitudina direction, with
amogpheric conditions at the top of the boundary. For dratified flows exiting the
domain perpendicular to the gravity vector, the discretized pressure for this condition is

set according to

j+1

Pi = I:)j+1 + dr M )(ghy (621)

J

where the gravitational acceleration acts downward, and the j index indicates the vertica

direction. Here r 4 is a reference dendty, which was st equa to the average of the

unmixed phase dendties. In addition to the hydrodtatic digtribution, congtant pressures of
approximately 2,600.0 Pa and 5,300.0 Pa were et at the upper right outlet for the lower
and higher Richardson number cases, respectively, corresponding to pressure differences
of agpproximately 0.375 ps and 0.75 ps between the upper and lower outlets. This was

done gnce the fue outlet tank on the right of the gpparaius was typicdly pressurized
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during the experiments. Boundary conditions for dl other quantities a the outlets were

modeled by setting a zero-derivative condition.

Sx different cases were smulated, encompassing two different vaues for the overdl
Richardson number, with variations in the droplet diameter, d,. For each vaue of the

overdl Richardson number, two cases were smulated using two different vaues for the
droplet diameter as a condant, average value. A third case was dso smulated,
implementing the droplet formaion/entranment modd, and dynamicdly updating the
droplet diameter vaue usad in the dip veocity rdation. Table 6.1 below illudraes the

boundary conditions and overal parameters for each case.

Table 6.1 — Boundary Conditions and Overall Parametersfor CFX model

Water Inlet Parameters Overall Parameters
Case u(cm/s) T (kg/m?® k(cm?/s?®) e(cm?/s®) dp (mm) Ri*
1 73.72 1000.0 10.87 15.68 2.00 0.7
2 73.72 1000.0 10.87 15.68 6.00 0.7
3 73.72 1000.0 10.87 15.68 variable 0.7
4 84.37 1000.0 14.23 20.04 2.00 0.32
5 84.37 1000.0 14.23 20.04 6.00 0.32
6 84.37 1000.0 14.23 20.04 variable 0.32
Euel Inlet Parameters
Case u(cm/s) I (kg/m 3) k (cm 2/52) e(cm2/53)
1 0.1467 850.0 0.4304 0.12044
2 0.1467 850.0 0.4304 0.12044
3 0.1467 850.0 0.4304 0.12044
4 0.1467 850.0 0.4304 0.12044
5 0.1467 850.0 0.4304 0.12044
6 0.1467 850.0 0.4304 0.12044

A second order upwind scheme was used to discretize the velocity components, and

centrd differencing was used for the pressure.  As was discussed in Section 4.1, it was



found that a flux-limiting scheme peformed better in discretizing the volume fraction
equation; therefore, the MIN-MOD scheme was used. The turbulence quantities were

cdculated usng the Hybrid scheme.

All smulaions were performed usng trandent marching to seedy date. Typicdly, 50 to
75 outer iterations were performed for a total eapsed time of 20.0 seconds, where a
congant time sep of 0.1 seconds was used throughout. The totd eapsed time
corresponded to approximately 2 flow-through times for the fud, and gpproximatdy 10
to 15 flow-through times for the water. At this time the outlet flow rates and verticd

profiles of dl quantities remained essentidly congant, and the solution was teken as the

steady State.

6.3 Results and Discussion

In this section, results will be presented for the different Smulations outlined above.
Wherever possble, comparison will be made with experimenta measurements,
paticulaly in reation to the sreamwise vaiation in the mixed fluid thickness, dw, for
each case. Also in this section wil be discusson of the cdibration of various parameters
involved in the SFST and DFE modeds by using the comparison of the predicted vaues

for dw. Following this, thefind predictions from the calibrated models will be presented.



The fird important parameter in the SFST modd that required cdibration was the
exponent used in the dip veocity relaionship. Recdl, that the dip velocity was related
to the termind vedocity of asingle particle by

=(-r,)"u,

u

S

Ishii and Zuber [24] recommended a vaue for the exponent m of 5/7. After severd
smulations where the exponent was varied while maintaining dl other parameters, it was
found that this was an gppropriate value to usein the dip velocity equation.

The difficulty thet arises in determining the proper expression for the dip velocity lies in
the interaction of the source tem in the volume fraction equaion with certain
boundedness checks, which are designed to ensure that the volume fraction does not go
below 0.0 or above 1.0. The boundedness checks essentidly only enforce physica
limitations to the amount of scalar that can be trangported from one cdl to ancther, in a
amilar manner to the donor-acceptor method. They dlow that a given cel cannot donate
more fue to an ajacent cdl than it has avalable, and it cannot accept more fue than the
amount of water available in it to be displaced. The extent to which this is dlowed to
occur is determined by the constant b, which must be a vaue between 0 and 1.0. This
term then, represents the percentage of the avallable fue volume tha the current cdl will
alow to be donated to an adjacent cell. In the present sudy, b is given avaue of 0.9 (i.e.

90% of the available fud volume may be displaced).
During the solution of the volume fraction equation, the magnitudes of the source term at
the north and south cdl faces are compared with the corresponding boundedness terms,

and the minimum is taken in each case according to
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UNSRC = MIN(USLN1, USLN2, USLN3) (6.3.2)

USSRC = MIN(USLSL, USLS2, USLS3) (6.3.2)
where USLS1 and USLN1 represent the source term calculated at the north and south cell
face in terms of the dip velocity, and USLS2, USLS3, USLN2, and USLN3 represent the
two boundedness checks each at the north and south faces, respectively. For more
information on the boundedness parameters, see Appendix B.3.3, which deails the

FORTRAN implementation of the various models.

The difficulty that arises, then, is in the fact that if the caculated source term is too large,
then the dgorithm will dways teke one of the boundedness checks to determine the
source term in the volume fraction equation. This is good for ensuring a physicd (viable)
solution, but in effect this will damp the effect of the droplet Sze on the rdative velocity.
This in turn will influence the amount of separation (Segregation) that occurs following

unstable dengity dratification and will dter the solution of the volume fraction field.

So, to determine the appropriate value to be used for the exponent in the dip veocity
expression, was one of the important tasks. Severa different numerica smulations were
peformed, where the exponent was varied while keeping dl the other parameters
congtant, and the source term and boundedness parameters were printed as a function of
vertica pogtion for severa different streamwise locations. It was found that the vaue of
5/7 given by Ishii and Zuber [24] was the most gppropriate choice. Figures 6.4 and 6.5
below show a comparison of these terms a approximady hdfway between the right

glitter plate and the inlet diffuser (i.e. a& x/L = 0.5). The volume fraction is aso plotted
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to show the location of the interface. The case plotted here corresponds to Ri* = 0.7 and
droplet diameter ¢, = 2mm. As it is seen from these figures, the source term caculated in
teems of the dip veocity (USLS1 and USLN1) is a dl points ether less than the

boundedness checks, or very close. For regions away from the fuel/water interface, the

relative magnitudes of the three terms is dther zero, in the case of an unmixed fluid layer

(i.e.wherery =0or 1), or so smdl that the differences are negligible.

SOUTH SOURCE
012
011
E L
c L
S oaf
©
o L
o L
> .
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0.08_'""IIIIIIIIIIIIIIII
0 0.25 0.5 0.75 1

Figure 6.3 — Comparison of south cell face source term with boundedness checks; Ri*=0.7, dp=2mm.
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Figure 6.4 — Comparison of north cell face source term with boundedness checks; Ri*=0.7, dp=2mm.

After having determined the exponent to use in the dip veocity, smulations were
performed to invedtigate the influence of the droplet diameter for both vaues of the
overd|l Richardson number, Ri* = 0.7 and Ri* = 0.32. The results of these smulaions
ae given bdow. The figures that depict the streamlines (Figs. 6.6 and 6.8) reflect the
complex naure of the flow, and the development of severd recirculaion zones
throughout the test gpparatus. The presence of these recirculation zones, paticulaly in
the region near the inlet diffuser, was confirmed by experimenta observation a Johns

Hopkins Universty.

An important concluson from the figures given beow is that the mixed fluid thickness

decreases with increasing droplet Sze.  This of course makes sense as a larger fluid
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droplet will have a lager termind velocity and will tend to move towads the fluid
interface a a faster rate than a smaler droplet. This then aso increases the rate a which
settling, or sgparation, occurs by which fluid droplets will tend to return to ther origind
fluid layer, and the sysem moves towards a dable dendty drdification. As the mixed
fluid thickness is a measure of the amount of fluid a the interface that has not returned to

acontinuous fluid layer, an increase in the rate of separation would cause dy to decrease.

It can dso be seen by comparing corresponding figures for both vaues of the overdl
Richardson number (eg. Fig. 6.7 and Fig. 6.11), that dy increases as Ri* decreases.
Again, this makes sense because since Ri* is a measure of the ratio of buoyancy to shear
forces, a decrease in the Richardson number indicates an increase in turbulence, and

hence increased mixing.
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Volume Fraction

Figure 6.5— Volume fraction contours; Ri* = 0.7, dp =6mm.
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Figure 6.6 — Streamlines and volume fraction contours; Ri* = 0.7, dp, = 6mm.
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Figure 6.7 — Volume fraction contours; Ri* = 0.7, dy =2mm.
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Figure 6.8 — Streamlines and volume fraction contours; Ri* = 0.7, dp =2mm.
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Figure 6.9 — Volume fraction contours; Ri* = 0.32, d, =6mm.
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Figure 6.10— Streamlines and volume fraction contours; Ri* = 0.32, dp =6mm.
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Figure 6.11 — Volume fraction contours; Ri* = 0.32, d =2mm.
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Figure 6.12 — Streamlines and volume fraction contours; Ri* = 0.32, dp =2mm.
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The decreee in the mixed fluid thickness, however, is redly only noticesble far
downsgream from the right splitter plate, near the fud inlet diffuser. Here there is a
noticeable change in the amount of mixed fluid, by comparison of Fig 6.5 and Fig. 6.7.

In the region near the right splitter plate, there appears to be very little change as a result
of the increased droplet sze. Figure 6.13 below shows the mixed fluid thickness plotted
as a function of downdream disance x, normdized by the tota streamwise distance L
between the right splitter plate and the inlet diffuser, for both values of the droplet
dianeter. The above-mentioned conclusons regarding the influence of the droplet

diameter can be much more clearly seen in thisfigure.

d, (cm)

Ri*=0.7, dp=2mm (S = 1.0)
Ri*=0.7, dp=6mm (S = 1.0)

‘%
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2
o

®a

01 0.2 0.3 04 05 0.6 0.7 0.8
X/L

(@] .

Figure 6.13 — Mixed fluid thickness vs. normalized downstream distance for varying droplet diameter;
Ri*=0.7.
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An invedtigation of the influence of the droplet sze for the case of Ri* = 0.32 yidded
gmilar results.  The mixed fluid thickness variaions as a function of downstream
distance for Ri* = 0.32 are given in Fig. 6.14 below. The results indicate a Smilar trend
with respect to the decrease in the mixed fluid thickness with increasing droplet diameter,
as wel as an incresse in the mixed fluid thickness in the streamwise direction from the

right splitter plate towards the inlet diffuser.

d,, (cm)

°°ﬂaa

Ri*=0.32, dp=2mm (S = 1.0)
Ri*=0.32, dp=6mm (S; = 1.0)
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0.1 0.2 0.3 04 0.5 0.6 0.7 0.8
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Figure 6.14 — Mixed fluid thickness vs. normalized downstream distance for varying droplet size; Ri* =
0.32.
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After having shown the influence of the droplet diameter, an invedigaion was aso
performed for the influence of the turbulent Prandtl number, s¢, for the scdar equation.

Recall that the scalar transport equation used to solve for the volume fraction was dtered

from the previous verson of the SFST modd by changing the source term.  This would

in term cause a change in the vdue of sy compared to s,. The diffuson teem here is
given by

éxe Ofu
_eGerf mﬂ

8 ﬂ
— +— 6.3.3
ﬂX, é gﬂx m ﬂX gq S gﬂx ( )

where G represents the molecular diffusivity, and m and s represent the eddy viscosty

and turbulent Prandtl-Schmidt number, respectivdly. As it is not known a priori what the

vaue of s¢ should be used for the new varidble f =r,r, /r , (see Egs. A.2.11, A.2.17),

amulations were performed to invedigate the influence of changing s;. For these

amulations, a characterigic droplet diameter of 4mm was chosen as a good
goproximation for the average droplet dze, as per discusson with the researchers

conducting the experiments. The variation in the mixed fluid thickness as a function of
downstream distancefor s; = 1.0 and s = 1.5isgiven in Figs. 6.15 and 6.16 below.

These results are dso plotted dong with the data from the experiments so that a

comparison can be made.
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Figure 6.15— Mixed fluid thickness vs. normalized downstream distance; Ri*=0.7, dp = 4mm (influence of
Sf).

As expected, the mixed fluid thickness decreases with increasing turbulent Prandtl
number, s; (Fig. 6.15). An increase in the turbulent Prandtl number for the scdar causes

a decrease in the diffuson term present in the scalar transport equation used to solve for
the volume fraction. This would in turn cause the thickness of the mixed fluid regions to

decrease. Similar resultsfor Ri* = 0.32 aregiven in Fig. 6.16 below.
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Figure 6.16 — Mixed fluid thickness vs. normalized downstream distance; Ri*=0.32, dp=4mm (influence of

Sf).

Reaults for the mixed fluid thickness variaion with downstream disance show good
agreement with the experimenta results with regard to trends, as wel as in magnitude for
the case of s;=1.5. By comparing Fig. 6.15 and Fig. 6.16 above, it appears that this
agreement is better in the case of Ri*=0.32. The reason for this is most probably due to
the fact that the characterigic droplet sze should increase as the overdl Richardson

number incresses, therefore, while good agreement was found for Ri*=0.32, the same

should not be true for a higher Ri* using the same characterigtic droplet size.
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One comment should be made here with regard to the errors in the experimentd data. In
measuring the mixed fluid thickness, a series of high-gpeed photographs were taken, and
the mixed fluid thickness a each downstream location was then averaged over time
While the error in the data has not yet been fully anadyzed, by comparison of severd
different measurements at different times for the same location, it would appear that the
eror is on the order of approximatey +0.25 cm. After accounting for this error, the

agreement between the experiments and the numerica predictionsis quite good.

One cause for concern in Fig. 6.15 and Fig. 6.16 above is in regard to the dope of the
predicted values of dy very near the right splitter plate (i.e. for x/L approaching 0). As
shown in the above figures, the rate a which the predicted vaues for dy change near the
left hand Sde of the figure is much greater than that observed in the experiments. One
possible explanation for this was thought to be that the computational mesh needed to be
refined further in the vertica direction near the location of the interface, as well as in the
sreamwise direction near the right splitter plate. To invedtigate the effects of this mesh
refinement, a finer grid was condructed such that 250 cells would be used in the
Sreamwise direction in the mixing region (there were 150 cdls in the previous mesh),
and 150 cdls in the verticd direction (there were 104 cdl in the previous mesh). To
demondrate the influence of this refinement, a value of 2mm was used for the droplet
diameter in smulaing both the Ri*=0.7 and Ri*=0.32 cases, as the smdler diameter

produces more mixing, and so any changes would be more apparent.
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The results for the variation in dy with x/L are given below in Fig. 6.17 and Fig. 6.18,
and are plotted along with the results from the courser mesh described in Section 6.2. As
can be seen in both cases, there is some improvement in the region near the right splitter
plate in that the dope has been decreased, but this is only a minor improvement. It is
believed, then, that for the cases amulated in the present study that the results are nearly
grid independent with regard to the mixed fluid thickness. It is further beieved that
much of this discrepancy with regard to the dope near the right splitter plate is most
probably due to the turbulence modd, and possibly the corresponding inlet conditions,
used. It would be beneficid to investigate the use of a low-Reynolds number modd,
which would more accuraiely describe the turbulence levels in those regions just above
the splitter plate in the fud layer, which are probably essentidly laminar. It may adso be
that a more accurate solution of the turbulence quantities through the use of a second

moment closure mode, or algebraic stress model may be necessary.
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Figure 6.17 — Mixed fluid thickness vs. normalized downstream distance; Ri*=0.7 (influence of grid
refinement).
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Figure 6.18 — Mixed fluid thickness vs. normalized downstream distance; Ri*=0.32 (influence of grid
refinement).

Severd digitd images were taken [38] during the actud experiments at three different
locations in the streamwise direction. They are given below in Figures 6.19-6.21. They
depict the downstream development of the mixture layer for the case of an inlet water
flowrate of 120 ga/min, which corresponds to Ri* = 0.32. Some comparison can be
made between these photographs and the results of the smulations, dthough it is
important to remember thet these are indantaneous images, whereas the smulations

provide a time-averaged solution.
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Figure 6.19 — I nstantaneous mixing layer near water inlet; After Wu and Katz [38].
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Figure 6.20 — I nstantaneous mixing layer near central section; After Wu and Katz [38].



120 GPM (End Section)

0 O O O e
O R

LRI LB LB L Ili' f'lll'l '-'III:'I".'i
g

Figure 6.21 — Instantaneous mixing layer near fuel inlet diffuser; After Wu and Katz [38].
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Figures 6.19-6.21 indicate that the thickness of the mixture layer increases with
downgtream distance, as more of the outlying fud is entrained into the water layer. This
trend is confirmed by the numericd dmulaions detailed previoudy. It is dso interesting
to note the Kdvin-Hdmholtz (K-H) type waves that develop as the flow progresses
downstream. Roll-up and paring phenomena have adso been observed experimentdly.
The presence of these types of waves further lends some credibility to the numerica
model for predicting the droplet size, as the modd expressons were derived from
andyses of K-H indadilities. It is dso important to note here that the numericd
predictions in this dudy utilize time-averaged quantities. The numericd modes cannot
account for the types of trandent phenomena evidenced in Figs. 6.19-6.21, such as the

roll-up and pairing of K-H vortices, and the interface fluctuations.

In the next section, results will be presented from the predictions of the smulations in
which the SFST modd was used in conjunction with the DFE modd, and the locdly
cdculated droplet sze was implemented in the dip veocity rddionship for each
individud fluid cdl. Here, it was decided that a vaue of 1.3 was an gppropriate vaue for

the turbulent Prandtl number in the scda equation, s¢, based on the previous

invedigation of its influence in the sImulaions peformed with a congant, average

droplet size.

In order to properly use the dynamic DFE mode, the modd expressons given in Table

5.2 were abandoned in favor of the genera modd expressons given in Table 5.3. The

two congtants C; and Cp, and the exponents m and n were then cdibrated based on
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predictions for the variations in the mixed fluid thickness in the streamwise direction, as
well as the average droplet Sze in the vertical direction. Results are given beow for the
predictions from dmulations in which the cdibrated mode was used. The find vaues of
the two exponents and two condtants after having completed the cdibration procedures

aregivenin Table 6.2 below.

Table 6.2 —Moded Coefficientsin Calibrated DFE M od€

EXPONENTS CONSTANTS

0 0.1 4.0 15.0

In order to gpply some physica limitations to the droplet Szes predicted, the droplet
dianeter was limited by hdf of the mixed fluid thickness in the verticd direction, based
on observations from the experiments, as well as the dstance to the nearest wall. Results

for the droplet diameter and gradient Richardson number profiles will be presented later.

The volume fraction contour and fluid streamlines are given in Fg. 6.22 and Fig. 6.23 for
the smulaions usng the dynamic DFE modd for the case of Ri* = 0.7. As can be seen
from examining these figures, there is not a large change in the volume fraction profiles
as compared with the results from smulations usng a condant, average droplet size.
This demongtrates that the wse of the dynamic DFE modd does not cause dragtic changes
in the flowfidd, ard maintains reasoneble results for the volume fraction fiedd. Results
for the droplet diameter and gradient Richardson number profiles are given & severd

different downstream locations following these figures.
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Figure 6.22 — Volume fraction contours; Ri* = 0.7, dp = variable.
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Figure 6.23 — Volume fraction contours and streamlines; Ri* = 0.7, d, = variable.
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Next, we will examine the droplet diameter profiles usng the dynamic DFE modd for
the case of Ri* = 0.7. The predicted droplet szes are plotted dong with the volume
fraction profile as a function of vertical podtion a downstream locations of x/L = 0.25,
0.5, and 0.75 in Figures 6.24 — 6.26 below. Here the droplet diameter is normaized by

the maximum value across the shear layer of 2.0 cm.

Ri*=0.7, Dynamic Model
S¢=1.3,

Expnts: m=0, n=0.1
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Figure 6.24 — Normalized droplet diameter with volume fraction; Ri* = 0.7, x/L = 0.25.



Ri*=0.7, Dynamic Model
S¢=1.3,

Expnts: m=0, n=0.1
Consts: C,=4.0,C,=15.0
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Figure 6.25 — Normalized droplet diameter with volumefraction; Ri* = 0.7, x/L =0.5.

As can be seen by examining Figs. 6.24 — 6.26, the droplet diameter profile is not
unreasonable, both in magnitude and location. There are no droplets predicted in the
regions where the volume fraction approaches 0.0 or 1.0, and the maximum vaue is not
unreasonable based on experimental observations. It is a0 interesting to note that the
droplet diameter first increases and then decreases in the streamwise direction, and dso

that the vertica distance over which droplets are generated follows the same progression.
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This is indicative of the manner in which the mixed fluid thickness firg incresses and

then decreases, as was observed in the experiments for these conditions.

Ri*=0.7, Dynamic Model
S¢=1.3,

Expnts: m=0, n=0.1
Consts: C,=4.0,C,=15.0
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Figure 6.26 — Normalized droplet diameter with volume fraction; Ri* = 0.7, x/L = 0.75.

Similar studies have dso been performed for the cases of Ri* = 0.32, which corresponds
goproximately to an inlet water velocity of 1.2 m/s in the experiments a Johns Hopkins

University [38]. Here, the modd coefficients were dready set through the cdibration
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sudies performed for the Ri* = 0.7 case, and these smulations were performed to assess

any Richardson number effects.

The volume fraction contours and streamlines are presented in Fig. 6.27 and Fig. 6.28.
Here again, we can infer from the volume fraction contours that the DFE modd produces
reasonable results with regard to gross parameters, and that no driking changes have
occurred by comparison with the predictions usng a condant, average droplet sze. Of
note here is the dightly mixed region in the fud layer, owing to the recirculation zone
near the inlet diffuser, a feature that was observed during the experiments.  This

recirculaion zoneis clearly evident in Fig. 6.28.
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Figure 6.27 — Volume fraction contours; Ri* = 0.32, dy, = variable.
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Figure 6.28 — Volume fraction contours and streamlines; Ri* = 0.32, dp, = variable.
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Next, we will examine the predictions of the fud droplet size for the case of Ri* = 0.32.
The vertical droplet diameter and volume fraction profiles are presented in Fig. 6.29 and
Fig. 6.30 for x/L = 0.25 and 0.5, respectively. Here, we have chosen not to present
profiles for further downstream, as these results would be influenced by the presence of
the recirculaion zone near the inlet diffuser.  Again, the droplet diameter is normdized
with respect to the maximum droplet sSze that occurs across the entire shear layer, in this

case 3.2 cm.
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Si=1.3,
Expnts: m=0, n=0.1
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Figure 6.29 — Normalized droplet diameter with volume fraction; Ri*=0.32, x/L = 0.25.
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Ri*=0.32, Dynamic Model
S¢=1.3,
Expnts: m=0, n=0.1
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Figure 6.30 — Normalized droplet diameter with volume fraction; Ri* = 0.32, x/L = 0.5.

The results presented in Figs 629 and 6.30 above confirm the observations made
concerning the Ri* = 0.7 case. Here again we can see that the droplet size and vertica
range over which droplets are generated increases with downstream distance, owing to
the increase in the dze of the mixture layer as we proceed downstream. The Sze of the
predicted fud droplets is very reasonable by comparison with experimental observetions,
and we find no droplets are predicted in regions where only one phase is present. It is

aso interesting to note from Fig. 6.30 that the predicted droplets show some bias towards
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the water layer near the bottom of the test section. This makes sense, snce we are only
concerned with the prediction of lighter phase (i.e. fud) droplets, which should not be
present in the fud layer. The water layer, on the other hand, should contan smdl fud

dropletsthat are generated at the interface.

Now that we have shown some reasonable results with regard to the predictions of the
droplet sze using the DFE modd, we will next examine the gradient Richardson number
profiles for the two different cases. Figures 6.31 and 6.32 depict the gradient Richardson
number profile at different downdream locations for Ri* = 0.7 and Ri* = 0.32
respectively. Here again, we have limited the range over which results are presented for
the case of Ri* = 0.32 to avoid the influence of the recirculation zone near the inlet

diffuser.

An important observation from these figures is that in the region near the interface Rig
generdly increases with downdream location. This is a rexult of the veocity layer
soreading, as well as the fact that (Tu/fly)’ decreases more rapidly then the density
gradient. Tennekes and Lumley [34] comment that for Rig < 0.2 turbulence will persst at

the interface in typica shear flows. According to Miles [30], for unbounded pardld
sher flows if Riy > 025, then no turbulent ingtabilities will be present, owing to

damping of the turbulence by buoyancy forces. However, for bounded shear flows, the

criterion for this trangtion can be much lower [15].
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In light of these findings, it seems reasonable to estimate from Fig. 6.32 that the interface
was probably fully turbulent for the case of Ri* = 0.32, while for the case of Ri* = 0.7 the
interface was probably characterized patidly by Kevin-Hedmholtz vorticess These
obsarvations are dso in good agreement with the flow regime boundaries for the DFE
modd (see Section 5.2). In formulating the DFE modd it was found that the critica
gradient Richardson number for trangtion from the fully turbulent interface regime to the

Kevin-Hemholtz vortices regime is gpproximatdy 0.2.

Ri* = 0.7, Dynamic Model

X/IL=0.5
X/IL=0.4
X/L=0.3
X/L=0.2
X/L=0.1

Y-Location (cm)

Figure 6.31- Gradient Richardson number profiles; Ri* = 0.7, d, = variable.
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Figure 6.32 — Gradient Richardson number profiles; Ri* = 0.32, d, = variable.

Next, we will examine the variations in the predicted mixed fluid thickness profile for the
case of Ri* = 0.7 udng the dynamic DFE modd. Reaults for the verticd mixed fluid
thickness profile is given in Fg. 6.33 bdow. As can be seen from this figure, the
dynamic DFE modd peforms reasonably wdl in predicting the mixed fluid thickness.
While the magnitudes are somewhat large, the trend in the downdream direction is well
represented.  Discrepancies between the predicted and measured magnitudes of the mixed

layer thickness reflect the need for further cdibration of the modd coefficients; however,
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as shown in Fig. 6.33, the variable droplet sze dlows for a more accurate representation

of the flow dynamics.
8 p—
6 . Ri*=0.7, experiment
- o Ri*=0.7, simulation
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£
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Figure 6.33 — Mixed fluid thickness vs. normalized downstream distance; Ri* = 0.7, dy = variable.

The same smulations were dso performed for the case of Ri* = 0.32, usng the same
paameters and the same coefficients in the DFE modd. The mixed fluid thickness

profile is shown in Fig. 6.34. Here again only about haf of the mixture layer is shown, as
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reults a larger x/L vaues would be influenced by the recirculation zone near the inlet

diffuser.
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Figure 6.34 — Mixed fluid thickness vs. normalized downstream distance; Ri*=0.32, dy = variable.

The exigence of the different flow regimes is evident in Figs. 6.33 and 6.34 in the
mamer in which the mixed fluid thickness changes as a function of downstream distance.

For the case of Ri* = 0.32, interface mixing is entirely dominated by turbulence effects,
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as evidenced by the fact that the gradient Richardson number remains smal throughout
the mixing layer (see Fig. 6.32). Because of this, the dope of the mixed fluid thickness
remains approximately congtant. In the case of Ri* = 0.7, however, this is not the case.

Initidly, the interface is likdy to be dominated by turbulence effects, and so the mixed
flud thickness increases deadily. At further downgream locations, however, the
turbulence becomes damped by buoyancy forces, and the dope decreases towards a vaue
of zero and the mixed layer sabilizes. As we continue further downstream, the influence
of the droplet sSze becomes more important, as was shown previoudy. Here, the dip
velocity becomes more dominant, and has the influence of separating the two fluid layers,
thus causng the mixed fluid thickness to decreese. These trends in the mixed fluid

thickness were aso confirmed in the experiments a Johns Hopkins University [38].

In generd, we have shown that the SFST modd, with congant droplet size, performs
quite well and accurately represents the flow dynamics.  Results from the DFE modd
indicate that improvements have been made in the accuracy of the solution of the flow, as
evidenced by improvements in matching the trends in the mixed fluid thickness profiles.
Discrepancies between the predicted values and the experimenta measurements can most
likely be accounted for by further cdibration of the modd coefficients It is aso possble

that three-dimensiond effects in the experiments need to be explored.
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7.0 SFST MODEL PREDICTIONSFOR VERTICAL BUOYANT JET
FLOWS

The SFST modd, as described in Section 3.0, was used in conjunction with a
computationd grid modeled after the experimental facility being used a Johns Hopkins
Universty [17] to study the impingement of a water jet on a fud/water interface. Of
primary interes in these dmulaions were the predictions of the overdl flowfidd as
compared with experimentd observations, as wedl as veification of the droplet
formation/entrainment model with regard to trends in the prediction of the fue droplet
sizes, and the prediction of the maximum penetration depth of the jet. Here, comparisons
will be made between the numerica predictions of the jet penetration depth with results

from the literature [40] and experimentd results from the actud flow facility [17].

7.1 Experimental Conditions Simulated

As mentioned above, the numericad smulations were modeled after the experimentd
fecility being used a Johns Hopkins University. Here, a vertical water jet impinges on an
initidly quiescent layer of fud. A schemdic of the actud flow facility being used is
given in Fg. 71. The fud layer is contained in the upper center portion of the tank by
two fud weirs, and the water enters the tank through the verticd inlet pipe. As the water
penetrates the fuel layer, mixing will occur if the shear forces are grest enough compared
with the buoyancy, or gravity, forces (i.e if the Richardson number is smdl enough). As
the water becomes entrained in the fud layer, the excess water is forced to the sides of

the tank and exits through the drains located in the upper left and right compartments.  If
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no mixing occurs, then the excess fud will be forced over the fud wer where it can
return to the fud supply. An impingement plate is located in the center of the tank above
the inlet pipe. If the velocity of the incoming waer is great enough, then the jet will
impinge on the plate. This will cause breskage of the inlet jet and the formation of fluid

droplets, which will cascade back towards the fue/water interface.

Adjustable Height )
Scawater Weir Adjustable Height
(Right and Left Sides) Impingement Plate

D

Fuel Weir

T
E
F.etuit ko

Drain
Fuel Supply

Water

Adjustable Height
Inlet Pipe

Figure 7.1 - Fuel impingement experimental test facility, after Friedman & Katz [17].

Due to the complexity of the geometry, and because we are manly interested with
phenomena near the interface and in the fud layer, some smplifications were made in the
computationa geometry. Firdt, the curved fud weirs were assumed to be verticd walls to
avoid skewness in the grid in these regions, and the drain pipes and fud supply return
pipe were neglected. The upper portion of the tank, which is vented to the atmosphere,

was a0 neglected; here the upper interface was modeled using a plane of symmetry.
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7.2 Computational Details

Having made the smplifications describe in the previous section, the computationa

geometry used in the smulaionsis given in Fg. 7.2 below.

Impingement Plate

A

utle
O tW\Qﬁl/ 4 N | Outlet

\
AN

Fuel Weir Inlet Pipe Fuel /Water Interface

Figure 7.2 - Schematic of computational geometry used to model the impinging jet facility.

The overdl dimensons of the tank are 0.9144 m (36 inches) long by 0.5588 m (22
inches) high by 0609 m (24 inches) wide, and matched the dimensons of the
experimenta facility after having neglected the upper portion of the tank that is vented to
the atmosphere.  The fud wers on ether sde of the fud layer were modded as internd
solids that were 254 cm (1 inch) thick, and the impingement plate measured 40.64 cm
(16 inches) square, and was aso modeled as a solid with thickness of 2.54 cm. While the
height and thickness of the inlet pipe were variable in the experiments, here we have used

an inlet pipe that measured 5.08 cm (2 inches) in diameter, with the height extending to
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the depth of the fud/water interface. In the experiments, the height of the impingement
plate was dso variable, however, we have chosen to sat the height of the impingement
plate a 17.78 cm (7 inches) above the fud/water interface, which corresponds to the

maximum height used in the experiments.

The rdaively fine grid tha was used conssted of 72x46x24 cdls, for a totd of
aoproximately 79,500 computationd cdls. A uniform mesh was used in the x-direction,
while in the zdirection the cells were concentrated towards the center usng a symmetric
geometric progresson (SGP) factor of 0.96. In the verticd direction, the cels were
focused towards the exit of the inlet pipe, usng severd different geometric progression
factors above and below the interface. This was done to provide a greater resolution in

the region containing the exit of theinlet pipe and the fud layer.

The SFST modd was used, with the k-e turbulence modd including buoyant
production/destruction for turbulent flow cases, as detaled in Sections 3.1 and 3.2,
respectivdy, and the cdibrated dynamicdly implemented DFE modd described in the
previous section. All dmulations were performed as three-dimensond, trangent flows.
The veocity components were discretized using higher-order upwinding, while the
HYBRID scheme was used for the turbulence quantities where gppropriate.  The firdt-
order upwind scheme was used for the dendty, and the scdlar, f, was discretized usng
the MUSCL sctheme, Min-Mod. Trangent time marching was accomplished usng

backward differencing gpproaching steady State.
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While severd different mixing regimes were sudied in the experiments, here only one
case has been amulated, by setting the inlet velocity of the water jet to produce the same
Richardson number. Here, the Richardson number is defined in terms of the interface jet

width by

(7.2.1)

where D; is the diameter of the jet a the fuel/water interface, Dr = ry-r 5 is the dengty

difference between the two fluids, and U; is a characteridtic velocity scale, which in this

case corresponds to the interface velocity.  Because the flow is characterized by
parameters a the interface, the reason for seiting the height of the inlet pipe a the
fud/water interface becomes apparent. By doing 0, the interface jet diameter and
velocity are eadly represented by the diameter of the inlet pipe and the velocity of the

water asit exits the pipe.

One case was smulated using CFX-4 with the SFST model as described previousy and
the k-e turbulence modd including the effects of buoyancy production/destruction.  As
reported by Friedman and Katz [17], there are severd different mixing regimes which
develop, each of which can be characterized by the vadue of the interface Richardson
number given by Eqg. (7.21). Regime 1 has not been congdered in this Sudy, as it is
esentidly a laminar flow with little to no mixing, and is therefore of little interest.  Teble
7.1 below illustrates the inlet parameters for each of the different regimes invedigated in

the experiments, including boundary conditions on the inlet veocity and turbulence

147



quantities, as well as the rdevant dimensionless parameters. Here F is the denametric

Froude number based on theinlet quantities, given by Eq. (2.1.12).

Table 7.1 — Inlet Parametersfor Impinging Jet Experiments

Regime | Ri | Viger (/5) | Kinjer (757 | €pjer (m*/5”) | Rejpper | F
2 0.65 0.3391 2.30E-04 2.29E-04 17,226 1.754
3 0.21 0.5966 7.12E-04 1.25E-03 30,308 3.086
4 0.12 0.7893 1.25E-03 2.89E-03 40,096 4.083

In the above table, the regimes listed represent those as defined by Friedman and Katz
[17], as was discussed in Section 2.3. While in the experiments, the pipe diameter can
vary, Table 7.1 corresponds only to the case of a pipe diameter of 2.0 inches, which is
used in this sudy. Regime 4 indicates the regime in which the momentum of the fluid jet
was aufficient to impact the impingement plate. For the present study, only regime 3 will
be dudied, as this entaills the mgority of the mixing mechanisms, while avoiding other

complicated phenomena resulting from the inlet jet impacting the tank celling.

7.3 Results and Discussion

In this section, results will be presented for the volume fraction and dreamline profiles
for the amulations performed related to the impinging jet experiments currently being
conducted a Johns Hopkins Universty. Results are presented for amulations of flow

regime 3 usng the SFST mode in conjunction with the droplet formation/entrainment
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model, where the predicted droplet size was dynamicdly implemented in the dip veocity
relation. Results with regard to the prediction of the maximum jet penetration depth will

also be compared with experimental results as provided by Friedman and Katz [17].

Upon review of the literature on verticd, buoyant jet flows, an aticde was found by
Zhang and Baddour [40], in which the authors investigated the maximum penetration
depth for vertica, round dense jets. In this article, the authors make a digtinction between
the flow phenomena that occur in jet with smdl (<7.0) and large (>7.0) Froude numbers.
Here, the Froude number is defined according to Eq. (2.1.12). It was determined that the
conditions of the present sudy were such that it fel into the smal Froude number regime

(see Table 7.1). For this regime, the authors determine a reationship for the maximum
penetration depth given by

Z 03

Sm =1 7F (7.3.1)

L
where z,, is the maximum verticd penetrétion, r is the radius of the source (eg. nozzle
radius), F is the densmetric Froude number, and L, = rF is a characteridic length scale.

Subdtituting for Ly, EQ. (7.3.1) becomes

z =1L7rF" (7.3.2)

This resut was found to be in good agreement with the experimenta results of Friedman

and Katz [17]. The experimenta results are reported in the form

_ Yoe _ ¢ (>
AR =T = (R,) (7.3.3)
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where AR is the ratio of the maximum vertica penetration and the diameter of the jet a
the interface (which corresponds to the diameter of the nozzle for the case where the exit
of the pipe was st a the same depth as the interface). In order for a comparison of the
two authors results to be made, the densmetric Froude number in Eq. (7.3.2) was
rewritten in terms of the interface Richardson number reported by Friedman and Katz

[17]. Thisyidds

m
D

1.3338Ri, " *®° (7.3.4)

Figure 7.3 below illustrates the comparison between the results reported by both sets d
authors, and shows good agreement. Results from numericd smulations in the present

study will aso be compared with these results.

Zm/Di

° Friedman & Katz (1998)
151° — Zhang & Baddour (1998)

O T T T 1
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Ri;

Figure 7.3 — Comparison of results for normalized maximum vertical penetration as afunction of the
interface Richardson number.
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The steady-dtate volume fraction contours are shown in Fig. 7.4 for the case of Ri* =
0.21. Here, blank aress indicate solid boundaries (eg. impingement plate, fue welrs,
efc.). Agan, it is important to remember that these smulaions produce time-averaged
solutions. They do not account for trandent phenomena, in this case the fluctuation of
the height of the inlet jet. For this case, the inlet jet is highly turbulent and the
momentum of the jet is sufficent to extend through the mgority of the fud layer, but not
enough to impact the impingement plate. For these flow conditions, the inlet jet is highly
ungable and large fdling blobs of water drag sgnificant amounts of fud down into the
water layer. There is dso dgnificant fud droplet generation beow the interface,

primarily caused by the shearing off of long finger-like structures [17].

Volume Fraction

Figure 7.4 — Volume fraction contours; Ri* = 0.21, dp =variable.
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Figure 7.5 shows a digitd image taken from the experiments for these flow conditions.
As you can see by comparison with the predicted volume fraction contours in Fig. 7.4,

the numerica smulations seem to be accuratdly predicting the gross flow dynamics.

Figure 7.5 — Instantaneous image of impinging jet facility for Ri* = 0.21; after Friedman and Katz [17].

One of the parameters invedigated in these experiments is the maximum impingement
depth as a function of interface Richardson number. Here, the maximum penetration
depth is measured by the ratio of the maximum verticad peneration to the pipe diameter
(see EQ. 7.3.3). The resaults from the experiments by Friedman and Katz [17], and the

discusson by Zhang and Baddour [40] have dready been discussed previoudy (see Fig.
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7.3). During the smulations in this sudy, the maximum penetration depth was caculated
from the volume fraction profile in the vertical direction above the center of the inlet
pipe. Figure 7.6 shows the caculation for the case of Ri* = 0.21, plotted dong with the
results from the experiments. As you can see, there is excellent agreement between the
predicted value and the experimenta measurements. This is expected, of course, as the
maximum penetration depth should be primarily dependent on the momentum of the jet

exiting the pipe, which should be primarily determined by theinlet conditions,

3.5 1]

—O— AR (experiment)
AR (simulated)

0.5 A

Ri,

Figure 7.6 — Comparison of predicted aspect ratio with experimental results[17].
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Next we will examine the predictions of the droplet sze by the DFE modd for this case.
Figure 7.7 depicts the droplet diameter contour for the case of Ri*=0.21. Here we can
see that there is a large range of droplet sizes predicted. The larger szes would represent
the large blobs of fue that are dragged down into the water layer by the faling pockets of
water due to ingabilities in the vertical jet. The smdler sizes would then represent the
smaller discrete droplets that are generated at the interface or are broken off of the finger-
like dructures of fud that penetrate the water layer. In Fig. 7.7 there are some droplets
predicted in regions outsde of the two fud wers. This is a product of the fact that the
fud weirs are not completely accuratdy represented (i.e. in the experiments they are
curved, see above discussion). In any event, we are primarily interested in the regions in
the proximity of the inlet pipe, which gppears to be well represented by comparison with

the experiments.

In Fig. 7.7 we can see that the predictions for the droplet diameter seem reasonable based
on obsarvations from the experiments. As yet there are not quantitative measurements of
the spatid didtribution of the droplet sizes, however, there are no droplets predicted in
regions where only one phase is present, and the location and Sze of the droplets seems
reesonable.  The larger size blobs of fud ae shown in the region of the fud/water
interface on ether 9de of the inlet pipe as expected, and the smaller droplets gppear in

the water layer below the interface, and at the edges of the vertical jet.
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Figure 7.7 — Droplet diameter contours; Ri* = 0.21.

In Fig. 7.7 we can dso see regions where some pockets of fuel that have been dragged
down into the water layer have become separated from the interface.  This is indicative of

the shearing off of the finger-like structures that penetrate the water layer, which is then

broken into smaler droplets [19].

In generd, it would gppear that this independent test case for the DFE modd shows

reasonable results with regard to gross flow parameters, and that the predicted size and

location of the fuel droplets makes sense based on observations from the experiments.
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Further anadlyss of these results requires quantitative data from the experiments regarding

the sze and spatia didribution of the fuel droplets.
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8.0 CONCLUSIONS

8.1 Summary

While true multiphase modeling requires that each phase be solved for independently, a
sampler gpproach is to use a mixture modd. Here the mixture is treated as a whole,
solving only one set of momentum equations, having defined mixture quantities for the
velocity, dendty, and viscogty. The volume fraction of each phase is then solved for
sepaatdy. A key problem with this gpproach, however, lies in mantaning the
consarvaive naure of the governing equations without increesng the complexity of the
problem, while appropriately accounting for the dip between the two phases. To this
end, a new formulation was derived for the solution of the volume fraction in which no
amplifying assumptions were made, and which satisfies mass (volume) conservation of
the individud phases Reaults from smple two-dimensond and three-dimensond test
caxes, for both laminar and turbulent flows, showed that this new formulation is
extremely accurae in the predictions of the individud phase volumes for a variety of
different geometries and flow conditions. This is a dgnificant improvement over the

previous version of the SFST mode [6,7,8,37].

A numericd modd has dso been developed to predict the dispersed phase droplet
diameter in two-phase liquid-liquid flows. Here the droplet Sze is determined locdly a
esch individual computationa cdll based on locd flow parameters. These include certain

length scaes, as wdl as locd turbulence quantities, and dimensonless parameters such as
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the gradient Richardson number. The modd was further divided into severd different
flow regimes based on results and discusson from certain shear flow literature, in which
the primay mixing mechanism changes Each of the different flow regimes can be
delinested by an gppropriately defined Richardson number. The DFE moded dlows for
more accurate predictions of actuad flow phenomena by correctly accounting for the
changes in the redive velocity between the two phases as a function of the loca droplet

Sze

Veification sudies were performed for the droplet formation/entranment modd using a
gmple two-compartment tank, with a sngle inlet and outlet, and a manhole separating
the two compartments. While much smpler, this configuration exhibits many of the flow
phenomena observed in the full-scae compensated fud/bdlast tanks. Results from these
sudies showed that the DFE mode produced logica trends with respect to the location
and sze of the digpersed phase droplets, in that no fluid droplets were formed in regions
where only one phase was present, and the predicted szes were reasonable in comparison

with experimenta observations.

Smulations were then performed for a deveoping shear layer of diesd fud and water,
based on the experimentd configuraion being used currently a Johns Hopkins
Universty.  Comparisons were made between the predictions for the sreamwise
vaidions in the mixed fluid thickness with the experimentd messurements  These
results were used to cdibrate certain parameters in the dip veocity expresson in the

SFST modd, aswell asimportant congtants in the DFE modd.
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After having cdibrated the SFST and DFE modeds, smulations were performed to
invedigate the influence of the dispersed phase droplet diameter on the mixed fluid
thickness. Here, the droplet size was specified by the user, and was assumed to be a
congtant, average value everywhere in the flow domain. It was found that, as expected,
increesing the droplet Sze caused a decrease in the amount of mixing that occurred.
Comparisons of predictions of the mixed fluid thickness showed good agreement with the

experimentd results.

Following these gtudies, smulations were performed in which the DFE modd was used
to predict the locd size of any fud droplets formed in each computationd cdl. The locd
predicted droplet sze was then dynamicaly implemented in the dip veocity used in the
source term in the volume fraction equation. The generd form of the DFE mode was
used, and the modd congtants and exponents were then cdibrated based on the
predictions of the mixed fluid thickness profiles, as wel as the average droplet diameter
at each downstream location. With the calibrated modd, predictions were made for both
Ri* = 0.7 and Ri* = 0.32. Results from these predictions indicated good results with
respect to the droplet diameter and gradient Richardson number profiles in the verticd

direction, as wel as the downgtream variations in the mixed fluid thickness.

Findly, with the newly vaidated DFE modd, smulations were peformed for a densdy
buoyant verticad jet, where a heavier fluid impinged on a quiescent layer of lighter fluid.
In this case, no changes were made to any of the modd parameters. This served

essentidly as an independent check that the DFE and SFST modds performed properly
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for different flow configurations. The results of this smulaions showed reasondble
results with regard to the size and location of the predicted fue droplets. Comparison of
the volume fraction contours with digitd images from the experiments indicated that the
large-scae flow dynamics were well represented.  This was dso confirmed by good
agreement between the predicted maximum penetration depth of the inlet jet with the
experimenta measurements. It was aso found that certain characterigtics of the droplet
generdtion mechanisms were aso predicted by the numericd sSmulations.  Further
andyss of these results requires quantitative experimental measurements concerning the

sze and spatid digtribution of the fue droplets.

8.2 Recommendations for Future Work

It is important to remember that this is a work in progress, and that much of the sub-
mode development has yet to be completed. One important phenomenon that has yet to
be included in the DFE modd is the effect of surface tenson. This could be done
through the use of some criticd Weber number. The conditions under which droplets
would bresk would then be determined through the competition of shear forces and

surface tensgon forces. A typical K-H shear layer ingtability is shown in Fig. 8.1 below.
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AU =1, -1,

Figure 8.1 — Typical Kelvin-Helmholtz shear layer instability.

Here, a characteridtic length scde |, is defined in terms of the width aross the interfacid
waves, and a characterigtic velocity DU = U,-U; is defined in terms of the difference
between the veocity of the surface of the wave and ambient fluid. From these, we can
then define certain dimengonless parameters, including a Reynolds number and a Weber
number, given by

2
Re=——-71¢ We = M (8.2.1)
m S

where s is the interfacid tenson. The conditions for droplet breskage would then be

determined by equating the shear force and the surface tension force.

Fshear = Fsurface tension (8.2.2)
Thisyidds
.2 .
4p?ﬂ9 t :plchz{:emﬂ_ug:SICh (823)
e2g yg
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If we then divide both sidesby r (DU )1, then

s 1 _pn(fu/fy) pm/Dy
=~ = 8.24
rOUyl, We r(DUf  r(DU) 624
If we then assume that Dy scaes as the velocity layer thickness dy, then
1 pr
—»— 8.2.5
We 7 r (DU )d, (8.23)
or
r (DU
(We) o, » % (8.2.6)

where we have replaced We by (We),, since we know that when the two forces are equal
defines the critical Weber number. Multiplying and dividing by |, yidds

1r(DU), e, 6 0 ael, O
(We)CR » _@ Y »C, Y “Re (8.2.7)
Y m Ich 9 Ich %)

The dispersed phase droplet diameter, normalized by the veocity layer thickness, could

then be written in aform smilar to

(8.2.8)

If we further defined the quantity (d, /I,,) in terms of a Richardson number, as was done

for the mode expressons in the current form of the DFE modd, then the droplet
diameter could be written as some function of the Reynolds number, Richardson number,
and Weber number as

d
— = f(Re, Ri,We) (8.2.9)
dy
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Another improvement that coud be made would be to determine a better length scae to
use in the modd expressons for the droplet size. At present, the characteristic length
scde is determined as the smdlest of ether a turbulent length scde or a mixed fluid
thickness defined in terms of the volume fraction profile.  This method is however,
computetiondly expensve for determining the mixed fluid length scades It would be
much more efficient to define a new characteristic length scde, perhaps based on

turbulence quantities, or some measure of the vorticity.

With regard to the smulations of the shear flow experiments, it would be hdpful to
perform some investigation into the effects of the turbulence modd used. It might be
beneficid to use a low-Reynolds number k-e mode, as much of the fud layer a the top is
probably laminar, even very close to the fluid interface. It may aso be bendficid to
refine the mesh near the interface further until a grid independent solution is attained. A
finer grid near the interface would aso improve predictions of the turbulence parameters,
should a different turbulence model be used. The influence of three-dimensond effects
for this facility may dso need to be examined. The smulaions in this sudy were
performed as two-dimensond; however, the ratio of the test section width and height is
not negligible (approximaidy 0.2). Vdocity fidd messurements were unavalable to

investigate any influence of the tank wdls.

With regard to the new formulaion used for the solution of the volume fraction, it was

found that to maintain the same amount of diffuson, the turbulent Prandtl number for the

scda eguation (i.e. the volume fraction), sf, should be increased from 1.0 to
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goproximately 1.3.  Some further invetigation into the effects of this change would
generate some improvement in the numerica predictions for the mixed fluid thickness, as

was demonstrated in Section 6.3.

Findly, there are gill some further cdlibration procedures that need to be performed on
the dynamic DFE modd. As seen in the results for the mixed fluid thickness profiles,
some improvement gtill needs to be made so that the predicted magnitudes of dy more

closely match the experimentd results.

In light of recent findings, there are some improvements that could be made to the mode
expressions included in the DFE modd. As the solution of the droplet diameter is a nor+
lineer problem in relaion to the mixed fluid thickness, it would seem that some messure
of du should be included in the modd expression for the turbulent interface regime. In
doing 0, the need to limit the droplet diameter by 1/2 of dy would already be accounted
for in the modd expressons. This would then diminate the truncation of the droplet sze

and alow for a continuous function in the vertica direction.

From recent analyss of the modd coefficients, and the exponent used for the function of
the volume fraction, it has been found that the calculated droplet sSizes are too large,
which are then truncated by the limiting function imposed. In light of this and the need
to incduded dy in the modd expresson for the turbulent interface regime, it has been

conjectured that the moded expressions should be changed to the following form:

d, =C(L-r, )"l (8.2.10)
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where

i 32
iMINGu KT Ri, <02
T 2 e g

len =1 iy g (8.2.11)
I M 0.89 M Q9 :
+MING— Ri ,d ,——= 02<Ri 6 <75
% g 5 g wall : g

with
Ccl5s m=0.5 (8.2.12)

The problem that remains, however, is that in dlowing a more continuous function of the
droplet sze we have, in effect, reduced the characterisic droplet sze for a given
downgtream location. This would, in turn cause the magnitudes of dy to increase. Other

causes for the discrepancy in the predicted and measured vaues are currently being

investigated.
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APPENDIX A: DERIVATION AND EQUATIONSFOR THE SFST

MODEL

A.1: Complete Set of Equationsfor the SFST Model
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(A.1.1)

(A.1.2)

(A.1.3)

(A.1.4)

(A.1.5)

(A.1.6)

(A.1.7)

(A.1.8)



18 rVd

CD :@ where Re = m (Alg)
Ck?

m=m, +m; m=- . (A.1.10)
TR

ti= m§ﬂ7j+ - 3rkdIJ (A.1.11)

In the above equations r, u, and mare taken to be the mixture quantities defined by Eqns.
(A7), and a and b represent the respective phases. Tensor notation is used, where
repeated indices indicate summation.
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A.2: New Formulation for Solution of the Volume Fraction

Firg, we start with the single- phase continuity equation for the a -phase, given by

1-[(rara)-'-i(raraua,i)zo (A21)

it x
From the definition of the mixture velocity, U,

r.r,u, +r r.u
um - a aa b'b™b (A_2.2)
r m

we can write

F Uy, =1 U +r ru, (A.2.3)
But r, is equa to 1-ry, from the adgebrac condrant that the two must sum to unity.
Subgtituting for r, in Eq. (A.2.3) yidds

Uy, =1 U +r, (1- ra)ub (A.2.9)
The dip vdocity, W, isgiven by

Ug =u, - U, (A.2.5)

Rewriting interms of u, yidds
u, =u, - Ug (A.2.6)
Substituting Eg. (A.2.6) into Eq. (A.2.4) yields
rou, =r nu +r, (1-r)u, - ug
which becomes

MU = I.rara tr b(l- A )Jma -r b(l- ra )US (A27)

The termsin the brackets, however, is smply the definition of the mixture density.
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Subdtituting yields
rou,=r.u -r,(1-r )ug (A.2.8)
Next, we rewrite Eq. (A.21) by multiplying and dividing each term by the mixture

densty, r ;. Thisyidds

U
T e—r MU g=0 A.29
'ﬂt M !ZJ ix &r "4 (A:29)

Next, we subgtitute for r mu, from Eqg. (A.2.8), which yields

oA , r. u
er LT FoU 1, (10 1 Jug)—2r, 4= 0 (A.2.10)
gl’ 1] ﬂXI e S rm H

If we make a variable subgtitution, say

o, 0
f=r&=s A211
&5 A-210

then we can rewrite Eq. (A.2.10) intermsof f as
)l T ‘IT
LN PO L fl=- - f A.2.12
ﬂt [r m ]+ ﬂxi [r m m,i ] [r r.a )US ] ( )

By adding a diffuson term, we can rewrite Eq. (A.2.12) as a scdar transport equation

with a source term based on the dip velocity by

ﬂ[rf]+ [rmm.f]—-ﬂﬂ[rb(l uf]+ﬂ7 aj]];w (A.2.13)
i |e

Equation (A.2.13) provides a generic scalar transport equation, which can be solved for
the variable f, from which we may solve for the volume fraction, r,, from the dgebraic
expresson given above (Eq. A.2.11). Equation (A.2.13) is particularly appeding because
we have made no smplifying assumptions and are solving an exact equation. For

laminar flow cases, where there is no mixing, the dip veocity will be zero, and hence,
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the source term in Eq. (A.2.13) will be zero. For turbulent flow cases it will need to be

included.

The solution of the volume fraction from the scdar variable, f, can be performed as

follows. We can rewrite Eq. (A.2.11) by using the definition of the mixture dengty as

s+ Q-5 4 (A.2.14)
r

a

Next, we multiply and divide the RHS of Eq. (A.2.14) by r ,, which yieds

_elra/ry )+ n)l

ra = )q‘ (A215)
(ra/rb)
If welet R=r 4/r p, then Eq. (A.2.15) becomes
=R ) (A.2.16)
2 R
which can be rewritten as
Rra :[Rra +(1' la )]f
or
Rr, (- f)=(1- r, ¥
or
r[R@-f)+f]=f
which becomes
f
= A21
E f +R(-f) ( L
From Eqg. (A.2.17), we can substitute for ry in Eq. (A.2.13) s0 that it only involves f.
Thisyidds
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re-arranging yidds

T T 1€ a8 +R1-f)-f¢ U €&
T 11+ u f]=- 1§ 8 i1 g+ S
w1 ot ] T & E TR 1) 5° 4 T g &x

SYEN

or

%[Mihi[rm i fle- LG, 2RL) g 0 ﬂl A & A28

L A —
T & "8 +RL-f)g° | ‘"X%

Using the definition of R, this can be smplified to

T 1 q ér f(1-f) su, T &g ol
L fl+—[r u,f :-ﬂ_xef R H _eegﬂx ™ (A.2.19)

In the numerical modd in CFX, the scdar f is solved from EQ. (A.2.19), and the volume
fraction is then determined using Eq. (A.2.17). This is particularly appealing because the
volume fraction is soldy determined from an dgebrac expresson in which we have
diminaed the mixture dendgty. This in tun diminaes the need for an iteraive

procedure, as the mixture dendity requires the solution of the volume fraction.
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A.3: Alternative Empirical Correation for the Slip Veocity

One of the more extensve compilaions of empirical data concerning the dip velocity has
been performed by Kumar and Hartland [25,26]. Through the andysis of 998 published
experiments for 29 liquidliquid sysems from 14 different data sources, they formulate a
corrdaion for the dip veocity in terms of the drop diameter and physica properties
given by

4dgDr (1-e) _ K 4 28,
3r Vr2(L+ke) Tt rVd

(A.3.1)

Here d isthe diameter of the dispersed phase fluid particle, e isthe hold-up ratio of the
dispersed phase, Vsisthe dip velocity, and the subscript ¢ denotes the continuous phase.
The condants in the above equation are given by:

k =4.56
K, =0.53 (A.3.2
n=0.73

Equation (A.3.1) may be put into asimilar form given by

eV 02 0.53Re+24(\/s/\/5’¥)é 1-e g

s+ = - A.3.3
Vi g 0.53Re+24  Bl+ke"H (A3
where Vv, isthetermind velocity of asingle fluid droplet in an infinite continuous
liquid, and Re is a Reynolds number given by
Re = Vs (A.3.4)
m
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APPENDIX B: DOCUMENTATION FOR THE SFST MODEL

B.1 Introduction

This section is intended to provide a more detailed explanation of the requirements for
the implementation of the SFST modd in CFX. A numericd smulaion in CFX-4
requires a geometry file, detaling dl reevant grid information, a command file, which
dictates certain command options, and a usr FORTRAN file, which is used for
modifications to the governing equaions and for solution monitoring.  While there are
severd different grid generation packages that can be used with CFX-4, CFX-Meshbuild
was used in the present study.  In this section, descriptions will be given for the relevant
information needed in dl three of these files as they rdate to the SFST modd. This will
not include any gerera information as related to the CFX code, as this is left to the CFX
Users Manud [12]. An explanaion will dso be given concerning modifications that can
be made by the user to include different forms of the dip veocity, and for models to
specify the droplet Szes.

B.2 Overview

The numerica dgorithm used is a sngle fluid, scaar trangport (SFST) model, which can
be used for dmulations of flows involving two immiscible fluids. ~ The governing
equations include one set of momentum equations and one scaar trangport equation that
is solved for a generic scdar variable, T, from which the volume fraction of the dispersed
phase is solved usng an dgebraic rdation. An equaion for solving for the mixture
dendty in varidble dendty flows may dso be included. Additiond terms may be added
to the governing equations through the use of a user subroutine for adding source terms.

For example, the convective flux that originates in the volume fraction equation because
of the dip veocity is added through the subroutine, USRSRC. There are severd different
turbulence modds that can be used for numericd smulaions in CFX-4, induding the
standard k-e model, low-Reynolds number modd, and k-w modd. The current form of
the SFST mode employs the standard k-e moded with modifications to include a source
term, which accounts for production/destruction of turbulent kinetic energy by buoyancy
forces. For ease of implementation with different geometries and flow scenarios, the
current form of the SFST modd is designed in such a way tha future changes can be
made without large modifications to the source code. It can be used with any flow
problem, provided tha certain guiddines are followed concerning user modifications to
the command file and FORTRAN file, as wdl as cetan semantics in generdting the
computationd grid.
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B.3 Configuring the CFX Filesfor the SFST Modéel

As mentioned previoudy, a numericd dmulaion udng CFX-4 requires three files the
geomelry file, the command file, and the FORTRAN file In this section, certain
guidelines will be presented as the manner in which these files are used, as wdl as how
modifications can be made to smulate different geometries and flow scenarios. Text tha
appears in the Couri er New font indicates the actud syntax used in one of these files.
It is important to keep in mind, dso, tha any specific vaues st in the following sections
ae gven in S units. It should dso be noted that in some sections text is staggered
between lines because of the page limits, wheress this text would not be staggered in the
actual FORTRAN code.

B.3.1 The Geometry File

In generating the computationa grid, he procedure is the same as for any other geometry
usng CFX-Meshbuild. For use with the SFST modd, however, the following guidelines
and conventions should be used.

1. It is important that al 1JK coordinate sysems in each individud block have the J
index pointed in the oppodte direction as the gravity vector in the globd XYZ
coordinate syssem. This is mos easly accomplished by seiting the J index in each
block in the pogtive ydirection according to the globa axes. Then the gravity vector
is supplied in the command file as being -9.81 in the ydirection. It is dso convenient
to orient each individua block within a multi-block structure such that al coordinate
axes are the same and match those of the globd coordinate sysem. This diminates a
great ded of confudon, both in setting grid condraints within blocks, and dso in
determining cell locations for specifying parameters or acquiring output data.

2. In CFX-Meshbuild, block naming can be done in any convenient manner designated
by the user; however, for use with the SFST modd, a certain naming convention must
be applied. The blocks should be numbered BLOCK- NUMBER- 1 to BLOCK-
NUMBER- N, where N is the totd number of blocks, excluding any internad blocks
used as child congraints.

3. Any internd solid blocks which are used as child condraints within larger active
blocks should be named | NTSOLI D1 through | NTSOLI DN. Here N would
represent the total number of internd solid blocks used as child congtraints.

4. There are five primary boundary patch types in CFX-Meshbuild. These are inlets,
walls, pressure boundaries, mass-flow boundaries, and thin surfaces. These types of
patches are the most common and should be used for specifying boundary conditions
on a given geometry. It has aso been found that pressure boundaries are far superior
to mass-flow boundaries for specifying outlet conditions.
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B.3.2 The Command File

In order to perform a smulaion in CFX-4, a command file is required. The purpose of
the command file is to specify congant boundary conditions, problem sizes, flow types
(i.e. laminar, turbulent), grid types (eg. body-fitted, unmatched), the equation solvers to
be used, under-relaxation parameters, turbulence modd parameters, scdar parameters,
and time step and output options. Variable boundary conditions must be set in the user
subrouting, USRBCS.  In the following section, a detaled explanation will be given for
al of the rdevant parameters st in the command file, dong with values used for the
SFST model, and recommendations for modifications for use with different geometries or
flow scenarios.

The firgt section of the command file is used to specify the workspace parameters used by
the flow solver during a dmulaion. In a sSmulaion where a geometry has been
generated through the use of some pre-processor, then these workspace limits are not
necessay. An example of this portion of the command file is given beow, which was
aufficient for many of the smulaions performed in this study.

>>CFXF3D
>>SET LIMTS
TOTAL | NTEGER WORK SPACE 18000000
TOTAL CHARACTER WORK SPACE 50000
TOTAL REAL WORK SPACE 35000000

The next portion of the command file specifies dl of the different grid and flow options,
including laminar or turbulent flow, coordinate sysems, buoyancy and heat transfer
options, and grid types. These parameters as set in the SFST modd are given below

>>0PT| ONS
THREE DI MENSI ONS
BODY FI TTED GRI D
CARTESI AN COORDI NATES
TURBULENT FLOW
| SOTHERMAL FLOW
COWPRESSI BLE FLOW
BUOYANT FLOW
TRANSI ENT FLOW
USER SCALAR EQUATI ONS 9

Smuldions may dso be peformed in two-dimensons and in cylindrical coordinates.
The use of the COMPRESSI BLE FLOWoption is done so that a varigble dengty field can
be specified through the use of a user subroutine. Under the compressbility options, the
flow is specified as weekly compressble to dlow for this changing dendty. If the
incompressible flow option is specified, then the dengty fidd is given a congant vaue a
dl points in the domain. The TRANSI ENT FLOW option dlows for time-dependent
solutions, as opposed to steady-date cdculations. The find option is the number of user
scdar equations that are specified for use in the FORTRAN.
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In the SFST mode, with the implementation of the droplet formation/entranment modd,
scdar arrays are designated for the following variables:

>>VARI ABLE NAMES
USER SCALAR1 ' SCALAR PHI''
USER SCALAR2 ' USRD DP'
USER SCALAR3 ' USRD CELLI D
USER SCALAR4 ' USRD UDMX
USER SCALAR5 ' USRD UDMY
USER SCALAR6 ' USRD UDMZ
USER SCALAR7 ' USRD UDWALL'
USER SCALAR8 ' USRD VCOLFR
USER SCALAR9 ' USRD RI CHARDS NMBR

SCALAR PHI is the generic scdar vaiable, f, solved for in the trangport equation.
From it, the volume fraction of the dispersed phase, r,, is solved from an dgebrac

relationship. The vaues of i a each cdl node for dl time vaues are dored in the USRD
VOLFR scdar aray. USRD UDMX, USRD UDMY, and USRD UDMZ represent the scalar
arays used to sore the three mixed-fluid thicknesses in the three coordinate directions,
which are used in caculaing the droplet diameter. USRD UDWALL is the array used to
store the distance to the nearest wall a each cel node. The last scdar array is used for
goring the vaues of the gradient Richardson number a each cdl node. The use of the
USRD option in the name of the scaar array indicates that the scalar transport equation
will not be solved for thet variable.

There ae many usr FORTRAN subroutines that can be utilized in a numericd
gmuldion in CFX-4. The primary subroutines used in the SFST modd are included
below:

>>USER FORTRAN
USRBCS
USRDEN
USRI NT
USRSRC
USRTRN

USRI NT and USRDEN are used to implement the initid conditions and for setting the
mixture dengty equation, respectively. USRSRC is used to implement the source term in
the scalar transport equation, and USRTRN is used for solution monitoring and acquiring
output data.  The subroutine USRBCS is used for implementing variable boundary
conditions, while congtant boundary conditions may be supplied smply through the use
of theMODEL BOUNDARY CONDI T1 ONS option in the command file,

There ae dso severa options for the differencing schemes used for the different
vaiables that are solved for during the course of a numericd smulation. The following
st of schemes has been found to work well with the SFST modd and DFE moddl. These
may be adjusted by the user to suit different problems.
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>>DI FFERENCI NG SCHEME
U VELOCI TY ' H GHER UPW ND'
V VELCCI TY ' Hl GHER UPW ND
W VELCCI TY ' Hl GHER UPW ND
PRESSURE ' CENTRAL'
DENSI TY " UPW ND
K "HYBRI D
EPSI LON ' HYBRI D
SCALAR PH ' M N- MOD

The e of the MUSCL scheme, Min-Mod, for the solution of the scdar, f, was discussed
in Section 4.0, where it was found that a sgnificant improvement was made over the use
of upwinding in the scdar transport equation. Again, this result does not agree with the
recommendation in the CFX Users Manud [12], which suggests that upwinding be used
for user scalar variables.

The PHYSI CAL PROPERTIES commaend is used for seting buoyancy and
compressibility parameters, as wdl as time marching information, turbulence parameters,
and fluid properties. Under the sub-command BUOYANCY PARAMETERS, the gravity
vector and buoyancy reference dendty is set.  In this case, the gravity vector acts
downward in the vertica direction, and the buoyancy reference dendty is st as the
average of the two unmixed phase densties.

>>MODEL DATA
>>PHYSI CAL PROPERTI ES
>>BUOYANCY PARAMETERS
GRAVI TY VECTOR 0.0 -9.8 0.0
BUOYANCY REFERENCE DENSI TY 9. 2500E+02
>>COMPRESSI Bl LI TY PARAMETERS
WEAKLY COWMPRESSI BLE
UNI VERSAL GAS CONSTANT 1.0
FLU D MOLECULAR VEEI GHT 1.0
REFERENCE PRESSURE 10000. 0
>>TRANSI ENT PARAMETERS
>>F| XED Tl ME STEPPI NG
INITIAL TIME 0.0
BACKWARD DI FFERENCE

The use of the WEAKLY COMPRESSI BLE option dlows for a dendty equation to be set
by the usr in the subroutine USRDEN. This option ingructs the code to solve the
equations as if they were incompressble, but with a varigble dengty fidd. The other
parameters are included as the default dendity equation is the ided gas law. However,
these will only be used for the initidization of the dendty fied, and the vaues will be
overwritten usng the user implemented dendgty equation on the first outer iteration of the
solver.  Under TRANSI ENT PARAMETERS, fixed time sepping is used, dthough
adaptive time stepping may dso be adopted, and backward differencing is used for the
time discretizetion. The | NI TI AL Tl ME should aways be set to 0.0 unless a redtart is
used from a previoudy generated dump file.
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CFX-4 dlows for severd different equation solvers to be used. Again, while these may
be adjusted by the user depending on the flow scenario, the following options were found
to be adequate in the use of the SFST modél.

>>SOLVER DATA
>>EQUATI ON SOLVERS

U VELOCI TY ' AMG
V VELOCI TY ' AMG
W VELOCI TY ' AMG
PRESSURE ' | CCG
K ' STONE'

EPSI LON ' STONE'
SCALAR PHI ' AMG

A velocity fidd which satisfies consarvation of mass is very important in not dlowing for
an unbounded vdue for the scdar, f, or in turn the volume fraction. In order to facilitate
this, the resdud reduction factor for the pressure eguation is st to a smdler vaue than
the default value supplied. The vaue given under REDUCTI ON FACTORS by

>>SOLVER DATA
>>REDUCTI ON FACTORS
PRESSURE 0. 05

has been used successfully. This ensures that the velocity fidd passed to the scdar
trangport equation, while not necessarily satisfying the momentum equetions early in the
outer iterations, will ill sisfy continuity.

In order the use the droplet formation/entrainment (DFE) model, the following keywords
must be set with regard to the USRD UDWALL variable, which stores the distances to the
nearest wall at each cdll center.

>>CREATE GRI D
>>CGRI D OPTI ONS
COVPUTE DI STANCES TO WALLS

This indructs the code to compute the distances from each cdl node to the nearest wall
paich a the beginning of the smulation. This information is then dored in the aray
DI SWAL, which can be accessed from the USRI NT subroutine.
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B.3.3 User FORTRAN implementation of the SFST and DFE Models

In this section, details concerning the implementation of the SFST and DFE modd  will
be provided. The usr FORTRAN file used for the numericad smulaions includes the
subroutines UBCND, UGRDNT, USRI NT, USRDEN, USRSRC, USRTRN, and LENGTH. Of
these, USRI NT, USRDEN, USRSRC, and USRTRN are CFX user subroutines, while the
others are cdled from within the CFX subroutines. Further detalls regarding many of
these will be presented in the following sections. The CEX subroutines USRBCS and
USRTRN aea used for implementing variable boundary conditions and solution
monitoring, respectively, and will not be examined as these are problem specific issues.

General Notes:

Before presenting a detailed review of each of the user subroutines, some generd notes
concerning the FORTRAN code need to be addressed. Firdly, a the beginning of each
CFX subrouting, the user subroutine UBCND needs to be cdled before attempting to
precribe any information. This ensures that the correct vaues for the fluid properties
and geometric information are passed to the current subroutine.  This will dways appear
a the beginning of USER AREA 5 Following this, the user scaar variadble numbers
need to be cdled and assigned variable strings. This is done usng the GETSCA utility
routine as follows:

C GET THE SCALAR NUMBERS CORRESPONDI NG TO THE APPROPRI ATE VARI ABLES
CALL GETSCA(' SCALAR PHI ', | SCAL, CWORK)
CALL GETSCA(' USRD DP', | SCDP, CWORK)
CALL GETSCA(' USRD CELLI D , | SCCI , CWORK)
CALL GETSCA(' USRD UDMX' , | SCMX, CWORK)
CALL GETSCA(' USRD UDMY' , | SCMY, CWORK)
CALL GETSCA(' USRD UDMZ' , | SCMZ, CVWORK)
CALL GETSCA(' USRD UDWALL', | SCDW CWORK)
CALL GETSCA(' USRD VOLFR' , | SCVF, CWORK)
CALL GETSCA(' USRD RI CHARDS NVBR , | SCGR, CWORK)

The utility routine will then access the scaar number corresponding to the appropriate
scdar variable array, and dore it as the variable prescribed in the third option (eg.
| SCAL). This is done o that the scalar numbers can be accessed easly within the user
subroutines, and aso prevents any midakes in accessng the correct aray if scdar
variables are removed from, or added to, the current problem.

If any information needs to be accessed or prescribed concerning a specific coordinate
location, then the following options need to be set in USER AREA  3:

C VARI ABLES TO BE USED FOR THE BLOCK NAM NG
CHARACTER SUBNAME*5, CHTI ME*7
CHARACTER* 20 UBNANE( 20)

CHARACTER* 20 Ul SNIVE( 20)
CHARACTER BASENAME* 20, CH1*1, CH2*2
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These commands reserve character workspace for the descriptions of the various blocks.
The character space for Ul SNVE need only be used for geometries containing interna
solid blocks used as child congraints.

With these options s, the following must dso be added in USER AREA 5, following
the cdl of the UBCND subroutine, and accessing the user scaar variable numbers:

Ck*********************************************************************

Ck************** INI TI ALIZE THE BASENANE IVATRI CES khkkkhkhkkkhkhkkdkhkkkhhkxkkxx

Ck*********************************************************************

C DETERM NE THE NUMBERS COF CHARACTERS | N BASENAME FOR BLOCKS
BASENAME=" BLOCK- NUMBER-*
CALL LENGTH( BASENANME, 20, NUMCHA)

C FILL THE UBNAME MATRI X W TH THE APPROPRI ATE STRI NGS OF BLOCK NUMBERS
DO | =1, UNB
| F(I.LE. 9) THEN
WRI TE(CHL, ' (11)") |
UBNAME( | ) =( BASENAME( 1: NUMCHA) / / CH1)
ELSE
WRI TE(CH2, ' (12)') |
UBNANE( | ) =( BASENANME( 1: NUMCHA) / / CH2)
END | F
END DO

C DETERM NE THE NUMBERS OF CHARACTERS | N BASENAME FOR | NTERNAL SOLI DS
BASENAME=' | NTSOLI D
CALL LENGTH( BASENAME, 20, NUMCHA)

C FILL THE UBNAME MATRI X W TH THE APPROPRI ATE STRI NGS OF BLOCK NUMBERS
DO =1, UNI S
| F(I.LE. 9) THEN
WRI TE(CHL, ' (11)") |
Ul SNVE( 1) =( BASENAME( 1: NUMCHA) / / CH1)
ELSE
WRI TE(CH2, ' (12)') |
Ul SNVE( 1) =( BASENAME( 1: NUMCHA) / / CH2)
END | F
END DO

Ck*********************************************************************

This portion of the code will fill the varidble arays UBNAME and Ul SNMVE with the
gopropriate vaue corresponding to a given block number. Agan, Ul SNVE would only
be used for geometries containing internd solid blocks. This must be done before any
information about a specific location can be accessed.

In order to return the correct block numbering information prescribed above, the utility
routine | PREC is used, for example, in looping over dl of the blocks:

C BEG N THE LOOP OVER THE BLOCKS
DO N=1, UNB
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CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAMVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CVORK, | ORK)

Here the user subroutine LENGTH determines the correct block rumber, from which the
utility routine | PREC will return the number of subdivisons in each of the three
coordinate directions ( LEN, JLEN, KLEN) within that specific block. The utility routine
| PALL will serve the same function, but will return only a one-dimensond aray. A
given three-dimendond location is then determined usng the utility routine | P as
follows

I NODE = 1 P(1,J, K)

The variable | NODE can then be used in determining the coordinate space location of the
given cdl node from which dl other information can be accessed (eg. YP( | NODE)
represents the y-location of the cdll node).

SubroutineLENGTH:

The block number is returned from this subroutine and is used to fill the block name
matrices. This subroutine is given below:

SUBROUTI NE LENGTH( STRI NG, MAX, NUMCHA)
CHARACTER* (*) STRI NG

DO | =1, MAX
IF(STRING(I:1).EQ"' ') GOTO 1
END DO

1 NUMCHA=( | - 1)
RETURN

END

Subroutine UBCND:

The purpose of this subroutine was to dlow for different options to be set with regard to
the SFST and DFE moded without having to modify extensve portions of the FORTRAN
code within the different subroutines. These include certain fluid properties for the two
phases, flags to set the source terms in the scaar transport equation and turbulence
eguations, and options for setting a congtant droplet diameter or dlowing the DFE modd
to calculate the droplet Size a each computationa cell.
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The firgt section is used to st the turbulent Prandtl number for k, which is used in setting
the buoyant source termsin the turbulence equations. Here we use avadue of 1.0.

C TURBULENCE SOURCE CONSTANTS
UTPN = 1.0 I BUOYANT SOURCE PRANDTL NUMBER

The next section is for setting the fluid properties, and the average droplet diameter in the
cae where the DFE modd is not used dynamicdly. The fluid properties include the
unmixed dengties of the two phases (in this case water and diesd fuel), as well as ther
molecular viscogties.

C FLUI D PROPERTI ES

URHOW = 1000.0 I'DENSI TY OF HEAVY FLUI D

URHOF = 850.0 I'DENSITY OF LIGHT FLU D

Uvi SW = 0.001 I'VI SCOSI TY OF HEAVY FLUI D

UVI SF = 0. 002 I'VISCOSI TY OF LIGHT FLUI D

ubl AP = 0. 001 I AVERAGE PARTI CLE (DROP) DI AMETER

Following this, the boundedness parameter for limiting the source term in the scdar
transport equation is set.  This term represents the percentage of the tota fue that can be
donated from a given cdl to its adjacent acceptor cell. Here the vaue is set to 0.75,
though this may need to be adjused to dlow for more or less influence of the dip
velocity.  This will be explaned in grester detal in the discusson of the USRSRC
subroutine later. Here dso, the exponent to be used for the function of the volume
fraction in the dip velocity is set (see Section 3.3).

C SLI P VELOCI TY
USBND = 0.9 I SOURCE TERM BOUNDEDNESS PARAMETER
UEXP1 = 0.71429 I EXPONENT TO BE USED IN SLIP VELOCITY

The geometric information that needs to be set includes the totad number of active blocks,
and the totd number of internd solid blocks used as child condraints.  The folowing
vaues are those pertaining to the smulations of the impinging jet facility. If there are no
internd solid blocks, then UNI S should be set to 0. This vadue is used for setting certain
boundary conditions later in the code.

C SET GEOMETRI C | NFORMATI ON

UNB = 9 ' NUMBER OF BLOCKS
UNIS = 3 I'NUMBER OF | NTERNAL SOLI DS USED AS CHI LD
CONSTRAI NTS

In the case of the shear flow sSmulations, there are certain parameters that need to be st
to control the output generated by CFX for use in plotting the various profiles as a
function of sreamwise digance (eg. the mixed fluid thickness). The user must specify
the ilocation to begin the data dumps, as well as the fina Hlocation, and the total number
of dumps to be written to the output file and te find time of the smulaion. During the
find time gep, then, CFX outputs the volume fraction, densty, and streamwise velocity
as a function of verticd postion, for each streamwise location specified. From this data
file, a reduction program is used to generate the data files necessary for plotting the
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various profiles. A typicad example of how these parameters were st for the present
sudy are given below.

C DEFI NE ON WHAT “X* LOCATION TO TAKE THE SHOTS AND VWHEN

Ul SHOT = 1 FINITIAL Y SHOT

UFSHOT = 150 I'FINAL Y SHOT

USHOTI =1 I SHOT | NCREMENT

UTI ME = 20.0 I'THE TIME TO WRI TE THE DATA

This, then, would ingtruct the code to write out the gppropriate data starting a i=1 and
going to i=150 in the mixing layer region, in increments of 1, s0 that the data would be
output a every cell in the streamwise direction.

Findly, the various flags for different run options need to be s&t.  This is the primary
purpose, and benefit, of usng the UBCND subroutine. It dlows for these different options
to be changed for different smulaions without mgor modifications to multiple sections
of the code.

C SET SOLVER PARAMETERS

USADD = 5 I OUTER | TERATI ON TO BEG N SETTI NG SCALAR SOURCE

UTADD = 5 ' OUTER | TERATI ON TO BEG N SETTI NG TURB SOURCE
TERMS

USFST = 1 ' FLAG TO I NCLUDE SLI P SOURCE TERM I N SCALAR
TRANSPORT EQUATI ON

UKEPS = 1 ' FLAG TO | NCLUDE BUOYANT K AND EPSI LON SOURCE
TERMS

UWNVF = 1 I FLAG TO MONI TOR SCALAR PHI AND CORRECT

UDYNM = 1 I FLAG TO USE DYNAM C DROPLET MODEL

The teerms USADD and UTADD represent an integer vaue for CFX to begin setting the
scdar and buoyant source terms, respectivdy. The other terms are smply flags to turn
certain options on (value = 1) or off (vdue = 0). This dlows for severd different cases to
be smulated while only changing a few vaues in this subroutine. No other modifications
need to be made in the remaining CFX subroutines.

Subroutine UGRDNT:

This is smply a subroutine that can be cdled to peform one-dimensond gradient
cdculations of different variables It is used, for example, in caculaing the densty and
velocity gradients used in determining the gradient Richardson number. The vaues that
need to be passed to the subroutine are described below:

UPHI = VALUE OF VARI ABLE AT CELL WHERE GRADI ENT IS TO BE CALCULATED
UPHI P1 = VALUE OF VARI ABLE AT HI GH CELL (J+1, K+1, ETC.)
UPHI ML = VALUE OF VARI ABLE AT LOWCELL (J-1, K-1, ETC.)
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UX = COORDI NATE AT CELL WHERE GRADI ENT | S TO BE CALCULATED
UXP1 = COORDI NATE AT HI GH CELL (J+1, K+1, ETC.)

UXML = COORDI NATE AT LOW CELL (J-1, K-1, ETC.)

UWH = CFX WEI GHTI NG FACTOR AT HI GH FACE

UWL = CFX WEI GHTI NG FACTOR AT LOW FACE

FHndly, UGRD is the variable name used for the returned vadue of the gradient cadculation.
The gradient is then calculated by linear interpolation between the high and low faces of
the cdl in question. In the case of a cdl that is adjacent to a boundary, a one-sided
difference should be used by setting

UPHI = UPHI P1 for ahigh boundary
UPHI = UPHI ML for alow boundary.

The one-dimensond gradient caculation is performed using the following dgorithm:

SUBROUTI NE UGRDNT( UPHI , UPHI P1, UPHI ML, UX, UXP1, UXML, UWH, UAL, UGRD)

C kkhkkkhkhkkhkhkkhkhkkhkkhkkhkkhkkkhhkk*x CALCULATI G\l G: G?ADI ENTS R I R O I I I O R
UXH = UX + UWH* ( UXP1- UX)
UXL = UX - UWL* ( UX- UXML)

UPH H = (1.0-UWH) *UPH + (UWH)*UPHI P1
UPHIL = (1.0-UAL)*UPH + (UW)*UPH ML

UGRD = (UPHI H UPHI L) / ( UXH UXL)

CFEX Subroutine USRINT:

This is a CFX subroutine that is used for implementing any initid conditions within the
domain. As these details will change with a given problem, a detalled description will
not be given. Of note, however, is one option that needs to be set concerning the scdar
aray USRD UDWALL, which gores the wdl digance information a each cdl node.
With the COMPUTE DI STANCES TO WALLS option st in the command file, a the
beginning of the smulaiion CEX will determine the distance to the nearest wadl a each
cdl node. This information is sored in the aray DI SWAL, which can be accessed in this
subroutine. The following options need to be sat when using the DFE modd.

C SET DI STANCES TO NEAREST WALLS
DO N=1, UNB
CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CVORK, | ORK)

DO I =1, I LEN

DO J=1, JLEN
DO K=1, KLEN
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| NODE=I P(1, J, K)
SCAL( | NODE, 1, | SCDW = DI SWAL( | NODE)

END DO
END DO
END DO
END DO

Here, SCAL( | NODE, 1, | SCDW represents the scalar array used to store the nearest
wal digance in each computetiona cdl. In the case of two-dimensond geomeries, this
vaue should be limited by the domain thicknessin the third coordinate direction, say

SCAL( | NODE, 1, | SCDW = M N( DI SWAL( | NODE) , 0. 0127)

CFX subroutine USRDEN:

In this subroutine the mixture dendty equation is set by the user. This, dong with the
option WEAKLY COMPRESSI BLE, dlows for a variable dengty fied to be set, while
maintaining the incompresshility condition in the solution of the governing equations
Here, the mixture dengty is defined according to

'm=Tala +rbrb

where the subscripts a and b represent the light and heavy phase, respectively, and r is
the volume fraction. The dendty equation is prescribed as follows.

C****************** AREA Fm MXTURE DENSI TY EQJATIO\I******************
C SET THE NEW EQUATI ON OF STATE

CALL IPALL('*',"*', 'BLOCK ,' CENTRES', | PT, NPT, CWORK, | WORK)
DO | =1, NPT
| NODE = | PT(1)

DENN( | NODE, 1) =URHOF* SCAL( | NODE, 1, | SCVF) +
& URHOW ( 1- SCAL( | NODE, 1, | SCVF))

DRHODP( | NODE, 1) = 0.0
END DO

CALL I PALL('*','*',' PATCH ,' CENTRES', | PT, NPT, CWORK, | WORK)
DO | =1, NPT
I NODE = | PT(1)

DENN( | NODE, 1) =URHOF* SCAL( | NODE, 1, | SCVF) +
& URHOW ( 1- SCAL( | NODE, 1, | SCVF))

DRHODP( | NODE, 1) = 0.0
END DO

Ck*********************************************************************
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CFEX Subroutine USRSRC:

This CFX subroutine is used for setting additiond source terms in the governing
equations. In the case of the SFST modd and DFE modd, this subroutine is used for
setting the source terms in the scdar transport and turbulence equations, as wel as for
caculating the droplet diameter and determining the dip velocity.

Following the initidization of the name matrices (see Generd Notes above), the user
scdar aray USRD CELLI D is filled with the appropriste vaues corresponding to
different boundary cdl specifiers. These vaues are used in determining certain boundary
conditions when the active cdl is adjacent to a boundary or patch. These cdculations are
only performed once, at the beginning of the smulation.

Ck*********************************************************************

C** SET THE CELL SPECI FI ERS ACCORDI NG TO WHAT BOUNDARY PATCHES EXI ST *

C**********************************************************************

| F(TI ME. EQ DT. AND. Nl TER EQ. 1) THEN

CALL GETBCS(' USRSRC ,' I NLET ', I1LVEL, Nl PTCH, NI LBEL, NI CV, | | STRT)
CALL GETBCS(' USRSRC ,' WALL ', | WLVEL, NWPTCH, NWLBEL, NWCV, | WSTRT)
CALL GETBCS(' USRSRC ,' PRESS ', | PLVEL, NPPTCH, NPLBEL, NPCV, | PSTRT)
CALL GETBCS(' USRSRC ,' OUTLET', | MLVEL, NMPTCH, NMLBEL, NVCV, | MSTRT)

I'THE CELL | NDI CATORS

0 - INTERNAL SOLI D CELL THAT IS PART OF A CHI LD CONSTRAI NT
'1 - TYPICAL CELL

12 - H GH WALL

'3 - LOWWALL

I'4 - H GH PRESSURE/ MFB/ | NLET

I'5 - LOW PRESSURE/ MFB/ | NLET

DO N=1, UNB

CALL LENGTH( UBNAME( N) , 20, NUMCHA)

CALL | PREC( UBNAME( N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CWORK, | WORK)

DO K = 1, KLEN
DO J =1, JLEN
DOl =1, ILEN

I NODE = I P(1, J, K)
| FCES=I PFACN( | NODE, 5)
| FCEN=I PFACN( | NODE, 2)

C SET FLAG FOR NORMAL CELLS
SCAL (1 NODE, 1, 1 SCCl ) =1. 0

C SET FLAG FOR WALLS
DO NWEl WSTRT, (| WSTRT+NWCV- 1)
| E (1 FCEN. EQ | PFACB(NW) THEN
SCAL( | NODE, 1, | SCCl ) =2. 0
END | F
| F (I FCES. EQ | PFACB(NW) THEN
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END

SCAL (1 NODE, 1, 1 SCCl ) =3. 0
END | F
DO

C SET FLAG FOR | NLETS
DO NW&I | STRT, (11 STRT+NI CV- 1)

END

| F (1 FCEN. EQ | PFACB(NW) THEN
SCAL( | NODE, 1, | SCCI ) =4. 0

END | F

| E (1 FCES. EQ | PFACB(NW) THEN
SCAL( | NODE, 1, | SCCl ) =5. 0

END | F

DO

C SET FLAG FOR PRESSURE PATCHES
DO NWEI PSTRT, (| PSTRT+NPCV- 1)

END

| F (I FCEN. EQ | PFACB(NW) THEN
SCAL (1 NODE, 1, 1 SCCl ) =4. 0

END | F

| F (I FCES. EQ | PFACB(NW) THEN
SCAL( | NODE, 1, | SCCl ) =5. 0

END | F

DO

C SET FLAG FOR MASS FLOW BOUNDARI ES
DO NWI MSTRT, (| MSTRT+NMCV- 1)

END

| E (1 FCEN. EQ | PFACB(NW) THEN
SCAL( 1 NODE, 1, | SCCI ) =4. 0

END | F

| F (1 FCES. EQ | PFACB(NW) THEN
SCAL( | NODE, 1, | SCCl ) =5. 0

END | F

DO

C SET FLAG FOR | NTERNAL SOLI DS
DO | S=1, UNI SC
| F(UI SBLK(1S). EQ | NODE) THEN

END
END

END
END
END
END

END

Ck*********************************************************************

SCAL (1 NODE, 1, 1 SCCl ) =0. 0

T

8888 3

I F

Following this, the vaues of SCALAR PHI

by a least 5.0x10°.
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overwritten is dored in the two user text files shown. This process is performed at the



beginning of an outer iteration (as the solution darts with U  VELOCI TY), and is only

performed if the number of iterations exceeds USADD. This was done for improved
convergence, S0 that the first few values obtained were ignored.

Ck*********************************************************************

C************************** NU\"TG? THE SCALAR PHI khkkkkhkhkkkhkhkkkhkhkkkkkkk

Ck*********************************************************************

| F( (UMNVF. EQ 1) . AND. (CALI AS. EQ ' U VELOCI TY')) THEN

C OPEN THE FILES TO MONI TOR THE VOLUME FRACTI ON ( SCALAR)
OPEN( 82, FI LE=' negvf.txt', STATUS=' NEW )
OPEN( 83, FI LE=' posvf.txt', STATUS=' NEW )

DO N=1, UNB

CALL LENGTH( UBNAVE( N), 20, NUMCHA)

CALL | PREC( UBNAVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CVORK, | ORK)

DO K = 1, KLEN
DO J =1, JLEN
DOl =1, ILEN

I NODE = 1 P(1,J, K)

| F( SCAL( 1 NODE, 1, | SCAL). LT. 0.0) THEN

| F( ABS( SCAL( | NODE, 1, | SCAL)) . GT. 0. 005. AND. NI TER. GT. USADD) THEN
WRI TE( 82, 108) ' VF= ', SCAL(| NODE, 1, | SCAL), ' TIME= ', TIME, ' NI TER= '
&NITER ' BLOCK= ', N,' J=',J

END | F

SCAL( | NODE, 1, | SCAL) =0. 0

END | F

| F( SCAL( 1 NODE, 1, | SCAL) . GT. 1. 0) THEN

| F( ABS( SCAL( | NODE, 1, | SCAL)) . GT. 1. 005. AND. NI TER. GT. USADD) THEN
WRI TE( 83, 108) ' VF= ', SCAL(| NODE, 1, | SCAL), ' TIME= ', TIME, ' NI TER= '
&NI TER,' BLOCK= ',N,' J= ',J

END | F

SCAL (1 NODE, 1, | SCAL) =1. 0

END | F

END DO
END DO
END DO
END DO

ENDI F

Ck*********************************************************************

The next section of subroutine USRSRC is usad for caculating the volume fraction from
the scdar variable, f. This was discussed in Section 4.0. As in the case of monitoring
the scdar, this process if performed a the beginning of the outer iteration. Once the
volume fraction is cdculaied for a given cdl, the mixture dengty is immediately updated,
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0 that the current vaue of the mixture dendty will be used in the solution of the
momentum equations.

C**********************************************************************

Ck************** CALCULATE VG_UNE FRAC'I'I O\I FRO\/I PHI khkkkhkhkkkhkhkkhhkkkkkkk

Ck*********************************************************************

| F(CALI AS. EQ 'U VELOCITY') THEN

DO N=1, UNB

CALL LENGTH( UBNAVE( N), 20, NUMCHA)

CALL | PREC( UBNAVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, | LEN, JLEN,
&KLEN, CVORK, | ORK)

DO K = 1, KLEN
DO J =1, JLEN
DOl =1, ILEN

I NODE = 1 P(1,J, K)
UPHI =SCAL( | NODE, 1, | SCAL)
SCAL (1 NODE, 1, | SCVF) = UPHI / ( UPHI +( URHOF/ URHOW * ( 1- UPHI ) )

C UPDATE THE DENSI TY FI ELD W TH THE NEW VF DATA
DEN( | NODE, 1) =URHOF* SCAL( | NODE, 1, | SCVF) +
&  URHOW ( 1- SCAL( | NODE, 1, | SCVF))

END DO
END DO
END DO
END DO

C SET VOLUME FRACTI ON I N ALL PATCHES
CALL IPALL('*',"*' 'PATCH ,' CENTRES', | PT, NPT, CWORK, | WORK)
DO | =1, NPT
| NODE = | PT(1)

UPHI =SCAL( | NODE, 1, | SCAL)
SCAL(1 NODE, 1, | SCVF) = UPHI / ( UPHI +( URHOF/ URHOW * ( 1- UPHI ) )

C UPDATE THE DENSI TY FI ELD W TH THE NEW VF DATA
DEN( | NODE, 1) =URHOF* SCAL( | NODE, 1, | SCVF) +
&  URHOW ( 1- SCAL( | NODE, 1, | SCVF))
END DO

ENDI F

C**********************************************************************

The next portion of subroutine USRSRC is used for caculating the droplet diameter. This
is only done if the proper flag (i.e. UDYNM has been set. Here, the loca volume fraction
is checked, and if below some smal vaue, then the droplet diameter is st to zero. This
would correspond to regions that are occupied primarily by only the water phase. Next
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the three mixed fluid thicknesses are cdculated in each of the three coordinate directions,
usng a sweep method from the active cel, based on the volume fraction profile.  From
the active cdl, the domain is swept in each direction and looks for either a solid boundary
or a region where the volume fraction is rdativdy smdl (i.e a cdl filled mosly with
water). This would define the edges of the mixed fluid thickness in that direction. This
process is repested dong both the positive and negetive axes for each of the three
coordinate directions. The mixed fluid thickness is then determined by subtracting the
two positions.

In the case of the shear layer smulaions, and for any muiti-block geometry where the
interface may extend across inter-block boundaries, the sweep may need to extend
through severd blocks. In order to assure that the interface is captured, the sweeps
performed in the horizontd and vertical directions are checked to make sure that either
the extent of the mixed fluid thickness has been found or a solid boundary has been
reached, else the process continues into the adjacent block. In this case, the problem is
two-dimensond, and so the zdirection sweep is neglected. For a three-dimensond
problem, this would be included in the same manner. The specific functions used for
determining the adjacent block numbers must be determined by the user for a specific
geometry. The implementation used for the shear flow geometry is given below.

Ck*********************************************************************

C R S S CALCULATE THE DR(]DLET DI ANETER khkkkhkhkkhkkhkkhkhkkhkkk

Ck*********************************************************************

C CHECK FOR FLAG TO USE DROPLET MODEL
| FCUDYNM EQ. 1) THEN

C -- USE SWEEP METHOD TO DETERM NE LENGTH SCALES ------

DO N=1, UNB
C GET THE THREE DI MENSI ONAL ADDRESSES OF THE CELLS
CALL LENGTH( UBNAVE( N) , 20, NUMCHA)
CALL | PREC( UBNAME( N) ( 1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CWORK, | ORK)

DO K=1, KLEN
DO | =1, | LEN
DO J=1, JLEN

| NODE=I P(1, J, K)
| F( SCAL(1 NODE, 1, | SCVF). LT. (0. 01). OR SCAL(| NODE, 1, | SCVF). GT. (0. 99)) THEN
SCAL( | NODE, 1, | SCMX) =0. 0
SCAL( | NODE, 1, | SCMY) =0. 0
SCAL( | NODE, 1, | SCMz) =0. 0
ELSE
| EFLAG=0

| WFLAG=0
I NFLAG=0
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| SFLAG=0
| TFLAG=0
| BFLAG=0

| START=I
JSTART=J
KSTART=K

C -- SWEEP THE DOMAIN I N ALL SI X DIRECTIONS -------
C----- SWEEP EAST | N X- DI RECTI ON

CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAVE( N) ( 1: NUMCHA) , ' BLOCK' ,' CENTERS', | PT,
& LEN, JLEN, KLEN, CVWORK, | ORK)

DO | E=I START, | LEN
| NODEP=I P( | E, JSTART, KSTART)
| NODEE=I PNODN( | NODEP, 1)

| F( SCAL( 1 NODEE, 1, | SCVF) . LE. (0.01)) THEN
| EFLAG=| EFLAG+1

| F(| EFLAG. EQ 1) THEN

XE=0. 5* ( XP( | NODEP) +XP( | NODEE) )

GOTO 1000

ENDI F
ENDI F

| F((1 E. EQ | LEN). AND. (| EFLAG. EQ 0)) THEN

N2E = N

C DO WHI LE LOOP TO CHECK ADJACENT BLOCKS
KI TERE=1
DO WHI LE (KI TERE. LE. 4)

| F((N2E. GE. 13) . AND. (N2E. LE. 16)) THEN

XE=0. 5* ( XP( | NODEP) +XP( | NODEE) )

GOTO 1000

ELSEl F(( N2E. EQ 18) . OR. ( N2E. EQ 19) . OR. (N2E. EQ 2)) THEN
XE=0. 5* ( XP( | NODEP) +XP( | NODEE) )

GOTO 1000

C CONTI NUE | N ADJACENT BLOCK
ELSEl F(( N2E. EQ 3). OR. (N2E. EQ 17)) THEN
NADJE = N2E+1
ELSEl F( N2E. EQ. 20) THEN
NADJE = N2E- 18
ELSEl F(N2E. EQ 1) THEN
NADJE = N2E+4
ELSEl F(( N2E. GE. 4) . AND. ( N2E. LE. 12)) THEN
NADJE = N2E+3
ENDI F

CALL LENGTH( UBNAME( NADJE) , 20, NUMCHA)

CALL | PREC( UBNAME( NADJE) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
&l LEN, JLEN, KLEN, CV\ORK, | VWORK)
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DO | ADJ=1, | LEN
| NODEP=I P( | ADJ, JSTART, KSTART)
| NODEE=I PNODN( | NODEP, 1)

| F( SCAL( 1 NODEE, 1, | SCVF) . LE. (0. 1)) THEN
| EFLAG=| EFLAG+1
| F(| EFLAG. EQ 1) THEN
XE=0. 5* ( XP( | NODEP) +XP( | NODEE) )
GOTO 1000
ENDI F
ENDI F

END DO

C REPLACE BLOCK NUMBER W TH ADJACENT BLOCK NUMBER AND CONTI NUE
N2E = NADJE
KI TERE=KI TERE+1

C END DO-WHI LE LOOP
END DO

ENDI F
END DO

1000 CONTI NUE
C----- SWEEP VEST | N X- DI RECTI ON

CALL LENGTH( UBNAME( N) , 20, NUMCHA)
CALL | PREC( UBNAME( N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
&l LEN, JLEN, KLEN, CWORK, | ORK)

DO | WEI START, 1, -1
| NODEP=I P(1 W JSTART, KSTART)
| NODEWEI PNODN( | NODEP, 4)

| F(SCAL(1 NODEW 1, | SCVF) . LE. (0.1)) THEN
| WELAG=I WELAG+1
| F(1 WELAG. EQ 1) THEN
XWED. 5* ( XP( 1 NODEP) +XP( | NODEW )
GOTO 2000
ENDI F
ENDI F

| F((1 W EQ. 1) . AND. (| WFLAG. EQ 0)) THEN

N2VEN
C DO WHI LE LOOP TO CHECK ADJACENT BLOCKS
KI TERWEL
DO VHI LE (KI TERW LE. 4)

| F((N2W EQ 1). OR (N2W EQ 3). OR. (N2W EQ 20). OR. (N2W EQ 19)) THEN
XWEO. 5* ( XP( | NODEP) +XP( | NODEW )

GOTO 2000

ELSEl F((N2W EQ 16) . OR. (N2W EQ. 17) . OR. (N2W EQ. 6)) THEN

XWEO. 5* ( XP( | NODEP) +XP( | NODEW )

GOTO 2000
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C CONTI NUE | N ADJACENT BLOCK
ELSEl F(N2W EQ. 2) THEN
NADIJW = N2W-18
ELSEI F((N2W EQ. 4) . OR. (N2W EQ 18)) THEN
NADIJW = N2W 1
ELSEI F(N2W EQ. 5) THEN
NADIJW = N2W 4
ELSEI F((N2W GE. 7) . AND. (N2W LE. 15)) THEN
NADIJW = N2W 3
ENDI F

CALL LENGTH( UBNAVE( NADJW , 20, NUMCHA)
CALL | PREC( UBNAME( NADJW ( 1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
& LEN, JLEN, KLEN, CVWORK, | ORK)

DO I ADJ=ILEN, 1, -1
| NODEP=I P( 1 ADJ, JSTART, KSTART)
| NODEW=I PNODN( | NODEP, 4)

| F(SCAL(1 NODEW 1, | SCVF). LE. (0.1)) THEN
| WELAG=1 WFLAG+1
| F(1 WFLAG. EQ 1) THEN
XWEO. 5* ( XP( 1 NODEP) +XP( | NODEW )
GOTO 2000
ENDI F
ENDI F

END DO
C REPLACE BLOCK NUMBER W TH ADJACENT BLOCK NUMBER AND CONTI NUE
N2W = NADJW
KI TERWEKI TERW+1
C END DO-VWH LE LOCOP
END DO
ENDI F
END DO

2000 CONTI NUE

C----- SWEEP NORTH I N Y- DI RECTI ON

CALL LENGTH( UBNAME( N) , 20, NUMCHA)
CALL | PREC( UBNAME( N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
&l LEN, JLEN, KLEN, CWORK, | ORK)

DO JN=JSTART, JLEN
| NODEP=I P(| START, JN, KSTART)
| NODEN=I PNODN( | NODEP, 2)

| F( SCAL(1 NODEN, 1, | SCVF) . GE. (0. 99)) THEN

I NFLAG=I NFLAG+1
| F(I NFLAG. EQ 1) THEN
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YN=0. 5* ( YP( | NODEP) +YP( | NODEN) )
GOTO 3000
ENDI F

ENDI F

| F((JN. EQ JLEN). AND. (1 NFLAG. EQ 0)) THEN

N2N=N

C DO WHI LE LOOP TO CHECK ADJACENT BLOCKS
Kl TERN=1
DO WHI LE (KI TERN. LE. 4)

| F((N2N. EQ 20). OR. (N2N. EQ 3). OR (N2N. EQ 7). OR (N2N. EQ 10)) THEN

YN=0. 5* ( YP( | NODEP) +YP( | NODEN) )

GOTO 3000

ELSEI F((N2N. EQ 17) . OR. (N2N. EQ 18) . OR. (N2N. EQ 4)) THEN

YN=0. 5* ( YP( | NODEP) +YP( | NODEN) )

GOTO 3000

ELSEI F((N2N. EQ 1) . OR. (N2N. EQ 5). OR. (N2N. EQ 11). OR. (N2N. EQ 14))
THEN

YN=0. 5* ( YP( | NODEP) +YP( | NODEN) )

GOTO 3000

C CONTI NUE | N ADJACENT BLOCK

ELSElI F(N2N. EQ 19) THEN

NADIN = N2N- 17

ELSEI F((N2N. EQ 2) . OR. (N2N. EQ 6) . OR. (N2N. EQ. 12) . OR. ( N2N. EQ. 15))
THEN

NADIN = N2N-1

ELSEI F((N2N. EQ 8) . OR. (N2N. EQ 9)) THEN

NADIN = N2N- 1

ELSElI F(N2N. EQ 13) THEN

NADIN = N2N+3

ELSElI F(N2N. EQ 16) THEN

NADIN = N2N+1

ENDI F

CALL LENGTH( UBNAMVE( NADJN) , 20, NUMCHA)
CALL | PREC( UBNAVE( NADJN) ( 1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
& LEN, JLEN, KLEN, CVORK, | ORK)

DO JADJ=1, JLEN
| NODEP=I P( | START, JADJ, KSTART)
| NODEN=I PNODN( | NODEP, 2)

| F( SCAL(1 NODEN, 1, | SCVF) . LE. (0. 1)) THEN
| NFLAG=I NFLAG+1
| F(I NFLAG. EQ 1) THEN
YN=0. 5* ( YP( | NODEP) +YP( | NODEN) )
GOTO 3000
ENDI F
ENDI F

END DO
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C REPLACE BLOCK NUMBER W TH ADJACENT BLOCK NUMBER AND CONTI NUE

N2N = NADJN
KI TERN=KI TERN+1

C END DO VHI LE LOCP

END DO

ENDI F
END DO

3000 CONTI NUE

SWEEP SOUTH I N Y- DI RECTI ON

CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAVE( N) (1: NUMCHA) , ' BLOCK' ,' CENTERS', | PT,
& LEN, JLEN, KLEN, CVWORK, | ORK)

C DO VHI

THEN

DO JS=JSTART, 1, - 1
| NODEP=1 P(| START, JS, KSTART)
| NODES=1 PNODN( | NODEP, 5)

| F( SCAL( 1 NODES, 1, | SCVF) . LE. (0.01)) THEN
| SFLAG=| SFLAG+1

| F(I SFLAG. EQ 1) THEN

YS=0. 5* ( YP( | NODEP) +YP( | NODES) )

GOTO 4000

ENDI F
ENDI F

| F((JS. EQ 1). AND. (| SFLAG EQ 0)) THEN

N2S=N

LE LOOP TO CHECK ADJACENT BLOCKS
KI TERS=1

DO WHI LE (KI TERS. LE. 4)

| F((N2S. EQ 20). OR (N2S. EQ 19). OR (N2S. EQ 6). OR (N2S. EQ 9)) THEN
YS=0. 5* ( YP( | NODEP) +YP( | NODES) )

GOTO 4000

ELSEl F((N2S. EQ 12). OR. (N2S. EQ 15). OR. (N2S. EQ 18)) THEN

YS=0. 5* ( YP( | NODEP) +YP( | NODES) )

GOTO 4000

ELSEI F((N2S. EQ 3). OR (N2S. EQ 4) . OR. (N2S. EQ 10) . OR. (N2S. EQ 13))

YS=0. 5* ( YP( | NODEP) +YP( | NODES) )
GOTO 4000

C CONTI NUE | N ADJACENT BLOCK

THEN

ELSEl F((N2S. EQ 1). OR. (N2S. EQ 5). OR. (N2S. EQ 11). OR. ( N2S. EQ. 14))

NADJS = N2S+1
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ELSEl F(N2S. EQ 2) THEN

NADJS = N2S+17

ELSEl F((N2S. EQ 7). OR. (N2S. EQ 8)) THEN
NADJS = N2S+1

ELSEI F(N2S. EQ 17) THEN

NADJS = N2S-1

ELSEI F(N2S. EQ 16) THEN

NADJS = N2S-3

ENDI F

CALL LENGTH( UBNAME( NADJS) , 20, NUMCHA)
CALL | PREC( UBNAME( NADJS) ( 1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT,
&l LEN, JLEN, KLEN, CWORK, | WORK)

DO JADJ=JLEN, 1, -1
| NODEP=I P( | START, JADJ, KSTART)
| NODES=I PNODN( | NODEP, 5)

| F(SCAL(1 NODES, 1, | SCVF). LE. (0.1)) THEN
| SFLAG=I SFLAG+1
| F(1 SFLAG. EQ 1) THEN
YS=0. 5* ( YP( | NODEP) +YP( | NODES) )
GOTO 4000
ENDI F
ENDI F

END DO

C REPLACE BLOCK NUMBER W TH ADJACENT BLOCK NUMBER AND CONTI NUE
N2S = NADJS
Kl TERS=KI TERS+1

C END DO-VWH LE LOCOP
END DO

ENDI F
END DO

4000 CONTI NUE

C----- CALCULATE THE THREE M XED- FLU D THI CKNESSES LOCALLY

SCAL( | NODE, 1, | SCMX) =( XE- XV
SCAL( | NODE, 1, | SCMY) =( YN- YS)
SCAL( | NODE, 1, | SCMz) =0. 0

C --- ENDIF FOR LOCAL VOLUME FRACTI ON CHECK
ENDI F

END DO
END DO
END DO
END DO

Ck*********************************************************************



Following the determination of the mixed fluid thickness in each coordinate direction, the
gradient Richardson number is cdculated in each computational cell. Here, the densty
and veocity gradients are determined using subroutine UGRDNT, and the boundary

specifiers, given by USRD CELLI D, determine whether a one-sded difference should be
used for cells adjacent to a boundary or patch (e.g. awal).

Ck*********************************************************************

Crr#xxxxxxxxxx CALCULATE THE GRADI ENT RI CHARDSON NUMBER *** %% %%k % %% %%

Ck*********************************************************************

C LOOP OVER ALL THE BLOCKS
DO N=1, UNB

C GET THE THREE DI MENSI ONAL ADDRESSES OF THE CELLS
CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CVORK, | ORK)

DO K=1, KLEN

DO I =1, | LEN

DO J=1, JLEN

I NODE = 1 P(1,J, K)

| NODEH = I P(1, J+1, K)

I NODEL = IP(1,J-1,K)

| NODES = | PNODN( | NODE, 5) | CFX NUMBER FOR SOUTH NODE

| NODEN = | PNODN( | NODE, 2) | CFX NUMBER FOR NORTH NODE

| FACES = | PFACN( | NODE, 5) | CFX NUMBER FOR THE SOUTH FACE
UWGTS = WFACT( | FACES) | THE SOUTH | NTERPOLATI NG FACTOR
| FACEN = | PFACN( | NODE, 2) | CFX NUMBER FOR THE NORTH FACE
UWGTN = WEACT( | FACEN) I THE NORTH | NTERPOLATI NG FACTOR
UBCSP = | NT( SCAL(1 NODE, 1,1SCCl)) ! THE BOUNDARY SPECI FI ER

C CALCULATE THE U, W DENSITY GRADI ENTS I N THE Y- DI RECTI ON

C DERI VATI VE FOR AN AVERAGE CELL
| F(UBCSP. EQ 1) THEN
CALL UGRDNT( U( | NODE, 1), U( | NODEN, 1), U( | NODES, 1), YP( | NODE)
& YP(1 NODEN), YP(| NODES) , UAGTN, UWGTS, UDUDY)
CALL UGRDNT( W | NODE, 1), W | NODEN, 1) , W | NODES, 1), YP( | NODE)
& YP(1 NODEN), YP( | NODES) , WGTN, UNGTS, UDVDY)
CALL UGRDNT( DEN( | NODE, 1), DEN( | NODEN, 1) , DEN( | NODES, 1), YP( | NODE) ,
& YP(1 NODEN), YP( | NODES) , WVGTN, UNGTS, UDRDY)

C DERI VATI VE FOR A CELL THAT IS NEXT TO A H GH WALL OR BOUNDARY

ELSEI F( ( UBCSP. EQ 2) . OR. ( UBCSP. EQ 4)) THEN

CALL UGRDNT( U( | NODE, 1), U( | NODE, 1), U( | NODES, 1), YP( | NODE)

& YP(1NODE), YP(1 NODES) , UAGTN, UWGTS, UDUDY)

CALL UGRDNT( W | NODE, 1), W | NODE, 1), W | NODES, 1), YP( | NODE)

& YP(1 NODE), YP(1 NODES) , UAGTN, UWGTS, UDV\DY)

CALL UGRDNT( DEN( | NODE, 1) , DEN( | NODE, 1), DEN( | NODES, 1), YP( | NODE) ,
& YP(| NODE), YP(| NODES) , UAGTN, UNGTS, UDRDY)
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C DERI VATI VE FOR A CELL THAT IS NEXT TO A LOW WALL OR BOUNDARY

ELSEI F( ( UBCSP. EQ. 3) . OR. (UBCSP. EQ 5)) THEN

CALL UGRDNT( U( | NODE, 1), U( | NODEN, 1), U( | NODE, 1), YP( | NODE)

& YP(1 NODEN), YP( 1 NODE) , UAGTN, UAGTS, UDUDY)

CALL UGRDNT( W | NODE, 1), W | NODEN, 1), W | NODE, 1), YP( | NODE)

& YP(1 NODEN), YP( | NODE) , UAGTN, UNGTS, UDV\DY)

CALL UGRDNT( DEN( | NODE, 1), DEN( | NODEN, 1), DEN( | NODE, 1) , YP( | NODE) ,
YP( 1 NODEN) , YP( | NODE) , UAGTN, UWGTS, UDRDY)

END | F

Ro

C CALCULATE THE GRADI ENT RI CHARDSON NUMBER

UBUOY=- 9. 81/ MAX( URHOF, DEN( | NODE, 1))

UNUMO=( UBUOY* UDRDY)

UDENO=MAX( 1E- 6, ( ( UDUDY* UDUDY) +( UDWDY* UDWDY) ) )

SCAL (1 NODE, 1, | SCGR) =M N( 15. 0, MAX( 0. 000001, ( UNUMY UDENO) ) )

END DO
END DO
END DO
END DO

The next portion is for the actud cdculation of the droplet diameter in each cdl based on
the vdue of the gradient Richardson number and using the appropriate length scaes.
Thisisdone asfollows:

Ck*********************************************************************

Ck**************** CALCULATE THE DRG:)LET DI ANETER khkkkkhkhkkkhkhkkhkhkkhhkxkkxx

Ck*********************************************************************

DO N=1, UNB

CALL LENGTH( UBNAME( N) , 20, NUMCHA)
CALL | PREC( UBNAME( N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CWORK, | WORK)

DO K=1, KLEN
DO | =1, I LEN
DO J=1, JLEN

I NODE = I P(1, J, K)

| F( SCAL( 1 NODE, 1, | SCVF) . LE. (0. 00001)) THEN

SCAL (1 NODE, 1, 1 SCDP) = 0.0

ELSEI F( SCAL( | NODE, 1, | SCVF) . GT. (0. 00001)) THEN

DETERM NE THE APPROPRI ATE CHARACTERI STI C LENGTH SCALE

UTURB=( TE( | NODE, 1) **( 3/ 2) ) / MAX( ED( | NODE, 1), 1E- 10)
DMX=SCAL( | NODE, 1, | SCMX)

DMY=SCAL( | NODE, 1, | SCMY)

DMZ=SCAL( | NODE, 1, | SCMz)

DWALL=SCAL( | NODE, 1, | SCDW

UDMVIAX=MAX( DMX, DMY, DMEZ)

| F( UDMVAX. EQ 0) THEN
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| F( TE( 1 NODE, 1) . EQ 0) UCHLEN=DWALL
| F( TE(1 NODE, 1) . GT. 0) UCHLEN=M N( UTURB, DWALL)
ELSEI F( UDMVAX. GT. 0) THEN
DMM N=M N( DMX, DMY, DVE)
| F(DMM N. GT. 0) THEN
| F( TE(1 NODE, 1) . EQ 0) UCHLEN=M N( DVMM N, DWALL)
| F( TE(1 NODE, 1) . GT. 0) UCHLEN=M N( DMM N, UTURB, DWALL)
ELSEI F(DMM N. EQ 0) THEN
| F(DMX. EQ 0) THEN
M NX=M N( DMY, DMZ)
| F(M NX. EQ 0) UDMM N=MAX( DMY, DMVZ)
| F(M NX. GT. 0) UDMM N=M NX
ELSEI F( DMY. EQ 0) THEN
M NY=M N( DMX, D\VZ)
| F(M NY. EQ 0) UDMM N=MAX( DMX, DMVZ)
| F(M NY. GT. 0) UDMM N=M NY
ELSEI F(DMZ. EQ 0) THEN
M NZ=M N( DMX, DMY)
| F(M NZ. EQ 0) UDMM N=MAX( DMX, DMY)
| F(M NZ. GT. 0) UDMM N=M NZ
ENDI F
| F( TE( 1 NODE, 1) . EQ 0) UCHLEN=M N( UDMM N, DWALL)
| F( TE( 1 NODE, 1) . GT. 0) UCHLEN=M N( UDMM N, UTURB, DWALL)
ENDI F

| F( SCAL( 1 NODE, 1, | SCGR) . LE. (0.2)) THEN

CONST=4. 0* (( 1- SCAL( 1 NODE, 1, | SCVF) ) **0. 1)

UDPCAL C=CONST* ( TE( | NODE, 1) ** ( 3/ 2) ) / MAX( ED( | NODE, 1) ,
1E- 10)

SCAL (1 NODE, 1, | SCDP) =M N( UDPCALC, ( 0. 5* DMY) , DWALL)

ELSEI F( SCAL( | NODE, 1, | SCGR) . GT. (0. 2) . AND.
&SCAL( 1 NODE, 1, | SCGR) . LE. (7.5)) THEN
CONST=15. 0* ( ( 1- SCAL( | NODE, 1, | SCVF) ) **0. 1)
UDPCAL C=CONST* UCHLEN* ( SCAL( | NODE, 1, | SCGR) **( 0. 89) )
SCAL( | NODE, 1, | SCDP) =M N( UDPCALC, ( 0. 5* DMY) , DWALL)

ELSEI F( SCAL( | NODE, 1, | SCGR) . GT. (7.5)) THEN
SCAL (1 NODE, 1, | SCDP) =0. 0

ENDI F

ENDI F

END DO
END DO
END DO
END DO

If the flag to use the droplet modd has not been s&t, then the scalar array for the droplet
diameter isfilled using the congtant average vaue st in UBCND, UDI AP.



C**********************************************************************

C************** CO\ISTAN‘I' AVERAE DRGDLET DI ANETER khkkkkhkhkkkhkhkhkhhkkkkkkkxx

Ck*********************************************************************

C | F FLAG NOT SET THEN USE CONSTANT, AVERAGE DROPLET DI AVETER
ELSEI F( UDYNM EQ 0) THEN

DO N=1, UNB
CALL LENGTH( UBNAVE( N) , 20, NUMCHA)
CALL | PREC( UBNAME( N) ( 1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CWORK, | ORK)

DO K=1, KLEN
DO | =1, | LEN
DO J=1, JLEN

| NODE = 1 P(1, J, K)
SCAL (| NODE, 1, | SCDP) = UDI AP

END DO
END DO
END DO
END DO

C ENDI F FOR FLAG TO USE DYNAM C DROPLET DI AMETER
ENDI F

C**********************************************************************

The next portion of CFX subroutine USRSRC is for setting the source terms in the scdar
trangport equation, which is a function of the dip velocity. Here, the dip veocity is
given by

u, =(1-r, )",

S

where u, isthetermind velocity for asngle partide in an infinite medium, given by

u _aea,gdpgﬁ/zaalgﬂ
T8, B

and the drag coefficient is given by

as discussed in Section 3.3. Then, the source term that appears in the scalar transport
equaion is given by



1 ér,f(1-f)

S=- ul;I
C T & +R-f)

where R =r ,/r , represents the ratio of the unmixed phase dengities.

One note should be made here concerning the boundedness of the volume fraction as it
relates to the dip veocity in sdting the scdar source term. It was found that the
formulation given by

> Vv (1-f, V()

51 =Ming|V|ax(q 0.0),b rVi( '),b r. V. ( "1)3
& DIAT DAF. o
qn = Mingl\/lax(qn’o_g)’b ri+1Vi+1(f i+1),b riVi @-f ')H
€ DIAS, DAf, G

is very usgful in ensuring boundedness by dlowing any vaues of the scadar, f, above one
or less than zero to be corrected during the course of the outer iterations in the solver.

Essentidly, this is a physcd limitation, which dictates that the active cdl cannot donate
more scalar than it has to an adjacent cdl, and that the adjacent cell cannot receive more
scdar than it can displace.  The extent to which this limitation is enforced is determined
by the boundedness parameter, b (eg. b=0.9 means only 90% of the totd fue volume in
the active cdl can be donated, or 90% of the tota water volume in the adjacent cell can

be displaced).

The nomenclature used above is as follows V is the cdl volume, A is the area normd to
the dip velocity, f is the scdar, Dt is the time step used in the discretization, and b is the
boundedness parameter that the user sets as USBND in UBCND. Subscripts s and n refer
to the south and north faces on a control cel and the subscript i refers to the cdl in
question, with i+1 indicating a cell located above cdl i and 1 indicaing a cel below cell
i. The subscript m refers to the mixture, and the subscript b refers to the heavy phase (i.e.
the water). It can be seen that the correction provided by these equations is conservative
inthat it can only spatidly redigtribute the scalar, not destroy or produceit.

Ancther issue that may be of some concern to the user involves how the flux due to the
dip veocity is cdculaed in the veticd direction when the grids are non-orthogond.
The solution to this problem is facilitated by the fact that CFX dores the three area
components on each of the ax faces. Hence when the flux due to the dip vdocity is
cdculated in the vertica direction, only the area component normd to the verticd
direction is used.

It should dso be mentioned that if the user wants to st different relaionships for the dip
velocity it should be done in the following loop where the source terms are et in the
scalar transport equation.



C**********************************************************************
C*************************** SFST NmELS LR R R R R I R R

Ck*********************************************************************

C SET SOURCE TERMS | F FLAGS HAVE BEEN SET AND | F EQUATI ON | S BEI NG
SOLVED
IF ( ((USFST.EQ 1).AND. (CALI AS. EQ ' SCALAR PHI'))
& .OR ((UKEPS.EQ 1).AND. (CALI AS. EQ ' K' ))
& .OR ((UKEPS.EQ 1).AND. (CALI AS. EQ ' EPSI LON' )) ) THEN

C**********************************************************************

Ck******************** SCALAR EQJATIO\I SQJRCE TERM khkkkkhkhrkkhkhkkhhxkkhkkkkx

Ck*********************************************************************

| F((CALI AS. EQ ' SCALAR PHI ' ). AND. (NI TER. GE. USADD)) THEN
C START THE LOOP OVER ALL THE BLOCKS

DO N=1, UNB

CALL LENGTH( UBNANE(N), 20, NUMCHA)

CALL | PREC( UBNAME( N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, | LEN, JLEN
&KLEN, CWORK, | ORK)

DO K = 1, KLEN
DO J =1, JLEN
DOl =1, ILEN

INODE = I P(1,J, K)

| NODES = | PNODN( | NODE, 5)

| NODEN = | PNODN( | NODE, 2)

UBCSP = | NT( SCAL( | NODE, 1, | SCCl ))

C VERTI CAL AREA AND | NTERPOLATI NG FACTORS

| FACES=I PFACN( | NODE, 5) I THE SOUTH FACE
USRAS=AREA( | FACES, 2) I THE SOUTH AREA
UWGT S=WFACT( | FACES) I THE SOUTH | NTERPOLATI NG FACTOR
| FACEN=I PFACN( | NODE, 2) I THE NORTH FACE
USRAN=AREA( | FACEN, 2) I THE NORTH AREA
UWGTN=WFACT( | FACEN) ' THE NORTH | NTERPOLATI NG FACTOR

C CALCULATE THE VALUES OF STUFF AT THE SOUTH FACE
| F((UBCSP. EQ 1). OR. (UBCSP. EQ 2). OR. (UBCSP. EQ 4)) THEN
| | NTERPOLATE DROPLET DI AVETER
UDI APS=( 1. - UWGTS) * SCAL( | NODE, 1, | SCDP) +
& ( UNGTS) * SCAL( | NODES, 1, | SCDP)

I | NTERPOLATE THE DENSI TY AND SCALAR
UTHETS = (1.- UWGTS) * SCAL( | NODE, 1, | SCAL) +

& ( UWGTS) * SCAL( | NODES, 1, | SCAL)
UDENS = (1.- UWGTS) * DEN( | NODE, 1) +( UWGTS) * DEN( | NODES, 1)
UVFS = (1.- UWGTS) * SCAL( | NODE, 1, | SCVF) +

& ( UWGTS) * SCAL( | NODE, 1, | SCVF)

I'SLI P VELOCI TY
| F(UDI APS. LE. 0. 000001) THEN
USLI PS=0. 0
ELSE



| CALCULATE THE TERM NAL VELOCI TY
UCONL=( 4*9. 81* (UDI APS** (1. 6)))/ (54* UVI SW* (0. 6))
UCON2=( ( URHOW URHOF) / ( URHOW * ( 0. 4) )

UTERM = ( UCONL* UCON2) * * (0. 71429)

USLI PS = ((1- UVFS)**( UEXP1)) * UTERM

ENDI F
END | F

| F(UBCSP. EQ 5) THEN
| SET ZERO DERI VATI VE CONDI TI ON | F BOUNDARY |'S OUTLET OR | NLET
UDI APS = SCAL( | NODE, 1, | SCDP)
UTHETS = SCAL( | NODE, 1, | SCAL)
UDENS = DEN( | NODE, 1)
UVFS=SCAL( | NODE, 1, | SCVF)

I'SLI P VELOCI TY
| F(UDI APS. LE. 0. 000001) THEN
USLI PS=0. 0
ELSE

| CALCULATE THE TERM NAL VELOCI TY

UCONL=(4*9. 81* (UDI APS** (1. 6)))/ (54* UVI SW * (0. 6))
UCON2=( ( URHOW URHOF) / ( URHOW * ( 0. 4) )

UTERM = ( UCONL* UCON2) ** (0. 71429)

USLI PS = ((1- UVFS)**( UEXP1))* UTERM

ENDI F
END | F

| F((UBCSP. EQ 3). OR. (UBCSP. EQ 0)) THEN

| SET EQUAL TO ZERO | F BOUNDARY |'S A WALL
UDI APS=0. 0

UTHETS=0. 0

UDENS=0. 0

USLI PS=0. 0

END | F

C CALCULATE THE VALUES OF STUFF AT THE NORTH FACE
| F((UBCSP. EQ 1). OR (UBCSP. EQ 3). OR (UBCSP. EQ 5)) THEN
| | NTERPOLATE DROPLET DI AVETER
UDI APN=( 1. UWGTN) * SCAL( | NODE, 1, | SCDP) +( UWGTN) * SCAL( | NODEN, 1, | SCDP)

I | NTERPOLATE THE DEN AND SCALARS
UTHETN = (1. - UNGTN) * SCAL( | NODE, 1, | SCAL) +
&( UWGTN) * SCAL (1 NODEN, 1, | SCAL)
UDENN = (1.- UWGTN) * DEN( | NODE, 1) +( UWGTN) * DEN( | NODEN, 1)
UVFN = (1. - UWGTN) * SCAL( | NODE, 1, | SCVF) +
& (UWGTN) * SCAL (| NODE, 1, | SCVF)

'l NTERPLOLATE SLI P VELOCI TY
| F(UDI APN. LE. 0. 000001) THEN
USLI PN=0. 0
ELSE
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| CALCULATE THE TERM NAL VELOCI TY
UCONL=( 4*9. 81* (UDI APN** (1. 6)))/ ( 54* UVI SW*( 0. 6))
UCON2=( ( URHOW URHOF) / ( URHOW * ( 0. 4) )

UTERM = ( UCONL* UCON2) ** (0. 71429)

USLI PN = ((1- UVFN)**( UEXP1)) * UTERM

ENDI F
END | F

| F(UBCSP. EQ 4) THEN
UDI APN=SCAL ( | NODE, 1, | SCDP)
UTHETN = SCAL( | NODE, 1, | SCAL)
UDENN = DEN( | NODE, 1)
UVFN=SCAL ( | NODE, 1, | SCVF)

I'SLI P VELOCI TY
| F(UDI APN. LE. 0. 000001) THEN
USLI PN=0. 0
ELSE

| CALCULATE THE TERM NAL VELOCI TY
UCONL1=(4*9. 81* (UDI APN** (1. 6)))/ (54* UVI SW * (0. 6))
UCON2=( ( URHOW URHOF) / ( URHOW * ( 0. 4) )

UTERM = ( UCONL* UCON2) ** (0. 71429)

USLI PN = ((1- UVFN) **( UEXP1) ) * UTERM

ENDI F
END | F

| F((UBCSP. EQ 2) . OR. (UBCSP. EQ 0)) THEN
UDI APN=0. 0

UTHETN=0. 0

UDENN=0. 0

USLI PN=0. O

END | F

LIM T THE SCALAR SOURCE TO Gl VE BOUNDED VOLUME FRACTI ONS
SOUTH SOURCE
| F((UBCSP. EQ 1). OR. (UBCSP. EQ 2). OR. (UBCSP. EQ 4)) THEN
UCONL = URHOF* UTHETS* ( 1- UTHETS) * USLI PS
UCON2 = UTHETS+( URHOF/ URHOW * ( 1- UTHETS)
USLS1=USRAS* ( UCONL/ UCON2)

C
c

USL S2=USBND* DEN( | NODE, 1) * VOL( | NODE) * ( 1. - SCAL( | NODE, 1, | SCAL))/ ( DT)
USL S3=USBND* DEN( | NODES, 1) * VOL (| NODES) * SCAL (| NODES, 1, | SCAL) ) / ( DT)
USSRC=M N( USLS2, USLS3, MAX( 0. 0, USLSL1))

END | F

| F(UBCSP. EQ 5) THEN

UCONL = URHOF* UTHETS* ( 1- UTHETS) * USLI PS
UCON2 = UTHETS+( URHOF/ URHOW * ( 1- UTHETS)
USL S1=USRAS* ( UCON1/ UCON2)



USL S2=USBND* DEN( | NODE, 1) * VOL( | NODE) * ( 1. - SCAL( | NODE, 1, | SCAL) )/ ( DT)
USSRC=M N( USLS2, MAX( 0. 0, USLS1))
END | F

| F((UBCSP. EQ 3) . OR (UBCSP. EQ 0)) THEN
USSRC=0. 0
END | F

C NORTH SOURCE
| F((UBCSP. EQ 1). OR (UBCSP. EQ 3). OR (UBCSP. EQ 5)) THEN
UCONL = URHOF* UTHETN* ( 1- UTHETN) * USLI PN
UCON2 = UTHETN+( URHOF/ URHOW * ( 1- UTHETN)
USLNL=USRAS* ( UCON1/ UCON2)

USLN2=USBND* DEN( | NODEN, 1) * VOL (| NODEN) * ( 1-
SCAL (1 NODEN, 1, | SCAL) / ( DT)
USLN3=USBND* DEN( | NODE, 1) * VOL( | NODE) * SCAL( | NODE, 1, | SCAL) )/ ( DT)
UNSRC=M N( USLN2, USLN3, MAX( 0. 0, USLN1))
END | F

| F(UBCSP. EQ 4) THEN

UCONL = URHOF* UTHETN* ( 1- UTHETN) * USLI PN
UCON2 = UTHETN+( URHOF/ URHOW * ( 1- UTHETN)
USLN1=USRAS* ( UCON1/ UCON2)

USLN3=USBND* DEN( | NODE, 1) * ( VOL( | NODE) * ( SCAL( | NODE, 1, | SCAL)))/ ( DT)
UNSRC=M N( USLN3, MAX( 0. 0, USLNL))
END | F

| F( (UBCSP. EQ 2) . OR. (UBCSP. EQ 0)) THEN
UNSRC=0. 0
END | F

C CALCULATE AND SET THE SOURCE | NTO THE CFX SOURCE ARRAY
USRCS=( USSRC- UNSRC)
SU( | NODE, 1) =SU( | NODE, 1) +USRCS

END DO
END DO
END DO

END DO

END | F

Following this, the source terms are st in the k and e equations. These represent
turbulent production/destruction due to buoyancy effects, and were discussed in Section
3.2

Ck*********************************************************************

C LR S R R I O R K AND EPSI LO\] SwRCE TERM LR I O I R

C**********************************************************************

IF(  ((CALIAS.EQ' K ).AND. (NI TER GE. UTADD))
& .OR ((CALIAS.EQ "' EPSILON ).AND. (N TER GE. UTADD))) THEN



C LOOP OVER THE CELLS
DO N=1, UNB

CALL LENGTH( UBNAVE( N), 20, NUMCHA)
CALL | PREC( UBNAVE(N) (1: NUMCHA) , ' BLOCK' , ' CENTERS' , | PT, I LEN, JLEN,
&KLEN, CVORK, | ORK)

DO K = 1, KLEN

DO J = 1, JLEN

DOI =1, ILEN

I NODE = I P(1,J, K)

| NODES = | PNODN( | NODE, 5) I CFX NUMBER FOR SOUTH NODE

| NODEN =I PNODN( | NODE, 2) I CFX NUMBER FOR NORTH NODE

| FACE=I PFACN( | NODE, 5) | CFX NUMBER FOR THE SOUTH FACE
UWGTS=WFACT( | FACE) | THE SOUTH | NTERPOLATI NG FACTOR
| FACE=I PFACN( | NODE, 2) | CFX NUMBER FOR THE NORTH FACE
UWGTN=WFACT( | FACE) | THE NORTH | NTERPOLATI NG FACTOR

UBCSP = | NT( SCAL( | NODE, 1, | SCCl ))

C CALCULATE THE DENSI TY DERI VATI VE | N THE VERTI CAL DI RECTI ON
| DERI VATI VE FOR AN AVERAGE CELL
| F(UBCSP. EQ 1) THEN
CALL UGRDNT( DEN( | NODE, 1) , DEN( | NODEN, 1), DEN( | NODES, 1) ,
& YP(1NODE), YP(1 NODEN), YP( | NODES) , UAGTN, UNGTS, UDRDY)
END | F

| DERI VATI VE FOR A CELL THAT I'S NEXT TO A HI GH WALL OR BOUNDARY
| F((UBCSP. EQ 2). OR. (UBCSP. EQ. 4)) THEN

CALL UGRDNT( DEN( I NODE, 1) , DEN( | NODE, 1) , DEN( | NODES, 1) ,

& YP(1NODE), YP(1 NODEN), YP( 1 NODES) , UAGTN, UWGTS, UDRDY)

END | F

| DERI VATI VE FOR A CELL THAT IS NEXT TO A LON WALL OR BOUNDARY
| F(( UBCSP. EQ 3). OR (UBCSP. EQ 5)) THEN
CALL UGRDNT( DEN( | NODE, 1), DEN( | NODEN, 1) , DEN( | NODE, 1),

& YP(1 NODE), YP(| NODEN), YP(| NODES) , UAGTN, UWGTS, UDRDY)

END | F

C CALCULATE THE K AND EPSI LON SOURCE TERMS
UVI' S = VI S(I NODE, 1)
UDEN = MAX( URHOF, M N( URHOW DEN( | NODE, 1)))
UTE = TE(I NODE, 1)
UEPS = ED( | NODE, 1)

C AVOI D DI VI DI NG BY ZERO (ASSUME | F K IS VERY SMALL EPSILON IS VERY
SMALL)

| F( UTE. GT. 0. 000001) THEN

UEOK = UEPS/ UTE

END | F

| F(UTE. LT. 0. 000001) THEN

UEOK = 1.0

END | F

C CALCULATE K SOURCE (UNI'TS ARE (KG M2/ S"2)/S)
USRCK = UVI S*9. 81* UDRDY/ ( UTPN* UDEN)
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CLIMT K SUCH THAT SOURCE CANNOT REMOVE MORE RHO*K FROM A CELL THAN 75
PERCENT

USRCKL = -0.75*UTE* UDEN DT

USRCK = MAX( USRCKL, USRCK)

C CALCULATE EPSI LON SOURCE (UNI TS ARE (KG M2/ S"3)/S )
USRCE = 1.44* UEOK* ( MAX( 0. 0, USRCK) )

C SET THE SOURCE I N THE K EQUATI ON
| F((CALI AS. EQ 'K ). AND. (NI TER. GE. UTADD) ) THEN
SU(1 NODE, 1) = SU(I NODE, 1) + USRCK*VCOL( | NODE)
END | F

C SET THE SOURCE I N THE EPSI LON EQUATI ON
| F((CALI AS. EQ ' EPSI LON ). AND. (NI TER. GE. UTADD)) THEN
SU(1 NODE, 1) = SU(1 NODE, 1) + USRCE* VOL( | NODE)
END | F

END DO
END DO
END DO

END DO

END | F

C**********************************************************************

Crxxxxsxxxxsxxsxxx END THE | F STATMENTS TO SET THE SOURCES ****# %k x%xx

Ck*********************************************************************

END | F

Ck*********************************************************************

Ck************************ END O: SwRCE TERIVS R R I S R

C**********************************************************************

This completes the implementation of the SFST and DFE modes.  Further deails
concerning the different arrays and utility routines used can be found in the CFX Usars
Manual [12].
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Appendix C: Details on Shear Flow Data Reduction Program

To acquire the gppropriate data for the various plots from the shear flow smulaions, a
data reduction program was written by Matthew Umbd [37]. This program was then
modified to account for the dtered definition of the mixed fluid thickness as discussed
previoudy in Section 6.3. For each smulation performed, an output file was generated
directly from CFX-4 that contained verticd line data for the volume fraction, dendty and
dreamwise velocity for each horizonta postion as specified in subroutine UBCND.
Recdl tha in UBCND, the user specifies the i index location to begin writing the deta,
the find location, and the total number of dumps (see Appendix B.3.3).

After the smulation has finished, the output file generated by CFX is modified to include
cartain soecifications a the beginning of the file. They are added to the file in list format
in the following form:

fuel density (kg/nB)

wat er density (kg/nB)

fuel inlet flowate (gpm

water inlet flowate (gpm

hei ght of | ower layer (n

hei ght of upper layer (m

wi dth of test apparatus (nm

hori zontal |ength over which shearing takes place (m

hei ght of test apparatus at shear flow section (m

10 nmean droplet size (m

11 nunber of vertical sets of data

12 nunber of points in each set of data

13 LOWVALUE OF Y TO BEG N CALCULATI NG PARAMETERS AT

14 HI GH VALUE OF Y TO BEG N CALCULATI NG PARAMETERS AT

15 LOW VALUE OF X I N PERCENT TO BEG N CALCULATI NG PARAMETERS AT
16 HI GH VALUE OF X I N PERCENT TO BEG N CALCULATI NG PARAMETERS AT

O©CoO~NOULA,WN PR

Following this one time ligt, the x-location of each verticd profile is written, followed by
columns contaning the mixture dendty, volume fraction, verticd location, and
dreamwise velocity. The data reduction program then reeds in dl of the reevant
information at each sreamwise location, and performs severd cdculations to determine
the important parameters, and then output each in a data file in a format readable by
TECPLOT, which was used to generate the plots. At each x-location, the program
cdculates the interfacid thickness (defined as the distance between where the volume
fraction is 0.1 and 0.9), the mixed fluid thickness (here defined as the distance between
where the volume fraction is 0.03 and 0.97, as discussed previoudy), the verticd location
of the fluid interface, and the maximum gradient Richardson number. It dso cdculaes
the gradient Richardson number, densty gradient, and streamwise velocity gradient as a
function of y at each streamwise location.

The FORTRAN used to perform the data reduction is given below.
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C*********************************************************************

C******************* THE KATZ DATA REDUCTIQ\I PRw:zAM khkkkkhhkkkhkhkkkkkkkx

Ck********************************************************************

C WRI TTEN BY: MATTHEW ROBERT UMBEL
C DATE: 9/26/98

MODI FI ED: 9/ 8/ 99
ALTERED DEFI NI TION OF THE M XED FLUI D THI CKNESS: 0.03 - 0.97

DECLARE VARI BLES

Cc

C

C

C RHOF: FUEL DENSI TY

C RHOW WATER DENSI TY

C VELI NF: VELOCI TY OF FUEL AT UPPER I NLET

C VELI NW VELOCI TY OF WATER AT LOWER | NLET

C HLOW HEI GHT OF LOVWER | NLET

C HH GH: HEI GHT OF UPPER | NLET

C XSHOT: LONG TUDI NAL LOCATI ON OF DATA SET

C DELLOW Y LOCATI ON TO LONER EDGE OF | NTERFACI AL THI CKNESS
C DELHI : Y LOCATI ON TO UPPER EDGE OF | NTERFACI AL THI CKNESS
C HCLLOW Y LOCATI ON TO LONER EDGE OF M XED FLUI D THI CKNESS
C HCHI : Y LOCATI ON TO UPPER EDGE OF M XED FLUI D THI CKNESS
C HCLOW THI CKNESS OF LOWER CONCENTRATI ON BOUNDARY LAYER
C HCHI GH: THI CKNESS OF UPPER CONCENTRATI ON BOUNDARY LAYER
C YI NTER: Y LOCATI ON TO CONCENTRATI ON | NTERFACE

C YI NTRV: Y LOCATI ON TO VELOCI TY | NTERFACE

C NSHOT: NUMBER OF VERTI CAL SETS OF DATA

C NPO NT: NUMBER OF PO NTS I N EACH SET OF DATA

C DUDYMX: MAXI MUM VELOCI TY GRADI ENT | N THE DATA

C HGT: HElI GHT OF TEST APPARATUS AT SHEAR FLOW SECTI ON

C DEL: I NTERFACI AL THI CKNESS

C DELM M XED FLUI D THI CKNESS

C DELMA: AVERAGE M XED FLUI D THI CKNESS

C Q NF: FUEL | NLET FLOWRATE

C Q NW WATER | NLET FLOWRATE

C BUOYA: BUOYANCY PARAMETER

C WDT: W DTH OF TEST APPARATUS

C DP: DROPLET SI ZE

C LSHEAR: HORI ZONTAL LENGTH OVER WHI CH SHEARI NG TOOK PLACE
C YLOW LOW VALUE OF Y TO BEG N CALCULATI NG PARAVETERS AT
C YH GH: H GH VALUE OF Y TO BEG N CALCULATI NG PARAMETERS AT
C XLOW LOW VALUE OF X I N PERCENT TO BEG N CALCULATI NG PARAMETERS
C XH GH: H GH VALUE OF X I N PERCENT TO BEG N CALCULATI NG
PARAMETERS AT

C XCONC: VARI ABLE W TH NORMALI ZED X VALUES

C DRDY: DERI VATI VE OF DENSI TY WRT VERTI CAL

C DUDY: DERI VATI VE OF U VELOCI TY WRT VERTI CAL

C DELI : | NTERFACI AL OFFSET

C GRMX: MAXI MUM GRADI ENT RI CHARDSON NUMBER

C DECLARE THE REALS
REAL RHOF, RHOW VELI NF, VELI NW HLOW HHI GH, XSHCT,
&DELLOW DELHI , HCLOW HCHI GH, HGT, HCLLOW HCHI , DRDY, DUDY,
&DUDYMX, BUOYA, W DT, DP, LSHEAR, RHO, FUELVF, Y, VEL, YG, GRI CH,
&TEMPG, DEL, DELM YI NTER, YI NTRV, DUMWY, XTOSTR, PERC,
&DELRHO, DELUVL, DELHGT, GRMX
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C DECLARE | NTEGERS
I NTEGER 1, J, K, N, NSHOT, NPOl NT, CNTRX, CNTRY

C DECLARE CHARACTERS
CHARACTER* 50 | NSTRI NG

C DI MENSI ON ARRAYS
DI MENSI ON RHO( 300) , FUELVF( 300), Y(300) , VEL( 300), Y& 300) , GRMX( 300) ,

&GRI CH( 300) , TEMPG( 300) , DEL( 300) , DELM 300) , YI NTRV( 300)
&YI NTER( 300) , XCONC( 300) , HCHI GH( 300) , HCLOA( 300) , DUDY( 300) , DRDY( 300)

C GET THE NAME OF THE I NPUT FI LE
PRI NT*, ' ENTER THE NAME OF THE | NPUT FILE: '
READ*, | NSTRI NG

C OPEN THE | NPUT FI LE AND CREATE THE FI LES FOR OUTPUT
OPEN( 10, FI LE=I NSTRI NG, STATUS=' CLD")
OPEN( 11, FI LE=" CRY. DAT' , STATUS=" NEW )

OPEN( 12, FI LE='
OPEN( 13, FI LE='
OPEN( 14, FI LE='
OPEN( 15, FI LE='
OPEN( 16, FI LE='
OPEN( 17, FI LE='
OPEN( 18, FI LE='
OPEN( 19, FI LE='

GRMX. DAT' , STATUS=" NEW )
DELX. DAT' , STATUS=" NEW )
DELMX. DAT' , STATUS=" NEW )
OUTPUT. TXT' , STATUS=" NEW )
YI NTR. DAT' , STATUS=" NEW )
HCBL. DAT' , STATUS=" NEW )

DUDY. DAT' , STATUS='
DRDY. DAT' , STATUS='

NEW )
NEW )

C READ THE RELEVANT "ONE TI ME" VARI ABLES

READ( 10, *) RHOF, RHOW Q NF, Q NW HLOW HHI GH, W DT, LSHEAR, HGT,

&DP, NSHOT, NPOI NT, YLOW YHI GH, XLOW XHI GH

C CALCULATE I NI TI AL PARAMETERS

BUOYA = 981. 0* ( RHOW RHOF) / RHOF
VELI NW = 100.*(Q NW* 1./15850.)/ ( HLOW * W DT)
VELI NF = 100.*(Q NF * 1./15850.)/ ( HHl GH*W DT)
HHI GH = HHI GH*100. 0
HLONW = HLOW 100.0
WDT = WDT*100.0
DP = DP*100.0
LSHEAR = LSHEAR*100. 0
XTOSTR = 0. 725
CNTRX = 0
CNTRY = 0
C WRI TE THE RELEVANT ONE TI ME PARAMETERS TO THE OUTPUT FI LE

WRI TE( 15, 99) ' |
WRI TE( 15, 100) "

NPUT FI LE NAME:

", I NSTRI NG

WRI TE( 15, 101) ' FUEL DENSITY (KG M3) =', RHOF
WRI TE( 15, 101) ' WATER DENSI TY (KG M'3) =, RHOW
WRI TE( 15, 101) ' FUEL | NLET FLOARATE (GPM =, QNF
WRI TE( 15, 101) ' WATER | NLET FLOWRATE (GPM =, QNW
WRI TE( 15, 101) ' FUEL | NLET VELOCI TY (CM S) =', VELINF
VWRI TE( 15, 101) ' WATER | NLET VELOCI TY (CM S) =", VELI NW
WRI TE( 15, 101) ' FUEL | NLET HEI CGHT (CM =, HHI &H
WRI TE( 15, 101) ' WATER | NLET HEI GHT (CM =, HLOW
WRI TE( 15, 101) ' HORI ZONTAL SHEAR DOVAIN (CM =", LSHEAR
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WRI TE( 15, 101) ' BUOYANCY (CM S*2) =', BUOYA

WRI TE( 15, 101) ' AVERAGE DROPLET SI ZE (CM =, DP

WRI TE( 15, 101) ' LOAEST Y/H VALUE IN Y DOVAIN =", YLOW HGT
WRI TE( 15, 101) ' HI GHEST Y/ H VALUE IN Y DOVAIN =", YH GH HGT
WRI TE( 15, 101) ' LOAEST X/ L VALUE IN X DOVAIN =", XLOW

WRI TE( 15, 101) ' HI GHEST X/ L VALUE IN X DOVAIN =", XH CH

C WRI TE QUT THE HEADI NGS TO TECPLOT FI LE FOR VARI ABLES THAT ARE F( X)
WRI TE( 11, 100) ' VARI ABLES="RIG', "Y"'
WRI TE( 12, 100) ' VARI ABLES="X/L", " Rl GVAX""
WRI TE( 12, 100) ' ZONE T="MAX GRADRI CH"'
WRI TE( 13, 100) ' VARI ABLES="X/L", " DEL""
WRI TE( 13, 100) ' ZONE T="DEL"'
WRI TE( 14, 100) ' VARI ABLES="X/L", "DELM"'
WRI TE( 14, 100) ' ZONE T="M XED THI CKNESS"'
WRI TE(16, 100) ' VARI ABLES="X/L","YI NTR", " YVELI NTR""
VWRI TE(16, 100) ' ZONE T="| NTERFACES"'
WRI TE(17, 100) ' VARI ABLES="X/L", "HCLOW , " HCHI GH"'
WRI TE(17, 100) ' ZONE T="CONC BNDRY LAYERS"'
WRI TE( 18, 100) ' VARI ABLES="DUDY", "Y"'
WRI TE( 19, 100) ' VARI ABLES="DRDY", "Y"'

C khkhkhkhkhkhkhkkhkhkkkkkkk BEG N Lw:) TO READ IN SETS G: DATA *khkkhkhkhkkhkhkkkkkk kK
DO K=1, NSHOT
READ( 10, *) XSHOT
READ( 10, *) (RHO(1), FUELVF(1), Y(1), VEL(1), DUMW, | =1, NPOI NT)

PERC = 1.0 - (XSHOT- XTOSTR) *100. 0/ LSHEAR

CIF THE X VALUE IS I N RANGE BEG N CALCULATI ONS
| F(  (PERC. GE. XLOW . AND. (PERC. LE. XHI GH) ) THEN
CNTRX=CNTRX+1
XCONC( CNTRX) = PERC
CNTRY=0

C *#xxwxxxxsxssxx BEG N THE 1ST LOOP OVER THE VERTI CAL DATA ***#*xskxxxx
DO J=1, NPOI NT

CIF THE Y VALUE IS I N RANGE BEG N CALCULATI ONS
I F( (Y(J).GE. YLON.AND. (Y(J).LE YHI GH ) THEN
CNTRY=CNTRY+1

C FIND THE Y LOCATI ON TO THE LOAER EDGE OF THE | NTERFACI AL THI CKNESS
| F((FUELVF(J).LT.0.1). AND. (FUELVF(J+1). GT.0.1)) THEN
CALL I NTRPL(Y(J+1), Y(J), FUELVF(J+1), FUELVF(J), 0. 1, DELLOW
END | F
C FIND THE Y LOCATI ON TO THE UPPER EDGE OF THE | NTERFACI AL THI CKNESS
| F(( FUELVF(J).LT.0.9). AND. (FUELVF(J+1).GT.0.9)) THEN
CALL | NTRPL(Y(J+1), Y(J), FUELVF(J+1), FUELVF(J), 0.9, DELHI)
END | F
C USE VALUES TO FIND Y LOCATI ON OF | NTERFACE AND | NTERFACI AL THI CKNESS
YI NTER( CNTRX) =100. 0* ( DELLOW + 0. 5* ( DELHI - DELLOW)
DEL(CNTRX) = 100. 0* ( DELHI - DELLOW
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C FIND THE Y LOCATI ON TO THE LOAER EDGE OF THE CONC BOUNDARY LAYER
| F(( FUELVF(J). LT. 0. 03). AND. (FUELVF(J+1). GT. 0. 03)) THEN
CALL | NTRPL(Y(J+1), Y(J), FUELVF(J+1), FUELVF(J), 0. 03, HCLLOW
END | F

C FIND THE Y LOCATI ON TO THE UPPER EDGE OF THE CONC BOUNDARY LAYER
| F(( FUELVF(J).LT. 0. 97). AND. (FUELVF(J+1). GT. 0. 97)) THEN
CALL | NTRPL(Y(J+1), Y(J), FUELVF(J+1), FUELVF(J), 0. 97, HCHI )
END | F

C USE VALUES TO FIND M XED FLUI D THI CKNESS
DELM CNTRX) =100. 0* ( HCHI - HCLLOW

C CALCULATE THE DENSI TY AND VELOCI TY GRADI ENTS I N THE VERTI CAL
DI RECTI ON

DELRHO = RHO(J+1) - RHO(J-1)
DELUVL = VEL(J+1) - VEL(J-1)
DELHGT =  Y(J+1) - Y(J-1)

DRDY( CNTRY) = DELRHQO/ DELHGT
DUDY( CNTRY) = DELUVL/ DELHGT
Y& CNTRY) = 100. 0*(Y(J+1)+Y(J-1))*0.5

C FIND THE Y LOCATI ON OF THE VELOCI TY | NTERFACE ( VEL=0. 0)
| F((VEL(J).LT.0.0).AND. (VEL(J+1).GT.0.0)) THEN
CALL | NTRPL(Y(J+1),Y(J), VEL(J+1), VEL(J), 0. 00, YI NTRV( CNTRX))
YI NTRV( CNTRX) =100. 0* YI NTRV( CNTRX)
END | F

C END THE | F SETTI NG THE BOUNDS ON THE Y RANGE
END | F

Crrxxxxxxxxxxxxxxx END THE 1ST LOOP OVER THE VERTI CAL DATA *****xxxxxxx
END DO

C ****xkxxxxxxx+xx BEG N THE 2ND LOOP OVER THE VERTI CAL DATA *** %%k
C CALCULATE THE GRADI ENT RI CHARDSON NUMBER

CNTRY=0

DO J=1, NPOl NT
CIF THE Y VALUE IS I N RANGE BEG N CALCULATI ONS

I F( (Y(J).GE. YLON.AND. (Y(J).LE YHI GH ) THEN

CNTRY=CNTRY+1

| F((Y(J).GT. HCLLOW . AND. (Y(J).LT. HCHI)) THEN

TEMPG( CNTRY) =- 9. 81* DRDY( CNTRY) / ( RHO( J) * DUDY( CNTRY) * DUDY( CNTRY) )
ELSE

TEMPG( CNTRY) =0. 0

END | F

END | F

END DO
Cr#xwxsxkxkxkxssss END THE 2ND LOOP OVER THE VERTI CAL DATA %kt ssx
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C SMOOTH THE GRADI ENT RI CHARDSON NUMBER USI NG 1D DI FFUSI ON EQUATI ON
DO J=2, CNTRY- 1
DY = 0.5%(YGJ+1)- Y& J- 1))
| F(J. EQ 2) DELTA=1.1*DY
DELTA = M N( DY, DELTA)
END DO

DT = 0. 10* DELTA*DELTA

DO N=1, 5
DO J=2, CNTRY- 1
DY = 0.5%(YGJ+1)- Y& J- 1))
GRICH(J) = (1. - 2.*DT/(DY*DY))*( TEMPG(J) )+
& ( DT/ (DY*DY) )*(TEMPG(J+1) + TEMPG(J-1) )
END DO

DO J=1, CNTRY
TEMPG( J) =GRI CH( J)
END DO

END DO

C DETERM NE THE Sl ZE OF THE CONCENTRATI ON BOUNDARY LAYERS
HCHI GH(CNTRX) = 100. *HCHI - YI NTER( CNTRX)
HCLOW CNTRX) = YI NTER(CNTRX) - 100.* HCLLOW

C WRI TE OQUT THE HEADER TO TECPLOT FILE FOR GRI CH, DUDY, DRDY AT X
LOCATI ONS

WRI TE( 11, 105) "ZONE T=" X/L ="', PERC """
WRI TE( 11, 103) 'I=", CNTRY, "', J=1, K=1, F=PO NT'
WRI TE( 18, 105) 'ZONE T=" X/L ="',PERC, """’
WRI TE( 18, 103) "I =", CNTRY, ', J=1, K=1, F=PO NT'
WRI TE(19, 105) 'ZONE T=" X/L ="',PERC, """’
WRI TE(19, 103) 'I=", CNTRY, ', J=1, K=1, F=PO NT'

C CALCULATE THE MAXI MUM DUDY AND WRI TE THE F(Y) DATA TO FI LE
DUDYMX=0. 0
GRMX(CNTRX) = 0.0

DO J=1, CNTRY
WRI TE( 11, 106) GRI CH(J), Y& J)
WRI TE( 18, 106) DUDY(J), Y& J)
WRI TE( 19, 106) DRDY(J), Y& J)

DUDYMX = MAX( DUDYMX, ABS( DUDY(J)))
GRMX( CNTRX) = MAX( CRMX( CNTRX) , ABS( CRI CH(J)))
END DO

C CALCULATE PARAMETERS THAT ARE COMBI NATI ONS OF OTHER PARAMETERS
DELI = ABS(YI NTER(CNTRX) - YI NTRV( CNTRX))

C WRI TE THE PARAMETERS TO THE OUTPUT FILE
WRI TE( 15, 100)"
WRI TE( 15, 101) " X/ L
WRI TE( 15, 101) ' | NTERFACE LOCATI ON (CM
WRI TE( 15, 101) ' VEL | NTERFACE LOCATI ON (CM

', PERC
', YI NTER( CNTRX)
", YI NTRV( CNTRX)
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WRI TE( 15, 101) ' | NTERFACI AL OFFSET (CM ', DELI

WRI TE( 15, 101) ' | NTERFACI AL THI CKNESS ( CM) = ', DEL( CNTRX)
WRI TE( 15, 101)' M XED LAYER THI CKNESS (CM = ', DELM CNTRX)
WRI TE( 15, 101)' LOAER CONC BL THI CKNESS (CM) = ', HCLOW CNTRX)

WRI TE( 15, 101) ' UPPER CONC BL THI CKNESS (CM) ', HCHI GH( CNTRX)
WRI TE( 15, 101) ' MAXI MUM VELOCI TY GRAD (1/S) ', DUDYMX
WRI TE( 15, 101) ' MAXI MUM GRADI ENT RI CHARDSON ', GRVX( CNTRX)

Crxxxxsxxxxsxssxx*END THE | F SETTI NG THE BOUNDS ON THE X RANGE******%x*
END | F

Ck****************** END THE m Lw:) Q/ER THE SETS G: DATA kkhkkkkhkkkkkkk*k
END DO

C WRI TE OUT THE NUMBER OF SHOTS AND POl NTS THAT DATA WAS CALCULATED
FROM

VRI TE( 15, 100)" '

WRI TE( 15, 102) ' NSHOT =", CNTRX

WRI TE( 15, 102) ' NPOI NT AT LAST DATA SHOT =", CNTRY

WRI TE( 15, 100)" '

C WRITE THE HEADERS TO THE TECPLOT FILE FOR THE PARAM X) DATA
WRI TE(12,103) 'I=",CNTRX, "', J=1, K=1, F=PO NT'
WRI TE( 13, 103) 'I=",CNTRX, "', J=1, K=1, F=PO NT'
WRI TE( 14, 103) 'I=", CNTRX, ', J=1, K=1, F=PO NT'
WRI TE(16, 103) 'I=", CNTRX, ', J=1, K=1, F=PO NT'
WRI TE(17,103) 'I=", CNTRX, ', J=1, K=1, F=PO NT'

C WRI TE THE DATA TO THE TECPLOT OUTPUT FILES FOR PARAM X) DATA
DO | =1, CNTRX
WRI TE( 12, 106) XCONC( 1), GRMX( 1)
WRI TE( 13, 106) XCONC( 1) , DEL(1)
WRI TE( 14, 106) XCONC( 1 ), DELM I )
WRI TE( 16, 107) XCONC( 1), YI NTER(1), YI NTRV(I)
WRI TE( 17, 107) XCONC( 1 ), HCLOW( I ) , HCHI GH( I )
END DO

99 FORMAT( A, A)

100  FORMAT( A)

101  FORMAT(A, F15.7)

102  FORMAT(A, | 7)

103  FORMAT(A, I3, A)

104  FORMAT(A, F11.5, A)

105  FORMAT(A F7.5, A)

106  FORMAT(F15. 6, F15. 7)

107  FORMAT(F15. 6, F15. 7, F15. 7)
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C END TO MAI N PROGRAM
END

Ck*********************************************************************
Ck***************************** SUBRClJTI NES EE R I S R R I R I R O

Ck*********************************************************************

C DEFI NE SUBROUTI NE TO | NTERPOLATE
SUBROUTI NE | NTRPL( XH, XL, PHI H, PHI L, PHI X, X)

C DEFI NE REAL STUFF
REAL XH, XL, PHI H, PHI L, X, PHI X

X = XL + (XH XL)/ (PHI H PHI L) * ( PH X- PHI L)

END
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