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PERFORMANCE PREDICTIONS FOR LINEAR 
ANTENNAS WITH OFFSET LOADING AND OFFSET 
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Abstract:  At frequencies below the first resonance the input impedance of a wide-
angle conical radiating resonator is primarily an inductive reactance with a small 
loss.  When loaded by inductive reactance around its periphery, the first resonance 
occurs when the antenna is electrically small.  At this resonance, the input reactance 
changes from inductive to capacitive as frequency increases.  This behavior is 
similar to that of a parallel combination of a lossy inductor and a lossless capacitor. 
When the same elements are connected in series, the resonance occurs when the 
reactance changes from capacitive to inductive, the characteristic behavior of a 
linear dipole.  For an unloaded dipole, resonance occurs when the tip-to-tip length is 
about one-half wavelength.  Interior series inductive loading can be used to reduce 
the size of a dipole at resonance and the current can be made nearly constant over a 
larger fraction of the dipole length.  Also, by moving the feedpoint from the center 
of the dipole toward an end, the real part of the impedance at resonance can be 
increased. 

Numerical studies using a low-frequency method of moments code (LFMOM) and a 
finite-elements code (HFSS) are used to demonstrate methods of design that 
enhance the radiating properties of loaded linear resonators.  A report on the 
progress made in size-reduction, bandwidth enhancement, and efficiency 
improvement will be given. 

1. Series Resonators in Parallel 
Electrically small antennas are widely believed to be poor performers, primarily for two 
reasons:  (a) the input impedance is difficult to match since the radiation from a small 
antenna is inversely related to its size in wavelengths, and (b) as the electrical size of a 
small antenna is reduced, the match bandwidth decreases.  The second of these problems 
has been attacked with some success by increasing the number of resonances within the 
desired operating band.  Early demonstrations of small multi-resonant antennas were 
done with radiating devices that could be approximately modeled as tanks (parallel 
resonators) connected in series[1].  Similar results can be obtained from series resonators 
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connected in parallel.  The analysis of these circuits provides guidelines that are useful in 
the design of small antennas.  One advantage of circuit models is that consideration of 
coupling is optional.  This may not be the case for radiating devices since coupling 
between radiating resonators may be hard to avoid in practice. 
 
Consider the circuit shown in Figure 1 (at the end of the text).  The equations of this 
system are: 
  

 
1 1 1 1 1 2

2 1 2 2 2

( 1/ )
( 1/

V R j L j C I j MI
V j MI R j L j C I2)

ω ω ω
ω ω ω

= + + +
= + + +                                 (1.1) 

which is a special case of the general equations for a two-port network that are usually 
written in matrix form as: 

 1 11 12

2 21 22

V Z Z I
V Z Z I

1

2

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (1.2) 

 
where 

 
( 1/nn n n n

mn

)Z R j L C
Z j M

ω ω
ω

= + −
=

 (1.3) 

The currents can be expressed in terms of the voltages by inverting the square matrix of 
Equation (1.2) 
  

1 22 12

2 21 11

1 1

2

I Z Z V
I Z Z V

−⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎛ ⎞= ⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥−Δ⎝ ⎠⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 

 
When the resonators are paralleled and a unit voltage generator is applied, 

 1 2 1 21.0V V I I I= = + =
where 

 
1 22

2 11
2

11 22 12

(1/ )( )
(1/ )( )

12

12

I Z Z
I Z Z

Z Z Z

= Δ −
= Δ −

Δ = −

 

 

assuming  

 12 21Z Z= (reciprocity). 
The result describes the input current of a one-port network,  

 11 22 12
11 22 12 2

11 22 12

2(1/ )( 2 ) Z Z ZI Z Z Z
Z Z Z

+ −
= Δ + − =

−
 

 
In the absence of coupling, , and the input current response to a one-volt source is 12 0Z =
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11 22

1 1 2 2
1 2

1 1 1 1
1 1( ) (

I
Z Z R j L R j L

C C
ω ω
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Secondary parameters can be introduced 

 0 0
1 n

n n
nn n
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CL C

ω = =  

so that 

 0

0 0

1n
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n n
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0nRω ω
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R R
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−
=

=
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 Equation (1.4) is in a form that is easily extended so that an arbitrary number of 
resonators can be added.  When the resonances of the system are related in a log-periodic 
manner, .  A conventional way to achieve the log-periodic connection 
among the resonances would be to scale the physical dimensions of each resonator.  One 
result of such scaling would be to achieve the same value of 

(1 )
0 01

n
nω ω τ −=

0R for all resonators. 
Furthermore, if the input impedance is normalized to this value, a general expression for 
the normalized impedance is 

 

01

01

(1 )
1 01

(1 )
01

1
1

( )

nor N

n
n

nnor n

Z

R j
ω

ω
ωωτ

ω ωτ

−
=

−

=

+ −
∑

 (1.5) 

 

Several observations about the behavior of the parallel connection of series resonators 
can be made by inspection of Equation (1.5).  When Rn is not zero, the impedance versus 
frequency locus will lie inside the unit circle on the reflection coefficient plane (Smith 
Chart) and variation of R0n will be effective in the placement of the locus.  Radiation loss 
will always be present in an antenna and the above result can be used advantageously to 
affect the degree of match to a feeder.   

 

2. Lumped-element Networks 
The principal advantage of lumped-element networks is the simplicity of analysis.  
However, it is the theme of this paper that much can be learned from consideration of the 
results of that analysis.  For example, computations of the input impedance versus 
frequency for a simplified case of Figure 1, in which only one resonator is present and the 
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coupling is thereby eliminated, leads to the Smith Chart plot of Figure ?.  Note that the 
normalized resistance at resonance can be changed on the chart by varying the value of 

0
L

n CR = .  Further computations were made by programming Mathematica to evaluate a 
reduced version of Equation (1.5). When two series resonators are connected in parallel, 
the impedance locus can be made to form a loop.  The loop on the left in Figure 2 is an 
example of an impedance locus that can be achieved with two series resonators in 
parallel.  In this example, the loop is not centered on the center of the chart and so 
provides a match that varies with frequency.  A second loop in Figure 2 is the result of 
attaching a transformer of appropriate transformation ratio to move the center of the loop 
closer to the center of the chart, thereby improving the impedance match. 

In many cases the improved match can be obtained by changing the parameters of the 
antenna itself and no external transformer is necessary.  Figure 3 shows a case where the 
impedance loop circles the center of the chart in such a manner that any operating 
frequency provides approximately the same degree of mismatch.  In those cases where 
the operating specification for the system defines a maximum allowable SWR, often 
placing the loop so that it passes through the maximum SWR value will produce a degree 
of mismatch that will be about the same for all other frequencies in the operating band. A 
single value of τ, the ratio of the resonant frequencies of each of the two resonators, will 
yield the value of input resistance at the parallel resonance that occurs between the two 
series resonances.  This largely determines the size of the loop.  Notice that the part of the 
impedance locus for τ = 0.5 that is contained within the SWR=2 circle encompasses a 
bandwidth of around 2:1.  The essentials of achieving this result are few: (a) a normalized 
resistance of approximately 0.5 of each resonator at series resonance, and (b) a 
normalized resistance of approximately 2.0 for the total network at the parallel resonance 
that falls between the two series resonances.  The former value is determined from the 
radiation resistance of the antenna at resonance and the characteristic impedance.   

The form of Equation 1.5 suggests that this pattern of behavior will repeat for higher 
frequencies.  The limit on achieving a network having the given degree of impedance 
match over an arbitrarily wide band seems thus to depend only upon the practical matter 
of realizability, i.e. how many resonators can be properly connected within the available 
space. 

3. Systems of Transmission-line Resonators 
To bring physical dimensions into consideration without unduly adding to the 
complication, transmission-line resonators provide a convenient intermediate point 
between lumped-element networks and antennas.  A small resonator can be fashioned 
from a section of uniform line that is terminated on one end in an open and on the other 
end in a short.  Such a resonator will be resonant at many values of its length, the smallest 
one being one-quarter wavelength.  This resonance will occur for even shorter lengths 
when the open is replaced by a capacitive reactance; and the short, by an inductive 
reactance.  Nor is it essential that these reactive elements be placed at the end of the line 
in order for changes in length at resonance to occur.  The realization of various values of 
normalizing impedance can be achieved in distributed resonators by simply choosing the 
location of the feedpoint. The input resistance of a radiating resonator can be varied by 
changing the location of the feed point.  Consider, for example, a section of transmission 
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line that is terminated on one end in an open circuit and on the other in a short circuit.  
The resistance seen at the input of such a line at resonance can be varied from zero to 
infinity by moving the feed point along the line from one terminated end to the other. 

By connecting in parallel two resonators with resonant frequencies that have the proper 
ratio, a loop can be produced in the impedance locus.  Figure 4 gives the schematic 
diagram for a system with tx-line resonators that are loaded in the interior to reduce their 
lengths at resonance.  Figure 5 shows the values of input impedance computed by using 
Microsoft’s Excel.  In this case, resistive loads provide the loss and the normalized 
impedance is the ratio of this resistance to the input resistance (at resonance) at the 
feedpoint.  Hence, the normalization can be adjusted by choosing the point of attachment 
to the resonator.  As shown in the figure, the input impedance computed for frequencies 
between 1 and 2 GHz has a loop that includes the center of the Smith Chart.  There is, 
however, a capacitive shift so that the center of the loop and the center of the chart do not 
coincide.  However, this shift can be compensated by a series inductor at the input of the 
network.   Note that the first resonance occurs at 1 GHz where l/λ = 0.125.  Hence, the 
system is electrically small.  At the second series resonance, l/λ = 0.25 and the system 
remains electrically small.  The fourth crossing of the real axis demonstrates the effect of 
a higher resonance of one of the lines and could be a point within or outside of the 
operating band. 

4. Method of Moment Computations for Linear Blade Dipoles 

The application of the above principles to linear dipole antennas has been demonstrated 
with moment method calculations of the input impedance of dipoles simulated as strips of 
flat, narrow, thin conducting material.   The geometry is shown in Figure 6 which 
includes lines depicting the edges of planar subsectional divisions of the area of 
conductor.  In the examples shown in Figure 7 the computed input impedance is shown 
for dipoles of length 14.6  cm and width 0.5 cm that may be fed off-center.  The feed 
location relative to the center of the dipole is given in the first column of the legend.  The 
several curves show the effect of various locations for the source and various values of 
loading with inductive reactance.  The case of center feeding with no load (dots) is given 
for comparison.  As the feed is moved toward the tip, the resistance at resonance 
increases.  This result can be used to increase the input resistance of electrically small 
antennas.  All the loads were located on the lowest patch on the upper half of the dipole, 
essentially base loading.  As the load inductance increases from 0 to 46.5 nH, the 
resonant frequency and bandwidth decreases.   

An example of a design an electrically small antenna using these principles is shown in 
Figure 9.  The input impedance crosses the real axis just below 425 MHz at a point well 
within the SWR = 2 circle.  The impedance locus remains in the SWR = 2 circle from 
about 422 MHz to about 427 MHz, a bandwidth of 5 MHz (about 1.2 percent).  Note that 
this bandwidth, defined on the basis of an SWR = 2, is much more restrictive than the 
usual one that is defined on the basis of half power (SWR = 5.83). 

Center loading, as approximated in the results above, will result in a current distribution 
that is almost triangular.  Figure 10 shows the magnitude of the axial current along a 
dipole with inductive loads placed symmetrically away from the center.  Note that the 
current is very nearly constant between the two inductances.  The improvement in power 
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radiated from this flat-topped current distribution as compared with a triangular one is 
approximately evaluated as the ratio of the areas under the respective currents. 

5. Realization of Load Inductors with Ferrite Beads 

At frequencies below 100 MHz the inductances used to lower the resonant frequency 
(and to shape the current distribution) could possibly be realized with wire-wound coils.  
However, some investigation of ferrite beads has been carried out to provide design 
information for use at somewhat higher frequencies.  Simulations were done for a 
monopole of 10.5 cm in height and 1.5875 mm in radius.  The monopole is attached to a 
square ground plane 45.7 cm on each side.  Input impedances have been computed using 
HFSS to simulate the effect of a ferrite bead of 9.525 mm in outside diameter, 4.75 mm 
in inside diameter, and a height of 6.35 mm.  The monopole is excited by a port source at 
its midpoint (52.5) and base (0.1).  Beads of two values of permeability (u) were used.  
Since the frequency-dependence of the permeability was neglected, the results are 
unrealistic for the frequencies given.  However, the results are indicative of practical 
results that might be expected at lower frequencies.  As seen in Figure 10, both beads, 
when located some distance from the end of the monopole, were effective in lowering the 
resonant frequency.  It is also apparent, from Figure 11, that the current distribution on 
the monopole is altered by the placement of the ferrite bead and this thereby changes the 
input resistance. 

6. Conclusions and Plans for the Future 
It has been shown that beneficial results can be obtained for a linear (dipole or monopole) 
radiator by choice of the locations of feedpoint and load.  Such an antenna with either 
offset feed and/or offset load retains the basic shape for its impedance locus and becomes 
a candidate for use as an electrically small radiating resonator with series-type behavior.  
A study of antennas with one or more of these series-type resonators connected in parallel 
is underway.  The influence of coupling between them has already been noted and will 
become an important part of the investigation. 

7. Reference 
[1] P. E. Mayes and W. Gee, “Using Multiple Resonant Radiators for Increasing the 
Impedance Bandwidth of Electrically Small Antennas,” Proc. 24th Annual Antenna 
Applications Symposium, Allerton Park, Illinois, September 2000.  
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8. Figures 

                            
   

Figure 1.  A one-port network comprising two paralleled, lossy series resonators 
including magnetic coupling.  

 

     
Frequency Relative to First Resonance
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Figure 2.  Computed input impedance for a pair of series resonators connected in parallel. 
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Figure 3.  Computed input impedance for two lumped-element resonators.  The value of 
Rn/R0n was chosen to place the point of intersection of the impedance loop on the SWR=2 

locus.  The value of tau was chosen so that the point on the opposite side of the loop is 
also on the SWR=2 curve.  The result is that all impedance points in the operating band 

have SWR less than 2.  By placing the series resonances closer together, the SWR will be 
decreased.  The center of the impedance loop can be located at various points on the real 

axis by choosing the characteristic impedances of the resonators. 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 4.  Schematic diagram of two tx-line resonators with offset lumped inductors.  The 
resonators differ in size by the scale factor, τ, and are connected in parallel.  A lumped 

inductor is located within each resonator.  
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Figure 5.  The computed input impedance for two tx-line series resonators in parallel. 

 
Figure 6.  Diagram of blade dipole indicating locations and relative sizes of the 

subsectional patches used in the analysis.   As shown here, a load inductance is located on 
the lower double patches and the source is centered on the upper double patches.  

However, in the analysis, either or both the source and the load could be moved to any 
patch. 
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Calculated Input Impedance of Two Blade Dipoles
           Half-Length=7.3, Half-Width=0.25cm
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Figure 7.  Calculated input impedance of two blade dipoles showing the effect of moving 

the feedpoint. 
Calculated Input Impedance of Three Blade Dipoles
           Half-Length=7.3, Half-Width=0.25cm

0 0.1 0.5 1.0 2.0 5.0

0.2

0.5

1.0

2.0 2.0

0.2

0.5

1.
0

2.0 2.0

Frequency: 100 to 1200 MHz
         in 50 MHz steps

Feed Location, Load
z=1.93 cm, L=23.25 nH
z=4.015 cm, L=23.25 nH
z=1.825 cm, L=46.5 nH

 
Figure 8. Calculated input impedance of three blade dipoles showing the effect of moving 

the feedpoint and changing the load inductance. 
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   Calculated Input Impedance of a Center-Loaded Blade Dipole
Half-length=7.3, Half-width=0.25 cm, Voltage source at z=2.555 cm
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Figure 9.  Calculated input impedance of a center-loaded, offset-fed blade dipole. 
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Figure 10.  Axial current magnitude versus patch number on linear blade dipole with 

inductive loads near each end. 

282



Resonant Frequency vs Ferrite Core Height for a Monopole
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Figure 11.  Resonant frequency (MHz) versus height of ferrite bead (cm). 
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Figure 12.  Radiation resistance (ohms) versus height of ferrite bead (cm). 
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Abstract 
 

The Global Maritime Distress Safety System requires monitoring of 2182 and 2187.5 

kHz for distress calls within 150 nm of shore. A network of monitoring sites is 

required to cover the large US coastline. The US Coast Guard has selected a 54’ 

monopole antenna for all sites to limit costs. Sites are immediately adjacent to the 

coast, and ground systems are tailored to the specific location. 

 Comparison of free-space far-field radiation patterns is typical, but this is 

misguided for ground wave radiation systems. The surface wave component 

propagates laterally at the air-earth interface and is evanescent vertically. However, 

the use of MoM and a planar Green’s functions to represent the lossy earth lacks 

the flexibility to design the antenna for one ground type and observe its propagation 

performance over seawater. Our approach is to develop the antenna ground system 

over a homogeneous earth, export the currents, and radiate them using full 

analytical equations. Antenna designs are then compared at a distance of 1 km, per 

ITU standards. All designs retain the 54’ free-standing design and have differing 

ground systems to emphasize launching the surface wave. Several designs are 

presented that improve the coverage over seawater without increased installation 

complexity. 

1 Introduction 

This study encompasses two aspects of ground wave-based communications: the 

propagation mechanism and, separately, the antenna design. Often in the literature, the 

two subjects are divorced. Our approach fulfills a practical need to be able to improve 

upon standard antenna installations and compare various design options. These options 

are the reality of site selection and depend on the availability of land, its current use, and 

the proximity to the coastline. The Global Maritime Distress and Safety System 

(GMDSS) has a “Sea Area 2” requirement for the monitoring and response to distress 

calls at the MF frequencies of 2182 and 2187.5 kHz. The US Coast Guard is currently 

improving its coverage for these frequencies along all the US coastlines
1
. The US will 

then declare to the International Maritime Organization when it has fulfilled the 

                                                 
1
   An overview of GMDSS can be found http://www.navcen.uscg.gov/marcomms/gmdss/default.htm. 
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requirement for “Sea Area 2” and to what distance seaward that area extends. Currently, 

the objective distance of 150 nautical miles is being sought. ITU-R M.1467 specifies the 

procedure for measuring an antenna installation’s field strength at 1 km [1]. It is based on 

an ideal short monopole, with 1 kW available power and no earth losses. Losses from the 

ideal monopole are accounted for by measuring the received power with a calibrated 

short monopole at 1 km. The most notable, and often used, program for predictions is the 

ITU-R ground wave model, GRWAVE 

 We observe that this ideal approach lacks the flexibility to compare different 

design options and sites since these sites may be on different real earths. Separately, the 

use of planar Green’s Functions in such programs as NEC4d [2][3] and FEKO
®

[4] do not 

allow for the use of different lossy grounds. Analyzing the problem through a fully 

numerical solution is impractical, if not entirely unattainable, with today’s 64-bit 

processors.  

 Our approach assumes the antenna is installed near the coastline, such that the 

losses to the ground during propagation before reaching the coastline (i.e., seawater) are 

minimal. In such, currents on various antennas are solved using standard Method of 

Moments (MoM) techniques with FEKO
®

 for the soil on which such an antenna would 

be installed. The losses of the ground show a direct effect on the antenna currents and 

input impedance. Since strongly coupled fields are most important within a half-

wavelength of the antenna, as a general rule, an installation within 68m (225 ft) of the 

coastline will account for the over-land losses well enough for design purposes. This 

distance is a reasonable limit for many existing Coast Guard properties. 

 Because this study does not incorporate, currently, the earth’s curvature, 

refractive atmosphere, or the rough surface scattering from the sea, we evaluate all fields 

up to the ITU-specified 1 km distance. With these relatively minor additions, a full-

featured tool could be developed to determine the range for the minimum field strength 

for each antenna design. 

 Section 2 of this report presents the background and development of the 

propagation solutions. Section 3 presents our antenna designs and parametrically presents 

how the real ground effects each design. Section 4 discusses future work, and Section 5 

has our conclusions. 

2 Ground Wave Propagation 

Since MF GMDSS communications rely on ground wave propagation, it is necessary to 

clarify the nature of ground wave propagation. Though the problem of a vertical electric 

dipole and resulting ground wave were first investigated by Sommerfeld at the turn of the 

20
th

 century, it is evident from recent papers that the underlying physics and mathematics 

of the problem are often not entirely understood [5][6]. The ground wave loss factor will 

be developed and discussed. A means of computing the loss factor will be recommended, 

and its inherent limitations also discussed. 

 For this reason, Section 2.2 contains a brief discussion of different solutions to the 

Sommerfeld problem which have been published in recent years. The reader must 

understand that the field has been extensively studied by many brilliant minds throughout 

the years. However, to a certain extent, diverse goals have played a role in shaping the 

overall understanding, and no “unified” ground wave theory exists. To circumvent this 
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problem, we discuss the many different approaches, their limitations, and make future 

recommendations. The most common error encountered in applied ground wave 

literature is a deviation in the definition of “ground wave” from the theoretical ground 

wave literature. Following the IEEE standards definition, a true ground wave can be 

decomposed into three respective components: (1) Direct wave, (2) Ground reflected 

wave, and (3) Norton surface wave, as shown in Figure 1 [7]. 

 

Figure 1. Components of a ground wave. 

 

2.1 Ground Wave Propagation & Sommerfeld’s Problem 

There has been much controversy surrounding the Sommerfeld problem, as evident in 

Wait’s review [8]. It is interesting to note that despite being published close to 90 years 

after Sommerfeld originally proposed the problem, Wait’s paper still contains a 

conceptual error which was not completely resolved for another 6 years by Collin [6]. 

 The formulation of the Sommerfeld problem can be found in numerous sources, 

and as such, the reader is referred to them for the derivation. Care must be taken when 

comparing expressions, as each author approaches the problem from a different 

perspective. The works of Ishimaru [9], Wait [8], and Banos [10] set up the problem 

using Hertzian potentials while King [11] and Chew [12] solve directly for the fields. For 

a basic understanding of the problem and derivation, the work by Ishimaru is 

recommended, while a more thorough discussion can be found in King’s work. 

 The Sommerfeld problem attempts to find an analytic solution for the radiated 

fields of a vertical electric dipole located above (or on) a lossy half-space, as shown in 

Figure 2. A vertical electric dipole produces only TM fields (Hz = 0) and the vertical 

component of the E-field in the upper half-space can be expressed as [12] 
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with σ being the conductivity and ΓTM being the TM polarized reflection coefficient for 

plane waves. Equation (1) is generally referred to as the Sommerfeld Integral. 

Expressions for all other vector field components can be derived from (1) using the 

relationships given by Chew [12]. From the above expressions, it is easily seen that the 

total field in the upper region can be expressed in terms of an infinite number of incident 

(1
st
 term) and reflected (2

nd
 term) plane waves. Unfortunately, there exists no analytic 

solution to (1). Even with today’s computers, numerical solutions of (1) are often 

impractical due to the oscillatory nature of the Bessel function in the integral.  
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Figure 2. Coordinate system and geometry for Sommerfeld problem. 

 

 In order to evaluate the Sommerfeld integral, regardless of the approach one uses, 

there is one universal limitation that must be imposed:  loss must be present within the 

system. The purpose of the loss is often not fully explained or understood in the literature. 

At the start of Sommerfeld’s work in the early 1900’s, physicists were attempting to 

understand and explain the propagation of radio waves across the Atlantic Ocean, an 

effect now attributed to ionospheric refraction and reflection. As a result, the work of 

Sommerfeld and Norton, among others, focused on the propagation over a lossy 

Vertical 

Electric Dipole 
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dielectric, with a dielectric constant much larger than air or free-space in order to model 

the salt water. More recent work by King [11] claims to have removed the condition of a 

lossy medium and only requires that the magnitude of the earth’s wave number be much 

larger than that of free space. In reality, the loss, no matter how small, is required to 

guarantee convergence of (1) [10]. This is a minor point since we already assume an 

infinitesimal amount of loss in a given medium to ensure uniqueness. Furthermore, in 

many cases we are concerned with the asymptotic behavior of the surface wave. From the 

early work of Norton, we expect a field that decays as 1/r
2
 on the dielectric surface. 

However, to obtain this dependence, an asymptotic series is employed which is only valid 

if there is finite conductivity [13][6].  

 More commonly, asymptotic techniques are used to find a suitable solution to 

Sommerfeld’s integral. For “far-field” radiation with the source and observation point 

above the interface, the saddle point technique of [9] can be applied to (1), resulting in 

 

 























+−−







 +
−+−−Γ

+






















+−−







 −
−+−−≈

−

−

32

1

2

1

2

32

1

2

1

2

1

32

1

2

1

2

32

1

2

1

2

1

33

4

33

4

1

1

iiiiiii

rjk

TM
o

ddddddd

rjko
z

r

j

r

k

r

jk

r

dz

r

j

r

k

r

jk
e

k
Idl

r

j

r

k

r

jk

r

dz

r

j

r

k

r

jk
e

k
IdlE

i

d

π

ωµ

π

ωµ

 (2) 

 

 

where ΓTM is the TM reflection coefficient defined earlier. The first term is the E-field 

component that would result from a dipole radiating in free-space at z = h. The second 

term is the field that would result from an image source reflected about the xy-plane and 

multiplied by the reflection coefficient. While very simple to compute, (2) consists of 

only two spherical waves and predicts no ground wave component. This is evident if we 

let 0→→ dz . Then, rd = ri and ΓTM = -1; and the vertical electric field goes to zero. For 

ground wave communications, (2) is ineffective in that it fails to predict the correct fields 

for targets located on or near the earth, such as ships. The failure of (2) rests with the use 

of the saddle point approximation and its inadequacy as z and d approach the surface. 

 As the dipole or observation point approaches the air-dielectric interface, 

alternative approaches must be used. This is because as the antenna or field point 

approach the surface, we approach a grazing incidence problem. The pole located in the 

denominator of (1) approaches the saddle point used in the derivation of (2) and an 

alternative technique must be used. The most common approach, which was employed 

early on by Norton [14] and explained in detail by Ishimaru [9], involves the use of the 

modified saddle point approach. King [11] developed a slightly different approach to 

evaluating the Sommerfeld integral. The remainder of this section will focus on the more 

recent work by King, as it appears to be slightly more general and the explicit expressions 

are provided for the electric and magnetic fields as opposed to the Hertzian potentials 

used by other authors. In both cases, an image term is factored out of the reflection term 

of (1). Though there are many possible deviations, the end result is [10]: 
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which clearly shows the direct field, an image field (such as would appear if the dipole 

was located above a PEC), and a surface-correction term that accounts for the finite 

conductivity of the dielectric ground. This formulation eliminates the use of the reflection 

coefficient ΓTM. As the conductivity of the ground tends to infinity, the surface-correction 

term disappears. On the other hand, if the dielectric constant of the ground approaches the 

dielectric constant of the air, the third term should completely cancel out the second term. 

This is indeed the case as zz kk 21 → and 21 kk → . 

 The direct and image terms in (3) have closed-form solutions, which are well 

known. If we rewrite the E-field as a summation of direct, image, and surface correction
2
 

terms as 

 

 sc

z

i

z

d

zz EEEE ++= , (4) 

 

then the direct term can be rewritten in closed form as [10] 
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and the image term is identical with the substitution of z+d for z-d and ri for rd. If (5) is 

used to calculate the transverse field components, and the cylindrical coordinate system 

converted to spherical, we would obtain the more familiar expression for an infinitesimal 

dipole found in the antenna literature. We note that the formulation of the surface 

correction term of (4) is not an independent surface-wave term. By splitting the E-field 

into a direct and image term, we are not separating the problem into two sky-wave and 

one surface-wave terms. If E
i
 + E

d
 represented a sky wave then we know that their sum 

must be zero on the surface for this case. Instead, we see that the two expressions become 

equal and add together. Therefore, E
sc

 contains a component of the sky-wave in addition 

to the surface wave.  

 With the exception of a finite loss, no other assumptions or approximations have 

been made up to this point. In order to find an easily computable form for E
sc

, all of the 

aforementioned works, with the sole exception of Collin, assume 

 

 2

1

2

2 kk >>  

                                                 
2
 The superscript “sc” is used as opposed to King’s superscript “s” to emphasize the point that E

sc
 is not a 

classical surface wave. 
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Because most of the early work centered on propagation over the sea and dealt with low 

frequencies, this assumption was more than justified in order to obtain an easily 

computable expression. However, in the contemporary solutions of King, this assumption 

is still applied. If this assumption is valid, then  
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 However, in order to formulate the above expression, one must also assume that 

the main contribution to the integral comes from when 1~ kkρ . However, as Collin 

points out, when ( )dz +  and ρ  are small, ρk  must be “much larger before the 

exponential function in E
sc

 will exhibit a significant decay and the Bessel function will 

exhibit rapid oscillations” [15]. In the same paper, Collin went on to verify this fact by 

comparing King’s approximation to a full numerical integration of (6). This, too, is 

subject to debate, as how small (z+d) and ρ are allowed to be is dependent on how much 

larger k2 is relative to k1. King arbitrarily sets this limit as a factor of 3, however, as 

pointed out by Collin, this limit is not large enough for points close to the antenna. 

 For MF GMDSS applications, we are generally not concerned with the field very 

close to the antenna, and thus King’s expressions should be more than adequate, and are 

easily computed. By applying the modified saddle-point technique or stationary-phase 

method to (6), we are left with 
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and C2+jS2 is an alternative form of the Fresnel integral as defined in equations 7.3.3 and 

7.3.4 of Abramowitz and Stegun [13]. The term P2 is the numerical distance, modified 

from the Sommerfeld numerical distance to allow for the current source and observation 

points to both be above the ground. This expression is subject to the conditions that: 
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 1. 2

1

2

2 kk >>  

 2. The field point is sufficiently far from the antenna. 

 3. Loss is present in the system. 

 

 Recall, however, that the “sufficient” distance is dependent on how much larger 

the wave number of the ground is compared to the wave number of the air. For a typical 

sea, the dielectric constant and conductivity are sufficiently high so that (7) is very 

accurate, even at distances close to the antenna. If (4) is normalized by the electric field 

of a dipole in free-space, then the resulting power can be used as a propagation loss factor 

discussed in the previous section. Recalling that the path gain factor, F, is the factor by 

which the propagation differs from that of free space, F can easily be computed by 

 

  

freespace

Sommerfeld

E

E
F =  

 

where the ESommerfeld is computed from (4), and Efreespace can be found in most antenna 

literature including King [11]. Generally, the component of the E-field in the above 

expression is the theta component. 
 For large numerical distances, P2, we know that (4) must reduce to the well 

known Norton surface wave when z = d = 0. To achieve this from King’s expressions, we 

can use the asymptotic series representation of the Fresnel integral in (7). When the first 

two terms of the asymptotic series are retained and after basic manipulations, (4) reduces 

to 
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which is the Norton surface wave. 

2.2  Comments on Sommerfeld Implementations & Propagation 

From (4), King’s expression for the field radiated by a vertical electric dipole on or above 

a lossy ground can be expressed as: 
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 In order to compute the alternative form of the Fresnel integral shown above, we 

first use the following relationships to the standard Fresnel integral: 
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The Fresnel integral can then be related to the error function by 
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 There are several series representations that can be used to compute the error 

function in the above expression. We chose the implementation of Zhang and Jin which 

relies on Abramowitz and Stegun [13] equation (7.1.5) for |ζ| < 5.8 and the asymptotic 

series of (7.1.23) for |ζ| > 5.8 [16]. It is worth noting that although the cutoff values in 

Zhang and Jin’s algorithm appear somewhat arbitrary, modifying these limits resulted in 

a divergent series or operator overflow. Equation (7.1.29) can also be used, however, this 

expression relies on hyperbolic functions and so care must also be taken to avoid 

arithmetic overflow when computing these functions.  

 By coding the above expressions, it is possible to observe the behavior of the 

E-field on the surface, as shown in Figure 3. Depending on the distance away from the 

antenna, the field strength exhibits a fast-decaying 1/r
3
 near-field dependence, followed 

by a slower decaying 1/r far-field dependence, and finally at sufficient distances, the well 

known 1/r
2
 dependence associated with the Norton surface wave. The dotted line 

represents the well-known Norton surface wave alone. (A small glitch in the King 

expression plot appears around 10
6
 m on the plot, due to a convergence issue in the 
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asymptotic series of the error function. This issue is purely numerical, and only occurs 

after the wave is easily identified as a Norton surface wave.) 

 Figure 4 demonstrates the E-field on a sea surface for various frequencies. Below 

10 MHz, one must be very far away for the Norton surface wave to appear. As the 

frequency increases, the Norton surface wave appears closer to the antenna; however, the 

amplitude of the surface wave is much lower. The reason that the Norton wave appears 

closer to the antenna at higher frequencies is due in part to the fact that the distance 

appears much larger for the smaller wavelength. On the other hand, the reason that the 

amplitude of the Norton wave is smaller at higher frequencies is due to the smaller wave 

number of the ground, relative to the air. For example, at 10 MHz over a sea, ksea/kair ~ 60 

-j60. However, at 1 GHz, this ratio drops to ~10-j4. So as the frequency increases, not 

only does the relative wave number drop, but the imaginary component decreases faster 

than the real component with increased frequency.  

 

 

 

Figure 3. Example of E-field from vertical electric dipole  

demonstrating various degrees of field propagation. 

 

 

 Finally, we consider the definition of “far-field”. In antenna theory, the far-field 

region is generally thought of as the region away from the antenna in which the angular 

field distribution is independent of distance. For example, the well known “cosine-

squared” pattern of a unit dipole in free space is the same at any two radial distances; 

assuming the distances are much larger than a wavelength and the largest dimension of 

the antenna. However, for dipole systems close to a real ground, the ground is essentially 

1/ 

1/ 

1/ 
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part of the antenna, and a conventional far field has little meaning. This is illustrated in 

Figure 5 which shows the far-field patterns of a vertical electric dipole on a sea surface at 

2.2 MHz for various radial distances. While all radial distances were chosen to be much 

larger than a free space wavelength, there are drastic variations in the pattern near the 

ground due to the surface wave component. We found that above 1 GHz the pattern to be 

independent of distance. 

 Although we compare field strengths in our antenna design in Section 3 only at z 

= 0, for the MF frequency, we see little vertical variation of the field within the practical 

height limits of ships. The height variation is observed in Figure 6 for frequencies 2.2 

MHz, 10 MHz, and 100 MHz. 

 

 

Figure 4. Electric field on sea surface from a vertical electric dipole. 
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Figure 5. Normalized vertical electric dipole far-field patterns 

on sea surface for various radial distances at 100 MHz. 

 

 
Figure 6. Field strength as a function of height for vertical electric dipole 

on sea surface for three frequencies. 
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Figure 7. Electric field of a vertical electric dipole on various ground types at 2.2 MHz 

(Medium Dry Earth line and Very Wet Earth line overlap). 

 

 The effects of conductivity should be taken into account when predicting ground 

wave propagation. Figure 7 demonstrates the effects of ground type on the overall 

propagation at the surface. For MF frequencies, we see that conductivity plays a large 

role in maintaining the strength of the surface wave. Within the λ/2 distance of 68 m, and 

may be extended out to 500 m, only a 0.2 dB divergence was found between the wet 

earth and seawater. This is a tenant assumption made in Section 3. At frequencies in the 

GHz range, the real component of the dielectric constant determines the behavior of the 

surface wave. This is related to the scaling of the imaginary component of the wave 

number mentioned earlier.  

2.3 Comments on GRWAVE 

Since the ITU recommended program GRWAVE is openly available and considered the 

de facto standard for ground wave propagation predictions, we should discuss the 

methodology GRWAVE uses to compute the propagation loss. Unfortunately, the 

underlying algorithms in the GRWAVE code are undocumented. To the best of our 

knowledge, the current version of GRWAVE is still based on of a paper by S. Rotheram 

[17]. Based on Rotheram’s paper, GRWAVE accounts for all components of the ground 

wave, plus an additional term representing the ionospheric propagation path (i.e. sky 

wave), all over a spherical earth
3
. To do so, three general methods are used based on the 

                                                 
3
 In other words, GRWAVE does not compute the ground wave propagation factor as defined by IEEE 

standards referenced earlier, but rather a ground wave plus an ionosphere wave. 
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system parameters such as antenna height, observation height, and distance from the 

dipole. 

 For long distances, generally over the horizon of a spherical earth, a residue series 

summation is used for a dipole over a lossy earth. Above the dipole is an exponentially 

varying atmosphere. Most of the expressions are based on several of J.R. Wait’s papers, 

which are summarized in [8]. While most of Wait’s work focuses on a linearly varying 

atmosphere, Rotheram expanded upon it to account for a more realistic exponential 

atmosphere. However, the added accuracy is somewhat unnecessary, as Rotheram 

concedes in his paper that above 1 MHz, the exponential atmosphere provides no 

additional accuracy over the linear atmosphere. Furthermore, if a linear atmosphere can 

be assumed, the “4/3 equivalent radius” approximation can be used with negligible loss 

of accuracy. The equivalent radius approximation assumes that the effects of the linear 

atmosphere can be accounted for by using a homogeneous atmosphere above an earth 

with a radius 4/3 larger than the original earth.  

 For short distances, the “extended Sommerfeld” solution of Wait is used. In this 

case, “extended” refers to the fact that the effect of the earth’s curvature is accounted for 

unlike in Sommerfeld’s original problem. At short distances, ionospheric propagation 

should have little to no effect, and it appears that Rotheram does not include it at these 

short distances. For intermediate distances where the antenna and receiver (observation 

point) are located at distances above the ground, geometrical optics is used. At this time, 

we are not concerned with this situation as it does not lend itself to surface waves. 

 Despite the lack of documentation for GRWAVE, it appears that for many 

applications, it offers a suitable alternative to new code development. We find the main 

shortcoming of GRWAVE to be the lack of control it provides to the engineer to consider 

alternative antenna designs to the short ideal monopole and to account for antenna losses 

into the earth. 

3 Ground Wave Antenna Development 

In Section 2 we presented the propagation mechanisms for ground wave communications 

and developed our approach for calculating the fields at and above the surface of a real 

earth. Now, we turn our attention to the development the antenna for the MF GMDSS 

system. The field results presented in this Section are the combination of finding the 

antenna currents as installed on a real earth and then computing the ground wave fields 

using the equations from Section 3. Again, this assumes that the antenna is installed near 

the coastline and that there are no significant propagation losses between the antenna and 

the seawater. This 2-part approach to the antenna design meets a practical need to 

compare various ground wave antenna installation designs that are possible in a 

moderately sized geographic area. As an example, we needed a method to compare a pier 

installation to an over-land installation, where both sets of fields propagate over seawater. 

In both FEKO
®

[4] and NEC4d[2], the real ground cannot transition, and comparing the 

ground wave fields from one antenna installed and radiating over a dry earth and from 

another designed and radiating over seawater is meaningless. 

 This study does not incorporate, currently, the earth’s curvature, refractive 

atmosphere, or the rough surface scattering from the sea. We evaluate all fields up to the 

ITU-specified 1 km distance, but with these relatively minor additions, a full-featured 
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tool could be developed to determine the range for the minimum field strength for each 

antenna design. 

 The antenna designs considered in this study began with a 54-ft (16.46 m) 

freestanding monopole, but at the end we consider a 54-ft dipole as well. The monopole 

is typically installed on at 1.5 m high concrete pillar and attached to a ground radial 

network of 60 60-foot long radials that are buried slightly below grade. The US Coast 

Guard selected this antenna in part because of the reduced material costs and much lower 

installation costs that taller freestanding or guyed towers. This monopole is slightly less 

than λ/8 in length, and we know that its current distribution as a thin-wire short antenna 

will be nearly triangular. Typical installations use an L-network with series and shunt 

inductors to achieve a narrowband conjugate match, which is tuned on site. 

 In beginning our designs we chose to ignore the mismatch and in simulation have 

1 kW power delivered to the antenna. Part of this assumption was that the realized 

efficiencies from most possible antennas, including matching, would be around 60% +/- 

10% and not a driving factor. This assumption may not in the end hold true.  

 These simulations were completed using the MoM engine and planar Green’s 

functions within FEKO
®

 with a voltage source. All simulations were completed at 2194 

kHz, a test frequency that was made available for this project since some related work 

compared predictions to measured data. The effects of surrounding structures were not 

considered. 

3.1 Baseline Antenna Design 

We defined the 54-ft freestanding monopole installed on at 1.5-m high concrete pillar and 

attached to a ground radial network of 60 60-foot long radials as our baseline design. This 

antenna does a sufficient job in ensuring a large current magnitude at the antenna feed; 

however, it requires a substantial amount of land space for most Coast Guard locations or 

the costs of leasing coastal land. Thus, one motivation in this work was to reduce the area 

needed for the ground radial network while achieving the same coverage performance. 

 The first investigation of the baseline antenna is to modify the height of the base 

on which it is mounted. The 1.5-m base is convenient in reality because it allows for the 

mounting of the L-network on its side and provides some protection against flooding. A 

typical installation photo is shown in Figure 8. The simulation model is shown in Figure 

9 (real ground is not shown). The base is accounted for by moving the feed location to 

above the ground and shifting the antenna upward. 

 Three base heights were simulated and compared: 0, 1.5 m, and 2.44 m (8 ft). We 

limited our base to 8 ft because it is only incrementally more difficult than creating a 1.5 

m pillar. While it is clearly understood that the ground radials perform the function of 

creating a counterpoise to the monopole, the presence of the real ground is certainly 

observable. For all investigations, four grounds were considered as shown in Table 1. The 

last is hypothetical since a seawater installation of ground radials is not realizable. 
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Figure 8. Typical baseline installation 

 

Figure 9. Model of baseline simulation 

 

 

Table 1 – Real Ground Parameters Considered 

Soil 

Label 
Description εr σ 

S1 Medium Dry Earth 9 0.01 

S2 Wet Earth 15 0.1 

S3 Very Wet Earth 30 0.01 

S4 Seawater 81 5 
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 The first observation from the currents shown in Figure 10 for 2.194 MHz is that 

the conductivity is the driving factor in the development of the currents on the antenna. 

This matches the observations put forth in Section 2.2. We received similar current 

results and thus field results from antenna on soils S2 and S4 because both are considered 

good conductors by (σ/ωε)
2
 >> 1. We chose in some figures only to show results for soils 

S1 and S4 because they represent the two extremes. Still, the currents between the four 

soil types under the baseline antenna are not greatly different. The presence of the large 

ground radial system in the baseline design is sufficient to mitigate most lossy effects of 

the real ground. 

 

 

Figure 10. Currents for baseline antenna with base height = 0 on different real grounds 

 

 With this basic understanding of the difference in the currents for different soils, 

the currents over soil S2 are observed for different base heights in Figure 11. The changes 

in the pillar height show an effective lengthening of the antenna (its Jz components) and 

offsetting of the feed from the center of a theoretical monopole and PEC image. Raising 

the antenna on a base serves to make the lower half appear as an inverted top-hat and the 

current distribution takes on a uniform shape. While the peak current is reduced, there is 

an improvement in the average current, and as shown in Figure 12, a slight improvement 

in the fields. This lengthening is evident by observing the input impedance on the antenna 

shown in Table 2. Improved resistance and a smaller negative reactance are observed 

with increased length. 

 

 

S1 - Med. Dry Earth  (εr = 9, σ = 0.01) 

S4 – Seawater (εr = 81, σ = 5) 
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Figure 11. Currents for different base heights on Soil S2 

 

Table 2 – Impedances for Baseline Designs 

 S1 S2 S3 S4 

0 m 7.7 - j 441.6 6.9 - j 441.4 7.6 - j 441.7 6.6 - j 441.8 

1.5 m 10.7 - j 419.4 9.7 - j 419.1 10.6 - j 419.6 9.1 - j 419.6 

8 ft 12.7 - j 401.8 11.5 - j 401.4 12.5 - j 402.0 10.9 - j 401.9 

 

 

 Applying the formulas from Section 2, we predict the field strength at a height z = 

0 for distances up to 1 km as propagating over seawater (εr = 81, σ = 5) using the ground 

wave solution presented in Section 2.2. These results are shown in Figure 12 for the four 

soil types and 0 and 8-ft base heights (to illustrate a range) where the antenna would be 

installed  The first observation is that the different base heights have a minor role in 

improving the ground wave field strength; differences in field strength are less than 0.1 

dB. The most dominating factor remains the conductivity of the real ground over which 

the baseline antenna is installed. Note how the fields from antennas on soils S1 and S3 

are nearly identical. At 1 km, the overall field strength differs a maximum of 0.77 dB.  
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Figure 12. |Ez| at z = 0 over seawater for baseline antennas installed on various real grounds 

 

3.2 Buried Dipole 

In this section, we investigate the burial of a single vertical ground rod in lieu of a ground 

radial network. This design can be considered the limit of reducing the ground radial 

network and is in concept tempting, but its value here is in inferring the effects of the real 

ground on the antenna currents. In these results, the ground rod was sunk an impractical 

54 ft vertically into the ground. 

 One early observation was an issue with convergence of the solution. Due to the 

increased dielectric constants of real ground, higher segmentation requirements should be 

needed. Results for soils 1 and 4, which have the largest differences in both permittivity 

and conductivity, are compared in Figure 13 and Figure 14 with increasing segmentation. 

Soil S1 converges within a λo/100 segmentation, although probably much sooner, but soil 

S4 requires at least a λo/500 segmentation. As a general rule, segmentation of λo/10 is 

appropriate for the air dielectric. We observe here that the sampling should occur at least 

at a rate of 1 per skin depth and possibly higher, where the skin depths of these two soils 

are 3.585 m and 0.152 m, respectively. Normalizing the skin depth to the wavelength 

yields segmentations of δ/λo = 38 for Soil S1 and δ/λo = 900 for soil S4. 

 We originally hypothesized that the establishments of large currents within the 

ground portion of the antenna would lead to the best ground wave field strength. This 

remains a true statement, but the losses to the antenna currents from the real ground 

reduce the above-ground currents significantly. This understanding points to the need to 

insulate the buried section of the antenna from the real ground. Analytical solutions for 

buried antennas were presented by Wait [18]. We have not fully analyzed these designs 
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and compared them to others presented herein. Numerical solutions would not be easily 

achieved. Such an investigation requires significant computing resources since we will 

need to represent the ground as a large dielectric volume and do several studies to ensure 

the convergence of the solutions. 

 The current magnitudes of each installation are also very telling of the ground loss 

mechanisms. Not only does seawater (Soil S4) show significantly higher currents than for 

medium dry earth (Soil S1), but the losses within the soil are quickly evident. The current 

distribution is significantly reduced for a Soil-S1 antenna and slightly reduced for a Soil-

S4 antenna from their respective baseline antenna currents. While the seawater behaves 

like a good ground at 2.2 MHz, these results argue for designs that electrically remove 

the antenna from the lossy ground as much as possible. 

 

 

Figure 13. Currents for buried dipole in medium dry earth (Soil S1) for increasing λo segmentation 

 

 

Figure 14. Currents for buried dipole in seawater (Soil S4) for increasing λo segmentation 
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3.3 Elevated Radials 

Christman put forth in several papers the idea of elevated radials [19]. We adopt his 

design here as an attractive solution with a much smaller ground radial system. When 

considering such an installation, we limited the base height to 8 ft and to horizontal 

ground radials, whatever their count and length, to a height of 8 ft as well. We envision 

such a design for both its ease in installation (ground radials tensioned to insulated 

mounting poles) and maintenance issues, such as grass mowing under the radials. Our 

comparisons are made to the 1.5-m baseline height because of its current standard use. 

 There are many options possible with this mounting, but a definite reduction in 

the number and length of ground radials is needed to make it more appealing than a 

baseline installation. For the four soil types, improved field strengths are achieved with 4 

60-foot elevated radials. These results are in line with those presented by Christman [19]. 

We believe this is an attractive design for the Coast Guard, and thus we present several 

options over each soil type in Figures 15-18. 
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Figure 15. |Ez| at z = 0 over seawater for various elevated radial designs installed on Soil 1 
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Figure 16. |Ez| at z = 0 over seawater for various elevated radial designs installed on Soil 2 
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Figure 17. |Ez| at z = 0 over seawater for various elevated radial designs installed on Soil 3 
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Figure 18. |Ez| at z = 0 over seawater for various elevated radial designs installed on Soil 4 

 

3.4 Vertical Dipole over Ground 

We next investigate the idea of raising the feed point within the 54-foot monopole. This 

design, like the buried dipole, eliminates the large ground radial system entirely. This 

departs somewhat from the Coast Guard’s approach and would require a different 

antenna to be manufactured. However, we believe that this antenna could be satisfactory 

made to be structurally freestanding and include a matching network at the feed. We look 

at both a grounded antenna and an ungrounded antenna. The ungrounded antenna is 

effectively a dipole, and we observe impedance changes in line with a shorter antenna. 

 There are a number of variations possible, but we limit the presentation of our 

results to an antenna mounted on a 1.5-m base with a center feed. The current 

distributions in Figure 19 show the triangular distribution expected from short dipoles 

installed over soils S1 and S4. The variation between the different ground types is 

minimal, indicating that improvements from a disconnected ground radial system will 

offer minimal improvement, which we observed. 

 The fields produced by these designs are compared in Figure 20 to the fields from 

the Baseline designs on 1.5-m bases. It is clear that the connected dipole antenna suffers 

more loss, and when the conductivity of the soil is low, the losses increase. The dipole is 

not as good a design on Soil 1, where the baseline design remains dominant. The 

drawback of the short dipole design is first and foremost the input impedance. The input 

impedances for all six antennas are shown in Table 3. Although better field strength can 

be achieved using the dipole design when there is 1 kW of delivered power, the increased 

negative reactance is substantial enough that losses in the L-network will likely eliminate 

these benefits. 
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Figure 19. Current distributions for various dipoles and baseline antennas on soils S1 and S4 

 

900 910 920 930 940 950 960 970 980 990 1000
-10

-9.5

-9

-8.5

-8

-7.5

-7

-6.5

-6

-5.5

-5
Fields at z=0 for Alternative Dipole Installations

Distance (m)

|E
z
| 
(d

B
V

)

 

Connected Dipole S1

Dipole S1

Baseline S1

 

Connected Dipole S4

Dipole S4

Baseline S4

 

Figure 20. |Ez| at z = 0 over seawater for dipole and baseline designs 

over medium dry earth (Soil S1) and seawater (Soil S4) 
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Table 3 – Impedances for dipole and baseline designs 

 S1 S4 

Connected Dipole 27.7 – j 794.2 17.6 – j 796.6 

Dipole 7.8 – j 1929.1 5.8 – j 1929.3 

Baseline 1.5m 10.7 – j 419.4 9.1 – j 419.6 

 

3.5 Pier Installation 

Our last design concept arrives from a very common installation option seen with this 

project. The installation of the antenna on a pier eliminates the need for a large land area, 

reduces the possibility of near-field structures, and capitalizes on the good conductivity 

of seawater. Typically, the design of these installations is to mount the antenna on a 

1.5-m base and run a ground rod down about 10 ft into the water. Such an installation is 

shown in Figure 21.  

 With the pier installation, based on the presented work, we ask whether the 

grounding of the feed into the water is beneficial. We also consider the height of the 

antenna above the water since this changes with tides and between different piers. Two 

sea levels were approximated from Figure 21: 8 feet and 16 feet below the base. In the 

monopole pier installations, a ground rod is typically extended down to the water and 

about 10 ft below. This is an effective lengthening of the antenna until the water is 

reached, where it acts like a resistive load. In the 2-radial designs, ground radials are 

extended 30 ft along the pier, which are within the physical limits of a typical pier. 

However, if a wider or longer pier were available, the inclusion of more ground radials 

would improve the reactance. We also consider the performance of the dipoles presented 

in Section 3.4. The currents for these designs are presented in Figure 22. 

 

 

 

Figure 21. Typical pier installation 
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 Avoiding a ground results in a 0.4 dB improvement in the field strength at 1 km, 

as shown in Figure 23. While not a large improvement, the argument to avoid sinking a 

ground rod into the sea is made; and the higher that the antenna can be installed over the 

water, the better the performance will be. The 2-radial design may also benefit from 

reduced maintenance cost since there are no elements directly contacting the corrosive 

seawater. The major detriment of this 2-radial design is the rise in the reactance, which 

may result in more losses in a matching network. The reactances are not as negative as 

with the dipole designs. 

 

Table 4 – Impedances for Pier and Baseline Designs 

 Low Water High Water 

Grounded 21.3 – j 310.3 15.3 – j364.1 

2-Radial 8.1 – j 821.8 8.4 – j 804.2 

Dipole 5.5 – j 1947.9 5.7 – j 1943.0 

 

 

Figure 22. Current distributions for pier installations 
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Figure 23. |Ez| at z = 0 over seawater for various pier designs 

4 Recommendations and Future Work 

4.1 Ground Wave Propagation 

We intend to adapt our ground wave propagation solution for a spherical earth using the 

methodology of Wait, if possible. Wait’s solution for propagation over a large earth has 

the added advantage in that it consists of a Sommerfeld flat earth term, plus several 

“correction factors” for a spherical earth [8]. Next, numerical integration schemes should 

be investigated. While Sommerfeld’s integral will inherently be burdensome to compute 

numerically due to the oscillations of the Bessel function, it may be necessary to perform 

a numerical computation in order to determine the range of validity of the asymptotic 

solutions presented above. Due to the slow convergence of the Sommerfeld integral, this 

may not be feasible for all ground types. Alternatively, the analytic solutions could be 

compared to recent parabolic wave equation techniques. Finally, the effects of surface 

roughness on surface wave propagation should be investigated. A recent paper by 

Ishimaru explores the effects of random surface height on the Sommerfeld problem. It is 

recommended that this paper be studied and its methods implemented and compared to 

the flat-surface model of King and others [20]. As the surface roughness increases, the 

attenuation of the surface wave will inevitably increase, making roughness an important 

factor in coverage availability and verification testing. 

4.2 Antenna Designs 

Due to the physical limitations of GMDSS installations and the cost and logistics 

requirement for self-supporting antennas, there are limited additional variations to these 
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designs. Three main installation details remain: baluns, matching networks (and their 

losses), and detailed site analysis. Baluns are a critical piece of the installation, and they 

are not clearly addressed in current installations. For pier installations, where the cable is 

not buried in a lossy medium, baluns are especially needed. Matching network designs, 

mainly for the dipole design, and the incorporation of their losses into a design model are 

critical to the full analysis and comparison of competing designs. This task is not 

especially difficult but it is required in order to make informed design selections. Lastly, 

an analysis and optimization of standard site details should be completed. In this, the 

location and effect of the near-field environment can be clearly captured. These would 

include details such as: wooden fences surrounding the antenna, piers optimized for 

GMDSS installations and that avoid negative conducting objects, such as metal railings, 

and lastly, details of the feed region. 

5 Conclusions 

We have presented a 2-part method to design and compare MF antenna installations 

designs for the Global Maritime Distress and Safety System (GMDSS). The first step is 

to determine the current distribution of the antenna for a given real ground; the second 

step is to propagate this current distribution over a homogenous seawater boundary layer. 

Considerations have included the loss and impedance effects on the antenna from 

different real grounds/seawater and the physical placement of the antenna over ground.  

 Our research into the rich history of ground wave propagation has yielded an 

efficient prediction code that allows this comparison at close distances and provides 

substantial insight into the ground wave radiation mechanisms. We also investigated and 

found several design improvements to standard installations. Using the ground wave 

propagation code, we compare the fields from different antennas after propagating 1 km 

over seawater. We evaluated improvements provided by raised radials and optional 

designs for pier installations that reduce the size ground radial system and associated loss. 
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A Compact, Wide Bandwidth UHF / L-band Communications 
System Antenna for Ground-Based Applications 
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This paper describes the design and development of a dual-band communications 
antenna incorporating several unique features. The antenna operates over UHF and 
L Bands, providing ground-based transmit/receive capability for next generation 
radios. Filters are integrated into the antenna to provide the required channel 
isolation. The antenna is compact – less than 12” in height, and includes a spring 
mechanism to enable it to survive accidental mechanical impacts. It also 
incorporates a quick-disconnect feature using blind-mate RF connectors, allowing 
the antenna to be removed from its mount base for ease of transportation. It can be 
disconnected and re-installed without tools in under 1 minute. The paper describes 
the electrical and mechanical development of this new communications antenna. 
Test results, including effects of the proposed installation, are also described.   
 

 

1. Introduction 

A requirement for a unique ground-based Communications Antenna (CA) to support 
next-generation dual-channel radios operating in the UHF and L bands has been 
identified. While the electrical requirements for this antenna are fairly standard (albeit 
demanding), the mechanical and installation provisions present a significant challenge. 
This paper describes the antenna design developed by M/A-COM to address these 
challenges. 
 
The specific application the CA is designed for consists of a ground-fixed, transportable 
platform. The CA provides the radiating interface for simultaneous transmit/receive 
capability at both UHF and L-bands for the platform’s radio. The location on the platform 
was specified to be at the edge of the top surface (ref. Figure 1) which influences the 
pattern coverage, as well as the impedance match, particularly for the UHF frequencies. 
Since the application is designed to be transportable by ground vehicle and rotary wing 
aircraft, the antenna is required to be removable without any tools. Additionally, it is 
anticipated that the platform may be moved with the antenna in place on the top surface; 
therefore, a requirement to be able to survive an impact with, for example, a tree branch, 
was also specified. The real estate available to install the antenna on the platform was 
also restricted to an approximately three inch diameter circle. 
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Figure 1 CA Platform (approximately to scale) 
 
 
M/A-COM’s antenna designed for this application is shown in Figure 2.  The CA consists 
of an Antenna assembly and a separate Mount assembly. The Mount assembly is 
permanently installed on the top of the platform. It should be noted that while the CA is 
designed for a specific platform, it is easily adaptable and well-suited for use on 
practically any ground-fixed or ground mobile application requiring simultaneous UHF 
and L band communications capability. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 Communications Antenna Assembly 

 Antenna 
Assembly  

Mount Assembly 
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Before describing the antenna development in detail, presented here are the key 
performance goals driving the design. Table I defines the key electrical performance 
parameters, and Table II defines the key mechanical characteristics. 
 
 

Table I. Key Electrical Characteristics 
 

Parameter Performance Goal 

Frequency Range UHF and L-band, 100 MHz bandwidth both 
bands 

VSWR 3.0:1 max UHF / 2.0:1 max L-band 

Isolation 45 dB min between Operating Bands 

Pattern Coverage Omnidirectional in azimuth; horizon to +45° 
in Elevation 

Power Handling 50W CW Both Bands 
 
 
 

Table II. Key Mechanical Characteristics 
 

Parameter Performance Goal 

Installation Base Permanently Mounted / Antenna 
Detachable/Replaceable Without Tools 

Size 
Base 3.0” max Diameter x 1.0” max Height / 
Antenna 3.55” max Diameter x 14” max 
Height 

Weight Base 0.55 lb max / Antenna 3.28 lb max 

Flexure Antenna Capable of Flexing 90° when 
Installed on Base 

Mechanical Impact Antenna Capable of Withstanding Multiple 
15 mph Impacts when Installed on Base 
 
 
 

In addition to the performance goals defined in the Tables above, the CA must also 
withstand typical environmental conditions of exposure to temperature extremes, thermal 
cycling, vibration, humidity, salt fog, rain, blowing snow, etc. The development of M/A-
COM’s Communication Antenna designed to meet these demanding requirements is 
detailed in the next sections. 
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2. Antenna Development 
 
At the initial stages of the development, the real estate available for antenna installation 
was loosely defined as an approximately 8” x 4” footprint with no initial height 
restriction. Since M/A-COM already produces a family of broadband blade antennas for 
airborne applications, this seemed like a logical solution. A straightforward development 
path was identified to modify an existing blade design which provided UHF and L-band 
coverage, albeit at slightly different frequency ranges. There was no requirement for 
isolation (initially planned to provide external filtering), quick-disconnect capability, nor 
a requirement for flexure or mechanical impact. However, shortly into the development 
cycle, these new requirements were imposed, as well as the dimensional restrictions listed 
in Table II. This necessitated starting over with an entirely new antenna design 
incorporating these new features. In order to meet the mechanical impact requirement, the 
antenna assembly must incorporate some type of spring mechanism. Integrated 
filtering/diplexing was also required. 
 
The first stage in development was to select an appropriate radiating element, or 
elements. The first tradeoff was between a single, broadband element or a dual radiating 
element configuration. A broadband element such as a blade or a bicone could be 
adequate to cover the required frequency range. This would allow running a single RF 
cable up through the spring mechanism. However, this would also allow less freedom in 
optimizing performance, especially pattern coverage, at the two distinct operating 
frequency ranges. Also, the size restrictions – diameter and height – would make the 
design of a single broadband element more challenging. Dual elements, on the other 
hand, would allow more freedom in selecting element types for each frequency band, 
providing more opportunity for optimizing performance at each band. Additionally, this 
approach would allow the use of individual filter assemblies rather than a more complex 
diplexer arrangement. The only disadvantage to the dual element approach seemed to be 
the requirement to run two separate cables through the spring arrangement, or to provide 
a splitter at the top of the spring assembly. The advantages of the dual element approach 
clearly outweighed this minor disadvantage, and this approach was selected for further 
development. 
 
In order to establish the baseline antenna design, M/A-COM used Ansoft’s HFSS to 
evaluate a number of different combinations of antenna elements. Several of these 
combinations are shown in Figures 3A through 3D. Elements evaluated included thick 
monopoles, bicones, helixes, blades, and slots. The main driver in selecting antenna 
elements was achieving the required bandwidth within the size constraints – 
approximately 25% at UHF. Achievable pattern coverage was also a primary 
consideration – only elements providing omnidirectional coverage could be considered. 
At this time, antennas were evaluated while positioned at the center of a symmetric 
ground plane; the effects of the actual installation would be evaluated later. A brief 
description of the antenna candidates that were studied in some detail follows. 
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Fig. 3D Monopole / Bicone 

he antenna shown in Figure 3A – a blade element over a slot – is based on an existing 
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Fig. 3A Blade / Slot  

 
 

           Fig. 3B       Monopole / Helix  
 
 
 

 
 UHF 

Monopole 
UHF 
Mono

L-bd Bi

 pole 

-cone 
 
 L-bd 

Monopole  
 
 
 
 
 
 
 

Fig. 3C Monopole / Monopole 
 

 
 
T
M/A-COM design. The UHF blade element had to be made considerably smaller than the 
existing design in order to fit within the size constraints, and this significantly reduced 
the achievable bandwidth. In addition, due to the asymmetric shape of the antenna (i.e. 
rectangular versus circular profile), it was determined that meeting the mechanical 
requirements would be very difficult. Fabricating and testing a physical prototype 
validated these concerns, and this approach was abandoned. 
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Another configuration studied was a monopole stacked over a normal mode helix as 

 third configuration was the stacked monopole configuration shown in Figure 3C. This 

he antenna design downselected at the conclusion of the modeling / prototyping effort is 

 
Figure 4   Stacked Monopole / Bicone Prototype on Spring Simulator 

shown in Figure 3B. This configuration has a favorable form factor for the specified 
mechanical requirements. However, the normal mode helix, sized to fit within the 
specified constraints, exhibited narrow bandwidth. This approach was not pursued 
further, and no physical prototypes were fabricated. 
 
A
approach appeared to have several advantages. It would be the simplest to fabricate and it 
has a favorable form factor for the specified mechanical requirements. However, the 
presence of the UHF monopole stacked over the L-band monopole significantly (and 
adversely) affected the L-band performance. After an extensive modeling effort, several 
configurations of physical prototypes were fabricated and tested. The prototype testing 
confirmed the L-band sensitivity issue. While it appeared that this approach may 
ultimately prove feasible, it was abandoned in favor of the selected monopole / bicone 
design. 
 
T
shown in Figure 3D. This configuration is a thick UHF monopole stacked over an L-band 
bicone. Modeling demonstrated that bandwidth and pattern coverage were achievable, 
and that there was more independence between the individual element performance than 
in the stacked monopole case. In addition, the form factor is favorable, and it allows for 
simple fabrication. Several physical prototypes were fabricated and tested to verify 
performance. One of these is shown in Figure 4; measured patterns are shown in Figures 
5A and 5B. Based on modeling results as well as prototype measurements, this approach 
clearly was the most likely to achieve the electrical as well as mechanical specifications. 
 

 
 

318



 
        Fig. 5A   UHF Pattern                  Fig. 5B   L-band Pattern 

 
nce the basic antenna element configuration was defined, the next step in development 

he design of the isolation filters was straightforward; however, in order to meet the 

 
Figure 6 Isolation Filters and Housing 

  
 

O
was to integrate the required spring mechanism, quick-disconnect features and isolation 
filters, and optimize performance in the actual installation. 
 
T
height requirement, it was desired to keep the volume required for the filters as small as 
possible. As the antenna is a dual element design with individual feed lines for each 
element, two discrete filters could be implemented rather than a diplexer. With the wide 
frequency separation between operating bands, a high-pass / low-pass filter combination 
works well for this application. M/A-COM used Ansoft’s ADS to perform the filter 
design. Discrete filter elements were used to minimize the size of the filters. The overall 
size of each filter board is approximately 1” x 1.3”; they are enclosed in a housing which 
also serves as the base of the antenna (see Figure 6). The filters achieve approximately 40 
dB (UHF low-pass) and 50 dB (L-band high-pass) rejection respectively; this, along with 
the inherent antenna element isolation, enables meeting the overall isolation requirement. 
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A mechanical design  und ctrical design effort. 

he constraints on the spring mechanism were that it must allow full 90° flexure, and that 

he other unique mechanical feature on the CA is the provision for quick disconnect / re-

everal means were considered to provide a tool-free mating. A threaded coupling was 

effort was ertaken concurrently with the ele
Once the flexure / mechanical impact requirement was included in the specification, the 
need for some type of spring mechanism was identified. Initially, M/A-COM contacted 
several commercial spring vendors, but we were unable to identify a suitable off-the-shelf 
device. M/A-COM had previously produced a GRC-206 antenna that incorporated a 
spring mechanism; however, this mechanism did not allow for passing RF cables through 
it. Therefore, we implemented a custom spring design adapted to the CA.  
 
T
is must return the antenna to vertical after repeated 15 mph impacts. In addition, it must 
keep the antenna in a vertical (within ± 10°) position under conditions of up to 55 mph 
vehicle speed combined with wind speeds up to 40 mph. The spring must be as compact 
as possible to enable the overall assembly to meet the 14” max height requirement. It 
must also be flexible enough so that the 15 mph impacts do not cause permanent damage 
to the antenna itself. Finding a balance between these somewhat contradictory 
requirements was a major challenge. Obtaining accurate results from a structural analysis 
of a spring mechanism proved difficult due to approximations necessary to create a 
useable model. Therefore, M/A-COM embarked on a structured testing program to 
downselect a suitable spring mechanism. More than a dozen spring types were evaluated 
for flexure, stiffness, and retention (memory) characteristics before the working version 
was chosen. The selected spring mechanism is on the order of 3” long by 1.625” 
diameter. M/A-COM also developed a customized means of securing the top and bottom 
of the spring while allowing RF cabling to pass through the center. 
 
T
assembly without the use of tools.  The quick-disconnect mechanism must provide 
sufficient structural integrity to withstand the 15 mph impact shock as well as other 
vibration and shock loads, and it also must provide for a seamless RF connection between 
the antenna and the mount base. BMA type blind-mate connectors were identified as the 
optimum RF interconnect for this application. The BMA connectors allow for axial 
misalignment while still providing good RF performance. The alignment between the 
antenna and mount is established by two dowel pins; the dowel pins engage before the 
BMA connectors, providing a measure of protection and ensuring that the connectors are 
properly aligned prior to contact. The pins are also two different sizes to prevent any 
potential mis-mating. 
 
S
examined. However, in order to protect the antenna assembly from environmental 
conditions of rain, snow, etc., the spring must be enclosed within a sealed rubber boot. 
This arrangement does not allow the coupling mechanism to rotate more than about ± 
30°, so that any kind of threaded mechanism was ruled out. Instead, a “bayonet locking 
ring” was implemented. This arrangement is loosely based on a BNC connector locking 
mechanism. A customized coupling ring, with a ridged exterior to allow for easy 
gripping, was designed to provide a lockable mating with only an approximately ± 15° 
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turn. A wave spring provides the retention force to keep the locking ring in place during 
mechanical impact and other vibration and shock events. A cutaway 3D model of the 
final antenna is shown in Figure 7; this view shows the antenna attached to the mount 
assembly.  
 
This completed the basic design of the Communication System Antenna. The remaining 

he size of the filter housing, the minimum spring length required, and the quick-

he UHF element is a monopole; it was not feasible to introduce an asymmetry into the 

he L-band radiating element is a bicone. A bicone in free space has a symmetric 

design tasks were to optimize the RF performance, in particular the pattern coverage in 
conjunction with the intended installation, and to ensure that the antenna had sufficient 
mechanical robustness to withstand its intended environment, particularly the 15 mph 
mechanical impact.  
 
T
disconnect features dictate the height of the radiating elements above the surface of the 
platform the antenna is mounted on. Additionally, as noted above, the location of the 
antenna on its platform is less than ideal. Specifically, the antenna is located on the edge 
of the top of the platform, and at approximately 2/3 of the platform width rather than 
centered (reference Fig. 1). This location has the effect of skewing the radiation patterns 
due to the presence of a ground plane on only one side of the antenna. M/A-COM 
performed measurements with antenna prototypes installed at the center of a symmetric 
round ground plane, as well as with the antenna installed in its actual location on a 
platform mockup, to evaluate this pattern skewing and to investigate any potential 
mitigation.  
 
T
antenna to modify its radiation pattern characteristics to mitigate the effects of the 
installation. The monopole element is fed directly by a coaxial line. The impedance 
match at the element is optimized by adjusting the capacitance at the input through 
varying the height of the monopole element above the bicone element, as well as the use 
of a metal disk at the coaxial input. 
 
T
radiation pattern. In the CA, the bicone pattern is affected both by the asymmetry of the 
installation as well as the height of the bicone in relation to the ground plane (i.e. the top 
surface of the platform). The height of the element is fixed by the required size of the 
required antenna mechanical features. Through a combination of electromagnetic 
modeling and physical prototyping, M/A-COM devised a means to partially mitigate the 
pattern asymmetry introduced by the installation. Instead of running the UHF feed line 
through the center of the bicone, the feed line is located at a distance from the centerline. 
This has the effect of introducing an asymmetry to the radiation pattern. By judiciously 
orienting the location of the feed cable with respect to the edge of the platform, the two 
asymmetries can be made to oppose each other and partially mitigate the effect of the 
installation.  
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In order to provide structural integrity, the antenna has a protective radome over the 

 

Figure 7 Antenna Assembly 3D Model 
 

. Antenna Performance 

 number of prototype / engineering development units have been fabricated to date. 

he antenna’s VSWR performance at UHF and L-bands is shown in Figures 8A and 8B 

the key electrical and mechanical parameters. 

radiating elements. The radome is fabricated from a high-strength resin. The area under 
the radome not occupied by the antenna elements is filled with a low-density structural 
foam. Mated parts in the antenna assembly are connected with both mechanical fasteners 
and an adhesive bond wherever feasible. The entire assembly is sealed watertight. The 
final antenna assembly is shown in Figure 7.  
 

 
Figure 7 A 3D Model C
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A
This section summarizes the performance achieved by the development model antennas, 
and provides a comparison to the desired performance goals. 
 
T
respectively. Isolation, both UHF-to-L-band and L-band-to-UHF, is shown in Figures 9A 
and 9B. Typical pattern performance is shown in Figures 10 and 11; shown here are 
principal plane cuts (10A and 11A) and conic cuts (10B and 11B) for both UHF and L-
bands. In addition, the calculated percent coverage is shown in Figures 12A and 12B for 
UHF and L-bands respectively. In addition to the RF performance measurements, 
mechanical inspections and tests were performed. In particular, units were subjected to 
multiple (total 25) simulated 15 mph impacts with a wooden beam and survivability was 
demonstrated. Tables III and IV summarize actual performance versus design goals for 
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               Fig. 8A   UHF VSWR                      Fig. 8B   L-bd VSWR 

Figure 9   Isolation 
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         Fig. 10A   UHF Principal Plane           Fig. 10B   UHF Conic 

                                                                              

 
 

             Fig. 11A   L-bd Principal Plane             Fig. 11B   L-bd Conic 
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Figure 12A UHF Pattern Coverage 

 
 

 
 

 
 

Fig. 12B L-bd Pattern Coverage 
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Table III. Key Electrical Performance Parameters 

arameter Performance Goal Measured Performance 
 

P

Frequency Rang  e UHF and L-band, 100 MHz 
bandwidth both bands 

UHF and L-band, min. 100 MHz 
bandwidth both bands

VSWR 3.0:1 max UHF / 2.0:1 max L-
band 

2.8:1 max UHF / 1.8:1 max L-
band 

Isolation 45 dB min between Operatin
Bands 

g 50 dB min 

Pattern Coverage 
irectional in azimuth; n to +45° in Elevation 

 for typical percent 

Omnid
horizon to +45° in Elevation 
 

Omnidirectional in azimuth; 
horizo
 
See Figs. 12
coverage 

Power Handling 50W CW Both Bands TBD 
 
 
 
 

Table IV. Key Mechanical Characteristics 

Parameter Performance Goal Measured Performance 

 

 

Installation le 
ble/Replaceable 

Base Permanently Mounted / 
Antenna Antenna Detacha
Detachable/Replaceab
Without Tools 

without tools in < 1 minute 

Size 

Base 3.0” max Diameter x 1.0
max Heig
Antenna 3.5” max Diame
14” max Height

” 
ht / 

ter x 
 

ight 
Base 2.98” Dia x 0.98” Height / 
Antenna 3.54” Dia x 12” He

Weight Base 0.55 lb max / Antenna 
3.28 lb max Base 0.5 lb / Antenna 3.15 lb 

Flexure d on Base 
Antenna Capable of Flexing 
90° when Installe Flexure > 90° 

Mechanical  Multiple 15 mph . 25 
acts Impact 

Antenna Capable of 
Withstanding
Impacts when Installed on 
Base 

Demonstrated to withstand Qty
x 15 MPH Imp
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In addition to the m ical impact testing, HALT testing, consisting of thermal soak, 
al cycling, vibration, and vibration at temperature extremes, was also successfully 

erformed. As of this writing, M/A-COM is in the process of fabricating pre-production 

round-based communication system 
vides transmit / receive capabilities at both UHF and L-bands. 
s features that allow for quick-disconnect capability, as well as 

echan
therm
p
units and preparing for a full Qualification program. 
 
4. Conclusion 
 
M/A-COM has designed and developed a unique g
antenna. The antenna pro
n addition, it incorporateI

flexure and the ability to withstand accidental mechanical impact. This antenna is 
anticipated to go into full scale production in the near future. 
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Abstract: The performances of 4-arm MAW spirals including a classical self-

complementary structure, and various modifications aimed to improve its 

characteristics are studied. The differences between two of the most common 

growths, equiangular and Archimedean are contrasted. The non-self-

complementary designs, bi-layer arm and higher arm count configurations are 

investigated as possible means for improving the MAW spiral performance. 

Impedance, gain, polarization purity, and other parameters are researched. 

Conclusions are supported by the extensive method of moments simulations using a 

commercial package FEKO. 

 

 

1. Introduction 

 

Applications of an antenna which can detect the entire polarization matrix over most 

directions are extremely useful for number of applications including remote sensing, 

multi-functional communications, radar, radar warning receivers and other electronic 

warfare needs, just to mention a few. Ideally, one would like to receive two orthogonal 

polarizations through a sensor that uses the same aperture for both polarizations. The 

most commonly used flush-mounted antenna for omni-polarized, ultra wideband 

frequency and broad beam coverage applications, is the sinuous antenna invented by R. 

DuHamel in 1987 [1]. This antenna can also operate in two-orthogonal linearly polarized 

regimes, where the main polarization axis wobbles around the axis bounded by the 

sinuous tips. An alternative for the dual-circularly polarized applications is a modulated 

arm width (MAW) spiral developed by P. Ingerson around 1970 [2]. The MAW spiral 

can also operate in a linearly polarized mode; however, the main polarization axis rotates 

with frequency thus precluding its use in this mode of operation. The basic design has no 

real bandwidth constraint, but the quality of performance is affected by some structural 

parameters and has limited polarization purity, beam azimuthal symmetry and efficiency 

[3]. The MAW spiral complements the sinuous in that the individual arm polarization is 

circular whereas the sinuous individual arms are linearly polarized. Shown in Figures 1 

and 2 are the layouts of 4-arm self-complementary MAW spirals with equiangular and 

Archimedean growth rates.  
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Figure 1. A layout of an equiangular self-complementary 4-arm MAW spiral with 

modulation ratio of 4.  

 

A MAW spiral etched on the same side of the substrate has been extensively investigated, 

and many ideas have been patented. For instance various implementations including six 

and eight arms [4], tuning chokes and tapered modulation [5, 6], modulation of the arms 

at a high angular rate to increase electrical size [7], and other less closely aligned work. 

For understanding the MAW spiral, some basic understanding of its parent antenna, a 

spiral, needs to be first revisited. The nature of a spiral is that as the wave travels along its 

arms the phasing between these arms prevents radiation until the resonant circumference 

in wavelengths is achieved. If the spiral is too small the traveling wave will reflect off the 

far end of the spiral and try to radiate traveling the other direction resulting in the 

opposite polarization for the physical wrap of the spiral. If the spiral is much larger than 

the nominal resonance, higher order modes will radiate. For example if a four arm spiral 

is more than five wavelengths in circumference it will radiate both modes, mode 1 (M1) 

and mode 5 (M5). The ratio of power coupled into these two modes is driven by whether 

the design radiates efficiently through the primary (M1) region. If so, then minimal 

radiation occurs for M5. If a simple spiral is large enough to radiate M5, it also radiates 

M3 (a difference mode) which is not desired when radiating M-1 (the opposite polarized 

mode). Unfortunately a simple spiral has no way to distinguish between the two modes so 

how does one make M3 an inefficient radiator when it has lower impedance to M-1? 

These problems are the limitations to a broadband dual polarization operation of a 

conventional spiral, i.e., it will radiate in a forward mode before reflecting leaving no 

power to couple into the desired mode. If fed from the outside the simple spiral will also 

radiate M-1 efficiently, resulting in better bandwidth – 4:1 instead of 2:1 for feeding both 
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modes inside, but this method will result in having a more complex antenna with two 

separate beamformers. 

 

In this paper, we study the performance of the 4-arm MAW spirals including the classical 

self-complementary structure, and various modifications aimed to improve its 

characteristics. Specifically, the non-self-complementary designs, bi-layer arm and higher 

arm count configurations are investigated. Impedance, gain, polarization purity, and other 

parameters are contrasted. Earlier published research has dealt with the self-

complementary MAW spiral design with a coplanar technology. The self-complementary 

design will be compared to a lower impedance design able to support a more efficient 

modulation. A bi-layer arm tracing with half of the arms patterned on either side of the 

dielectric will be evaluated. This allows greater flexibility in choosing a modulation ratio, 

which is one of the most important parameters for the MAW spiral. The modulation ratio, 

defined as the ratio of the low impedance arm width to the high impedance arm width, is 

typically taken to be about 8 to 1 with the conventional etching tolerances. This, along 

with the lower growth rates needed for best performance, impose practical limitations. 

Higher arm counts are also evaluated for mode purity relative to the best case four arm 

geometries. Conclusions are supported by the extensive method of moments simulations 

using a commercial package FEKO. 

 
Figure 2. A layout of an Archimedean self-complementary 4-arm MAW spiral with 

modulation ratio of 4. 

 

2. Theory of Operation of MAW Spirals 

 

If one examines the basic spiral geometry regardless of growth method (Archimedean, 

equiangular or some hybrid of the two) the capability to radiate orthogonal polarizations 
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requires the direction of propagation on the spiral to be in the opposite direction for the 

second polarization. If the spiral is right handed, it will radiate left handed when it is fed 

from the outside. A four arm spiral will also radiate the opposite polarization when fed 

M3 if the spiral is small enough to allow reflection at the outside (the ultimate impedance 

discontinuity). For two arms the problem is degenerate because the phasing is the same 

for both right and left (0 and 180°), unless non-traditional feeding techniques are utilized 

[4]. For three arms and more, the two modes can be created by straightforward phasing 

techniques and the bandwidth will increase with the number of arms. 

 

The reverse mode will always have higher ohmic loss in practical implementation since it 

has to reflect off the outside end of the arm to return to the radiation region to re-radiate 

resulting in a significantly longer path length. The MAW spiral, shown in Figures 1 and 

2, avoids the bandwidth constraints of the basic spiral antenna. Specifically, the MAW 

spiral is modified such that impedance modulation is introduced in its arms. This 

modulation causes the currents to reflect when they encounter a region where the length 

of the modulated impedance section is one quarter of a wavelength. The reflections from 

the beginning and end of the modulation interfere constructively to give a high reflection 

level. This region of the MAW is referred to as a band stop in the literature. The ratio of 

the arm width between the bandstop and nominal armwidth is commonly referred to as 

the modulation ratio. For a self-complementary MAW, the antenna gap between arms 

must average out to 1:1 or 50% of the area, the other portion being metal. In other words, 

thin sections of metal (nominal) will have the same width as the thin gaps on the adjacent 

sections. The structure ceases to be self-complimentary when the gap and the nominal 

armwidth are not equal. The nominal impedance of the structure will shift up or down 

uniformly across the band as long as the structure is still maintaining a constant ratio 

even if it is not self-complementary. Based on the number of arms in the spiral, the 

normal circumference to place a band stop will be c=N /2, where N is the number of 

arms. Thus, the band stop is at c=2  for four arms, c=3  for six arms and c=4  for eight 

arms.  By setting the band stop at this circumference the geometry is also angularly 

symmetric since the diameter is equal to twice the arm count in quarter wavelengths. 

Although the polarization of an individual arm is circular, the linear polarization can be 

achieved by combining the left and right ports through a 90° hybrid resulting in two 

orthogonal linear polarizations. The polarization axis of the resulting linear modes for the 

hybrid will rotate with the frequency, thus significantly constraining the applicability of 

this antenna. Rotating linear polarization would require a lookup table to keep straight the 

polarization with frequency. Sinuous antennas already have a mild version of the rotation 

polarization condition, typically limited to 20°. 

 

In trying to create pure orthogonal polarizations two items are in opposition. First, the 

normal mode must radiate efficiently before the bandstop to avoid the higher-order mode 

contamination or off-broadside axial ratio deterioration due to the reflection from the arm 

ends and re-radiation in the cross-polarized mode. In the case of a four arm spiral, the 

first higher order mode is M5, while the mode reflected is M-3. M5 will increase pattern 

undulations (WOW) while M-3 will degrade axial ratio and possibly the impedance 
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match, since the radiation region is too small to radiate efficiently. Not surprisingly, 

cross-pol is more difficult to control than WOW since the MAW cannot terminate the 

outside to reduce reflections. If the bandstop is not effective the pattern will have 

degraded WOW due to higher mode radiation which may also be cross-polarized if it 

reflects from further along the arm producing both M5 and M-3 (for reverse operation the 

modes flip and the radiation mode M-1occurs after the undesired M3 , whereas 

contribution from M-5 should very small). With the MAW, this result typically occurs for 

low modulation ratios. Additionally, if the power is not reflected the efficiency of the 

reverse mode will be degraded. For this paper we will evaluate methods to improve 

WOW and polarization. Optimization of the impedance match will not be investigated, 

but the impedance will be evaluated on a comparative basis without implementation of a 

feeding geometry. 

 

The relationship between the two impedance sections can be chosen so that the antenna 

will still be on average self complementary and allow one to use the Deschamps 

relationship for self-complementary structures [5] of 

 

  

N

m
Z compfs

m

sin

40,         (2.1) 

 

which for a mode 1 four arm spiral results in an expected impedance of 133.3  to ground 

since 
0
= 377  (free space impedance) . In 2.1, m is the desired mode of excitation 

(operation), and N is the number of arms. The problem in making etches with extremely 

high modulation ratios is the close tolerance on the gap between the wide sections and 

also the potential for undercutting the trace width on the narrow sections. Given that for 

the same etching technology, the modulation ratio can be doubled by using both sides of 

the dielectric. The Booker relationship based on Babinet’s principle gives us assurance 

that if the sections are mirror images of each other that the ratio can be calculated trivially 

once one is known. In the self complementary case, (two arms) the result is half free 

space impedance, or 188.5 . This results in the impedance to ground of 94.2  when 

looking at the potential to ground instead of the other arm. The reflection off a bandstop 

section then can be easily determined from knowing the impedance of a simple non-

complimentary spiral. However, if the non-complimentary spiral is taken to the limit of a 

thin single wire the impedance is still only approximately 254  (less if dielectrically 

loaded). This was calculated from a computer simulation for a four arm spiral, therefore 

using Booker’s relationship, the practical result for a band stop of the planar spiral cannot 

be less than 70 . For the case of extremely high modulation ratios a mismatch of about 

0.56 is the maximum, which means at the resonant diameter the reflection barely 

approaches unity. If the two impedances of the two sided MAW can be assumed double 

(a result consistent with computer simulation) then the reflection efficiency does not 

improve drastically over the 8:1 modulation, but the slightly increased reflection reduces 

WOW and axial ratio in the reverse mode. 
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3. Archimedean vs. Equiangular MAW Spirals 

 

The Archimedean spiral has been used since the earliest days of spiral antenna 

engineering and though not truly frequency independent it performs very similarly to a 

frequency independent equiangular spiral. The most common implementations of the 

MAW spiral are those with the equiangular growth rates [3, 10]. The potential differences 

with Archimedean MAW spirals or the dependence of antenna performance on the type 

of the growth have not been thoroughly researched in the open literature. The un-

modulated Archimedean and equiangular spiral forms in planar form are drawn in Figure 

3 (a, b).  

 

 
(a) 

 

 
(b) 

 

FIGURE 3. Four-arm Archimedean (a) and equiangular (b) spirals. Shown also are the 

equations used to generate the outline of their arms.  
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The Archimedean spiral has a constant arm width and constant separation between arms 

through the entire aperture. The defining equation for this antenna is  

 

 arr 0
         (3.1) 

 

where r0 is the starting radius, a is the growth rate, and  is the progressive growth angle. 

The equiangular spiral has progressively increased arm width and separation between the 

arms as they open toward the outside. This shape can be entirely described by angles and 

is the basis for the frequency independent principles. The defining equation for an 

equiangular spiral is  

 

 aerr 0          (3.2) 

 

where r0 is the starting radius, a is the growth rate, and  is the progressive growth angle. 

Another term frequently used to describe tightness of the equiangular spirals is the so-

called expansion factor (EXP), defined as 

 

 
aeEXP 2
         (3.3) 

 

For an expansion factor approaching 1, the spiral arm width and separation between the 

arms, will remain the same for each turn converging to the Archimedean case. Shown in 

Figure 3 are also the equations for the angles subtended between the radius vector and the 

tangent on the spiral line at the same point. With the equiangular structure this angle is 

constant, while it changes with the Archimedean spiral. When the MAW spiral is phased 

to operate in the reversed mode, establishing a good band-stop is very important. 

Relevant parameters to evaluate the band-stop include reverse gain, cross-polarization 

and WOW. Tables 1-3 compare the forward and reverse performance parameters for 

several 4-arm equiangular and Archimedean MAW spirals as a function of the 

modulation ratio. Results listed here for the Archimedean were averaged from 2f0 to 5f0 

with a logarithmic density, where f0 denotes the cut-of frequency determined by the 

location of M1 radiating region. Frequencies below 2f0 were eliminated from the data set 

because the MAW spiral cannot radiate other modes below this frequency. Archimedean 

MAW spirals are computed in FEKO, while the reference data from [3] were obtained 

using GNEC.  

 

Shown in Table 1 is the comparison between the averaged broadside gains. As seen, in 

the forward mode of operation both designs yield similar performance with the gain 

virtually unaffected by the modulation ratio. The nominal gain is around 5.5 dBic. As 

expected, the modulation ratio becomes very important for the reverse mode. As the 

modulation ratio increases, the gain results converge to those of the forward mode. 

Interestingly, the Archimedean MAW spiral shows better performance, i.e., the faster 

convergence of the reverse gains. For modulation ratios above 4, there is virtually no 

difference in averaged gains in forward and reverse modes for the Archimedean spiral.  
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Modulation Eq. Forward Eq. Reverse Ar. Forward Ar. Reverse 

1.1 5.6 -2.9 5.6 -6.1 

2 5.5 -1.0 5.4 2.4 

4 5.6 2.1 4.9 4.3 

8 6.0 4.6 5.4 5. 6 

Table 1. Average Gains (dBic) of Self-Complementary Equiangular [3] and 

Archimedean MAW Spirals with Different Modulation Ratios 

 

Shown in Table 2 is the comparison between the averaged cross-polarization levels at 

elevation angle of 30º. As seen, the performance of the MAW spirals is similarly affected 

in both designs, which results in good performance for the modulation ratio of 8 in both 

designs. As the modulation ratio increases, the cross-polarization level in the forward 

mode deteriorates, while it improves for the reverse mode. This is not surprising as the 

modulation ratio will directly control the quality of the band-stop region and also add to 

the reflections in the forward mode that can contribute to the radiation of the cross-

polarized mode.  

 

Modulation Eq. Forward Eq. Reverse Ar. Forward Ar. Reverse 

1.1 -35 -2.9 -35.9 -- 

2 -34 -9.0 -35.3 -6.3 

4 -33 -12.5 -30.8 -12.8 

8 -32 -16.5 -27.0 -18.0 

Table 2. Average Cross-polarization (dB) for Self-Complementary Equiangular [3] and 

Archimedean MAW Spirals with Different Modulation Ratios 

 

Shown in Table 3 is the comparison between the averaged levels of pattern undulations at 

elevation angle of 30º, computed in terms of the WOW. As seen, the modulation ratio 

does not affect the forward WOW for either of the two designs. Also, for the forward 

mode, the equiangular and Archimedean MAW spiral, both have the same WOW. 

However, the WOW is very low and consistent with the Archimedean MAW spiral, even 

for the small modulation ratios at high frequencies, as opposed to the observably higher 

values for the equiangular. This result is surprising since the equiangular spiral has a finer 

center structure. 

 

 

Modulation 
Eq. Forward Eq. Reverse Ar. Forward Ar. Reverse 

1.1 0.3 7.5 -- -- 

2 0.3 1.0 0.3 0.3 

4 0.3 1.2 0.2 0.3 

8 0.3 1.0 0.3 0.2 

Table 3. Average WoW (dB) at =30º for Equiangular [3] and Archimedean Spirals with 

Complementary Geometry with Different Modulation Ratios 
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The geometries chosen in the above study had the same number of turns (as shown in 

Figures 1 and 2), however, due to the different growth rates the arm-length is over twice 

as long for the Archimedean. The results presented in Tables 1-3 can be summarized as 

follows: the major difference is most striking in the reverse gain, which in the 

Archimedean case, shows significant improvement for all modulation ratios except for 

the degenerate 1.1 case. The cross-polarization is similar. WOW of the Archimedean is 

slightly better, probably due to the better radiation efficiency over most of the operating 

band. It is possible that the equiangular would achieve similar results to the Archimedean 

MAW spiral if designed with a lower expansion factor. However, the study presented in 

this section is based on the same number of turns on the MAW spiral element. 
 

4. Non-Self-Complementary MAW Spirals 

 

Although the classical spiral work has emphasized the self complementary approach to 

the design of frequency independent structures, we also know that the impedance of the 

spiral can be varied by changing the metal to non-metal (slot) ratio. Specifically, 

increasing the width of the metalized sections will lower the antenna impedance and 

often is used to match to the impedance of the conventional coax lines [3].  

 

In this section, we investigate the impact of MAW spiral non-complementarities on its 

performance. The growth type is Archimedean and impedance, gain and cross-

polarization are of interest. For this case, the non-self-complementary structures are 

created in the following way. First, the ratio of the widths of the metal to the slot in the 

low-impedance section of the MAW spiral is set to 8:1. Then, the width of the metal 

sections in the high impedance regions is increased to achieve the overall modulation 

ratios of 2:1 and 4:1. The initial 8:1 self complementary structure was chosen since it has 

the best dual-polarized performance; however it also has a significant mismatch problem.  

 

The averaged broadside gain comparison is shown in Table 4.  As seen, the forward gain 

is improved by about 0.5dB for the two studied modulation ratios. At the same time, the 

reverse gain has seen improvement of 2.1dB and 1.2dB for modulation ratios of 2 and 4, 

respectively.  

 

Modulation Com. For. Com. Rev. Non-Com. For. Non-Com. Rev. 

2 5.35 2.35 5.71 4.44 

4 4.88 4.30 5.32 5.55 

Table 4. Comparison of Average Broadside Gains (dBic) Between the Self- and Non-

self-complementary Archimedean MAW Spirals 

 

Shown in Figure 4 is a significant improvement in the expected impedance ripple and its 

overall stability with non-self-complementary MAW spirals. As seen, by increasing the 

ratio of metal to slot widths in the low-impedance region only, while maintaining the 

same modulation ratio, the impedance variations became almost insignificant when 
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compared with the self-complementary 4-arm spiral antenna. Shown in the figure is only 

the forward mode of operation.  

 
(a) 

 
(b) 

Figure 4. Input Resistances of Archimedean Self-Complementary (a), and  Non-Self-

Complementary (b) MAW Spirals with the Band Stop Metal to Slot Width Ratio of 8:1. 
 

The averaged cross-polarization at 30º for the two modes of operation and self- and non-

self-complementary Archimedean MAW spirals are shown in Table 5. As seen, both 

designs have very good cross-polarizations in the forward mode. In the reverse mode, the 

cross-polarization levels with the non-self-complementary MAW spiral are improved by 

about 1.3dB and 0.6dB when the modulation ratios are 2 and 4, respectively. 
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Modulation Com. For. Com. Rev. Non-Com. For. Non-Com. Rev. 

2 35.3 -6.3 -30.4 -7.6 

4 -30.8 -12.8 -29.4 -13.4 

Table 5. Comparison of Average Cross-polarization (dB) Between Self- and Non-self-

complementary Archimedean MAW Spirals. Elevation Angle is =30º 

 

In summary, with the non-self-complementary MAW spirals, the gain, polarization and 

impedance improve indicating that band stop is more significant to overall performance 

than the modulation ratio itself. Based on the conclusions from this section, the logical 

step in continuing our studies is to find the way of improving the band stop.  This leads to 

consideration of placing two opposite out of phase excited sets of two arms on either side 

of the dielectric and thus achieving further reduction in the impedance of the low-

impedance section. 

 

5. Bi(Dual)-Layer MAW Spiral 

 

The most important design parameters for a dual side (or bi-layer) MAW are the 

separation between the arm sets due to the dielectric thickness, and the overlap, i.e. the 

new modulation ratio that now allows for overlap between the low-impedance sections. 

The initial evaluation showed some improvements over the 8:1 baseline, single layer 

MAW spiral. The growth rate, feed region size / geometry, and overall diameter are kept 

the same for two structures and their effects will not be considered at present time. The 

impedance for various spacings between the 12:1 modulated bi-layer MAW spiral is 

shown in Figure 5. As expected, the impedance is affected by this parameter, however, it 

also converges to the nominal value after certain separation is achieved.  

 

 
Figure 5. Impedance for Different Spacings Between the Layers 
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Shown in Figure 6 are the effects of the spacing between the two sets of MAW spiral 

arms to the cross-polarization at broadside ( =0º) and at =30º for the reverse mode and 

modulation ratio of 12:1. As seen, the increased spacing significantly deteriorates the 

circular polarization quality. It is important to note that the numerical convergence is also 

affected by this parameter, and typically the problem arises when the layer thickness is 

smaller than 0.002 0. The dielectric was not introduced into the model due to 

computational time. The dielectric will load fabricated antenna relative to free space 

predictions since significant coupling is occurring through the dielectric. 

 
(a) 

 
(b) 

Figure 6. Pattern Cross-Polarization (X-Pol) for Antenna with 50% Arm Overlap and 

12:1 Modulation Ratio at: Broadside (a), =30° (b) 
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The improvements associated with the ability to increase the modulation ratio by etching 

on both sides of the substrate are best illustrated in Figure 7. As seen, the 12:1 dual-layer 

MAW spiral has improved reverse mode cross-polarized gains over most of the 

frequencies. The forward mode remains good at all times; however, the performance of 

an un-modulated spiral remains about 10 dB better.  

 

 
(a) 

 
(b)  

Figure 7. Cross-polarized Gain for the Reverse Mode of Operation for 8:1 and 12:1 

Modulation Ratios with a Single and Dual Layer MAW Spirals (a), and Forward and 

Reverse Cross-Polarized Gains for the Dual Layer MAW Spiral. 
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Shown in Figure 8 is a pattern comparison between the two antennas phased for operation 

in the reversed mode. As seen, the dual-layer design has better pattern purity for elevation 

angles above about 20º. The maximal cross-polarization gain for the dual layer MAW 

spiral is about -13dBic at 27º and -8.5dBic at 40º for a single layer MAW spiral. Overall, 

up to about 5 dB improvement in cross-polarization is obtained with the dual-side MAW 

spiral. The most important phenomenon arising from the non-planar structure is the 

broadside cross-polarization. The planar antenna element never has a problem with 

broadside cross-polarization due to symmetry, but the non-planar antenna has a 

significant broadside cross polarization term arising from the gap between the two 

surfaces even though the non-planar can sometimes reduce off broadside cross-pol. 

  

 
Figure 8. Pattern Comparison of Planar versus Dual (Bi)-Layer Archimedean MAW with 

0.064” Spacing and 50% Overlap at f=6f0. 

 

The results shown in this section clearly demonstrate that the dual-layer design can be a 

valuable option for improving the performance of the MAW spiral. It is important to note 

that the numerical computations with method of moments have sometimes experienced 

convergence issues, particularly when the thickness of the separation layer was small. 

This, along with a more detailed optimization study involving the amount of overlap, 

dielectric constant and the thickness of the separation layer, additional verifications with 

other tools or measurements are needed.  

 

Finally, the dual-layer MAW spiral configuration can be designed and fabricated with a 

somewhat simpler beamformer network. Specifically, to beamform modes M1 and M-1 

with a single layer MAW spiral, one needs to incorporate either a Butler matrix network 

or a combination of a 90º hybrid and broadband baluns. Instead, a simple dual-coaxial 

line feed structure with a single 90º hybrid can be utilized for beamforming the dual-layer 

MAW spiral.  
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6. Arm Count: 8-Arm MAW Spiral 

 

The bandwidth of dual polarized spiral antennas can be increased by adding more arms 

even without modulation[3]. A theoretical uncontaminated bandwidth for a center fed N-

arm dual polarized spiral is (N+1):2. To investigate the same effects on the dual-polarized 

performance with the MAW spiral, we compare the characteristics of a 4-arm 

Archimedean MAW spiral, shown in Figure 2, with that of an 8-arm Archimedean MAW 

spiral, shown in Figure 9.  

 
(a) 

 
(b) 

Figure 9. Self-Complementary 8-Arm Equiangular with modulation ratio 7:1 (a), and 

Archimedean with modulation ratio 4:1 (b) MAW Spirals.  
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Shown in Figure 10 is the comparison between the broadside gains in forward and 

reverse modes for the MAW spirals from Figures 2 and 9. As seen, the Archimedean 

eight arm has higher gain than the four arm, but would probably lose a similar amount 

with a matching network for the much higher impedance approaching 400  (see Figure 

12). The anomaly at f/f0=2 in the equiangular reverse mode is a computational 

convergence problem. 

 

 
(a) 

 
(b) 

Figure 10. Broadside Gains for 4- and 8-Arm MAW Spirals in Forward (a) and Reverse 

(b) Modes of Operation.  
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Shown in Figure 11 is the comparison between the cross-polarization gains at =30º for 

the MAW spirals from Figures 2 and 9. WoW remains low for all antennas. The 

improvement in cross-polarization is due to the additional modal rejection capability of 

the 8-arm MAW spiral. More than a 10:1 bandwidth can be obtained with 8-arms. The 

best cross-polarization performance of the reverse mode for a 4-arm antenna is about 10 

dB worse than that of an 8-arm MAW irrespective of the growth. 

 

 
(a) 

 
(b) 

Figure 11. Cross-polarization at =30º for 4- and 8-Arm MAW Spirals in Forward (a) 

and Reverse (b) Modes of Operation.  
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Finally, to evaluate the effects of the growth type (Archimedean vs. equiangular) on the 

performance of 8-arm MAW spiral, the comparison between two structures, which the 

layout is given in Figure 9, is shown in Figure 12. Results were slightly better for the 

Archimedean for all parameters.  

 

 
(a) 

 
(b) 

Figure 12. Comparison of Equiangular and Archimedean 8-Arm MAW spirals: radiation 

pattern at f=6f0 (a) and impedance sweep (b).  

 

It is important to note that the greater number of arms, although significantly improving 
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direction finding), an 8-arm MAW will enable the simultaneous excitation of modes 1, 2, 

3, -1, -2, and -3. Certainly the overlapping mode bandwidth will be reduced with the 

addition of these higher order modes. Additionally, the impedance matching will also 

represent a significant loss to the mode not optimized. 

 

7. Conclusions 

 

The performance of 4-arm MAW spirals and several approaches for performance 

enhancement are studied and demonstrated in this paper. It is shown that the 

Archimedean MAW spiral exhibits improved far-field purity and more consistent patterns 

and impedances than the most commonly used equiangular MAW spiral. Deviation from 

the self-complementary principles by progressively increasing the width of the metal 

low-impedance sections (than at the same rate reducing the width of the high-impedance 

sections) also enhances the far-field characteristics. It is also shown that printing the 

MAW spiral arms on both sides of the substrate can further improve the antenna 

performance. Importance of various parameters, including the separation layer thickness 

and modulation ratio is demonstrated and directions for the future research are denoted. 

Finally, an increased arm count has shown to contribute to the most important and the 

best improvements in the far-field purity at the cost of more complex beamformer 

implementations and additional loss.  
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ABSTRACT: Size reduction of the antennas in personal wireless communications 
has become an important task for the antenna engineer due to the increasing 
popularity of compact handsets.  The shorted annular ring antenna (SAR) is often 
used because its two critical radii can be manipulated to satisfy the dominant mode 
resonance condition of a circular patch and also keep from exciting a surface wave 
mode.  However, in applications placing size and weight restrictions on the antenna, 
a reduction in the overall size of the device is desirable. 
 
In this paper, a new technique to reduce the size of a SAR antenna is presented.  
This technique uses a dual-substrate capacitive loading structure that is analogous 
to a parallel plate capacitor.  One of the substrates is beneath the radiator, and 
another potentially high dielectric substrate is present only beneath the capacitive 
loading patch.  The capacitive patch is connected to the radiating SAR antenna 
through a capacitive loading ring which is a cylindrical structure located at the 
outer radius and perpendicular to the radiating and capacitive patches.  For this 
study, SAR antennas operating near 3GHz with and without the loading technique 
were designed, simulated, built, and tested. 
 
 
1. INTRODUCTION 
 
Many RF applications place a size and weight restriction on the antenna.  For instance, a 
payload that is to be deployed on a satellite has a restricted overall weight.  Thus, a 
lighter antenna leaves more weight available for pertinent electronics on the payload.  
Another example stems from the ever-advancing technology in the field of cellular 
communications.  With the increased popularity of compact cellular handsets and 
personal SATCOM devices, the ability to reduce the antennas size has become a 
necessity.  Additional restraints on the antenna size have resulted from the need for 
antenna diversity, which requires the placement of multiple antennas within a single 
handset.  
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The shorted annular ring antenna (SAR), shown in Figure 1, is often used because its two 
critical radii can be manipulated to satisfy the dominant mode resonance condition of a 
standard circular patch and also keep from exciting a surface wave mode in the substrate 
[1].  These two conditions are met as long as the inner radius and outer radius are chosen 
to satisfy a transcendental equation.  However, in applications placing size and weight 
restrictions on the antenna, a reduction in the overall size of the device is desirable.  The 
radii of the SAR antenna must satisfy the transcendental equation in (1).  Using the 
Bessel function identity of (2), the transcendental equation can be simplified to the form 
shown in (3) that does not involve taking the derivatives of any Bessel functions. 
 

 
Figure 1: Cross-section of a probe fed SAR antenna 
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, where a is the outer radius and b is the inner radius  
 
 
This document discusses a novel edge loading technique that introduces a capacitive 
loading into a shorted annular ring antenna resulting in significant size reduction.  If the 
inner radius in (1) and (3) is selected to result in a compact outer radius, an even smaller 
radius can be obtained once the edge loading technique is added to the design.  For 
comparison, we modeled a SAR antenna in CST Microwave Studio [2], built the element, 
and tested it in the compact range at the Naval Research Laboratory.  In addition, a 
shorted annular ring using the proposed capacitive loading technique was modeled using 
CST Microwave studio, built, and tested. 
 
The bandwidth of the capacitively loaded SAR antenna can be enhanced utilizing a 
technique where a parasitic element – shorted at the same radius as the driven element – 
is placed above the driven element.  The addition of this element increases the volume of 
the antenna element without significantly increasing the surface area of the antenna’s 
footprint.  Additionally, this element can be used for applications requiring circular 
polarization.  The circular symmetry of this element makes it ideal for applications 
requiring circular (or dual-linear) polarization.  A sequential phase quadrature feeding of 
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the element has been seen to produce circular polarization with excellent axial ratio 
across the operational bandwidth. 
 
 
2. SIZE REDUCTION TECHNIQUES 
 
A limited size reduction can be obtained by reducing the inner radius in (1) and (3) and 
solving for the outer radius.  In some instances a higher frequency antenna is placed 
within the inner radius of the shorted annular ring antenna to provide dual-band operation 
[3, 4], thus limiting the minimum value for the inner radius.  Additional size reduction 
can be achieved by increasing the dielectric constant of the substrate.  Figure 2 shows a 
plot of the transcendental equation in (3) as a function of the outer radius (a) for various 
dielectric constants for a SAR antenna designed to operate to 250 MHz.  The null in each 
curve represents the solution to the transcendental equation of (1) and (3).  By increasing 
the dielectric constant of the substrate by a factor of ξ2, the outer radius of the SAR can 
be reduced by a factor of ξ.  In this plot, the resonant frequency is 250MHz, and the inner 
radius is held fixed at 3.2”. 
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Figure 2: Solution to the SAR transcendental equation for various substrate dielectric constants: 

f0=250MHz, b=3.2" 

 
In recent years, different capacitive loading schemes have been used to manipulate the 
resonant frequency of an antenna, and thus reduce its size.  Ciais et al showed that the 
size of a planar inverted-F antenna (PIFA) can be decreased by adding a capacitive 
loading post at the edge of the device [5].  The size of the device decreases as the 
capacitance of the loading structure increases.  A figure of the element described in that 
reference is shown in Figure 3, and the capacitive loading structure shown in that figure 
helped motivate the idea for the concept proposed in this document.  A similar technique 
is used in [6] to reduce the size of a cellular handset antenna and is shown in Figure 4.  
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This antenna places a capacitive loading at the edge of each section of the Y-shaped 
patch.  This structure creates a capacitance between the load and the ground plane. 
 
However, this size reduction is not obtained without a drawback.  It has been shown that 
the quality factor of the structure increases with load capacitance [7] causing the 
bandwidth of the antenna to decrease with the size of the loaded antenna.  The techniques 
described in [5,6,7] make use of capacitive conductor in a plane perpendicular to the 
radiating conductor.  The gap between the capacitive conductor and the ground plane 
determines the capacitance of the load structure.  One drawback of these methods is that a 
single substrate is present beneath the radiator and the capacitive loading structure.  A 
higher dielectric constant material leads to an increased capacitance, resulting in greater 
size reduction.  However, this results in a high dielectric constant beneath the radiating 
substrate.  The use of high-dielectric constant beneath the radiating structure of a patch 
antenna has the drawbacks of narrow bandwidth, low efficiency, and poor radiation 
pattern that result from the excitation of surface waves [8]. 
 

 
Figure 3: Capactively Loaded PIFA Antenna from [5] 
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Figure 4: Capacitively Loaded Y-Patch Antenna from [6] 

 
3. DUAL-SUBSTRATE CAPACITIVE LOADING TECHNIQUE 
 
Our aim is to design a capacitive loading techniques and reduce the drawbacks that are 
present in the previous concepts.  A novel capacitive loading technique that reduces the 
size of a shorted annular ring antenna is illustrated in Figure 5.  This structure has several 
key features that control the capacitive loading.  In this antenna, there are two separate 
substrates.  The larger substrate is called the radiator substrate, and this material can 
consist of an RF substrate with a low dielectric constant and low loss tangent.  The 
smaller substrate, contained beneath the capacitive patch, can be a high dielectric 
constant material and is referred to as the capacitive substrate.  The capacitive patch is 
connected to the radiating SAR antenna through a capacitive loading ring which is a 
cylindrical structure located at the outer radius and perpendicular to the radiating and 
capacitive patches. 
 

 
Figure 5: Cross-section of a probe fed edge-loaded SAR antenna with a capacitive patch for 

increased loading effect 
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The distance between the bottom of the loading ring and the ground plane is one key 
parameter in controlling the capacitance of the load.  However, the inner radius of the 
capacitive patch and the dielectric constant of the capacitor substrate also impact the 
loading.  For a parallel plate capacitor, the capacitance is determined by (4) [9], where S 
is the width of the plate, d is the separation between the plate, and ε is the dielectric 
constant of the substrate.  The capacitance of this loading technique behaves in a similar 
manner to a parallel plate capacitor; it can be increased by increasing the dielectric 
constant beneath the patch, decreasing the inner radius of the capacitive patch (i.e. 
increasing the radial width of the patch), and/or decreasing the distance between the 
ground plane and the capacitive patch.  This provides the antenna engineer more design 
variables to use to control the size and performance of the antenna. 
 

d
SC ε=   (4) 

 
 
4. SIMULATED AND MEASURED RESULTS: TRADITIONAL SAR ANTENNA 
 
Two SAR antennas were constructed to verify the proposed loading technique.  First, a 
SAR operating at 3GHz – with no capacitive loading – was designed using CST 
Microwave Studio [2].  Then, the element was built and tested to verify the accuracy of 
the simulation software.  The model used in the simulations is shown in Figure 6, and a 
photograph of the constructed element is shown in Figure 7.  This element used a 
substrate from Polyflon Company called CuFlon.  CuFlon is a polytetrafluoroethylene 
(PTFE) material plated with Copper.  It has a dielectric constant of 2.1 and comes in 
various thicknesses.  For this element, a 0.062” thick substrate was used.  The dimensions 
of the element are presented in Table 1.  The antenna had an outer radius of 0.87”; it was 
shorted at an inner radius of 0.25” using half-inch copper refrigeration pipe.  The pipe 
was located in the hollowed out center and soldered to the radiating annulus as well as the 
ground plane. 
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Figure 6: CST Microwave Studio Model of 3GHz SAR Element 

 

 
Figure 7: Photograph of 3GHz SAR Element 

 
 

Parameter Value 
Radiator Outer Radius (a) 0.87” 
Radiator Inner Radius (b) 0.25” 
Feed Location 0.40” 
Substrate Outer Radius 1.25” 
Substrate Thickness 0.062” 

Table 1: Dimensions of Unloaded 3GHz SAR Antenna 
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The measurements compared very favorably to the simulated results.  The return loss of 
the simulations is compared to the measured results in Figure 8.  This figure shows a 
1.7% error between the measured and simulated resonant frequency.  The E-plane and H-
plane patterns are compared in Figures 9 and 10 respectively.  The measured patterns 
were performed in the compact range at the Naval Research Laboratory, and the 
measured results show an excellent agreement with the simulated patterns from CST 
Microwave Studio. 
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Figure 8: Measured and Simulated Return Loss of 3GHz SAR Element 
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3GHz SAR E-Plane Pattern
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Figure 9: Measured and Simulated E-Plane Pattern of 3GHz SAR Element 

 
 

3GHz SAR H-Plane Pattern
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Figure 10: Measured and Simulated H-Plane Pattern of 3GHz SAR Element 
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5. SIMULATED AND MEASURED RESULTS: CAPACITIVELY LOADED SAR 

 
Next, an element utilizing the proposed capacitive loading technique was simulated using 
CST Microwave Studio.  Prior to performing the simulations, a fabrication process was 
decided upon to facilitate the construction of this element.  That process consisted of 
three pieces for this element as shown in Figure 11.  Piece 1 used the low dielectric 
constant substrate.  The radiating annular patch and capacitive loading patch were printed 
on the top and bottom of the piece, and they were connected by plated through holes 
around the outer edge of the patches.  Piece 2 is ring of the low dielectric constant 
material that will sit beneath Piece 1.  Finally, Piece 3 is a ring of the high dielectric 
material that will sit beneath the capacitive patch to serve as the capacitive substrate.  
Piece 2 and Piece 3 are then placed below Piece 1, a ground plane is placed on the 
bottom, and a conducting pipe is placed in the hollowed-out center.  The conducting pipe 
is then soldered to the radiating annular ring and the ground plane to short the ring.  
Finally, a feed probe was placed 0.326” from the center of the element.  The ground of 
the coaxial probe was shorted to the ground plane of the antenna, and the center 
conductor was shorted to the radiating annular ring.  A photograph of these pieces is 
shown in Figure 12. 
 

 
Figure 11: Diagram of Assembly Process for Capactively Loaded SAR Element 
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Figure 12: Photograph of Capacitively Loaded SAR Pieces 

 
For this design, Piece 1 and Piece 3 were not truncated close to the edge of the patch to 
allow room for tuning the element and to simplify construction; working with skinny 
annular pieces of the high dielectric ceramic substrate is difficult in a laboratory 
environment due to the fragility of the material.   
 
The two low dielectric constant pieces (Piece 1 and Piece 2) were constructed on Rogers 
RT5880 (εr=2.2).  Piece 1 had a thickness of 0.062”, and Piece 2 had a thickness of 
0.015”.  The high dielectric piece (Piece 3) was used as the capacitive substrate, and this 
piece was constructed out of 0.015” thick Rogers TMM10 (εr=10).  The dimensions of all 
three pieces are shown in Table 2.  This table shows an outer radius for the radiating 
element of 0.419”.  This radius is just over 48% of the outer radius for the radiator in the 
unloaded element.  These two elements had the same inner radius and were constructed 
on substrates with very similar dielectric constants.  Thus, the capacitive loading 
technique results in a size reduction of almost 52%. 
 
 Piece 1 Piece 2 Piece 3 Radiating 

Annular 
Ring 

Capacitive 
Patch 

rin 0.25” 0.25” 0.375” 0.25” 0.399” 
rout 0.75” 0.375” 0.75” 0.419” 0.419” 
 

Table 2: Dimensions of Capacitively Loaded 3GHz SAR Antenna 
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Once the element pieces were constructed and assembled, the element performance was 
tested and compared to simulations.  The simulations of this element showed a resonant 
frequency of 3 GHz.  Figure 13 shows the initial return loss measurements showed a 
resonant frequency of 3.38 GHz representing a 12.6% deviation from the simulated 
results. 
 
There are many variables in this design, and thus there are many sources for errors.  One 
source of these errors is the uncertainty in the dielectric constant of the capacitive 
substrate.  Rogers TMM10 has a nominal dielectric constant of 9.2, but the data sheet for 
this microwave substrate defines the dielectric constant to be 23.02.9 ± , which represents 
a possible 2.5% deviation. 
 
 

Measured and Simulated Return Loss for Loaded SAR
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Figure 13: Measured and Simulated Return Loss of Capacitively Loaded 3GHz SAR Element 

 
During the construction and measurement process, it was noticed that there were some 
small gaps between the pieces.  These gaps were present between the bottom two pieces 
and the ground plane as well as between the top and bottom pieces.  This was due to the 
small difference in thickness for Piece 2 and Piece 3 as well as some warping of the 
pieces.  Two errors occur because these elements are not tightly bonded together.  First, 
an increase in the distance between Piece 1 and the ground plane increases the distance 
between the capacitive patch and the ground.  Second, the addition of an air gap between 
the pieces and the ground plane adds air gaps into the capacitive substrate region which 
will decrease the effective dielectric constant of this region.  Both of these problems will 
decrease the capacitance of the loading structure and increase the resonant frequency of 
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the antenna.  Additional gaps can occur between Piece 2 and Piece 3, which would result 
in a similar source of error in the effective dielectric constant.  These sources of errors 
would contribute toward the discrepancy between the measured and simulated results of 
Figure 13. 
 
In an attempt to alleviate this problem, nylon screws were inserted into the antenna as 
shown in Figure 14.  These screws went through Piece 1, Piece 3, and the ground plane 
and were tightened down to hold the pieces together tightly.  Initial measurements with 
the screws showed a higher resonant frequency than before (3.9GHz).  The dielectric 
constant of the nylon screw is assumed to be in the range of 3.2-5, and this screw went 
through the high dielectric material.  The presence of a low dielectric cylinder in the high 
dielectric substrate would lower the effective dielectric constant of the material, and 
subsequently result in a decreased capacitance.  Thus, an increased resonant frequency of 
the antenna makes sense.   
 
Since the effects of the nylon screws were not known, simulations were performed with 
the screws in place to see the impact.  The model used in these simulations is shown in 
Figure 15.  The results confirmed the fact that the presence of the screw increased the 
resonant frequency of the antenna.  In the simulations, the resonant frequency increased 
from 3GHz to 3.22GHz when the screws were added. 
 
 

 
Figure 14: Photograph of Loaded SAR Antenna with Nylon Screws 
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Figure 15: CST Microwave Studio Model of Loaded SAR with Nylon Screws 

 
While the resonant frequency of the measured antenna increased in a similar fashion to 
the simulations, there was still a significant error of approximately 21% between the two 
results.  An experiment was performed in which the screws were tightened several times.  
After each tightening, the return loss was measured and recorded.  The results of three 
such measurements are shown in Figure 16.  In this plot, each successive measurement 
corresponds to a tighter screw placement.  From this plot it becomes evident that as the 
pieces are drawn closer together, the resonant frequency of the element decreases.  The 
measured and simulated results are compared in Figure 17, and a 10% discrepancy is still 
present between the measurements and the simulations. This discrepancy could be due to 
a non-uniform tightening of the screws or gaps between Piece 2 and Piece 3 that could 
not be resolved in this manner.  Moreover, the measured return loss indicates a loss in the 
range of 1-2 dB across the frequency band which will be discussed later in the section on 
antenna pattern measurements. 
 

Nylon Screws 
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Measured Return Loss for Capacitively Loaded SAR
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Figure 16: Measured results of loaded SAR during the installation of the screws 

 
 
 

Measured Return Loss for Capacitively Loaded SAR
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Figure 17: Comparison of Measured and Simulated Results for Loaded SAR with Nylon Screws 
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In Figure 18, the simulated and measured H-Plane radiation patterns at resonance are 
compared.  For these plots, the gain is normalized to 0dB to compare the pattern shape.  
The measured antenna showed a lower gain than the simulated radiation patterns.  There 
is a loss mechanism in the constructed antenna that was also seen in the return loss 
measurements shown in Figure 17.  Additionally, since the resonance of the antenna is so 
narrow in frequency, a measurement just off of the resonant frequency would have a poor 
match that would degrade the gain. However, the comparison of Figure 18 shows a good 
agreement between the shapes of the simulated and measured H-Plane radiation patterns.  
A small ripple is present in the measured pattern for wide values of the theta due to an 
interaction between the backlobe of the antenna and the mixer and cables that were used 
in the measurement procedure. 
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Figure 18: Comparison of Measured and Simulated H-Plane Pattern for Loaded SAR 

 
The element that was constructed used a capacitive patch with a 0.020” radial width.  
Additional size reduction can be achieved with an increase in the width of this patch.  
Figure 19 shows the results of a parametric study where the width of this patch is 
increased.  For this study, all variables were kept the same, but the radial width (dr) of the 
patch was varied.  From this figure, it can be seen that increasing dr resulted in a lower 
resonant frequency of the structure.  To shift the resonance back to the desired frequency 
of 3 GHz, the outer radius of the structure has to be reduced.  From these curves, it can be 
seen that increasing dr is a way to increase the capacitance and decrease the size of the 
antenna. 
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Figure 19: Simulated results of parametric study exploring impact of capacitive ring radial thickness 
(dr) 

 
 
6. CONCLUSION 
 
A multi-substrate capacitive loading technique has been proposed that provides the 
antenna engineer with a wide range of variables that can be used to reduce the size of a 
shorted annular ring (SAR) antenna.  A high dielectric constant material can be used 
beneath a capacitive loading patch, while the remaining substrate can be a low dielectric 
constant material.  This minimizes some of the problems – such as low efficiency, 
excitation of surface waves, cost, and uncertainty in dielectric constant – that are inherent 
in designs using high dielectric material beneath the entire radiating structure.   
 
A traditional SAR antenna and a capacitively loaded SAR antenna were simulated using 
CST Microwave Studio.  These elements were then built and tested.  The measure results 
for the capacitively loaded SAR antenna had a 12.6% discrepancy when compared to the 
simulated results because the elements were not tightly bonded together.  When the 
element was modified to eliminate the gaps between the pieces and the ground plane, the 
measured and simulated results had a closer agreement.  Throughout the experimental 
procedure, it was seen that the bonding between the pieces is critical in establishing a 
good performance in the antenna.   
 
Through simulations, this loading procedure has been seen to achieve a size reduction of 
greater than 50% compared to the unloaded element.  Additional work is planned to 
assemble an element with the gaps minimized to hopefully bring measurements and 
simulations in closer agreement.  But, at the time of this report, this study had not been 
completed.  Although the simulations and measurements performed in this study involved 
a linearly polarized element, the circular symmetry in this element would allow for the 
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addition of an orthogonal feed (or three more feeds spaced by 90◦) to allow for dual-linear 
or circular polarization. 
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Abstract: A Coplanar Wave Guide (CPW) connector for a wafer was designed by 
modifying an existing a commercially available connector designed as an end-
launcher. The modification was specifically aimed at the CPW operating in K-band, 
but the new design can be used at other frequency bands. The focus of the design 
was to match input impedance for a very wide range of frequency, which was 
carried out by using a Finite Element Code, HFSS (High Frequency Structure 
Simulation).  
 
1. Introduction 
 
As the size of an antenna and an associated electronic system become smaller, a wafer 
level antenna and a CPW will become attractive to more antenna designers due to 
fabrication challenges imposed by very tight tolerances. The CPW, which was proposed 
by Wen [1] in 1969, can be used at extremely high frequency. It is particularly attractive 
in a microwave-integrated circuit (MIC) and a monolithic microwave-integrated circuit 
(MMIC) design since they can be easily integrated with active devices without the need 
for via holes [2]. An antenna can be directly connected to circuits via the CPW, thereby 
eliminating a need for a connector and a coaxial cable. However, one usually needs a 
connector for the CPW to check the performance of the antenna before integrating it to 
the system. Nonetheless, existing and commercially available connectors are not well 
suited for the CPW on a wafer. According to several published papers, researchers have 
used a probing station to inject a signal [3, 4].  However, the probing station has to be 
placed very close to the antenna, creating unwanted coupling or interference. By using 
the newly designed connector, one can readily measure a radiation pattern in an anechoic 
chamber without much interference. It was discovered that J. Chramiec, Technical 
University of Gdansk, and J.K. Piotrowski, Warsaw University of Technology, have 
characterized coaxial to microstrip transitions, and developed equivalent circuits of two 
SMA-microstrip connectors. Based on that work, they, along with B. Janiczak, J. 
Komisarczuk, W. Gwarek, developed CAD (Computer Aided Design) models of  
connectors and transitions used in a hybrid microwave integrated circuits, feeding CPW 
[5, 6].  
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2. Characterization and Modeling  
 
The jack receptacle – edge mount (end launcher) designed for 0.062” thick circuit board 
was modeled using the three dimensional Finite Element Code, HFSS. The purpose was 
to modify the connector suitable for CPW on a wafer, 8 mm by 8 mm, with an antenna 
fabricated on the bottom of it. To analyze the end launch connector before the 
modification, 17 mm by 17 mm wafer was used to analyze the performance of the end 
launcher. Figure 1a shows the connector placed on either end of the CPW with two 
ground contact tabs. Each tab is 4.5 mm long, 2.25 mm wide and 1.02 mm high. The gap 
between them is 1.7 mm wide, and the center conductor is placed at the center of the gap 
with Teflon dielectric material around it. The outer diameter of the Teflon dielectric 
material is 1.264 mm, and the dielectric constant is 2.08. The center conductor is 0.38 
mm in diameter and 0.76 mm long. As shown in figure 1b, the connector has an extrusion 
on the bottom, originally designed to hold a circuit board. The end view of the connector 
is shown in figure 1c along with a wafer board, which is 17 mm wide, 17 mm long and 
0.5 mm thick. It is made of silicon and the dielectric constant is 11.9. The wafer board 
has SiO2 film, 2000 Å thick, coated on the front side and the backside surface of the 
wafer. The CPW is made of gold, the centerline is 0.56 mm wide, and its gap between the 
ground plane and the centerline is 0.28 mm. The gold is 7300 Å thick. Modeling the 
connector and the wafer board was fairly straight forward, but the SiO2 film was too thin 
compared to the wavelength of interest around 20 GHz, and therefore, it was not 
included. However, its effects may not be significant since its dielectric constant is fairly 
low (εr = 4) and its thickness is only 1.3x10-5 relative to the wavelength at 20 GHz. 
One of the difficult items to model using the computer simulation is a soldering joint. A 
few different types of joints were tried as a part of this work. Since the ground contact 
tabs of the end launcher provide good contact surfaces, solder joints were not used at 
these surfaces. The center conductor was modeled as a cylindrical rod with the flat end as 
the first simulation model. This design provides a fine line of contact surface with the 
CPW. As expected, the simulated model, the end launchers and the CPW, did not appear 
to be working properly, clearly shown by the return loss (S11), shown in figure 2a, and 
the transmission loss (S21), shown in figure 2b. Thus, the computed results showed that 
the model generates an appreciable amount of radiation rather than acting as a 
transmission line and connectors. Therefore, it was first suspected that it is caused by 
inadequate contact between the center conductor of the end launcher and the CPW 
centerline. 
To pinpoint the source of the radiation, the wafer, extrusions on the bottom of the end 
launchers, ground contact tabs, and a portion of the center conductors, short pins that 
provide contact surface between the CPW and the end launchers, were removed. 
Therefore, the model has two short coaxial sections butted against each other, as shown 
in figure 3a. Computed S11 and S21 shown in figure 3b and 3c, prove that the short 
sections of the coaxial sections are working properly. Figure 3d shows the radiation 
pattern of the short section coaxial model. Also shown in the figure 3d, total radiated 
electric field times the distance, r, is 0.23 volt, radiation efficiency is 0.08, and maximum 
radiated power is 0.5 milliwatt. Input was one volt into the 50-ohm line. 
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Next, removed elements of the end launcher and the wafer were restored, and a solder 
joint was added as follows: an image of the circular end section of the center conductor 
was rotated ninety degrees, creating a right angle solder joint as shown in figure 4a. The 
S11 in figure 4b surprisingly shows that the additional contact surface does not solve the 
problem, or the additional contact surface is still inadequate. Computed radiation pattern, 
displayed in  figure 4c, shows that the radiated total electric field times a distance r (rEt) 
is about ten times higher than that of the two short coaxial sections (see figure 3d).   
Another attempt was made to increase the contact surface of the center conductor by 
uniting rectangular gold material to the bottom portion of the center conductor as shown 
in figure 5a. In addition, to minimize the scattering by the end launch connector, the 
radius of the coaxial section and outer edges of the ground contact tabs were reduced to 
bare minimum, 4.44 mm, without weakening the coaxial wall too much (see figure 5b). 
Further, lengths of the ground tabs were reduced to 2.5 mm from their original lengths of 
4.55 mm, and it was tapered down. Figure 4c indicates most of the energy was radiated 
toward the bottom of the wafer/connector when the solder joint was only a circular right 
angle. Consequently, the extrusion on the bottom of the end launcher was removed to 
remove the scattering from the extrusion. Computed S21 shown in figure 5d points out 
some energy was radiated, though very low in intensity. Computed S11 shows (see figure 
5c) some improvement around 19 GHz, but the return loss was approximately reduced 
from -20 dB to -17.5 dB around 21 GHz. However, radiation patterns, figure 5e, confirm 
that most of the energy was transmitted through the CPW. Notice that the quantity rEt is 
approximately 0.037 volt, smaller than those of the short coaxial sections butted against 
each other. 
Finally, the additional rectangular contact material was removed, and the resulting 
computations were shown in figures 6a (S11), 6b (S21), and 6c (Smith Chart). The range 
of the frequency was reduced for detailed view around 20 GHz, showing the return loss 
of -38 dB at 20.7 GHz. Insertion losses at this frequency, (see figure 6b) was -0.32 dB. 
 
3. Fabrication and Measurements 
 
To verify the simulated results, three pieces of the CPW line were fabricated on a wafer, 
8 mm by 8 mm, and the modified end launchers were attached using silver-loaded epoxy. 
Initially, efforts were made to attach the end launcher using solder, but failed. As it 
turned out, the silver loaded epoxy is not strong enough to withstand the force exerted by 
a flexible coaxial cable attached to a network analyzer. The first one broke at the bonded 
surface, and therefore, it was repaired with additional silver loaded epoxy, and epoxy was 
added on the bottom edge of the end launcher/wafer. This time wafer was broken around 
the ground contact tabs during the measurement setup. Second wafer was shattered 
during the setup.   
On third wafer, a little more epoxy was applied to the bottom edge of the wafer/end-
launcher contact surface to ensure good bonding, leaking to the center pin area on the 
other side. Using a knife with a fine blade, the epoxy covering the center pin, the ground 
contact tabs, and the wafer was removed as much as possible. An ohmmeter was used to 
measure resistance from end to end to get a feel of silver epoxy at DC. Results of the 
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ohmmeter measurements are shown in table 1. Direct current (DC) resistance from the 
center conductor to the center conductor was 0.74 ohm, and the outer conductor of the 
first end launcher to the outer conductor of the other end launcher was 0.02 ohm after 
probe resistance, 0.2 ohm, was taken out. These values indicate DC resistance of the 
silver epoxy applied at the interface between the end launchers and the CPW. The end 
launchers/wafer was connected to a Wiltron network analyzer model 37269A. However, 
the wafer broke again, but four data points at markers were written down as shown in 
table 2. Comparison with simulated data at 19 GHz and 20 GHz shows differences of 
0.04 dB and 0.95 dB. These values are very good despite the epoxy accident. 
 
The modified end launcher was connected to CPW with an antenna on the opposite side. 
Figure 7a shows a return loss as a function of frequency from 18 GHz to 22 GHz, and 
Figures 7b and 7c show pictures of the modified end launcher/antenna, next to a dime. 
Figure 7d shows dimensions of the CPW and the antenna. Length of the CPW is 4.7 mm. 
 
 
4. Conclusion 
 
A commercially available edge mount connector was successfully modified for wafer 
level CPW applications. Computed radiation pattern was crucial in pin pointing the 
problem area. In addition, creating a contact surface as a solder joint plays an important 
role. 
A silicon wafer is very brittle, requires careful handling, and is difficult to bond using 
adhesives or epoxy. However, super glue provides strong bond to the silicon wafer, and 
therefore, the superglue maybe used to bond the ground tabs to the CPW, and then apply 
silver-loaded epoxy to provide electrical connection. 
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Figure 1a. Plan view of the connector placed on either end of the CPW with two ground 
contact tabs. Each tab is 4.5 mm long, 2.25 mm wide and 1.02 mm high. The gap 
between them is 1.7 mm wide, and the center conductor is placed at the center of the gap 
with Teflon dielectric material around it. The center conductor is 0.38 mm in diameter 
and 0.76 mm long. The wafer board is 17mm wide, 17 mm long and 0.5 mm thick. It is 
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made of silicon and the dielectric constant is 11.9. The silicon wafer board has SiO2 film 
coated on the front and backside of the surface and 2000 Å thick. The CPW is made of 
gold, the centerline is 0.56 mm wide, and its gap between the ground plane and the 
centerline is 0.28 mm. The gold is 7300 Å thick. 
 

 
 
Figure 1b. Side view of the setup. The end launcher has an extrusion on the bottom, 
originally designed to hold a circuit board. 
 

 
 
Figure 1c. End view of the setup. The outer diameter of the Teflon dielectric material is 
1.264 mm, and the dielectric constant is 2.08. 
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Figure 2a. Computed return loss (S11) of the setup as a function of frequency, shown in 
figure 1.  
 

 
 
Figure 2b. Computed transmission loss (S21) as a function of frequency. 
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Figure 3a. A side and an end view of two short coaxial sections butted against each other 
for a baseline simulation. 
 

 
 
Figure 3b. Computed S11 for the setup shown in figure 3a as a function of frequency. 
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Figure 3c. Computed S21 for the setup shown in figure 3a as a function of frequency. 
 

 
Figure 3d. Radiation pattern of the setup shown in figure 3a. Total electric field times the 
distance r, rEt, is 0.23 V, and radiation efficiency is 0.08, and maximum radiated power is 
0.5 mW. Input voltage is one volt. 
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Figure 4a. An image of the circular end section of the center conductor was rotated ninety 
degrees, creating right angle gold cylinder as a solder joint. 
 

 
Figure 4b. Computed S11 after adding right angle as solder joint, which did not affect the 
S11 response very much. 
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Figure 4c. Radiation pattern of the previous setup plus a right angle solder joint as shown 
in figure 4a. Computed rEt is about ten time higher than that of the two short coaxial 
sections (see figure 3a). 
 
 
 

 
 
Figure 5a. To increase contact surface of the center conductor a rectangular gold material 
was united to the bottom portion of the center conductor. 
 

 
 
Figure 5b. Lengths of the ground tabs were reduced to 2.5 mm, and they were tapered 
down. 
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Figure 5c. Computed result S11 exhibits some improvement around 19 GHz, but the 
return loss was approximately reduced from -20 dB to -17.5 dB around 21 GHz. 
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Figure 5d. Computed S21 tells us that some energy is being radiated at the added contact 
surface area of the center conductor. 
 

 

 

 

Figure 5e. Radiation patterns of the setup when additional contact surface was added to 
the center conductor. Notice that the quantity rEt is approximately 0.037 Volt, smaller 
than that of the short coaxial sections butted against each other. 
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Figure 6a. Computed response S11 of the CPW with end launch connectors. Center 
conductor had circular right angle contact and additional contact surface shown in figure 
5 was removed. 
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Figure 6b. Computed S21 of the CPW with end launchers. Center conductor had circular 
right angle contact and additional contact surface shown in figure 5 was removed. 

 
 
Figure 6c. Smith chart, showing impedance curve of the final setup. 
 
Table 1. DC resistance from end to end. Measured using an ohmmeter.  
 
Setup for measurement Measured Actual Value 
Direct contact from probe to probe 0.20 Ohm 0.20 Ohm 
Center conductor to center conductor 0.94 Ohm 0.74 Ohm 
End launcher outer conductor (OD) to end launcher OD 0.22 Ohm 0.02 Ohm 
 
 
Table 2. Measured Transmission loss (S21) of the end launchers and a CPW, 8 mm long,  
on a wafer combined. 
 
19 GHz 20 GHz 25 GHz 27.4 GHz 
-1.0 dB -1.5 dB -0.5 dB -3.4 dB 
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Figure 7a. A return loss of the wafer level antenna with CPW as a function of frequency 
from 18 GHz to 22 GHz. 
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Figures 7b. Picture of the modified end launcher with antenna next to a dime. CPW on 
the opposite is shown in figure 7c. 
 
 
 
 

 
 
 
Figures 7c. Picture of the modified end launcher mounted on a silicon wafer, shown  
CPW side next to a dime. Antenna on the opposite side is shown in figure 7b. 
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Figure 7d. Wafer level antenna  and CPW with three different views. Length of the CPW 
is 4.7 mm. Notice that this drawing is not to scale. 

383



A NEW RADIO DIRECTION FINDER FOR

WILDLIFE RESEARCH

Todd A. Borrowman, Steven J. Franke and George W. Swenson, Jr.
Department of Electrical and Computer Engineering

University of Illinois at Urbana-Champaign

Abstract

A new direction-finding system has been developed, consisting of N iden-
tical VHF receivers, each with its own dipole antenna, closely situated
so that the mutual interactions of the dipoles produce identical complex
receiving patterns for each receiving channel, successively spaced in az-
imuth angle. A single incoming r-f pulse a few milliseconds in length thus
produces N samples of the common, known, reception pattern. By opti-
mally fitting the pattern to the data with respect to azimuth an estimate
of the direction of arrival is determined. Use of multiple receivers, coher-
ent detection of complex analytic signals, modern estimation algorithms
and modern software-defined receiver technology permits a manifold im-
provement in speed and convenience over currently available wildlife radio
tracking methods.

1 INTRODUCTION

Direction finding systems have been a great help to the environmental sciences by enabling the
tracking of wildlife through radio transmitters. Originally the bearings were found with hand-held
antennas—either a highly directional antenna, or one with a narrow null in the pattern. As the
tracking of animals has gained importance, automated systems for direction finding and animal
tracking have been developed. These systems allow more information on the animal’s location to
be recorded continuously and quickly. However, these direction finders are an automation of the
hand-held techniques and do not take full advantage of the hardware and computational power now
available.

A currently deployed automated direction finding system [1] calculates bearings by a special
adaptation of the classical Watson-Watt direction finder. This system uses several directional an-
tennas arrayed in a circle. The receiver for this system is switched sequentially between successive
antennas and a bearing is calculated once all the antennas have been read. The ratio of the largest
signal to second largest signal gives the bearing with respect to the boresight direction of the antenna
with the strongest signal. This assumes that the two antennas receiving the strongest signals are
adjacent to each other. The signals received by the other antennas are ignored.

Also in that current system the receiver must tune separately for each different transmitter
frequency, reducing the number of bearings for each transmitter since the time spent receiving must
be shared between all transmitters. This need to retune also requires more complicated hardware
in the receiver. The last filtering stage must have a small enough bandwidth to eliminate the other
transmitters at frequencies near the desired transmitter and the oscillators must be precise enough
to place the desired transmitter’s signal in that small bandwidth. Another drawback of this receiver
is that it records only the amplitude information from the antenna, ignoring more data that could
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be utilized for direction finding.
The multichannel coherent radio receiver and direction finder uses a different approach. The

antenna is less complicated, using simple dipoles instead of Yagi-Uda or other directional antennas.
This less directional design allows every antenna to receive each pulse and use all the information
collected in the bearing calculation. The mutual impedance of the dipoles is used in the design to
increase the azimuthal differentiation.

The use of a software defined receiver increases the speed and flexibility of the system. The
receiver is able to record a large band of frequencies at once and then to perform the bearing
calculation on each signal received in that band. Each antenna is connected to an independent
quadrature receiver so the signals are received simultaneously on every antenna. This increases the
speed of the direction finder by receiving multiple transmitted signals on every antenna at once.
Both in-phase and quadrature signals are used in the bearing calculation, increasing the information
collected per signal, thus increasing the accuracy of the estimated bearing [2].

The new direction finding system has been tested incrementally through to the final completed
system. The antenna was modeled using computer software to visualize the mutual impedance
contribution to the antenna patterns and the difference from idealized models. These calculated
patterns were then used in direction finding simulations to test the viability of the designed antenna
and direction finding algorithms. The antenna models were also verified independently by field tests
which measured the antenna patterns. Finally the entire system was tested in the field using actual
animal transmitters and GPS coordinates as test data.

2 DIRECTION FINDING SYSTEM OVERVIEW

The direction finding system is comprised of four parts: antenna, RF front-end, software-defined re-
ceiver, and detection and direction finding algorithm. Each component is independent and separate,
to be replaced as needed in case of a change in frequency, modulation, or polarization. Also, this
made for quicker, parallel development as each element was built and tested independently before
integration into the completed direction finder.

2.1 Antenna

The software Nec-Win Pro [3] was used to estimate the antenna patterns. The software implements
NEC (Numerical Electromagnetics Code), which uses the method-of-moments to determine the
electric field produced by the antenna. The Nec-Win Pro software was chosen because it calculates
and reports the electric field magnitude, phase, and polarization. Figures 1, 2, 3, and 4 show the
modeled characteristics of the chosen array configurations.

The schematic layout of the chosen antenna array for vertical polarization is shown in figure 5.
The aluminum dipoles are 85.7 cm long and each dipole is attached to the ends of adjustable PVC
arms set in a cross pattern. The arms can telescope between 58 and 68 cm and can turn 360◦ to
receive various polarizations (Fig. 6). For the field experiments the arms were set to 63.8 cm (.35λ
at 164.5 MHz).

Each dipole is center-fed with 75-Ω RG6 coaxial cable connecting each dipole to an indepen-
dent receiver. Ferrite chokes are applied to these lines to suppress antenna currents on the outer
conductors of the transmission lines.

The measured vertically polarized antenna pattern has a smoother transition from the main lobe
to the two side lobes as compared to the NEC simulation (Fig. 1). Also the antenna has a larger
front-to-back ratio than was simulated. Both of these variations from simulation make the antenna
a better direction finder by raising the gain between lobes and having an increased directional
asymmetry. The phase pattern was almost identical between the NEC simulation and the measured
values (Fig. 2).
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For the horizontally polarized antenna pattern (Fig. 3), the measured values had a slightly
broader main lobe accompanying a smaller back lobe. The phase measurements (Fig. 4) show a
more elongated pattern but still have the expected shape.

2.2 RF Front-End

The antenna lines are fed to the two-stage RF front-end. It has four independent channels, each
consisting of a preamp and two down-converting and filtering stages. The preamp is a low noise
preamp with 10-11 dB of gain. The signal is then mixed with the output from an external oscillator.
This oscillator is tuned to fTransmitter−70 MHz so that the output of the mixer is at a frequency of
70 MHz. The oscillator is passively split to each channel so as to maintain the correct phase relation
between channels. An internal computer-controlled oscillator will replace this external oscillator in
a future version.

The 70-MHz output of the mixer is filtered to eliminate duplicate images due to the mixing, with
a surface acoustic wave (SAW) filter with center frequency 70 MHz and 500-kHz bandwidth. At this
point the signal enters an amplifier with 22 dB of gain to recover losses incurred in the mixing and
filtering. The second stage uses a fixed oscillator at 80.7 MHz to mix the signal down to 10.7 MHz.
The signal is filtered using a ceramic filter with center frequency 10.7 MHz and bandwidth of 200
kHz. Finally the signal is sent to another amplifier with 22 dB of gain to recover losses.

2.3 Receiver

The receiver itself consists of computer controlled operations. The output of the RF front-end is
fed to a Universal Software Radio Peripheral (USRP) [4]. The input to the USRP is amplified
using a programmable gain amplifier (PGA) with gain 0-20 dB. The signal is then sampled with
an analog-to-digital converter (ADC) giving 12-bit samples at 64 Msamples/s. This digital signal is
down-converted to 256 ksamples/s using an Altera Cyclone field-programmable gate-array (FPGA).
At this point the four complex channels (in-phase and quadrature data) at 256 ksamples/s are
interlaced and streamed to a universal serial bus (USB 2.0) port.

A software-defined radio is implemented on the computer using the GNURadio project [5]. The
program reads the data from the USB port and deinterlaces the channels into separate signals.
These signals are then filtered and decimated to produce 8-ksamples/s complex signals. The center
frequency of the filter is tuned by the user, within the 256-kHz band; however, the 8 ksamples/s
is hardcoded into the reciever software. This bandwidth will be increased to allow simultaneous
reception of multiple targets, but is currently limited to speed up developement and processing.

The signals are sent through an adjustable FIR filter for audio output. Also, they are Fourier
transformed to display the spectrum. These audio and visual cues help the user tune the receiver.
Finally, signals are written to a binary file for later processing.

2.4 Detection and Direction Finding Algorithms

The current detection and estimation analysis is implemented in Matlab for ease of development.
The complex signals are read from the binary file saved by the GNURadio program. The amplitude
of these raw signals is calculated and then filtered using a matched filter whose length is the same as
the pulse width (in the field experiments the pulse transmitters had a pulse width of 20 ms). These
filtered signals are then subjected to a threshold test to minimize false positives. If the filtered
signals are larger than the threshold, these signals are a pulse. This pulse is extracted from the
data.

The fast Fourier transform (FFT) is performed on the detected pulse. The complex amplitudes
of the pulse are calculated, for each channel, from the FFT by Parseval’s Theorem. This data is
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then fitted to the receiving pattern of the system. By using a least mean square error estimator, an
azimuth bearing estimate is produced for each detected pulse.

3 MONTE CARLO TESTS

To test the usability of this antenna configuration for direction finding, a Monte Carlo test was
performed using the NEC simulations as the given antenna pattern. The pattern is sampled at one
degree intervals. At each sample, 100 test signals (Vi) are generated for each signal-to-noise ratio
(SNR) to be tested.

SNR = 10 log10

(
max(diag(G(θ)G(θ)H))

σ2

)
(1)

The test signals are produced by adding Gaussian noise (Ni = N (0, σ2I) + jN (0, σ2I)) to the
antenna pattern, G(θ).

Vi = G(θ) + Ni (2)

These test signals are then used as the input to the estimator algorithm to be tested to produce the
estimated bearing (θ̂i(Vi)).

The error of the estimated bearing (δθi) is calculated,

δθi = θ̂i − θ (3)

as is the estimator bias (δ̄θ),

δ̄θ =
1

100

100∑
j=1

δθi (4)

and standard deviation of the error (std(δθ)),

std(δθ) =
1
99

100∑
j=1

(
δθi − δ̄θ

)2
. (5)

The bias shows the accuracy of the estimator, while the standard deviation is a measurement of
precision. For optimization, one will find an antenna configuration which has the lowest maximum
standard deviation in terms of frequency and azimuth.

In these tests the antenna model performed well (Fig. 7). The standard deviation is relatively
smooth with the larger features consistant at all the noise levels. At 40-dB SNR, all estimation
errors are within 1◦ of the target azimuth. As the SNR decreases the standard deviation of errors
increases proportionally, as is expected with Gaussian noise.

4 GPS EXPERIMENT

A pulse transmitter was placed in a vehicle and driven around the Monticello Rd. Field Site. The
transmitter was accompanied by a GPS receiver which recorded its location. The received signals
were recorded by the GNURadio receiver. The computer was configured to receive a GPS time
signal to synchronize the computer and the GPS receiver that will be with the transmitter. The
GNURadio receiver was set up with LO1 at 94.266 MHz, LO2 at 80.7 MHz and the NCO at -10.704
MHz. This placed the animal transmitter at around 500 Hz in the baseband spectrum.

The truck, with the animal transmitter and GPS receiver, initially was at the end of the driveway
on Rising Rd. (County Road 700E) for 2 min to line up the actual bearings and the estimated
bearings (Fig. 8). The transmitting truck turned left and began traveling south on Rising Rd. At
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the corner of Rising Rd. and C.R. 900N the truck turned left to travel east on C.R. 900N. At the
corner of C.R. 900N and Staley Rd. (C.R. 800E) the truck turned left to travel north on Staley Rd.
At this point the transmitter lost the line of sight to the receiving antenna. This shows up as a lack
of estimates for these bearings. At Monticello Rd. (C.R. 1000N) the truck turned left to travel west.
Approximately halfway down this road the transmitter regained line of sight. At Rising Rd. the
truck turned left and began traveling south. At the driveway of the field station the truck turned
left and drove up the driveway east until coming to a stop at the field station building.

The bearings from the antenna to the transmitter were calculated (Fig. 9) using the GPS
coordinates recorded in the truck. Then the bearings were estimated by using the LMSE estimator
in Matlab. Each pulse detected was used independently to estimate a bearing. SNR was calculated
(Fig. 10) using the pulse energy divided by the noise power per hertz. From signal S(t) the pulse
energy is calculated by

Inst.Power =
1
R

S∗(t)S(t) (6)

Energy =
1
R

∫ T

0

S∗(t)S(t) dt =
1

rR

rT∑
k=0

S∗(k)S(k), (7)

where R is the resistance, r is the sampling rate and T is the length of the pulse in time. The noise
power per hertz is calculated from a noise signal n(t)

n(t) −→DFDT N(f)

Power/Hz =
r

RBL

LB
r∑

f=0

N∗(f)N(f), (8)

where L is the total length of the dfdt in samples and B is the bandwidth of the noise. SNR then
becomes

SNR = 10 log10

 B
∑rT

k=0 S∗(k)S(k)

r2L
∑LB

r

f=0 N∗(f)N(f)

 . (9)
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Figure 1: Comparison of NEC simulation and measured four-element vertical dipole array magnitude
pattern at a frequency of 164.5 MHz. The radial axis is in dB.

Figure 2: Comparison of NEC simulation and measured four-element vertical dipole array phase
pattern at a frequency of 164.5 MHz. The radial axis is in degrees.
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Figure 3: Comparison of NEC simulation and measured four-element horizontal dipole array mag-
nitude pattern at a frequency of 164.5 MHz. The radial axis is in dB.

Figure 4: Comparison of NEC simulation and measured four-element horizontal dipole array phase
pattern at a frequency of 164.5 MHz. The radial axis is in degrees.
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Figure 5: Layout of four-element dipole array.

Figure 6: Antenna in the vertical (left) and horizontal (right) configurations.
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Figure 7: Direction finding simulation results using LMSE estimation. The radial scale is the
standard deviation of error in degrees.

Figure 8: The direction finder location and the path the transmitter traversed for the GPS experi-
ment.
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Figure 9: Transmitter bearings calculated from GPS locations and estimates. Each dot represents
one pulse on which the estimate was based. The diamonds denote the bearings of the diamonds in
Figure 8.

Figure 10: Error of estimate dependence on SNR. Each dot represents one pulse on which the
estimate was based.
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Abstract: Tracking migratory birds involves outfitting them with 
transmitters and antennas so that their whereabouts can be detected by 
tracing a specific signal assigned to them.  Common practice in wildlife 
studies dictates that the mass of the transmitter plus the antenna placed on 
an animal should not exceed 3-5% of the animal’s body weight.  When the 
bird is large, such as a goose, this weight limit poses no severe restrictions on 
the transmitter antenna.  However, when the animal of interest is a small 
songbird (~ 26 g in weight, 15 cm in length), both the transmitter and 
antenna face severe size limitations that are further compounded by an 
operating frequency of 150 MHz. These size and frequency limitations 
translate into an antenna that is electrically small and that has a non-ideal 
counterpoise, which makes measuring the efficiency extremely difficult.  This 
paper describes the experimental methods developed for use with the 
Wheeler cap technique to arrive at repeatable and representative 
measurements of efficiency with and without a bird model present.  
Important considerations for efficiency measurements of electrically small 
antennas and antennas in close proximity to biological bodies will be 
presented and discussed.   
 
 
I.  Introduction 
Currently an effort, known as ICARUS [1], is investigating the ability to track 
songbird migration globally from space.  There are currently several tracking-
specific transmitters that are capable of producing a signal detectable by a 
satellite; however, these transmitters are only appropriate for relatively large 
animals.  Common practice in wildlife tracking dictates that the mass of the 
transmitter plus the antenna should not exceed 3-5% of the animal’s body weight.  
For larger animals such as an albatross, this weight limit poses no problem.  
Indeed, several researchers, e.g., [2], have investigated tracking system 
performance as a function of antenna size, topology, and orientation on larger 
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birds, such as geese, at 400 MHz.  However, smaller animals, such as a songbird, 
pose a unique challenge for satellite tracking because many songbirds are both 
small (~15 cm in length) and light (averaging 26 g).  While several lightweight 
transmitters have been developed that are appropriate for these birds [3], the 
relationship between antenna size and tracking feasibility for this kind of system 
has not been studied.   
 
If a songbird is to be tracked from space, the power radiated by the bird’s 
transmitter is a critical parameter that can make the difference between tracking 
success and failure.  Therefore, being able to accurately measure the efficiency of 
the antenna used is crucial to the link budget calculation.  While antenna 
efficiency measurements are generally straightforward, there are several factors 
that complicate the efficiency measurement of an antenna used in tracking a 
songbird.   
 
First, the only practical choice for an antenna that is to be attached to a songbird is 
a simple monopole because it is both lightweight and minimally interferes with 
the behavior of the bird.  Size and weight restrictions dictate that this monopole 
must be small.  Furthermore, the operating frequency for this system is 150 MHz , 
which corresponds to a free space wavelength of 2 m.  Since the bird is only 15 
inches from beak to tail, outfitting it with an antenna more than 25 cm would be 
unreasonable.  Therefore, only monopoles one-eighth of a wavelength long or less 
should be considered—and of course there is great motivation to make the 
antenna as short and light as possible such that it minimally hinders the bird. 
 
Second, the transmitter itself is extremely small, on the order of 1 cm3 or less [3].  
Therefore, without the bird present, the monopole has a very small counterpoise at 
best – with the transmitter mounted to the bird (usually with glue), the radiating 
system becomes more complex.  In fact, the lack of a large or well-defined ground 
plane in this case means that both the body of the transmitter as well as the bird 
may serve as counterpoises for the monopole.   
 
Due to these conditions, measurement techniques must be examined and amended 
to ensure an accurate and repeatable measurement.  This paper discusses the 
obstacles and solutions encountered while tackling this problem. 
 
II.  Antenna Efficiency and the Wheeler Cap Method 
 
Antenna efficiency is the ratio of the power radiated by an antenna to the power 
delivered to the antenna.  It can be expressed as a function of the antenna 
resistances, 
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R D

Re
R R

=
+

, (1) 

 
where RR  is the radiation resistance of the antenna, DR  is the ohmic resistance of 
the antenna, and the sum of these two resistances is equal to the total resistance of 
the antenna.   
 
Some popular methods for measuring efficiency include the directivity/gain 
method, the radiometric method, and the random field method [4].  However, 
these methods are either not appropriate for small, low gain antennas such as this 
one at 150 MHz or they require special equipment, a large anechoic chamber, or a 
large mode-stirred reverberation chamber in order to provide accurate 
measurements.   Therefore, the Wheeler cap method [5, 6] was chosen for 
evaluation of antenna efficiency in the present study.  This choice, however, 
presented a number of challenges, since fields inside the Wheeler cap can 
terminate on feed cables and result in erroneous and unstable measurements.   
 
The Wheeler cap method is a straightforward approach to measuring the 
resistances necessary to calculate efficiency [5, 6].  A Wheeler cap is a large 
conducting box or sphere that encloses an antenna over a ground plane.  
Effectively, this cap shorts the radiation resistance of the antenna, so that when an 
impedance measurement is taken with the antenna inside the Wheeler cap, the 
resistive component of the impedance is equal to the ohmic resistance, DR  [5].  
Therefore, only two measurements are necessary to determine the efficiency of an 
antenna: 

1. A free space measurement, which yields FS R DR R R= + . 
 2.   A Wheeler cap measurement, which yields WC DR R= . 
The original Wheeler cap was a perfectly conducting spherical shell with a radius 
equal to one radianlength, which is equal to / 2λ π  [5].  Wheeler initially chose 
this shape and size because the radiansphere represents the transition point 
between the reactive near-field region and the radiating near-field (Fresnel) 
region.  Theoretically, by placing a large conductive hemisphere at this boundary, 
the fields radiated by the antenna will be shorted out before the radiation fields 
predominate.  In 1975, Newman and Bohley showed that the shape and size of the 
Wheeler cap are not critical, meaning that it does not matter in which region the 
fields are shorted [6].  This conclusion made Wheeler caps much easier to 
construct because they could simply be a cube or box of any size. However, in 
practice the shortest distance between the surface of the Wheeler cap and the 
antenna should be at least / 6λ .  This restriction generally creates a cap that 
avoids resonances within the Wheeler cap at the desired frequency.  
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(Theoretically, a cap can be any size as long as it is not resonant within the 
frequency range of interest [7].)  
 
For this work, the Wheeler cap has inner dimensions of 69  69  90× ×  cm, which 
corresponds to a lowest-order resonant frequency of 273 MHz.  In order for the 
antenna to be mounted within the cap, a small piece was cut out from the bottom 
of the structure.  Both this mounting piece and the hole it left behind were lined 
with copper tape, so that when they were in place for a measurement, good 
electrical contact was ensured.   
 
III. Measurement System Components and Procedures 
 
A. Cable Choke Design 
When measuring any antenna that is not over a well-defined ground plane, care 
must be taken to eliminate currents that occur on the measurement cable as a 
result of two separate mechanisms: (1) the mismatch between the measurement 
cable and the antenna and (2) the reradiation of the antenna’s radiated field by the 
measurement cable.  These currents are often reduced substantially by 
implementing a ferrite choke or a quarter-wavelength choke.  For this work, the 
large impedance mismatch between the 50-ohm cable and the antenna precluded 
the use of a ferrite choke.  Moreover, a basic quarter wavelength choke at 150 
MHz would be unreasonably large (50 cm).    
 
In order to decrease the overall length of the choke, we implemented a quarter-
wavelength choke design based on Icheln and Vainikainen’s dual-band balun [8]. 
This balun was originally designed to test a phone that operates at bands around 
900 MHz and 1800 MHz.  It is constructed of two concentric conducting 
cylinders.  At the end closest to the phone, the smaller cylinder is open to the 
device under test, but the larger is not.  At the end furthest from the phone the 
whole device is shorted to the test cable.  Also, there is a small gap between the 
inner cylinder and the shorting plate.  This narrow gap creates a capacitance that 
acts as a low pass filter.  At the higher frequency (1800 MHz) the stacked cavity 
is blocked and the main cavity is the active quarter-wavelength balun. The lower 
frequency has access to the stacked cavity, though, so its currents travel the length 
of the balun twice to make up the active balun.   
 
This elegant design can easily be adapted to build a choke for the presented 
problem.  Using standard L-type copper pipes, a 25-cm-long choke was 
constructed with the dimensions shown in Fig. 1.  Luckily, because our choke 
need only operate at one frequency, the capacitance of the narrow gap does not 
need to function as a low pass filter.  Therefore, the gap between the inner pipe 
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and the shorting plate does not need to be narrow at all.  This simplifies the 
fabrication process immensely.  Because of the folded design of the choke, its 
electrical length appears as a quarter-wavelength while its physical length is one-
eighth of a wavelength.   
 

 
Figure 1.  Dimensions of the folded choke used to eliminate currents on the measurement 

cable. 

 
In order to ensure that the choke worked properly, a test was devised to examine 
the electrical length of the choke at 150 MHz.  First, the RG-402 coax running 
through the choke is outfitted with male SMA connectors on either end.  Then, an 
electric delay is dialed into the network analyzer to effectively eliminate the 
length of coax running through the choke. After this step, a short standard is 
placed on the end of the choke.  If the choke is electrically equivalent to one-
fourth of a wavelength, the measurement when the short standard is on the choke 
should look like an open.  Conversely, if an open standard is placed on the end of 
the choke, the impedance measured should be that of a short.  It was found that 
with and without the bird model, the choke operated ideally around 142 MHz.  
Without a much more precise fabrication procedure, it wasn’t expected that we 
could produce a choke any closer to the operational frequency. 
 
B. Bird Model 
When choosing how to include the bird in the experimental set up, live or dead 
birds were an option, but we instead adopted an alternate approach that would 
preserve the repeatability of the procedure and avoid all animal handling issues.  
A natural sponge was carved into the shape of a small songbird in the dimensions 
mentioned above. The average mass of this class of songbird is 26 grams, so to 
complete the bird model, it was saturated with biological saline (a 0.9% NaCl 
solution) to a mass of 26 grams.  The sponge easily absorbed the solution without 
being excessively wet and was easy to handle.  Even though this model does not 
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mimic the relative permittivity of the various tissues within a bird, it is 
representative of the average conductivity taken over the whole bird and it will 
contribute to any resistive system losses measured with the Wheeler cap method. 

 
Figure 2.  Bird model constructed from natural sponge in testing configuration with antenna 

and choke. 

 
To prepare the bird model for measurement, it was first rinsed in tap water and 
wrung out until it was approximately 14g.  This mass corresponded closely to the 
amount of water that could be removed from the bird easily after it had been 
saturated (the mass of the sponge when dry was 3.8 g).  Following this, the bird 
was saturated with biological saline (0.9% NaCl) until it weighed 26 g, the 
average mass of a typical songbird of interest.  This method was followed for 
each measurement set that included the bird model in an attempt to minimize 
variations in salinity.   
 
C. Impedance Measurement Procedure 
The impedance measurements called for modifications to the choke that was 
described in section A.  After several attempts to obtain measurements, we 
decided that we did not want to have to utilize a SMA connector to attach the 
antenna to the choke structure.  With the SMA connector in place, it was easy to 
have several different sized monopoles available for testing.  However, there was 
evidence that the junction at the SMA just outside the choke was affecting the 
behavior of the choke.  As an alternative, the inner coax cable was removed and 
replaced with a longer strip of coax.  This single piece became both the inner coax 
running through the choke and the antenna extending out from the choke, as in   
Fig. 3.  The antenna was fashioned by stripping the outer conductor and dielectric 
material from the RG-402 coax.  It became clear through more measurements that 
the choke had to be electrically isolated from the bird model.  To accomplish this, 
the end of the choke was wrapped with electrical tape to isolate the bird from the 
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choke.  Also, the opening of the choke was covered with a thin sheet of plastic in 
order to prevent any moisture from entering the choke from the bird model. 
  

 
Figure 3.  Modified quarter-wavelength choke for impedance measurements 

 
 
Initially the monopole was constructed to be 25 cm in length (one-eighth of a 
wavelength).  Once all measurements for this length were taken, the antenna was 
cut to a shorter length and the measurements were repeated.  This process 
continued until the antenna was 10 cm long.  In order to analyze the effects of the 
bird model on the monopole, we took measurements of the monopole by itself and 
the monopole with the bird model.  The measurements of the monopole antenna 
in free space were taken first.  These readings were taken in an anechoic chamber 
away from any conducting bodies with the choke resting on a piece of foam to 
keep it upright.  The portion of the measurement cable that was in the anechoic 
chamber was covered with absorber to prevent it from reradiating the field of the 
monopole under test.  Five separate measurements of the input impedance were 
taken for each antenna length.  Each of these five measurements was completed 
with the antenna at a different location in the anechoic chamber.  This was done to 
confirm that the input impedance was not dependent on the position of the 
antenna in the chamber.   
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Second, the free space measurements of the antenna with the bird model were 
taken.  Again, five separate measurements were taken at different locations within 
the anechoic chamber.   The bird model was placed on the choke/antenna 
structure to mimic the mounting configuration in the field and the measurements 
were immediately taken.   
 
Third, the Wheeler cap measurements of the monopole were taken.  To insert the 
antenna into the cap, the piece that had been cut from the cap to allow insertion of 
the antenna was affixed to the choke.  This cut-out of the Wheeler cap is referred 
to as the Wheeler cap mounting piece.   For this measurement, the mounting piece 
was flush with the end of the choke so that none of the choke resided in the 
Wheeler cap.  The mounting piece was then reinserted into the Wheeler cap, 
placing the antenna within the cap.  Next, five separate measurements were taken.  
For each set of measurements, the antenna was removed and reinserted into the 
Wheeler cap at least 2-3 times to ensure that slight changes in the position of the 
mounting piece did not significantly alter the measurements. 
 
Finally, the Wheeler cap measurements of the monopole with the bird model were 
taken.  First the bird model was rinsed and saturated with biological saline as in 
the free space measurement discussed previously.  Then the choke, antenna, bird 
model, and choke-piece were assembled.  The face of the Wheeler cap mounting 
piece that completes the inner lining of the cap was partially covered with 
electrical tape to isolate the bird model from the conductive surface.  For this part 
of the procedure, a small portion of the choke extended into the Wheeler cap 
simply because the bird was pulled over the choke so that it would not be 
covering the monopole.  Figure 4 shows the antenna configuration when it is 
placed within the Wheeler cap.  Once again, five separate impedance 
measurements were taken for each setup and the antenna was removed and 
reinserted into the Wheeler cap 2-3 times during those measurements.  For a more 
detailed discussion of the procedure, please refer to [9]. 
 
IV. Results 
 
Fig. 5 displays the average resistances measured following the procedure above 
for both the test setup with just the monopole and the test setup with both the bird 
and the monopole.  (The standard deviations are also included in this graph, 
though for many data points the standard deviations were low enough that they 
are not easily visible.)  In both cases, as the length of the antenna increases, the 
difference between the free space antenna impedance (the sum of the radiation 
and ohmic resistance) and the Wheeler cap antenna impedance (the ohmic 
resistance) also increases.  This means that the radiation resistance is increasing 
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with increasing length, which agrees with the theoretical model of an ideal 
monopole.   
 

 
Figure 4.  Antenna configuration within Wheeler cap. A small part of the choke is contained 

within the cap, but the majority of it resides outside of the cap. 
 
 

 
Figure 5.  Measured resistances for an electrically short monopole (above) and the same 

monopole with the bird model. 
 
Note that the impedances of the monopole seem to be converging towards a 
resistance of about 10 ohms as the antenna length decreases.  The impedances of 
the monopole and bird model, however, are increasing to a much higher 
resistance.  Obviously, as an antennas length decreases towards zero, it’s expected 
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that all resistances associated with the antenna would also approach zero.  This is 
clearly not the case of the monopole with the bird model.  This effect is due to the 
resistance that is inherent to the bird model (and a real bird), which becomes part 
of the system once the antenna and transmitter are attached to it.   
 
Approximate radiation patterns taken of the monopole with the bird model 
indicate that the bird model will absorb and perhaps reradiate a small amount of 
power.  In most cases, this effective power loss is small compared to the radiation 
of the antenna and thus not usually detectable.  However, when the antenna length 
is very short (around 10 cm), the effective losses presented by the bird model are 
apparent in a radiation pattern measurement.  Since the bird model is essentially 
dissipating energy, we can consider it an equivalent resistance in the circuit 
diagram of the system.  This resistance attributed to the bird will always be 
present in any measurement, and this is why the resistances of the monopole with 
the bird model do not approach zero with decreasing antenna length.  In fact, the 
resistances approach the effective resistance of the bird model, which with this 
particular model could be estimated at 30 ohms. 
 
According to the resistances measured, the efficiency of the monopole alone at 25 
centimeters is about 65% while at 10 cm the efficiency is 45%.  With the bird 
model added, the efficiencies for the 25 cm and 10 cm antenna are 50% and 5% 
respectively.  Because the efficiency of the monopole alone is greater than 40% at 
10 cm, it appears that the major physical factor in determining the efficiency of an 
animal-monopole system is not antenna length.  Recalling the discussion 
regarding the inherent resistance of the bird model and examining Figs. 4 and 5, 
one sees that when the free space resistance (or total resistance) is large compared 
to the animal’s effective resistance, the efficiency of the radiating system will be 
similar to that of the monopole by itself, with the animal essentially acting as a 
part of a lossy, non-ideal counterpoise resulting from any direct or capacitive 
coupling between the transmitter, the antenna, and the bird’s body.  This is a 
slightly different from the case of antennas near but not connected to biological 
bodies (e.g., [10]) where the load presented by an organism is a near-field 
radiative phenomenon.  However, as the total radiating system resistance 
approaches the effective animal resistance, efficiency will drop off rapidly since 
most of the input power will be dissipated in the bird.  From this observation, we 
can conclude that for each new tracking system that requires an electrically small 
antenna, a similar study should be conducted to determine the effective resistance 
of the subject animal.  Then the appropriate antenna length can be determined 
according to the desired efficiency and, therefore, the desired detection range of 
the tracking system. 
 

404



V. Acknowledgments 
The authors thank several colleagues for useful discussions on this topic, 
especially Profs. Steven Franke and Paul Klock of the University of Illlinois 
Electrical and Computer Engineering Department, and Prof. Martin Wikelski of 
the Department of Ecology and Evolutionary Biology at Princeton University.  
 
VI. References 
 
[1] Wikelski M, Kays RW, Kasdin J, Thorup K, Smith JA, Cochran WW, 
 Swenson GW Jr., “Going wild – what a global small-animal tracking 
 system could do for experimental biologists,” J Exp Bio, vol. 210, pp. 181-
 186, 2007. 
[2] K. Tsunekawa and N. Kanmuri, “An experimental study of antennas for a 

small radio attached on an animal” Trans. IEICE B-II, vol. J75-B-II, 
no.12, pp. 993-995, Dec. 1992 (In Japanese). 

[3] B. Naef-Daenzer, D. Früh, M. Stalder, P. Wetli, and E. Weise, 
“Miniaturization (0.2 g) and evaluation of attachment techniques of 
telemetry transmitters,” The Journal of Experimental Biology, vol. 208, 
pp. 4063-4068, October 2005. 

[4]  J. D. Kraus and R. J. Marhefka, Antennas for All Applications, 3rd Edition.  
McGraw- Hill: New York.  2002.   

[5] H.A. Wheeler, “The radiansphere around a small antenna,” Proc. of the 
IRE, pp. 1325-1331, Aug. 1959. 

[6] E.H. Newman, P. Bohley, and C.H. Walter, “Two methods for 
measurement of antenna efficiency,” IEEE Trans on Antennas and 
Propagation, vol. 23, no. 4, pp. 457-461, July 1975. 

[7] P.W. Klock (private communication), 2004. 
[8] C. Icheln, J. Krogerus, and P. Vainikainen, “Use of balun chokes in small-
 antenna radiation measurements,” IEEE Transactions on Instrumentation 
 and Measurement, vol. 53, no. 2, pp. 498-506, April 2004. 
[9] J. Martin, “Efficiency of an electrically small monopole for animal 

tracking,” M.S. thesis, University of Illinois at Urbana-Champaign, 
Urbana, IL, USA, 2005. 

[10]  O. P. Gandhi, G. Lazzi, and C. Furse, “Electromagnetic absorption in the 
human head and neck for mobile telephones at 835 and 1900 MHz,” IEEE 
Trans. on Microwave Theory and Techniques, vol. 44, no. 10, pp. 1884-
1897, October 1996. 

 
 

405



TRANSFORMATIONAL ELEMENT LEVEL ARRAYS 
(TELA) TESTBED 

Thomas Dalrymple, Jonathan Buck, Peter Buxa, John McCann, Robert Neidhard, Gary 
Scalzi, Caleb Shreffler, Dan Spendley, Paul Watson 

Air Force Research Laboratory 
2241 Avionics Circle, Bldg 620 

Wright Patterson AFB, Ohio 45433 
 

Abstract: The Air Force is in need of sensor technologies to support surveillance 
operations in complex Radio Frequency (RF) environments.  Requirements dictate 
the need to find weak and strong scatterers simultaneously over broad bandwidth, 
while resolving emitter signal characteristics such as angle of arrival and time of 
arrival for signal identification and tracking. 

Previous work at AFRL has resulted in many technologies that support these needs.  
Many components and subsystems exist today that were only theoretical a few years 
ago, such as phased array antennas that support 10:1 bandwidth, broadband 
MMIC components, and miniaturized digital receivers. 

An effort is underway at AFRL to develop systems combining these elements, 
resulting in wideband phased arrays encompassing multiple receiver channels and 
capable of forming multiple beams through digital beamforming.  The key elements 
of this effort revolve around three key areas: RF modeling, system integration, and 
system testing.  The TELA Testbed allows for the integration of these technologies 
as a system that can be tested and verified through modeling. 

The ultimate goal is a broadband aperture simultaneously supporting EW, 
communications, and multiple radar modes.  This approach will lead to reduced 
size, cost, weight, and power consumption while serving multiple simultaneous users 
with minimal impact on an airframe. 

1. Introduction 

As the Air Force looks ahead to future threats and hardware needs, there is a constant 
push for more functionality and bandwidth from the various sensors used for radar, 
electronic warfare (EW), and communications.  In the past, a state of the art radar or EW 
receiver would consist of a passive aperture with a fairly large analog backend receiver.  
These systems typically had a relatively small bandwidth.  While many such systems are 
still in use today, phased array technology has been growing in use over the last 10 to 15 
years.  Active phased arrays containing low noise amplifiers and phase shifters have 
greatly increased the system performance available to the warfighter.  These arrays 
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feature lower noise figures, multiple beams, and graceful degradation of performance as 
various elements fail over time.  The receiver/exciter systems have evolved as well, 
increasing in bandwidth, incorporating multiple channels, and including some digital 
signal processing. 

Now is the time to consider the future generation of these systems.  Over the last decade 
many basic technologies have improved dramatically.  Phased array antennas, formerly 
limited to 2:1 bandwidth, are now capable of greater than 10:1 bandwidth.  Several 
groups, including Harris Corp., Raytheon, and Georgia Tech Research Institute, have 
produced and demonstrated arrays with these capabilities1-2.  Broadband monolithic 
microwave integrated circuits (MMICs) also have greatly increased in capability.  Some 
groups have reported up to 1 nanosecond of on-chip time delay for a true time delay 
MMIC design3.  This MMIC is capable of covering a 10:1 frequency range, allowing 
element level broadband beamsteering up to ±60° for a one square foot phased array at 
X-Band.  This type of technology also has great potential for reducing the complexity and 
the cost of integrating the hardware of the analog front end of a sensor. 

Receiver technology has also continued to evolve over the last few years.  Broadband 
block downconverters and tuners can cover from DC to 20 GHz with an output 
bandwidth of 500 MHz or higher.  Also, engineers at AFRL have recently focused on 
developing “Receiver on a Chip” technology using silicon germanium and fully depleted 
silicon on insulator processes4. Plans in the near future will see the combination of 
broadband tuning capability combined with analog to digital converters (ADCs) on a 
single die.  Even commercially available ADCs continue to push to higher levels of 
performance.  Currently, off the shelf ADCs are capable of sampling 10 bits at greater 
than a two gigahertz sample rate. 

Combining all of these elements – broadband phased arrays, broadband MMICs, and 
broadband digitizing receivers – is the emphasis of the Transformational Element Level 
Arrays (TELA) Testbed.  Miniaturized receivers allow for multiple digital channels 
behind these broadband arrays.  Applying digital beamforming to these digital channels 
can allow the system to create simultaneous beams to detect multiple signals without 
sacrificing performance.  AFRL has been working on digital beamforming for many 
years, and has recently demonstrated a real-time beamforming system at X-Band5.  These 
techniques will be applied to system demonstrations in the testbed. 

As a home for broadband sensor technologies, the TELA Testbed will allow for a place to 
bring together all the components mentioned above for testing.  The areas of focus – 
System Integration, RF System Modeling, and RF System Testing – will be described 
below.  The initial work will focus on a 4-channel system also described below. 
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2. RF String Description 

The initial demonstration of the TELA testbed is composed of several of the elements 
described above, including a wideband phased array antenna, low noise amplifier, a 
wideband block downconverter, and a multichannel high speed digitizer.  A block 
diagram of a single RF channel (referred to as an RF String) is shown in Figure 1.  The 
full receiver includes 4 channels digitized simultaneously.  The band of interest for initial 
experiments is from 2 to 10 GHz. 

Raytheon
Array

Antenna
Miteq
LNA

DRS
Block

Downconverter
Acqiris
Digitizer 

 
Figure 1:  RF String Block Diagram 

The Raytheon phased array was developed and delivered to AFRL under the DARPA 
RECAP program and covers 1.8 to 18 GHz.  It is a 64-element array and has been 
configured in columns using passive power combiners.  The array grid spacing is set to 
0.325” in order to avoid grating lobes at the high end of the frequency range.  This does 
not make for very attractive antenna patterns in the 2 to 10 GHz range, so the columns 
were set up to alternate between channel feeds and terminations, creating an effective 
element spacing of 0.650”. 

Each antenna column is fed through a Miteq LNA to set the noise floor for the system.  
The LNA provides 33 dB of gain and a 2 dB noise figure covering 2 to 10 GHz.  The 
LNA is followed by a DRS SI-9250 block downconverter.  The 9250 comes in a compact 
PCI format and covers 500 MHz to 18 GHz.  The input RF is converted to a 1.6 GHz 
intermediate frequency (IF) with an 880 MHz bandwidth. 

The final stage of the RF String is the four channel high speed digitizer, an Acqiris 
DC282.  This digitizer comes in a compact PCI format, making it easy to integrate with 
the block downconverters for compactness and control of the system.  Using an external 
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clock for our testing, the digitizer provides 10 bits of data at 2.133 GigaSamples/second.  
Data is captured simultaneously for the four channels and processed offline. 

3. System Integration 

System integration for the TELA testbed consists of integrating the Raytheon antenna, 
Miteq LNAs, DRS downconverters, and Acqiris digitizer in a 4-channel configuration.  
Control and testing of the whole receiver chain was accomplished by means of an 
onboard computer which was able to address the 4 block downconverters, 4-channel 
digitizer, and an external clock signal generator. 

Figure 2 below shows how the individual components are integrated to form the RF 
strings.  The Raytheon array is configured so that columns 2, 4, 6 and 8 are fed to the 
amplifiers.  This doubles the element spacing and allows for improved antenna patterns in 
the 2-10 GHz range.  The output of these four columns is then passed to the Miteq LNAs, 
which amplify the signal by ~33 dB.  The amplified signal then passes through the 
SI-9250’s and is downconverted to an Intermediate Frequency of 1.6 GHz with a ±440 
MHz bandwidth.  The IF signal is then digitized by the Acqiris DC282 at 2.133 GS/s with 
10 bits of resolution in the 2nd Nyquist zone of the onboard Atmel ADCs.  This digitized 
data is stored to a hard disk on the single board computer and displayed with the data 
acquisition software.  The external 2.133 GHz clock is provided by an Anritsu signal 
generator. 

 
Figure 2:  RF String Block Diagram 
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The devices that are software controlled include 4 DRS SI-9250 Block Downconverters, 
the Acqiris DC282 digitizer, and the external signal generator.  These devices utilize the 
Compact PCI form factor and are installed in an 8-slot cPCI crate which also includes a 
Concurrent Technologies onboard computer. 

The Acqiris DC282 is a 4-channel 10-bit digitizer with up to a 2.2 GS/s sample rate per 
channel when using an external clock source (2 GS/s max for internal clock).  The full 
scale input voltages are user selectable and include 50 mV, 100 mV, 200 mV, 500 mV, 
1 V, 2 V, and 5 V.  Each channel can acquire up to 256 megasamples of continuous data, 
which translates to 120 ms of data using an external 2.133 GHz clock.  The 4 channels 
can also be combined to achieve a sample rate of more than 8 GS/s.  For all RF String 
testing the full scale voltage was kept constant at 500 mV which is the default setting for 
the onboard Atmel ADCs. 

3.1 Software Integration 

To interface with the SI-9250s, a driver was created using Jungo WinDriver™.  This tool 
generated library functions that could be called from a C++ application.  These library 
functions and the Application Programming Interface (API) provided by Acqiris were 
used to create the control software.  The GUI was created with Visual C++ 2005 and 
utilizes tools from National Instruments Measurement Studio. 

Figure 3 shows a screenshot of the main GUI window which is used to control the 
digitizer.  The application programming interface (API) provided by Acqiris allows the 
user to control every aspect of the digitizer.  The GUI allows the user to control the 
sample rate and external clock, active channels, channel combinations, number of 
samples, coupling, and full scale input voltage.  The software has 3 data acquisition 
modes; Single, Continuous, and Sweep.  Single mode simply acquires the requested 
number of samples, computes the FFT and writes the digitized data to a file.  Continuous 
mode repeatedly collects the requested number of samples and computes the FFT and 
does not write the data to a file.  Sweep mode utilizes a GPIB-attached signal generator 
and sweeps across a user defined range of frequencies.  As the signal is swept, data is 
collected, the FFT is computed, and the data is stored to a file.  For all 3 modes, the 
signal harmonics as well as Spur Free Dynamic Range, Signal to Noise Ratio, Signal to 
Noise And Distortion, and Effective Number of Bits of the digitizer are computed and 
displayed.  The full scale percentage is also monitored so that the user can see if they are 
overpowering the digitizer.  The frequency spectrum is generated using the National 
Instruments Measurement Studio Signal Processing library and a scatter plot. 
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Figure 3:  Acqiris Control GUI 

Figure 4 shows the GUI which is used to control the DRS Block Downconverters.  When 
executed, the software searches the PCI bus using generated library functions for any 
devices that are installed in slots 5-8 of the Acqiris MAQbox cPCI chassis.  If there is a 
device installed in a slot, the checkbox for that slot is enabled so that the user can select it 
and send commands.  To change the band of the selected tuner(s), the user simply selects 
one of the bands from the drop down list and the appropriate commands are sent to the 
device. 

The software also has the ability to automatically change the band of the downconverters.  
This is done by comparing the calculated actual input frequency to the edges of a band.  
If a signal crosses the edge of a frequency band, the program will automatically switch 
the tuner band to the next one higher or lower depending on which edge the signal 
crossed. 
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Figure 4:  SI-9250 Control GUI 

 

4. RF System Modeling 

A combination of linear and nonlinear RF modeling is essential for gaining an 
understanding of system performance issues and identifying possible improvements 
before implementation in hardware.  Modeling can be performed in a hierarchal fashion 
depending on the desired accuracy of the simulation.  A typical approach is to begin with 
cascaded 2-port analysis, then move towards behavioral modeling of components, and 
finally with circuit level modeling.  Cascaded 2-port analysis is the least computationally 
expensive, but also the least accurate.  Circuit level modeling is the most accurate, but the 
most computationally expensive.  Behavioral modeling is a compromise between the two.  
All levels of modeling are useful, depending on where one is in the design cycle. 

Cascaded 2-port and behavioral modeling and analysis of a single RF string, consisting of 
an antenna element (1x8 column), a Miteq LNA, and a DRS block downconverter, has 
been performed in order to provide the correct input signal levels to the Acqiris digitizer, 
as well as to assess performance parameters such as spurious-free dynamic range 
(SFDR), minimum detectable signal (MDS), noise figure (NF), gain, and receiver 
saturation characteristics.  The SFDR is bounded in minimum signal detection by noise 
and maximum signal detection by unacceptable in-band distortion.  In our case, this 
corresponds to the difference between the MDS and the input signal which produces 
third-order intermodulation (IM3) products which are equal the noise level at the output 
of the chain.  Third-order intermodulation products are of primary importance because 
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they appear within the bandwidth of the desired signal and cannot be filtered out.  For a 
more detailed discussion of receiver chain analysis see [Pozar]6.  Once a sufficient level 
of modeling accuracy has been achieved, different operating scenarios can be simulated 
and performance can be assessed. 

4.1 Cascaded 2-Port Analysis 

Initially, cascaded 2-port analysis of the Miteq LNA and the DRS downconverter was 
performed using a commercially available tool, Syscalc7, shown in Figure 5.  In this 
manner, initial performance estimates were established.  Datasheet parameters at an RF 
frequency of 5.2 GHz for the Miteq LNA (NF= 2 dB, gain= 33 dB, OIP3= 27 dBm) and 
the DRS downconverter (NF= 17.5 dB, gain= 9 dB, and OIP3= 16 dBm) were input into 
the program.  The bandwidth was set at 880 MHz with an IF frequency of 1.6 GHz. 
Cascaded NF, gain, and OIP3 were 2.08 dB, 42 dB, and 15.96 dBm, respectively.  The 
analysis shows a SFDR of 37.61 dB with a MDS of -82.46 dBm.  In order to avoid 
distortion, the maximum input signal level is near -45 dBm.  The output power for the -45 
dBm input is -3 dBm which maps well to the maximum input signal of the digitizer of -2 
dBm (500mV peak to peak, 50Ω).  The SFDR is limited by two factors, the noise floor 
due to the large bandwidth and the low OIP3 of the downconverter. 

 

Figure 5:  Cascaded 2-port analysis of LNA plus downconverter box 
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If instead of integrating the noise power over the full 880 MHz bandwidth one were to 
reduce the resolution bandwidth in the digitizer by using an FFT approach, the noise floor 
would be decreased, thereby improving, the SFDR significantly.  The result is shown in 
Figure 6 with a resolution bandwidth of 0.2604 MHz, corresponding to a sampling 
frequency of 2.133 GHz using a 8192 sample FFT.  The SFDR is now 61.13 dB with a 
MDS of -117.75 dBm.  The maximum input signal for distortion free performance is now 
-56.62 dBm. 

 

Figure 6:  Cascaded 2-port analysis of LNA plus downconverter box with resolution 
bandwidth reduced from 880 MHz to 0.2604 MHz in the digitizer 

4.2 Behavioral Modeling 

While cascaded 2-port analysis provides valuable insights into expected system 
performance, it is limited in accuracy.  A significant limitation for this work (2- 10 GHz) 
is the lack of frequency dependent analysis capability.  Moving towards more accurate 
modeling over frequency, behavioral models were developed and analyzed in Agilent’s 
ADS8 CAD software. 

Behavioral modeling of the Miteq LNA was accomplished using measured S-parameter 
data, NF data, power compression data, and 2-tone intermodulation data over the 
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frequency range of interest.  Models were implemented with a table-based approach, 
utilizing interpolation between measured data points.  Nonlinearities were modeled using 
9th order polynomials.  As an example of added model fidelity, Figure 7 shows simulated 
power compression curves at 2 GHz, 5GHz, and 8 GHz.  Note that gain, compression 
characteristics, and nonlinear effects show some frequency dependency. 
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Figure 7:  Fundamental and third harmonic power curves at 2 GHz, 5 GHz, and 8 GHz 

The DRS downconverter has been modeled as an ideal mixer followed by a non-ideal 
amplifier, including second and third-order effects.  Filters are also included to limit the 
bandwidth to that of the actual downconverter.  In this manner, the fundamental and 
third-order intermodulation responses, which fall within the IF (output) bandwidth, can 
be accurately predicted.  Modeling in this fashion is a reasonable approach due to the 
conversion process and filtering available in the downconverter.  Detailed data regarding 
the individual components inside the unit were not available.  Gain, NF, IP2, and IP3 
measurements were taken in the various frequency bands of the downconverter and 
stored as a table-based model.  The value of the parameters used is dependent on the 
specific downconverter unit and the frequency band chosen for analysis. 

The behavioral models for the Miteq amplifier and the DRS downconverter have been 
combined and simulated using Harmonic Balance and Circuit Envelope methods 
available within Agilent ADS, as shown in Figure 8. As an example of the modeling 
capability, a 2-tone intermodulation analysis centered at a 5.1 GHz input frequency was  
run.   Figure 9 shows the output of the simulation, where the X-axis represents the offset 
in MHz from the 1.6 GHz IF frequency.  The input power for each carrier was -56 dBm 
and the tone spacing was set at 10 MHz.  Markers 1 and 2 are the fundamental tones, 
while markers 3 and 4 are the third-order intermodulation tones.  Resolution bandwidth 
for the noise floor is approximately 300 KHz.  Simulated and measured results compare 
very well as demonstrated in Table 1.  Also, results from a Syscalc analysis utilizing 
measured component parameters are also given for comparison. 
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Figure 8:  Simulation setup for behavioral modeling of LNA plus downconverter 
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Figure 9:  Simulated 2-tone response of Miteq LNA plus DRS downconverter.  Input 
power is -56 dBm with a tone spacing of 10 MHz.  Resolution bandwidth =300 KHz 

Table 1:  Simulated and measured performance for the Miteq LNA plus DRS 
downconverter.  Shown are gain, output noise power (No), output third-order intercept 
point (OIP3), signal-to-noise ratio (SNR), spurious-free dynamic range (SFDR), and 

minimum detectable signal (MDS).  Resolution BW = 300 KHz 

 Gain 
(dB) 

No   
(dBm) 

OIP3 
(dBm) 

SNR 
(dB) 

SFDR 
(dB) 

MDS 
(dBm) 

Behavioral 46.4 -71.1 16.1 61.4 58.1 -117.5 

Measured 46.7 -72     
(Avg. 100) 

16.2 62.7 58.8 -118.7 

Cascaded 2-port 46.3 -70.5 16.3 60.84 57.9 -116.8 
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Even though there is not a large difference between the cascaded 2-port and behavioral 
modeling approaches, it must be noted that the input signals here are relatively simple 1-
tone or 2-tone.  Behavioral modeling will be much more valuable with complex signals 
which occupy a greater portion of the frequency spectrum (ex. LFM) or when examining 
effects of intentional or unintentional interfering signals. 

Angle of arrival dependent effects can also be modeled for the antenna described in 
Section 2.  Pattern measurements have been taken, as described in Section 5, and form 
the basis of a table-based behavioral model which can be incorporated into the RF string 
simulation as shown in Figure 10.  Figure 11 shows a simulation of column 2 of the 
antenna over a frequency range of 5.1 GHz to 10.1 GHz in 1 GHz steps where 90° 
corresponds to broadside.  Interpolation is utilized between measured points.  Using this 
data, the dynamic range of the RF chain can be mapped to the range of electric field 
intensity present at the face of the antenna for desired operation characteristics. 

 

Figure 10:  Simulation setup for behavioral modeling of 1x8 antenna column, Miteq 
LNA, and DRS downconverter 

 

Figure 11:  Simulated radiation pattern for column 2 of array over 5.1 GHz to 10.1 GHz 

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

5.1 GHz

10.1 GHz

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

5.1 GHz

10.1 GHz

-3

-2

-1

0

1

2

3

-4

4

20 40 60 80 100 120 140 1600 180

X

ph
as

e(
S(

2,
1)

)

Theta (degrees)

-3

-2

-1

0

1

2

3

-4

4

P
)

ha
se

 (d
eg

re
es

20 40 60 80 100 120 140 1600 180

X

ph
as

e(
S(

2,
1)

)

Theta (degrees)

P
)

ha
se

 (d
eg

re
es

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

5.1 GHz

10.1 GHz

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

20 40 60 80 100 120 140 1600 180

-14
-12
-10

-8
-6
-4
-2
0
2
4
6

-16

8

X

db
(S

(2
,1

))

Theta (degrees)

G
ai

n 
(d

B
i)

5.1 GHz

10.1 GHz

-3

-2

-1

0

1

2

3

-4

4

20 40 60 80 100 120 140 1600 180

X

ph
as

e(
S(

2,
1)

)

Theta (degrees)

-3

-2

-1

0

1

2

3

-4

4

P
)

ha
se

 (d
eg

re
es

ph
as

e(
S(

2,
1)

)
P

)
ha

se
 (d

eg
re

es

20 40 60 80 100 120 140 1600 180

XTheta (degrees)

417



It must be noted that the current simulations do not include undesired effects introduced 
by the digitizer such as added noise and distortion when performing the analog-to-digital 

eamforming 

e multiple technologies, the ability to accurately 
characterize an antenna array is a necessity.  Antenna measurements typically require that 

conversion.  Effects such as these need to be taken into account and will degrade the 
performance of the receiver.  Future work is planned in this subject area. 

5. RF System Testing 

5.1 Analog Testing & B

In order to test the integration of thes

the source antenna and the antenna (or object) under test be separated by a large distance.  
This ensures that the target is illuminated by a locally planar wavefront, a condition that 
complies with definitions of antenna patterns and radar cross section.  Furthermore, since 
antennas are designed to convey energy over large distances, the locally planar wavefront 
simulates real operating conditions.  On the other hand, an indoor facility allows testing 
to take place in a secure environment, regardless of weather conditions.  To generate a 
uniform plane wave in a limited amount of space, a compact range employs a feed-
reflector system within an absorber-lined anechoic chamber.  A diagram of a typical 
compact chamber is shown in Figure 12.  AFRL’s Radiation and Scattering Compact 
Antenna Laboratory (RASCAL) is equipped with a precision rolled-edge reflector that 
collimates the impinging spherical wave from an offset feed resulting into a uniform 
plane wave.  The reflector is housed in an aluminum enclosure (24 feet long, 12 feet 
wide, and 9 feet high).  In addition, the walls are lined with a curved pyramidal and 
curved wedge absorber.  RASCAL currently has the capability to measure antenna gains 
and radiation patterns in the 2-18 GHz frequency band with high fidelity.  RASCAL 
utilizes an Agilent 8362B Network Analyzer for fully automated data acquisition.  
RASCAL also uses an Agilent 8510 Vector Network Analyzer for S-Parameter 
measurements. 

 
 

Figure 12:  Depiction of a typical compact antenna range 
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As mentioned in Section 2, the antenna used in this effort is a wideband array procured 
from Raytheon.  The Raytheon array employs a flared notch element.  For full 
polarization selectability, a second set of boards is interleaved at ninety degree angles to 
the first.  The result is the egg crate structure shown in Figure 13.  Raytheon built and 
delivered an array with 16 x 21 dual polarized elements, yet only the 8 x 8 sub-array in 
the center was connectorized.  With two separately fed polarizations, there are 128 
connectors overall.  The remaining elements were resistively terminated. 

      
 

Figure 13:  The egg crate structure of the front face of the Raytheon array. 
 

The RF system testing in this effort required the configuration of the Raytheon array into 
four channels.  The configuration chosen was four 8-element columns.  As stated in 
Section 2, since these tests were performed at the low end of the array’s operating 
frequency range, the array’s eight columns alternated between feeds and terminations.  A 
block diagram of the feed structure used in this effort is shown in Figure 14.  It is broken 
down into three sections: the 32-element (four eight-element columns) array, the 8:1 
combining network that defines the four channels, and the analog beamforming network.  
The analog beamforming network was used to take sum and difference antenna patterns 
of the entire array to compare to the results of the digital beamforming.  Figure 15 shows 
a close-up view of the feed structure behind the array and the test setup in RASCAL. 
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Figure 14:  Block diagram of feed structure behind Raytheon array 
 
 

  
(a) (b) 

 
Figure 15:  Close-up view of the feed structure behind the array (a) and the test setup in 

RASCAL (b) 
 

In order to characterize the feed structure of the antenna, swept S-parameter 
measurements from 2-12 GHz were taken using RASCAL’s Agilent 8510 Vector 
Network Analyzer.  Return loss versus frequency of the four individual channels is 
shown if Figure 16a, and return loss of each of the sum and delta ports of the 180° hybrid 
is shown in Figure 16b.  It is evident from Figure 16 that the antenna performance (with 
regards to matching) drops off at the lower frequencies (around 2-5 GHz).  Figure 17a 
shows the insertion loss through one channel of the 8:1 combining network.  The results 
are as expected, with loss being slightly over 9 dB and increasing with frequency.  Figure 
17b shows the insertion loss through both the analog beamforming network and the 8:1 
combining network.  These results are also as expected, with about 6 dB more loss 
coming from the extra 4:1 power dividing. 
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(a) (b) 

 
Figure 16:  Return loss at each of the ports of the antenna feed structure, the four 

channels of the 8:1 combining network (a), and the two ports of the analog beamforming 
network (b) 

 

  
(a) (b) 

 
Figure 17:  Insertion loss through one channel of the 8:1 combining network (a) and 

through both the analog beamforming network and 8:1 combining network 

Antenna pattern measurements were conducted in RASCAL from 2-12 GHz, with the 
Raytheon array setup to scan at broadside.  The orientation in the compact range is such 
that boresight (the antenna looking directly at the reflector) is labeled 180°.  Elevation 
cuts of 90° to 270° were taken.  Standard gain horn measurements were also taken to 
calibrate the gain of the antenna to dBi.  This gain also includes the insertion loss 
discussed above.  Figures 18, 19, and 20 show antenna patterns at 5.10 GHz, 7.5 GHz, 
and 10.2 GHz, respectively.  The patterns included are calibrated gain and phase of each 
individual channel as well as the calibrated sum and difference patterns (the output of the 
analog beamforming network). 
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(a) (b) 

Figure 18:  Single-column gain and phase (a) and combined sum and difference patterns 
(b) at 5.1 GHz 

 

  
(a) (b) 

Figure 19:  Single-column gain and phase (a) and combined sum and difference patterns 
(b) at 7.5 GHz 

 

  
(a) (b) 

Figure 20:  Single-column gain and phase (a) and combined sum and difference patterns 
(b) at 10.2 GHz 
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5.2. Digital Testing and Beamforming 

Following the analog characterization of the antenna array, the full 4-channel digital 
receiver chain was set up in the RASCAL chamber.  This included all of the RF String 
hardware as described in earlier sections.  For digital testing purposes, a GPIB to Digital 
TTL converter box, manufactured by IOTech, was used to communicate with the range 
software.  During a scan, the range software would send digital triggers to the IOTech 
box.  These triggers were read over GPIB by the RF String control software and used to 
determine when the antenna was set at a specific angle/frequency so that data could be 
acquired.  The current scan angle and frequency were also read over GPIB and 
incorporated into the filename for each data acquisition.  A diagram of the test setup is 
shown in Figure 21. 

 
Figure 21:  RASCAL Test Setup 

5.2.1 Digital Calibration and Beamforming 

As seen in the previous sections, the received signals from the phased-array are passed 
through wideband RF down-converters and then digitized at 2.133 GS/s with 10-bits of 
resolution.  The digitized data is then recorded in a separate hard-drive to be processed 
off-line.  This technique is often referred to as “poor-man’s DBF”, alluding to the fact 
that only a minimal amount of hardware is necessary since all processing is performed in 
software.  This post-processing approach is appropriate for a laboratory environment, but 
in an operational environment it would be desirable to process the data in a near-real-time 
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fashion.  This approach does lack the “real-time” feel of a digital beamforming system, 
but nonetheless provides a solid stepping stone in which to base initial system 
performance estimates and future directions for the testbed’s digital hardware. 

The initial RF-string tests have solely focused on continuous-wave signals, enabling the 
processing algorithms to utilize the narrow-band array model common to the 
beamforming literature9.  The model provides a great advantage for the initial tests in that 
array calibration and beam steering can be performed using phase shifts rather than 
fractional-delay sampling filters, integer-sample delays, or other wideband processing 
techniques.  Due to the digitizer’s real output format, as opposed to a complex valued 
output stream, all calibration and weighting was performed in the frequency domain.  
This is a simple and well-known beamforming approach that, although requiring  
computationally intense Fast-Fourier-Transform (FFT) to extract the narrowband signal 
of interest, the resulting data can be simply weighted by a single complex multiplication.  
Once the data has been weighted, the user has the option to either continue processing in 
the frequency domain, or convert the data back into the time domain using the Inverse-
Fast-Fourier-Transform (IFFT) for further processing.  Figure 22 provides a basic block 
diagram of a beamforming system which processes the weighted data in the frequency 
domain. 

 
Figure 22:  Narrowband Frequency Domain Beamformer 

Although the analog components of the RF-String were demonstrated to have excellent 
magnitude and phase matching properties, the addition of the digital circuitry creates 
unacceptable phase and amplitude mismatches as seen in the top plot of Figure 23.  
Mismatches of these magnitudes are unable to produce the desired array patterns and thus 
need to be minimized using digital calibration.  By applying the narrowband assumption, 
a similar calibration procedure as used in [5] was applied.  Using the raw data collected at 
broadside, each channel’s narrowband response is measured using the FFT.   One channel 
is then selected as the reference to which all channels are normalized resulting in a 
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uniform phase front at broadside as shown in the bottom plot of Figure 23.  The center 
plot of Figure 23 shows the phase matching of the four channels prior to amplitude 
correction.  The amplitude correction can be performed as a separate step or be included 
in the phase correction adjustment.  The resulting normalization weights are then applied 
to their respective channel’s recorded data at all other measured angles to correct for the 
phase and magnitude mismatches. 
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Figure 23:  MATLAB Calibration Steps for Boresight Data at 7.5GHz 

Due to the narrowband assumption, calibration was performed for each frequency in 
which the RF-string was tested.  Once the calibration weights were calculated, it was 
possible to accurately apply linear-phase progressions across the array in order to perform 
beam steering.  To ensure the calibration and beam steering was being performed 
accurately, the channel summation was processed in both the frequency and time 
domains.  The resultant array patterns were then inspected and found to contain only 
slight differences, providing evidence that the implemented digital beamforming 
algorithms were working correctly. 
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5.2.2 Measured Results 

Since the array was designed for 60-degree grating-lobe free scans at the upper-end of the 
system bandwidth, 18 GHz, and the array testing was performed in the lower-range of the 
system bandwidth, array patterns measured using consecutive columns lacked any clear 
array pattern definition.  To present a more aesthetically pleasing final result, the spacing 
between columns was increased from using every consecutive output, to using every 
other column output.  This technique doubled the spacing between the active columns 
and better approximated a half-wavelength spaced array for the frequencies under test. 
The measured array patterns for all frequencies were then compared to corresponding 
experimental simulations. 

A subset of the measurements and simulations are shown below in Figures 24 and 25.  
For reference purposes, the measured and corresponding simulated array patterns are 
displayed on the same axes.  The simulated patterns were modeled using a standard 
cosine element pattern along with the physical array architecture.  The simulation 
versions did differ from the measured patterns, but provided a baseline as to the array 
pattern’s basic shape and tendencies.  It was noted that the measured and simulated 
patterns correlate well for all measured frequencies and steered look directions. 
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Figure 24:  Broadside Array Pattern 
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Figure 25:  Scanned Array Pattern 

For a direct comparison between analog and digital beamforming measurements, an 
attempt was made to replicate the sum and difference patterns shown in Figures 18-20 
using digital beamforming.  Figure 26-28 present the measured digital patterns overlaid 
onto the original analog measurements for a carrier frequencies of 5.2 GHz, 7.5 GHz, and 
10.1 GHz.  These measurements, along with similar patterns taken across the tested 
bandwidth, provide both proof and confidence that the wideband test bed is fully 
operational for our immediate testing purposes from 2 to 10 GHz. 
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Figure 26:  Direct comparison of analog vs. digital sum and difference patterns 

-80 -60 -40 -20 0 20 40 60 80
-50

-40

-30

-20

-10

0

10

Angle from Broadside (Degrees)

R
el

at
iv

e 
R

ec
ei

ve
d 

P
ow

er
 (d

B
)

7.5 GHz Array Patterns, Analog and Digital Outputs

 

 
Digital Pattern
Analog Pattern

Difference Pattern Sum Pattern

 

Figure 27:  Direct comparison of analog vs. digital sum and difference patterns 
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Figure 28:  Direct comparison of analog vs. digital sum and difference patterns 

6. Conclusions 

A testbed system has been assembled that combines broadband phased arrays with 
multiple broadband digital receive channels.  RF System Modeling, System Integration, 
and RF System Testing have been accomplished for this initial demonstration.  Using 
data from the system, one can apply digital techniques to form digital antenna beams, as 
verified by comparison to analog antenna patterns. 

The TELA testbed has been designed as an upgradeable system in order to assess current 
and future technologies at a system level.  Future work planned includes the 
incorporation of broadband true time delay MMICs for analog calibration and 
beamsteering.  The number of digital receiver channels will also be increased in order to 
increase the capability of the array.  Future planned work also includes efforts to reduce 
the size and weight of the system while demonstrating even more advanced capabilities. 
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Abstract: An exponentially tapered and folded wideband TEM horn array is 
proposed to reduce the overall dimension of the array. The proposed antenna can 
handle a 20 kV of the impulse input signal. The radiating elements are folded twice 
parallel to the direction of electric field to reduce the overall dimension of the 
exponentially tapered TEM horn array. A 20 kV of the impulse input signal is 
divided into the 1ⅹ16 exponentially tapered TEM horn elements. The divider has 
the microstrip structure and is designed by using a triangularly taper transformer. 
To avoid the breakdown due to the high voltage of the 20 kV, the distance between 
metallic objects (feed points, microstrip lines, and ground plane) is determined to be 
more than 7 mm: the distances between the feed points and between the microstrip 
line and the ground plane are 10 mm and 15 mm, respectively. The overall 
dimension of the proposed array antenna is 2700 × 1900 × 1100 mm3 and its 
impedance bandwidth (VSWR<2) is 845 MHz (120 ~ 965 MHz). The proposed 
antenna is analyzed by CST (MWS), and its performance is measured and discussed. 
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1. Introduction 

 

The explosive growth of electronic devices and wireless communication systems makes 
the human life very convenient, and they are necessities for today’s human life. The 
wireless communications revolution has electromagnetics at its very core. However, we 
are immersed in electromagnetic fields. They are everywhere. The modern office, kitchen, 
and automobile are all stuffed full of electronic devices. With the anticipated continued 
growth in wireless technology, the study on electromagnetic interference (EMI), defined 
as the degradation in the performance of an electrical circuit or system resulting from 
electromagnetic noise, is greatly demanded. Noise can arise from other circuit 
components or systems or from natural phenomena. The impact of noise on performance 
of an electrical systems grows more important as the circuits get smaller and faster. This 
is especially true for digital circuits because high-speed digital signals with short rise 
times generate a broad spectrum of noise that lead to interference. For EMI test, the high 
voltage impulse is used as the interference source. In general, the high power system 
consists of a power supply generating the high power impulse signal and an antenna part 
transmitting it. A conventional TEM horn antenna is widely used because it is very useful 
to transmit the pulse signal and is non-dispersive, but it also has a disadvantage of large 
size in the low frequency band, that is, its size goes up as the frequency becomes lower 
[1]. To reduce the overall dimension of a conventional TEM horn antenna, the folded 
horn structures are studied [2]-[3]. In this work, the folded TEM horn array antennas are 
studied for the high power ultra wideband(UWB) system. The proposed antenna has an 
advantage of reducing the overall length of a conventional TEM horn antenna which is 
suitable for transmitting the UWB and high power impulses. Analyzing the performance 
of the folded radiator and considering air breakdown at peak 20kV impulse, an 
exponentially tapered and folded TEM horn array are proposed. First, a folded TEM horn 
antenna, which has triangularly tapered and folded radiating elements and is fed by a 
stripline power divider, is designed. Then, based on analysis of the triangularly tapered 
and folded TEM horn antenna, an exponentially tapered and folded TEM horn array 
antenna is proposed to further improve the impedance bandwidth at the lower frequency 
band. The proposed antenna can be applied for high power system using 20 kV of 
impulse with 700 ps of rising time and 1~2 ns of pulse width as an input signal. The 
proposed antenna is desgined to operate from 200 MHz to 800 MHz. 
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2. Design of Triangularly Tapered TEM Horn Antenna 
 
The folded TEM horn antennas are studied to reduce the size of a conventional TEM 
horn antenna with maintaining its wideband characteristics [2]-[3]. It is known that the 
basic operation principle of a folded horn antenna is similar to a waveguide slot coupler 
[2].The proposed antenna in this work will be designed by applying an exponential taper 
theory [4] to a folded TEM horn in [3]. First, the dimension of a conventional TEM horn 
antenna will be determined. It is known [5] that the dimension of its aperture height (H) 
and width (W) should be greater than 0.5 λ, and the length (L) of a radiating element 
should be bigger than 1.0 λ at the lowest operating frequency. Figure 1 shows the 
conventional structure of a TEM horn antenna. It has two radiating plates with a 
triangularly tapered structure and two angles, θ1 and θ2. In this paper, by the simulation 
and experiment, the design parameter and dimensions are determined, and then a 
triangularly tapered conventional TEM horn antenna is designed as shown in Figure 2. A 
50Ω probe feeds the antenna, and the dimension (H × W) of the aperture is 1.2 λ × 1.2 λ 
(377Ω) at the lowest frequency. The antenna length (L) is 2.8 λ, and the angle (θ) 
between two plates is 24°. 
 
 

 
 

Figure 1. Structure of a conventional TEM horn antenna 
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Figure 2. Designed triangularly tapered TEM horn antenna 
 
3. Triangularly Tapered and Folded TEM Horn Antenna 
 
For a conventional TEM horn (segment h-a-j in Figure 3), an angle θ, length ‘L’, and gap 
‘H’ between two plates are determined by equations (1), (2), and (3) where fH is the 
lowest operating frequency, k is a constant to determine the aperture size (H), and c is the 
speed of light. To design folded TEM horn once, the length (L1) is determined by using 
equations (4), (5) and (6). Equation (7) is used to determine point P0 to fold a TEM horn 
radiator once. By folding TEM horn once with the segment h-b-y-d-j and two input ports, 
the length of the radiator is reduced up to 38 % of the length of the triangularly tapered 
but unfolded TEM horn antenna. 
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Figure 3. Structure of folded TEM horn once 
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A folded TEM horn twice with four input ports can be designed by using equations (8) ~ 
(14) to further reduce the length of a folded TEM horn once as shown in Figure 3. By 
folding TEM horn twice with the segment r-e-j-y-p-g-m-h-t and four input ports as shown 
in Figure 4, the length of the radiator is reduced up to 52 % of the length of the 
triangularly tapered but unfolded TEM horn antenna. 

2
2 θtanDE ×=                              (8) 

0λ
cfE =                                 (9) 

                   
k
Eλ =0                                (10) 

 

 
 

Figure 4. Structure of folded TEM horn twice 
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4. Exponentially Tapered and Folded TEM Horn Antenna 
 
Based on analysis of the triangularly tapered and folded TEM horn array in Section 3, 
then an exponentially tapered and folded TEM horn array antenna is newly proposed to 
further improve the impedance bandwidth at the lower frequency band. When a TEM 
horn antenna is designed to improve the impedance bandwidth, the most important factor 
is that the impedance should vary slowly from transition part to aperture part so that 
discontinuity and reflected waves at the radiaing element can be minimized. 
Exponentially tapered and folded TEM horn structure is designed by applying 
exponentially tapered structure [6] to each sector (P0 -P1, P1-P2, and P2-P3) of the folded 
TEM horn structure as shown in Fig. 4. Figure 5 represents a cross-section of 
exponentially tapered and folded TEM horn. In order to increase a gain, exponentially 
tapered and folded TEM horn array, which has four array elements along y-axis and 
maintains 1.2 λ ⅹ 1.2 λ of the aperture dimension, is designed. The final designed 
array has 16 input ports fed by a microstrip line type of the power divider. The gap 
between the metal strip and the ground plate for the stripline structure maintains 15 mm 
to prevent the air breakdown for peak voltage 20 kV impulse. Length of the radiating 
element is optimized to have more than 10 dBi of the gain for all operating frequencies 
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by using MWS CST [7]. Then, its length is reduced up to about 78.6 % of the length of a 
conventional unfolded TEM horn antenna. The final dimensions of the radiating element 
are 1800 ⅹ 1800 ⅹ 900 (mm3). 
 

 
 

Figure 5. Structure of exponentially tapered and folded TEM horn 
 

5. Design of the Power Divider  
 
A microstrip line type of power divider is designed to feed 16 input ports of the proposed 
antenna with uniform amplitude and in phased current. A triangularly tapered transformer 

is used to obtain the wide impedance bandwidth, and 50 Ω DIN type connectors are used 

to prevent the air breakdown from the input ports. The power divider is designed to have 

100 Ω at all output ports. The gap between each metallic part (feed point, microstrip line, 

and ground) in power divider maintains 15 mm to prevent itself from the air breakdown. 
Figure 6 shows the structure of a microstrip line power divider. Figure 7 shows the 
simulated dB magnitude of S parameters for the part of the proposed power divider. As 
shown in Figure 7(a), it operates from 120 MHz to 1,000 MHz (VSWR<2). Also, Figure 
7(b) shows that it operates from 50 MHz to 980 MHz (VSWR<2). 
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Figure 6. Structure of microstrip line power divider 
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Part 1 

(a) 
 
 

 
Part 2 

 
(b) 

 
Figure 7. Simulated dB magnitude of S parameters for the part of power divider 

(a) Part 1, (b) Part 2 
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6. Proposed Exponentially Tapered and Folded TEM Horn Array Antenna 
 

 
 

Figure 8. Overall view of the proposed array antenna 
 
Figure 8 shows the overall view of the proposed array antenna with dimensions. The 
array has 16 input ports (100 Ω) to feed exponentially tapered and folded TEM horn 
elements. The dimension of radiating part is 1800 ｘ 1800 ｘ 900 mm3. The dimension 
of a microstrip line power divider is 2700 ｘ 2000 ｘ 200 mm3. Figure 9 shows the 
photograph of the proposed antenna. The proposed antenna mainly consists of the 
exponentially tapered and folded TEM horn array radiators and the microstrip line type 
power divider. The ground of the power divider is formed by Duralumin (thickness = 3 
mm), and copper (thickness = 1 mm) is used for microstrip line. At the input port of the 
power divider, 50 Ω of the DIN type connector is used. The Duralumin (thickness = 2 
mm) is used for the radiating elements since it is very light and has a high conductivity. 
To maintain the antenna elements firmly, the support-1(Mono cast nylon: 1.3=rε ) is 
used. The overall dimension of the proposed antenna is 2700 × 1900 × 1100 mm3, and 
the weight is about 190 kg. 
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Figure 9. Photograph of proposed antenna 
 
7. Simulation and Experimental Results 
 
Figure 10 shows the simulated and measured dB magnitude of S11 of the proposed 
antenna. The solid line indicates the measured results of the antenna shown in Figure 9, 
and the dashed line shows the simulated result for Figure 8. The measured bandwidth of 
the proposed antenna is 845 MHz (120 ~ 965 MHz, VSWR<2). It is noticed that there is 
a small difference between the measured and simulated results. Figure 11 shows the 
simulated and measured radiation patterns in the y-z plane and z-x plane. Table 1 shows 
the measured gains and HPBWs of the proposed antenna. A peak gain of the proposed 
antenna is 20.75 dBi (at 800 MHz). HPBW is 43.44° ~ 7.65° at y-z plane, and 51.43° ~ 
11.41° at z-x plane. 
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Figure10. S11 for the proposed horn array 
 
8. Conclusion 
 
The exponentially tapered and folded TEM horn array antenna is proposed to reduce the 
length of the conventional TEM horn antenna and improve the impedance bandwidth. 
The proposed antenna has a wide bandwidth (120 ~ 965 MHz, VSWR<2), and its length 
is reduced up to about 78.6 % of the length of a conventional unfolded TEM horn 
antenna. The proposed antenna is designed to resist against 20 kV impulse in the air. In 
future, the proposed antenna will be studied for wider impedance band operation, higher 
gain, and higher power handling up to 100 kV impulse. 
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     e) 1,000 MHz 

Figure 11. Simulated and measured radiation patterns. 
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Table 1 Measured result of proposed antenna 
 

HPBW 
( Degree) 

 
Freq. 

(MHz) 

Gmax 

(dBi) 
z-x plane y-z plane 

200 10.50 31.10 43.44 

300 10.75 24.10 40.75 

400 12.90 23.22 26.65 

500 14.11 25.00 20.91 

600 16.01 26.50 18.50 

700 17.18 20.40 10.62 

800 20.75 15.16 9.52 

900 18.85 11.88 8.50 

1,000 16.29 13.66 7.65 
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Abstract: The choke ring is a well known tool for shaping radiation patterns of a 
GPS base station antenna. In view of the development of Modernized GPS and 
Galileo, the GPS base station antenna should have a wider polarization and 
impedance bandwidth than at present, ideally from 1.15 to 1.60 GHz. Such a 
bandwidth may require some modifications of the choke ring ground plane. This 
study investigates the performance of a droopy bowtie turnstile antenna in the 
presence of a choke ring ground plane of variable geometries in the band 1.15-1.60 
GHz. Two simple choke ring configurations are potentially possible – the standard 
choke ring with “tall” teeth (the cutoff corrugated surface at all frequencies of 
interest) and a choke ring with “short” teeth that still supports slow or surface 
waves and uses the cancellation principle in order to shape the pattern. These two 
types are discussed in the present study. Both simulation results for the first and 
second type, and prototype measurements (second type only) are presented and 
discussed. The paper also contains an introduction to corrugated surface and choke 
ring operation as applied to pattern shaping.      
 
Content 
1. Properties of metal corrugation  - an introduction 
2. GPS cutoff choke ring  
3. Cutoff choke ring performance over the band 1.15-1.60 GHz 
4. Non-cutoff choke ring performance over the band 1.15-1.60 GHz 
5. Acknowledgements 
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1. Properties of metal corrugation  - an introduction 
   
1.1. Plane wave propagation  
First, let’s combine multiple quarter-wave parallel-plate resonators and form a corrugated 
metal surface as shown in Fig. 1 that follows. Is this combination of any practical interest 
for GPS circularly-polarized antennas? To answer this question we compare the 
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performance of the corrugated surface with that of the solid metal surface – see Fig. 1a. 
We consider two plane wave types labeled as I and II in Fig. 1, which potentially might 
propagate along both surfaces.  Oblique plane wave of type I is often designated as a TE 
to z or, shortly, TEz plane wave since it does not have a E-field component in the z-
direction. Similarly, the oblique plane wave of type II is the TM to z or TMz plane wave.  
 
The metal surface shorts out signal I since 0=tE  but still allows for signal II to 
propagate. For the corrugated surface, the metal teeth require 0=tE  at top and will still 
short out the signal I very efficiently [1]. At the same time, the waveguide openings 
require 0=yH  at their top and will short out the signal II, for which it must be 0≠yH . 
 

 
 
Fig. 1. A corrugated surface on the base of quarter wave resonators.    
 
Thus, neither mode I nor mode II can propagate along the corrugation in contrast to the 
solid metal. Such a reasoning was used in a classic reference [2] devoted to artificial soft 
and hard surfaces. One condition for it to be valid is the geometry inequality [2] 
 

2
 λ<+ tg                                                        (1) 

 
which implies that the parallel-plate waveguide cannot be very wide. The definition of a 
soft surface given in [2] implies that, for two plane waves propagating along that surface 
and  perpendicular to corrugation, one has the related surface impedances in the form  
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which is again equivalent to shorting out modes I (Eq. (2a) and II (Eq. (2b)), respectively. 
Thus, the quarter-wave corrugated surface is a soft surface.       
 
Since any oblique plane wave with wave vector perpendicular to corrugation is a 
combination of I and II modes (TEz and TMz modes), we conclude that the planar 
corrugated surface blocks out any oblique plane wave whose wave vector is 
perpendicular to corrugation, independent of the direction of the electric field. In that 
sense, it becomes the polarization-independent soft surface according to terminology 
adopted from Ref. [2]. Such a property of corrugates surfaces is critical and allows us to 
use it as a special finite ground plane, in particular for circularly-polarized antennas with 
both modes potentially present.  
 
1.2. On surface waves 
Thus, no plane wave can propagate along the corrugated surface in the direction 
perpendicular to corrugation if the corrugation depth is exactly quarter wavelength. But 
what happens for other corrugation depths? To answer this question let’s define the 
proper boundary conditions on the top of corrugation teeth, i.e. formalize the problem as 
shown in Fig. 2.  

 
 
Fig. 2. Corrugated surface of arbitrary depth and the corresponding boundary conditions.   
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The surface impedance of open waveguides SZ  should be directly related to the slot 
termination (circuit) impedance in the form (w is the length of corrugation) 
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with bottomZ  being zero for metal bottom corrugation, in which case one has 
   

kdjZ
w
gZ tan0ter ≡                                                                    (3b) 

 
E and H in Eq. (3a) denote total field components of the waveguide field in the opening 
of the parallel-plate resonator.  For the entire surface, with relatively small tooth width, t, 
one may use the average termination impedance (reactance) in the form (see [3], p. 798)   
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Oblique plane wave of type I or, which is the same, TE to z or TEz plane wave in Fig. 1 
cannot exist for the same reason as that given above, for any value of SZ .  So is the 
oblique plane wave II (TM to z or TMz) since it does not have a E-field component in the 
propagation direction, which is required by the corresponding boundary condition.  But 
how about a solution III in Fig. 2? This potential solution does have a E-field component 
in the direction of propagation – it is  therefore not TEM but a TM to x wave (and 
simultaneously TM to z wave). At the same time, such a wave is expected to decay far 
way from the surface, which means that the solution is becoming a surface non-leaky1  
wave.  The surface impedance SZ  is thus     
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where E and H now denote the field components of the surface wave field in the opening 
of the parallel plate resonator. In other words, the surface wave impedance looking into 

                                                 
1 The surface leaky waves have a small non-zero wave vector component in the-z-direction. In other words, 
a part of the energy trapped close to the surface is being radiated away. Otherwise, they are similar to 
standard (non-leaky) surface waves.   In particular, a layer of dielectric with metal backing is a 
“competitor” to metal corrugation – it may support both surface waves and leaky surface waves.    
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the top of the corrugated surface is equal the termination impedance of the parallel plate 
transmission line looking into the corrugation bottom, to within a factor of g/w.     
 
1.3. Solution for a slow surface wave [1]2 
The problem shown in Fig. 2 is further simplified as shown in Fig. 3. The corrugation 
boundary condition is extended to the entire surface, which corresponds to metal teeth 
that are infinitely thin but still could block out plane wave of type I. Furthermore, Eq. (1) 
needs to be satisfied in order to enable Eqs. (3) to be valid for the fundamental TEM 
mode of the resonator. 
 
Now, however, we are no longer interested in the parallel plate resonators that have all 
been replaced by the corresponding boundary condition on the top of corrugation – see 
Fig. 3.  This is a reasonable approximation that is commonly used in practice. If 
necessary, the exact mathematical analysis of the external field coupled to all modes in 
the inner corrugation waveguide can be done – the so-called space harmonic approach – 
see Ref. [4] for the planar corrugation or Ref. [9], Appendix, for cylindrical corrugation. 
 

 
 
Fig. 3. Simplified problem geometry. The corrugation with thin teeth is replaced by  
uniform boundary conditions Eqs. (4).  
 
We further seek a solution for the surface wave of type III in the form 
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with an a priori unknown positive decay factor α. The first step is to express the 
amplitudes of the electric and magnetic field through each other. For this purpose, it is 

                                                 
2 In this section, we follow the derivation given in Ref. [1] although the acoustic and electromagnetic 
surface waves have been known since Lord Rayleigh and the corresponding derivation for an 
electromagnetic surface wave, which is supported by an impedance boundary, can indeed be found in 
earlier sources. 
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wise to use Maxwell’s curl equation since the curl of the H field is calculated most 
straightforwardly, i.e. 
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That yields 
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The next step is to substitute Eqs. (5) into any of the vector Helmholtz equations  
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This gives us the dispersion relation in the form 
 

0222 =+− αxkk                (9) 
 
The dispersion relation in general allows us to express the propagation wavenumber (in 
this case just xk ) through frequency ω or, which is the same, through free-space 
wavenumber ck /ω= . The decay factor α is yet to be determined. To find α, we finally 
plug the anticipated solution (5) into the boundary condition (4) to obtain 
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The result simplifies for 0bottom =Z  (metal corrugation with no bottom load) and takes 
the form 
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where, according to Eq. (9), 
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When the corrugation teeth are considered to be of finite width, an approximate solution 
can be obtained be replacing Eq. (3b) by the average surface impedance Eq.(3c). It has 
the form [1]  
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The propagation or phase speed of the surface wave thus becomes 
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Now, we will summarize the above results for a planar corrugated surface in the form of 
a chart that uses the corrugation depth as a varying parameter.  
 
Case a). Zero corrugation depth,  0=d . The decay factor α from Eq. (11) becomes zero, 
the E-field component in the propagation direction given by Eq. (7a) is also zero. The 
surface wave transforms into a non-decaying plane wave of type II.  The corrugation 
surface becomes the solid metal surface. 
 
Case b). Small corrugation depth, less than quarter wavelength,  2/0 π<< kd or 

 4/λ<d . The decay factor α from Eq. (11) is positive; the slow surface wave with the 
propagation speed (metal teeth are infinitely thin) 
 

c
kd

cc p <
+

=
2tan1

                                   (14) 

 
being less than speed of light in the medium may exist. No other modes of type I or II can 
propagate along the surface. The surface wave is “bonded” to the corrugated surface and 
formally exists only for an infinite such surface.   
 
Case c). Large corrugation depth, greater than or equal to quarter wavelength, 

  2/ ππ <≤ kd or  2/4/ λλ <≤ d . The decay factor α from Eq. (11) is negative; the 
decaying surface wave cannot therefore exist. No modes of type I or II or III can 
therefore propagate along the surface. This case – the surface wave cutoff region – is 
perhaps most interesting from the viewpoint of practical applications. 
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Case d). Larger corrugation depths, greater than or equal to half wavelength,  π>kd or 
 2/λ>d . The process repeats periodically according to sign of the tangent function in 

Eq. (11).  
 
1.4. Corrugated surface as an antenna ground plane  
The idea of the corrugated surface as a ground plane is perhaps best explained on the base 
of Fig. 4 that is partially adopted from Ref. [5]. Consider a monopole-like antenna 
located in the middle of a metal (Fig. 4a) or corrugated (Fig. 4b) finite ground plane.  The 
metal ground plane supports the plane wave of type II that travels all the way toward the 
surface edge and then is being radiated from the edge as if the edge tip would be 
somewhat similar to a point source. Note that the uniform theory of diffraction (UTD) is 
commonly used to analyze the edge diffraction – see, for example, Ref. [6].  
 

 
 
Fig. 4. A monopole-like like antenna in the middle of a finite ground plane; a) –finite 
metal ground plane; b) – finite cutoff corrugation surface. The signal radiated from 
ground plane edge is schematically shown.   
 
The edge radiation is in particular directed downwards, which means a significant 
antenna backlobe.  Due to reciprocity, the same pattern holds for the receiving antenna. 
The receiving antenna will thus not only receive the useful signal from a positive 
elevation angle but also will receive all the electromagnetic noise that is emitted by 
ground and, what might be more important, the noise emitted by possible interference 
sources located close to horizon. These sources could be due to a residential activity for 
larger UHF or L/S band antennas. For an antenna printed on a chip, these sources could 
due to neighbor on-chip components.     
 
On the other hand, the cutoff corrugated surface shown in Fig. 4b will suppress either 
plane or surface wave and will thus prevent the edge radiation. Hence, the backlobe 
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radiation and radiation at very low elevation angles (from horizon) should be 
significantly reduced. Indeed, the present property of the corrugated surface holds only 
for a certain band of frequencies. 
 
At this point one may ask a question: what happens to a plane wave that is incident upon 
the corrugated surface at a nonzero incidence angle? Such a plane wave may be generated 
by a taller antenna similar to a monopole. If the direction of incidence is still transversal 
to the corrugation, the plane wave at any non-oblique incidence is to be separated into 
two components: with the wave vector being parallel and perpendicular to the ground 
plane, respectively.   The former component is the plane wave of type I or II in Fig. 4 and 
can be treated accordingly. The latter is of little interest for the present study since it will 
be reflected back vertically. 
     
 
2. GPS cutoff choke ring  
 
2.1. Note on GPS navigation and base station (high-performance) antennas3  
Along with the corrugated horn [10]-[16] and the monopole above the corrugation [7], an 
important example of an antenna with the cylindrical corrugated ground plane is given by 
a GPS base station antenna. The Global Positioning System (GPS) is a receive-only 
continuous (CW) signal, spread spectrum radio navigation system operating at L-band. In 
the ultimate configuration, 24 satellites in approximately 12,000 miles altitude orbit 
provide navigation capability by any number of users. Continuous position fixing is 
achieved by range tracking (in general) for satellites. Each satellite also transmits its orbit 
parameters (for calculating the satellite position as a function of time), which when used 
in conjunction with the range measurements allow the users position and system time of 
day to be calculated. The patterns of the GPS coverage require almost uniform coverage 
from the horizon to zenith4. 
 
The GPS is supported by the United States government and enables satellite navigation 
for military and civilian users alike. Two codes: 

i. coarse grained acquisition code (C/A-code) 
ii. fine-grained precision code (P-code) 

are transmitted on two L-band microwave frequencies, e.g. L1 on 1575.42 MHz and L2 
on 1.227.6 MHz, and each provide ranging and GPS-system time information. The C/A 
code is available to civilian users and the P-code is available primarily to authorized 
users.  
 

                                                 
3 Materials of this sections are based on public sources including but not limited to those referenced in this 
text.  
4 For NAVY antennas and other ship antennas, because of ship roll, coverage must be extended to 30 deg 
below the horizon.    
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The L1 and L2 carrier frequencies are sufficiently separated in the radio spectrum as to 
usually require separate antennas for their reception. The related GPS band chart is 
shown in Fig. 5 that follows and in Table 1. Microwave patch antennas to receive L-band 
radio transmissions are a conventional inexpensive solution. They comprise a rectangular 
conductive foil on a flat ceramic substrate, with typically a high dielectric constant. The 
dual-band and multiple-band operation is achieved by using stacked patches.    
 
Furthermore, all GPS signals are right-hand circularly-polarized (RHCP) signals – so are 
the GPS antennas. The circular polarization has several advantages, among them: 

i. orientation of the receiving antenna on earth is no longer important; the 
receiving antenna plane should be perpendicular to a vertical but can be 
rotated, dynamically or statically,  to any azimuthal angle. 

ii. a better signal-to-noise ratio (SNR) compared to linear polarization as the 
environmental noise is rather linearly than circularly polarized and is more 
efficiently filtered out by the antenna.    

 
Table 1.  Center frequencies and bandwidth of some public GPS SATCOM bands.   
 
Modernized GPS 
L1=1575.42 MHz           Bandwidth=24 MHz        [1563-1578] MHz 
L2=1227.60 MHz           Bandwidth=24 MHz        [1215-1237] MHz 
L5=1176.45 MHz           Bandwidth=20 MHz        [1164-1186] MHz 
 
GALILEO 
E1  =1589.742 MHz        Bandwidth=4 MHz         [1587-1591] MHz 
E2  =1561.098 MHz        Bandwidth=4 MHz         [1559-1563] MHz 
E5  =1191.795 MHz        Bandwidth=24 MHz   
E5a =1176.45 MHz         (=L5)                         
E5b =1207.14 MHz                                 
E6  =1278.75 MHz         Bandwidth=40 MHz        [1260-1300] MHz 

 
 
A GPS modernization effort was announced in 1999 for the benefit of the military and 
civilian communities. Two navigation signals will be available for civilian use. The first 
signal (L2C) is allocated in the current L2 band and the second signal will be available in 
the new L5 band. The L5 signal, combined with current L, and L2 signals, will provide 
the extended capabilities of navigation, positioning and timing services. The 24MHz 
bandwidth extensions for the current LI and L2 signals are also proposed to carry new 
codes. 
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Fig. 5. GPS bands and prospective Galileo (EU) bands; see also Table 1.  
 
The GPS base station antenna is considerably different from an antenna used in the 
existing car GPS receiver. It needs to satisfy a number of pattern criteria in L1 and L2 
bands - see [19], [20] and also other related references [19]-[42] - which are mostly 
related to the pattern shaping in order to provide with multipath rejection and be able to 
track up to 12 satellites simultaneously. The most important ones are 
 

i. the absence of significant RHCP and LHCP sidelobes and backlobes at any 
negative elevation angles (directed to ground or to nearby scatterers); 

ii. a good polarization isolation over the upper hemisphere;  
iii. a sufficiently large and possibly uniform RHCP gain over the upper hemisphere.    

 
The multipath signals from below horizon due the reflections from ground and mounting 
structure are main concerns because the antenna usually is mounted less than two meters 
above the ground and it is difficult for signal processing at the receiver to mitigate the 
effect of short-distance multipath, less than 10m [34].  The ideal GPS antenna would thus 
have a uniform gain for the upper hemisphere and block the signal coming from below 
the horizon. In other words, we attempt to design an ideal "band-pass filter" but in 
angular domain rather than in frequency domain5.      
 
The pattern shaping thus becomes the main goal for the high-performance GPS antenna; 
the size of the antenna becomes a secondary issue. The pattern control is achieved by the 
proper ground plane.  Since we need a circular polarization at low elevation angles, we 
need both TM to z and TE to z plane waves shown in Fig. 1 just above the ground plane. 
On the other hand we need none of them in the direction below horizon, neither we need 
all of them along the ground plane to eliminate the edge diffraction.  Fig. 6 shows a 
pattern shaping concept that again utilizes the corrugated disk. In the GPS community, 
such a ground plane is commonly referred to as a choke ring.    
    

                                                 
5 Similar to to the ideal band-pass filter that is not realizable as being a non-causal system, the ideal GPS 
pattern can hardly be realized in practice.  
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Fig. 7 shows a typical to date antenna design from Trimble Navigation Limited intended 
for existing L1/L2 GPS bands [17],[18]. The center radome shown in Fig. 7 typically 
covers a Dorne-Margolin split-loop antenna6 or a (droopy) dipole turnstile, or a circularly 
polarized patch antenna on a metal pedestal, with a dual or single feed, etc.7    
 

 
 
Fig. 6. A pattern shaping concept for the circularly-polarized antenna over a corrugated 
disk at cutoff. TE to z plane wave (I), TM to z plane wave (II), and surface wave (III) 
cannot propagate along the cutoff corrugated surface – the edge diffraction is thus 
eliminated or reduced. Such a ground plane is referred to as a choke ring.    
 
 

 
 
Fig. 7. A generic diagram of the choke ring antenna [18]and a L1/L2 Choke Ring 
Antenna from Trimble Navigation Limited [17]. 

                                                 
6 See, for example, Ref. [37] for a linearly-polarized Dorne-Margolin antenna operation. 
7 The related antenna elements are not reviewed in this study.  
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When the depth of the corrugated surface, d, in Fig. 6 exceeds 4/λ , more specifically, 
2/4/ λλ << d , the corrugated surface presents a capacitive series reactance to the E-

plane incident field, with no planar or surface wave propagation along the corrugated 
surface – see case c) in section 1.3 above. The cutoff corrugated surface thus again serves 
as a way to reduce or eliminate the fields associated with the oblique wave propagation.  
 
According to the theory of planar corrugation, the conventional Trimble’s choke ring 
becomes a cutoff corrugated surface when the depth of the corrugation becomes greater 
than the largest quarter wavelength – in this case – the quarter wavelength in L2 GPS 
band centered at 1.227 GHz.  

 
mm 614/GHz 227.1 => λd                                                 (15a) 

 
At the same time, the depth still should be less than λ/2 at a highest frequency – in this 
case – the half wavelength in L1 band centered at 1.575 GHz, which yields 
 

mm952/GHz 575.1 =< λd                                                                                                 (15b) 
 
In fact, these values will be a bit altered by the corrections to planar corrugation 
discussed above. A certain value in between these two from Eqs. (15) could be chosen. It 
makes sense to choose a lower depth in order to reduce the ground plane height. In 
particular, the depth of 61 to 64 mm will give good results for a wideband base station 
GPS turnstile according to full-wave numerical simulations – see below. Other 
parameters of the choke ring then need to be optimized properly. There is no exact recipe, 
however. The corrugation width should be large enough to ensure proper boundary 
conditions at cutoff whereas the tooth width may be small.  
 
Dual frequency (L1/L2) choke ring base station antennas provide geodetic-quality GPS 
measurements for surveying, mapping, and research applications. Typical dual-frequency 
choke ring antennas maintain a stable phase center that has less than 1 mm of drift. The 
choke ring antenna is based on the geodetic research standard and features aluminum 
choke rings and the Dorne-Margolin antenna element. These antennas are durable, have a 
low power consumption, and have excellent multipath rejection characteristics [19]-[18]. 
The extensive use of this type of the antenna in the IGS global network makes it a de-
facto standard in the GPS community [26]. A list of companies involved in the GPS base 
station antennas along with the corresponding abbreviations is given below in Table 2 
[18]. 
 
Table 2. Manufacturers of base station GPS antennas [18].  
 
AER  Aeroantenna  
AOA  Allan Osborne Associates  
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ASH  Ashtech  
JPL  Jet Propulsion Lab  
JPS  Javad  
LEI  Leica  
MAC  Macrometer  
MAG  Magellan  
MPL  Micro Pulse  
NAV  NavCom  
NOV  NovAtel  
SEN  Sensor Systems  
SOK  Sokkia  
SPP  Spectra Precision  
TOP or TPS Topcon  
TRM  Trimble  
NGS  National Geodetic Survey  

 
Fig. 8a below shows RHCP (solid curve) and LHCP (dashed curve) gain patterns adopted 
from Ref. [21] for L1 band (1.57542 GHz) for three antenna types:  

- (a) with the 76 cm in diameter aluminum circular ground plane; 
- (b) with the same ground plane but covered by a 5.6 cm thick untuned layered 

absorbing material; 
- (c) and with a four-slot non-tapered uniform choke ring ground plane of 37 cm in 

diameter.  
The feeding antenna under consideration was a Dorne-Margolin antenna Model C146 
[21]  in all three cases. It is seen from Fig. 8a that the choke ring ground plane clearly 
outperforms the flat ground planes of a larger diameter.  
 
Quite often, a tapered choke ring is used – see below. The principal effect of tapering can 
be seen in Fig. 8b [21], where a comparison is made of the uniform choke ring (4 slots) 
with 37 cm in diameter and of a tapered choke ring with the same diameter. The antenna 
phase center rms deviations are hardly affected by tapering [21].   
 
A major disadvantage of the choke ring antenna is seen directly from Fig. 6 and Fig. 8a 
and 8b – not only the backlobe radiation is suppressed, but also radiation (RHCP gain) at 
low but positive elevation angles, typically 20 deg and lower [26].  Another drawback is 
a large size; the Trimble choke ring, for example, is about 360mm in diameter.   
 
The antenna phase center will depend on both the azimuth and elevation angle, 
additionally; it will vary with frequency for every particular direction in the upper 
hemisphere. Such a variation should indeed be minimized for TOA- based measurements.  
The phase center dynamics is also critical for the high-precision GPS antennas. 
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Fig. 8a. L1 RHCP and LHCP gain patterns for three antenna ground planes [21]: (a) with 
the 76 cm in diameter aluminum circular ground plane; (b) with the same ground plane 
but covered by a 5.6 cm thick untuned layered absorbing material; (c) and with a four-slot 
non-tapered uniform choke ring ground plane of 37 cm in diameter.  
 
It is suggested in [21] to determine the best-fit phase sphere first by a least-mean square 
fit to the measured (or calculated) hemispherical phase data. Then, a local rms deviation  
from that value can be estimated, which gives the average error estimate. For the choke 
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ring ground plane, the rms phase deviation of about 5 deg (approximately 3mm at L1) is 
typical [21].   

 

 
 
Fig. 8b.  Comparison of the uniform choke ring (4 slots) with 37 cm in diameter (a) with 
a tapered choke ring having the same diameter (b) – Ref. [21].  
 
2.2. Choke ring modifications and extensions 
A lot of modifications/extensions of the choke ring and the radiating antenna element 
have been proposed and realized [17]-[36], along with the extensive measurements on 
different prototype and commercial antennas - see [17]-[36], [38]-[41].  Among them: 
 

i. Standard non-tapered choke ring with typically 3-5 corrugation grooves, each 
of them is about 63 mm in depth – Fig. 9a; 

ii. Tapered choke ring – Fig. 9b; 
iii. Dual-frequency choke ring – Fig. 9c; 
iv. Dielectric-filled choke ring – Fig. 9d;  
v. Resistive tapered ground plane – Fig. 9e; 
vi. Horizontal corrugation – Fig. 9f. 
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Fig. 9. Different modifications of the choke ring: a) – uniform; b) – tapered; c) – dual-
frequency; d) – dielectric-filled; e) – resistive taper; f) –horizontal corrugation.      
 
Not shown in Fig. 9 are the pinwheel GPS base station antenna [27],[33], the GPS 
antennas with the conical ground planes [24], p. 231-234, [43], and the rolled-edge cavity 
antenna with a reflector [45]. These variations are briefly reviewed in the following text.   
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Tapered choke ring – see [21],[26] 
One possible effect of tapering is shown in Fig. 8b [21]. The conical choke ring ground 
plane was proposed for GPS antennas used in precise geodetic applications [26]. It is 
claimed that the proposed choke ring configuration allows better reception of low 
elevation angle GPS satellites and improved multipath rejection. The proposed ground 
plane does not degrade other performance characteristics (i.e. pattern symmetry) that are 
typically associated with 2D choke ring (standard) ground planes [26].  
 
Dual-frequency choke rings [32], [28] 
A filter in the choke ring groove is introduced to make it exactly resonant (λ/4 resonance) 
at two frequencies (L1 and L2). The filter or diaphragm blocks (reflects) the high 
frequency but passes low frequencies. The invented design is claimed to have equally 
good performance for L1 and L2 bands and has a reduced  size (320 mm total length) 
compared to the standard choke ring8.   
 
Dielectric-filled (tapered) choke ring [29] 
A low-profile dielectric –filled (tapered) choke ring is less bulky and is smaller in size 
and the use of ceramics as a high dielectric constant material promotes fabrication by 
molding and mass production techniques. 
 
Resistive tapered ground plane (R-card) [30],[31]  
The peripheral region of the ground plane comprises at least one conductive layer that 
extends radially beyond the radiating element and provides a sheet resistivity higher than 
that of the radiating element. Different geometry distributions of the resistive spots are 
invented. Though physically small, the ground plane structure reduces multipath signals 
caused by reflections from the Earth. 
 
Horizontal corrugation [34],[25]; see also [43], pp. 231-234 and p. 361 
In [34],[25], a triple stacked patch antenna as a radiating element for L1, L2, and L5 
bands is proposed and realized. The corresponding edge diffraction reflector uses the 
plurality of conducting plates, preferably circular in shape, instead of using ring-type 
walls as with the conventional choke ring. The depth of the grooves (typically five 
stacked grooves has been considered) was optimized using Ansoft HFSS – the depth is 
typically 0.2 wavelength at the operating frequency.  The resulting design is small 
(204×60mm versus approximately 360×63 mm for the standard choke ring) but its 
performance, with regard to polarization isolation, is a bit lowered.      
 
Pinwheel antenna/ground plane [27],[33]  
The entire ground plane is replaced by a microstrip-coupled slot-array antenna that 
includes a nonconductive planar substrate and a transmission line disposed on a rear 
substrate surface. A conductive layer on the front substrate surface includes a plurality of 

                                                 
8 The present design is somewhat questionable as the metal corrugation is inherently broadband and using its 
exact tuning at two relatively close resonant frequencies could perhaps give merely a modest improvement.   
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slotted openings arrayed about an antenna axis. A surface-wave suppression region 
encloses the array of slotted openings, and a plurality of peripheral openings are disposed 
between the surface-wave suppression region and the peripheral edge of the antenna.  

Slotted cone with dipole turnstile [43], p. 231-234 and truncated cone with a patch 
antenna at L1, L2 [24]  
For the truncated cone with the patch antenna feeding element; the performance in L1 
and L2 bands is good; the ground plane size is also considerably smaller than that of the 
choke ring.  
 
Rolled-edge cavity-backed turnstile antenna [45] 
This cavity antenna has a broadband crossed dipole and a rolled edge cavity termination 
to reduce illumination loss resulting from feed backlobes. This design motivated by a 
future GPS monitoring application covers the L5 (1176 MHz) to L1 (1575 MHz) 
frequencies. The antenna is used as a compact feed in a relatively small (4 ft) reflector. 
  
It is not the goal of this study to present a comprehensive review of different feeding 
elements. One can mention the Dorne-Margolin antenna element briefly discussed above 
and 

- curved dipole turnstile with dipole wing tips closely spaced to the ground plane 
[35]; 

- a patch antenna assembly when two antennas (L1 and L2) are mounted flat and 
adjacent to one another  [36];   

- volute (or quadrifilar helix) antenna [42], etc.  
 

 
3. Cutoff choke ring performance over the band 1.15-1.60 GHz 
 
Even though the cutoff corrugated surface is rather bulky, it's major advantage compared 
to the conformal frequency-selective surfaces (a mushroom surface) is a large frequency 
bandwidth [7]. The present example relates to the GPS base station antenna and provides 
a confirmation to this fact. We will not be able to obtain the choke ring performance over 
a large band of frequencies as good as in Fig. 8a and 8b, indeed. However, we will show 
that a properly designed choke ring ground plane performs reasonably well in the 
frequency band from 1.15 GHz to 1.60 GHz, which simultaneously covers L1, L2, and 
L5 GPS bands as well as prospective Galileo bands.    
  
3.1 Radiating element and choke ring setup 
Below, we present typical simulated performance results for a wideband choke ring 
ground plane with a circularly-polarized droopy turnstile radiating element. The sketch 
of the setup and the dimensions are shown in Fig. 10 that follows.  
 
The choice of the turnstile element instead of the more common patch antenna and the 
further choice of the bowtie shape of the turnstile dipole is made to increase the antenna 
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impedance bandwidth [46]-[48]. The choice of the droopy turnstile is made to improve 
the RHCP pattern (or more general dual polarization) of the antenna close to horizon, 
where one of the ordinary straight turnstile dipoles has a null and thus does not contribute 
to circular polarization. On the other hand, the (smaller) vertical field component created 
by the droopy element allows us to maintain the circular polarization at low elevation 
angles. The choke ring ground plane should operate at cutoff frequency everywhere 
within the desired band.  One more important antenna component is the turnstile balun; 
the balun is not the subject of the present study and is to be considered separately.  
 
It is less challenging to achieve the necessary pattern performance in a single frequency 
band or for a dual-band narrowband operation. It however more challenging to achieve a 
comparable performance over a wide frequency bandwidth. Below, we will present some 
results for a broadband choke ring ground plane. These results are not expected to give a 
very sharp drop off for the RHCP gain close to horizon or completely eliminate the 
backlobe. At the same time, they may guarantee us an acceptable performance uniformly  
over the band 1.15-1.60 GHz that includes L1, L2, and L5 GPS bands as well as 
anticipated Galileo bands - see above.          
 

      

 
Fig. 10. Top - geometry of the choke ring with bowtie turnstile; bottom - a more generic 
structure with variable number of rings created in Ansoft HFSS. 
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3.2 Ground plane modeling 
Since the analytical corrugation model could give qualitative estimates and an initial 
guess only (even though it may be quite correct), the fine tuning of the ground plane with 
a cavity and antenna radiating element should be done with the help of numerical 
modeling software, e.g. Ansoft HFSS.  
 
Table 3 and Fig. 11 provide with the parameters for some selected geometry designs. The 
number of corrugation rings is the rounded ratio of the choke ring radius, G/2, minus the 
cavity radius, R, to the ring period, g+t.  It is equal to 2-5 for all the geometries listed in 
Table 3. The presence of a sufficiently large and deep central cavity is a necessary 
condition for the good choke ring operation with the turnstile element. Further shaping 
the cavity shape (e.g conical bottom) has little or negative influence on the patterns. For 
v, s, and t, Table 3 gives the most appropriate parameter values; other tested 
configurations are not reported. The droop angle β should be close to 30-45 deg. The 
presence of the turnstile balun (a mast) affects the polarization isolation at higher 
elevation angles and cannot be ignored.  
 
Table 3. Geometry parameters for selected antenna configurations. Angles α and β are 
equal to 60 and 30 deg, respectively. Numerical FEM solution (Ansoft HFSS) is obtained 
after 18-20 mesh refinement steps (default linear size of 0.333λ for the initial mesh), with 
the final mesh size of 250,000-350,000 tetrahedra. The PML box size is 
550×550×550mm. Only the discrete frequency sweep has been used. The antenna is fed 
at the balun bottom using two in-quadrature lumped ports.   
 
Geometry G, mm R, mm v, mm s, mm g+t, mm t, mm d, mm 
Design #1 
Flat ground 
plane 

360 -- 30 ant. height: 
50:5:70mm

-- -- -- 

Design #2 
Two rings, wide 
cavity 

360 80 30 14 100 6 65-69 

Design #3 
Three rings, 
narrow cavity 

360 
 

60 30 14 60 6 65-69 

Design #4 
Three rings, wide 
cavity 

360 80 30 14 50 6 65-69 

Design #5 
Four rings, wide 
cavity 

360 
 

80 30 14 34 6 65-69 

Design #6 
five rings, 
narrow cavity 

360 
 

60 30 14 30 6 65-69 
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Fig. 11. Choke ring geometry (all rings are 360mm in diameter; with the total height of 
65mm; corrugation depth is always 61mm). From left to right and from top to bottom: 
antennas #1-6 - see Table 3 above. 
 
 
Fig. 11 only depicts some selected geometries that give a relatively good performance; a 
large number of other geometries were tested as well, but they are not included into the 
present text.   
  
Also note that the performance of virtually any choke ring is visibly improved by rolling 
the outer edge - see Fig. 12. The remaining surface wave is not being radiated from the 
surface at a certain angle but rather stays bounded to that and spreads out at different 
angles. However, this modification also increases the ground plane size. Such a method is 
very similar to that used for the turnstile in a rolled cavity [45].               
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Fig. 12. Possible shaping the choke ring with the rolled edge – an Ansoft HFSS project. 
Although improving the pattern, this modification may lead to a significant size increase 
of the ground plane and is therefore ignored in the present study.  
 
3.3. Modeling results  
We present here the complete modeling results for the cases given in Table 3 and Fig. 11, 
over the band 1.15 GHz to 1.60 GHz. Again, only the pattern information is given, for the 
absolute antenna gain (RHCP or LHCP). Phase center dynamics and the impedance 
matching problems of the corresponding feeding element are not considered.  
 
One reason for choosing the set of parameters from Table 3 is a desire to maximize the 
polarization isolation over the upper hemisphere. Reducing a (relatively narrow) antenna 
backlobe at 180 deg was a secondary priority9.  
 
The RHCP/LHCP patterns are given in Fig.13a to Fig. 13f that follow. Every figure 
corresponds to a separate case from Table 3, in consecutive order.  Variation of parameter 
d in Table 3 from 65mm to 69 mm is included. This data – choke ring depth – is labeled 
on every separate pattern plot for the choke ring.  For the flat ground plane (Fig. 13a), the 
varying separation distance from the ground plane is given. All gain curves are given for 
a droopy turnstile bowtie over the band 1.15-1.60 GHz, in steps of 0.05 GHz. The 
following observations can be made from the figures: 
 

i. The flat ground plane (Fig. 13a) at any separation distance has a poor 
polarization isolation (less than 10 dB) at elevation angles above 60 deg and a 
large LHCP backlobe (- 7 dB or so) at 180 deg elevation angle. Furthermore, 
RHCP gain considerably changes with frequency, which points toward a 
potential problem with the phase center fluctuations. 

ii. The two-ring choke with a wide cavity (Fig. 13b) improves the polarization 
isolation to a minimum of about 10 dB for elevation angles above 100 deg.  
The LHCP backlobe still remains, about -12 dB.  The RHCP gain variation 
with frequency greatly stabilizes.  

                                                 
9 One way to reduce the backlobe is a tooth at the ring edge bottom.   
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Fig. 13a. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #1 in Table 3 (flat ground plane). The gain curves are given for a 
droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.  
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Fig. 13b. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #2 in Table 3 (two rings; wide cavity). The gain curves are given for a 
droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.  
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Fig. 13c. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #3 in Table 3 (three rings; narrow cavity). The gain curves are given 
for a droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.  
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Fig. 13d. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #4 in Table 3 (three rings; wide cavity). The gain curves are given for a 
droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.   
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Fig. 13e. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #5 in Table 3 (four rings; wide cavity). The gain curves are given for a 
droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.  
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Fig. 13f. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element – Design #6 in Table 3 (five rings; narrow cavity). The gain curves are given for 
a droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz. Different plots 
correspond to different chore ring depths.  
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Fig. 13g. RHCP and RHCP gain curves (absolute gain) in the E-plane of one turnstile 
element; top – flat ground plane spaced by 65 mm from Fig. 13a (Design #1); bottom - 
Design #3 in Table 3 (three rings; narrow cavity) at 69 mm corrugation depth. The gain 
curves are given for a droopy turnstile bowtie over 1.15-1.60 GHz, in steps of 0.05 GHz.  

 
iii. The three-ring choke with a wide cavity (Fig. 13d) very considerably 

improves the polarization isolation to a minimum of about 15 dB for elevation 
angles above 100 deg.  The LHCP backlobe is on the order of -15 to -17 dB.  
The RHCP gain variation with frequency greatly stabilizes. 

 
iv. The four-ring choke with a wide cavity (Fig. 13e) is quite similar to the three-

ring choke in Fig. 13d. Therefore, one may conclude that further increase in 
the number of rings can only have a minor effect on the pattern performance.  

 
v. The three-ring choke (Fig. 13c) and five-ring choke (Fig. 13f) with a narrow 

cavity still may have an excellent performance at certain turnstile heights. 
However, these results are very strongly dependent on the turnstile antenna 
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height: the variation of 1mm in the height may lead to a significant change in 
the pattern. The narrow cavity may thus have undesired narrowband resonant 
properties. This effect becomes more dramatic when the number of rings 
increases – see Fig. 13f.     

 
Thus, the choke ring with three-to four thick rings, tooth height of 65 to 69 mm, and the 
droopy turnstile element in a reasonably wide cavity may be a reasonable candidate to 
uniformly cover the band from 1.15 GHz to 1.60 GHz.  To again appreciate the value of 
corrugation Fig. 13g shows the choke ring performance (from Fig. 13c) versus the flat 
ground plane performance (from Fig. 13a).  
 
 
4. Non-cutoff choke ring performance over the band 1.15-1.60 GHz 
 
4.1. Concept 
In this section, we discuss a new concept of choke ring operation – as a non-cutoff FSS 
that may support the slow surface wave – see Fig. 14. We let the surface wave to be 
excited, as shown in Fig. 14. Therefore, the signal at low elevation angles becomes a 
combination of the direct LOS signal from the turnstile (TM to z plane wave II) and the 
slow wave supported by the corrugation surface (surface wave III). The plane wave I (TE 
to z) is not excited as it is shorted out by the corrugation.   

 

 
Fig. 14. The concept of phase cancellation for the surface wave and the LOS signal for 
the turnstile antenna above the choke ring. The phase cancellation is expected close to the 
choke rim.   
 
We request that the LOS signal and the surface wave are cancelled at the end of the ring, 
i.e. have almost equal amplitudes and the phase difference of multiple π. Such a 
cancellation would imply that the major source of edge diffraction – the quasi TM to z 
wave may be reduced or eliminated.  This idea of pattern control is partially adopted from 
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radar cross-section manipulation at oblique incidence, by virtue of corrugated surfaces 
[9].   
 
The motivation for the non-cutoff choke ring ground plane is a desire to reduce its height 
as the non-cutoff corrugated surface is more conformal then the deeper cutoff 
corrugation.    
 
For a planar infinite corrugated surface one obtains the cancellation condition by 
comparison of the phases for both waves at the ring edge. It is assumed that the initial 
phase at the ring center is the same. The cylindrical divergence does not contribute into 
the phase difference. From Eq. (12b) and Eq. (13), the phase cancellation condition is 
thus obtained in the form: 
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where R is the distance from the antenna to the rim of the choke ring (choke ring radius). 
Eq. (16) is indeed an approximation that does not take into account corrections for the 
rings of constant curvature, variable nonzero incidence angles, divergence, and amplitude 
taper.   
 
At the same time, the corresponding full-wave simulation test performed for a finite 
exactly planar corrugated surface excited by a simple dipole indicated that Eq. (16) at 

1=n  does predict the pattern cancellation at oblique radiation angles of about 18 dB for 
a single frequency band.   
 
For a wideband operation, it may be suggested to setup the ring gap in order to achieve a 
phase cancellation at the higher frequency (1.6 GHz) as being more sensitive to the ring 
size. For example, at  
 

mm4,mm6,mm33,GHz60.1 ==== tgdf            (17) 
 
the required radius value according to Eq. (16) approaches 170mm. In practice, a slightly 
lower corrugation depth, d, may be chosen.  The dipole height above the corrugation is 
critical for the subsequent analysis.  
 
4.2. Antenna setup  
A choke ring antenna built according to the above model is shown in Fig. 15 that follows. 
Fig. 16 depicts the antenna feeding element (turnstile) and the rear of the ground plane 
with a quadrature hybrid. We have used a split-coaxial balun with four slots and two 
inner transmission lines. Details of the balun operation may be found elsewhere. The 
dipole height (from top) above the ground plane is typically around 60mm.     
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Fig. 15. Non-cutoff ground plane setup; the ground plane diameter is 338 mm. The ground 
plane has a conical shape with a semi-flare angle close to 85 deg. The corrugation depth 
(about 30mm) is kept the same along the radius.  

 
 

     
 
 

Fig. 16. Antenna element (droopy turnstile bowtie) with the balun and the rear of the 
ground plane with a quadrature hybrid.   
Two dipole element pairs have been used while testing the antenna:  
 

i. a pair of shorter dipole turnstiles with a reduced dipole length and with a 
considerable impedance mismatch at a lower frequency of 1.15 GHz. Also, 
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individual dipole impedances have been found to be considerably different at 
lower frequencies;    

ii. a pair of longer dipole turnstile elements with better absolute impedance 
matching properties and with a better agreement between two individual 
impedances.   

 
Fig. 17 shows RHCP and LHCP antenna patterns in the E-plane of one dipole (top) and 
in the D-plane (45 deg cut between two dipoles) –  bottom. The left column gives the 
measured data for the smaller dipole turnstile (realized gain)10; the right column shows 
the corresponding numerical simulations (Ansoft HFSS; absolute gain with no impedance 
mismatch correction).  Whilst the simulations for the absolute gain are weakly affected 
by the dipole size(s), the relative impedance mismatch between two individual dipoles 
clearly leads to a larger LHCP front lobe at zenith measured in Fig. 17.  
 
To improve the antenna performance, the feeding elements were rebuilt and made longer. 
Fig. 18 shows similar RHCP and LHCP antenna patterns, but for a pair of longer-dipole 
feeding elements, with better impedance matching at lower frequencies. The agreement 
between theory (simulations) and measurements becomes better. Note that the antenna 
still has a certain impedance mismatch (the return loss approaches -5 to -7dB at low 
frequencies and then decreases toward high frequencies). 
 
Note, however, that the longer dipoles perform well mostly within the band 1.20 GHz – 
1.55 GHz – see Fig. 18. If wee add the patterns at 1.15 GHz and 1.6 GHz as shown in 
Fig. 19 then the antenna performance at zenith (polarization isolation) starts to become 
worse compared to simulations. It is believed that a not perfect impedance matching of 
the feeding element is one reason for that.               
  
Both in theory (simulations) and in experiment, the non-cutoff choke ring has a 
somewhat larger RHCP gain at low elevation angles compared to that for the cutoff 
choke ring.  It also has a somewhat faster decay of the RHCP gain at elevation angles just 
below the horizon. At the same time, the backlobe at 180 deg is higher than for the cutoff 
choke ring. It is believed that the performance of the present antenna can be further 
improved.     
 
Finally, Fig. 20 shows the relative size of the non-cutoff choke ring versus the Trimble 
Navigation choke ring assembly. One could see a considerable reduction in the size, both 
in vertical and in horizontal dimensions.   

                                                 
10 All measurements for the present antenna have been done at ElectroScience Lab, Ohio State University, 
Columbus, Ohio.   
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Fig. 17. RHCP and LHCP antenna patterns in the E-plane of one dipole (top) and in the 
D-plane (45 deg cut between two dipoles). Left column – measured; right column – 
simulated. The shorter dipole elements are used in the measurements. Both the 
measurement data and the simulations are given for 1.15:0.05:1.60 GHz.  
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Fig. 18. RHCP and LHCP antenna patterns in the E-plane of one dipole (top) and in the 
D-plane (45 deg cut between two dipoles). Left column – measured; right column – 
simulated. The longer dipole elements are used in the measurements. The measurement 
data is given for 1.20:0.05:1.55 GHz only.  
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Fig. 19. RHCP and LHCP antenna patterns in the E-plane of one dipole (top) and in the 
D-plane (45 deg cut between two dipoles). Left column – measured at 1.20:0.05:1.55 
GHz; right column – measured at 1.15:0.05:1.60 GHz. The longer dipole elements are 
used in the measurements.  
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Fig 20. Comparison of the dimensions of the present antenna with those of the Trimble 
Navigation choke ring. 
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Abstract: Printed leaky wave antennas offer the potential for a low-profile, wide 
bandwidth antenna element. Microstrip leaky wave antennas rely on the 
suppression of the familiar EH0 mode and the propagation of the radiating EH1 
mode. Previous work at AFRL has resulted in the development of a half-width 
design for a leaky wave antenna, using a shorting strip along the length of the 
antenna to suppress the dominant mode. Furthermore, termination of the end of the 
antenna with a resistive load reduces the reflected wave on the microstrip, largely 
eliminating the corresponding backlobe in the radiation pattern. Antennas for this 
research are designed with the aid of commercially available CEM tools and 
validated through in-house fabrication and testing. Different fabrication techniques 
have been employed, using alternate feeding mechanisms and various 
implementations of the shorting strip. An effort is underway at AFRL to develop an 
array of leaky-wave antennas in order to enhance efficiency and bandwidth. The 
impact of coupling has been explored through the use of parasitic elements.  
 
1. Introduction 
 
Microstrip leaky wave antennas offer the potential for a low-profile antenna with greater 
bandwidth than microstrip patch antennas. The improved bandwidth is principally due to 
the fact that a greater area on the circuit board is utilized in order to create a traveling 
wave. Traditional microstrip leaky wave antennas are wide microstrip structures fed in 
such a way that enhances the first higher order leaky wave mode (EH1) while suppressing 
the transmission line mode (EH0). This mode suppression is rather challenging in 
traditional leaky wave antennas because feed structures must be designed to 
preferentially excite the leaky wave mode. Menzel [1] utilized periodic slots to suppress 
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the dominant mode while Lin [2] investigated various feed structures for preferentially 
exciting the chosen mode. Oliner [3] made significant contributions to the theory of leaky 
wave structures as antennas. The primary motivation for this research is the desire to 
create designs that retain the low-cost, low-profile properties of a patch antenna, but have 
significantly wider bandwidth. Previous investigations have also centered on increasing 
the bandwidth by tapering the microstrip structure [4-5]. 
 
This paper presents a survey of the last four years of leaky wave antenna research 
conducted at AFRL.  Much of the material has been previously released in various 
journals, conferences and symposia, including IEEE/APS, AMTA, and ACES. 
 
2. Full-Width Leaky Wave Antenna 
 
The type of leaky wave antenna under consideration is characterized by the constant 
cross section shown in Figure 1. As seen in Figure 1a, energy in the dominant EH0 mode 
is tightly bound to the structure and does not radiate. On the other hand, the EH1 (or first 
higher order) mode exhibits an electric field distribution that is odd about the y-axis, and 
will shed energy as the wave propagates down the z-axis. Furthermore, the existence of a 
null in the electric field under the strip in the y-z plane suggests that a metallic short 
placed in the location of the dotted line in Figure 1b will prevent propagation of the 
fundamental mode while having no effect on any leaky-wave mode that is present.   
 
This centerline short along the length of the antenna, together with an offset feed that 
excites the anti-symmetric EH1 mode, forms the basis of the “full-width” leaky wave 
antenna. A purely anti-symmetric field distribution could also be obtained with a 
differential feed, but in many cases this approach would require an external balun. 
 
 

 
(a)                                                                (b) 

 
Figure 1: Field diagram for the (a) EH0 mode and (b) EH1 mode (E-field = solid, 
H-field = dashed) 

 
 

Other means of preferentially exciting the  mode have been investigated (see for 
example [5] and the references contained within that manuscript). Most notably, Menzel 
[1] placed small transverse slots in the microstrip structure near the feed region and an 
offset feed (including a quarter wave transformer to improve the match to a 50 Ω port). 

1EH
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These slots interrupt the strong z-directed EH0 electric current at the center of the 
microstrip, causing this mode to be suppressed. Figures 2a and 3a illustrate Menzel’s 
design. The short circuit proposed here is implemented with closely spaced metal posts 
along the centerline of the microstrip between the top conductor and ground plane, as 
illustrated in Figure 2b. Figure 3 shows Menzel’s antenna design and the alternative 
design as fabricated in AFRL/SNDR’s Radiation and Scattering Compact Antenna 
Laboratory (RASCAL). Figure 4 shows pattern measurements taken in the RASCAL 
compact range. These results indicate that the alternate configuration produces a similar 
radiation pattern as the Menzel design. 
 
 

 
(a)                                                               (b) 

 
Figure 2: Two alternate methods of suppressing the dominant EH0 mode in a 
microstrip: (a) Menzel’s use of transverse slots and (b) shorting pins along the 
centerline 
 
 

 
(a)                                                             (b) 

 
Figure 3: Menzel’s (a) antenna design and (b) the alternate design as fabricated at 
AFRL 
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(a)                                                  (b) 

 
Figure 4: Radiation pattern measurements taken at AFRL of the (a) Menzel 
antenna and (b) the alternate configuration 
 
 
A common method for estimating the radiation bandwidth of an -mode antenna is 
based on a waveguide model [6-7]. The bandwidth of such an antenna is determined by 
the cut-off frequency for the  mode and the frequency where the phase constant 
equals  (e.g. above this frequency, the bound mode propagates and the fields evanesce 
away from the structure). This frequency range is given by 
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where the zero-thickness effective width of the microstrip (in centimeters) is given by 
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Operation of the microstrip in the range of frequencies specified by (1) will allow the 
propagation of the  leaky wave mode. The  will also propagate in this range, and 
may dominate in the absence of suppressive measures, such as those outlined above. 

1EH 0EH

 
3. Half-Width Leaky Wave Antenna 
 
Returning to Figure 1b, one notes that the tangential electric fields are zero everywhere in 
the plane that bisects the strip. This suggests that one-half of the structure can be removed 
with little effect on the fields, at least in the region away from the feed, where a pure EH1 
mode can be said to exist. The result is the “half-width” leaky wave antenna [10], the 
concept of which is illustrated in Figure 5b. A fabricated half-width leaky wave antenna 
is shown in Figure 6. This antenna is terminated with a 50 Ω load in order to reduce 
reflection. Reflection in this case would result in a wave traveling towards the feed and 
consequently create a significant backlobe in the radiation pattern, in a direction mirror 
opposite to the main lobe. A major advantage of the half-width design is the reduced 
footprint. An array of such elements can be packed closer together without increasing the 
mutual coupling between elements. 
 

 

 
(a)                                                                       (b) 

 
Figure 5: Full-width leaky wave design (a) using shorting pins along the centerline 
and (b) half-width design developed at AFRL 

 
 

 
 

Figure 6: Half-width leaky wave antenna designed and fabricated at AFRL  
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4. Leaky Wave Antennas in Array Environments 
 
To date, much work has been accomplished at AFRL regarding the effects of arraying 
leaky wave antennas. This includes using the hybrid finite element-boundary integral 
(FE-BI) method to analyze coupling between elements and calculate radiation and 
impedance properties of linear arrays [11-12]. More recently, antennas with parasitic 
elements have been fabricated and tested [13]. This section outlines this research.  
 
4.1 Finite Element-Boundary Integral Model 
 
The hybrid finite element-boundary integral (FE-BI) method is widely understood to be 
an accurate and efficient method for modeling planar, microstrip apertures. The assumed 
geometry is a cavity-backed aperture recessed within an infinite metallic plane. The 
FE-BI formulation is an integro-differential equation representing a weak enforcement of 
the relevant boundary conditions applied to the vector wave equation. This FE-BI 
expression is given as 
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where  is a vector testing function, iW 2eG  is the half-space dyadic Green’s function, and 
 is an impressed current used to represent the antenna feed. The material in the 

computational volume (that is, the antenna cavity), is represented by the relative 
permittivity tensor 

impJ

( )rε  and the inverse of the relative permeability tensor ( )1
r
−μ . The 

FE-BI formulation is reduced to a linear system via Galerkin’s procedure resulting in the 
following linear system 
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In this, the unknown coefficients associated with the expansion functions ( )jW  are 
represented by ( )jE . For the unknown coefficients, ( )S

jE  represents unknowns associated 
with the surface while ( )V

jE  represent unknowns not associated with the surface. This 
system can efficiently be solved, both in terms of memory consumption and wallclock 
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time, using an iterative solver such as the biconjugate gradient method [14]. 
 

By utilizing a fast Fourier transform (FFT) method to accelerate the computation of 
matrix-vector products in an iterative solution of the FE-BI linear system, simulation of a 
large antenna is feasible within practical design time limits. Hence, brick elements were 
used to discretize the computational volume [15]. The shorted side of the HWLW 
antenna is modeled using an infinitesimally thin perfectly conducting wall running along 
the length of the strip. The lumped loads were modeled as infinitesimally thin loads 
placed midway between the shorted edge and the open edge of the half-width antenna. 
The feeds are modeled likewise as infinitesimally thin probe feeds placed midway 
between the shorted edge and the open edge of the antenna.  
 
In addition, the computer program was parallelized using OpenMP [16] and run on a 
dual-core AMD 64-bit system with a total of four cores per node. The program has also 
been used on an SGI Altix 3700 Bx2 using 64-bit Itanium processors [17]. The primary 
routine that was parallelized was the iterative matrix solvers (the biconjugate gradient and 
transpose-free QMR algorithms are implemented) and fast Fourier transforms. For this 
work, the BiCG algorithm [15] was used. 
 
4.2 Computed Data for a Five-Element Linear Array 
 
To validate the computational model discussed above, an experiment was conducted in a 
compact anechoic chamber using a single HWLW antenna. The shorting wall in the half-
width antenna was approximated using shorting pins running the length of the antenna 
strip, spaced 5 mm apart. The ports were attached to an HP-8510 vector network 
analyzer. A representative radiation pattern, comparing computed and measured data, is 
shown in Figure 7. The agreement is reasonably good considering that the shorting wall 
in the prototype was not solid, and that the FE-BI model used a probe feed and an infinite 
ground plane. 
 
 

 
 

Figure 7: Comparison of computed and measured radiation patterns from a half-
width, leaky-wave antenna at 6.8 GHz 
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Next, the FE-BI model was used to determine the impact of leaky wave coupling on 
adjacent microstrip elements. Figure 8 illustrates a representation of coupling between a 
driven element (the lower one in the figure) and an unfed element that is terminated on 
both ends with 50 Ω loads, spaced 1.95 cm (center-to-center) from the lower element. 
The simulation was conducted with a single cavity containing both the driven element 
and the passive element. In this manner, coupling between elements can occur via 
substrate, across the surface of the aperture, and via space-wave mechanisms. For an 
aperture where each element is contained within individual cavities, coupling via the 
substrate is suppressed. Because this is assumed to be the dominant mechanism and the 

 mode is a leaky wave mode, this geometric arrangement is appropriate. 1EH
 
 

 
 

Figure 8: Normal fields in cavity for driven lower element and passive upper 
element 
 
 
It is clear that the leaky wave from the driven lower element is coupled into the upper 
element. Notice that the fields in the upper element are strongest in the end of the element 
opposite the driving point in the lower element, a phenomenon expected from leaky wave 
coupling because the driven leaky wave will have a directional component from left to 
right in the figure. To assess the impact of this coupled field to the radiating current (and 
hence the fidelity of the radiation pattern to predictions based on a single traveling wave), 
the coupling ratio was determined for various separations. The coupling ratio is defined 
as the ratio of the maximum field strength in the region of the passive antenna to the 
maximum field strength in the region of the driven element. It is a measure of how strong 
one leaky wave couples, and hence corrupts, the leaky wave propagating in another 
microstrip. As a function of the center-to-center separation distance, the coupling 
between these elements at 7 GHz is given in Figure 9. As can be seen, the coupling 
remains fairly strong even out to a distance of 6.45 cm. For 7 GHz, the free space 
wavelength is 4.29 cm, where a separation of 6.45 cm would result in grating lobes. This 
result demonstrates that to accurately assess the radiation properties of a leaky wave 
array, consideration of mutual coupling is essential.   
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Figure 9: Coupling ratio between elements versus separation distance. 
 
 
A five-element array was simulated using the FE-BI model. The array elements have a 
separation of 1.2 cm between elements, which is less than one-third of the free-space 
wavelength. The theoretically predicted radiation patterns for a uniformly illuminated 
array are shown in Figure 10. The corresponding patterns as computed by the FE-BI 
model are shown in Figure 11. 
 
 

  
(a)                                                                   (b) 

 
Figure 10: Theoretical (a) φ-φ  and (b) θ-θ radiation pattern for a uniformly 
illuminated array 
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(a)                                                                   (b) 

 
Figure 11: Numerical (a) φ-φ and (b) θ-θ radiation pattern for a uniformly 
illuminated array 
 
 
For all of the contour plots, each contour line represents 3 dB of change. As seen by 
comparing Figure 10a to Figure 11a and Figure 10b to Figure 11b, the agreement is quite 
good with the exception of the somewhat diffused sidelobes for the numerically 
computed results. This is presumably due to the leaky wave coupling that is neglected in 
the theoretical results. 
 
4.3 Fabricated Parasitic Antennas 
 
The fabricated leaky wave antennas measured were printed on Duroid 5870 (31 mils 
thick, εr = 2.33, tan δ = 0.0005). The half-width strip width is 7.5 mm. The strip is 
190 mm long and terminated with a lumped 50 Ω load placed midway between the 
shorted edge and the free edge of the antenna. The placement of the load was determined 
using transverse resonance methods and confirmed using numerical techniques [18]. The 
parasitic elements are terminated at both ends with a 50 Ω lumped load placed midway 
between the shorted edge and the free edge of each element. 
 
Three antennas were fabricated to determine the effects of mutual coupling: a single 
active element half-width antenna (shown previously in Figure 6), a single active element 
antenna with one parasitic element (Figure 12a) and a single active element antenna with 
two parasitic elements, one on each side (Figure 12b). The yellow arrows in Figure 12 
indicate the active element. The measured results from the two antennas with passive 
parasitic elements are then compared to the single active element half-width leaky wave, 
as well as the computed results using CST Microwave Studio, a commercial code that 
employs the Finite-Integration Technique. 
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(a)                                                               (b) 

 
Figure 12: Fabricated (a) single-parasitic element and (b) dual-parasitic element 
 
 
4.4 Experimental Results 
 
Antenna patterns and S-parameter measurements were taken on the three antennas 
described above.  When measured, the parasitic elements were each loaded (on each end) 
with 50 Ω, mimicking the performance improvement in pattern and VSWR determined in 
[18-19]. From the results shown in Figure 13a, it is observed that the impedance 
bandwidth increases by approximately 1.5 GHz for the single-parasitic antenna and 
approximately 2.0 GHz for the dual-parasitic antenna. Pattern results, shown in Figure 
13b, display that as parasitic elements are added, the resulting pattern becomes more 
directive, as would be expected, and subsequently scanned. The latter result indicates a 
modification of the complex propagation constant associated with the leaky wave 
propagating now in the presence of nearby parasitic elements. It may also be noted that 
the dual parasitic antenna has increased gain (about 5 dB) compared with the single 
element and single parasitic antenna at 7.25 GHz. 
 
  

  
(a)                                                                   (b) 

 
Figure 13: (a) VSWR data and (b) pattern measurements from the three antennas 
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CST Microwave Studio was used initially to determine the theoretical antenna patterns of 
the parasitic element antennas. Figure 14 shows the results of the comparison between 
results from CST Microwave Studio and the actual data measured in the RASCAL 
compact range at AFRL. It is observed from the plots that the measured data for the dual-
parasitic case agrees well with the results from CST Microwave Studio, with the 
exception of a slightly reduced backlobe. The results for the single parasitic case are 
similar, but with a more greatly reduced backlobe and a main beam that is shifted 
approximately 10° from the computational model. This shift in the main beam for the 
single-parasitic case indicates a change in the complex propagation constant that 
apparently does not occur when the one parasitic is balanced by another on the opposite 
side. 
 
 

  
(a)                                                                    (b) 

 
Figure 14: CST MS results compared with measured data for the (a) single-parasitic 
and (b) dual-parasitic antennas 

 
 
5. Leaky Wave Antennas on Curved Surfaces 
 
Research into the performance of leaky wave antennas on a curved surface has also been 
accomplished at AFRL. In [20], a full-width, dual port, tapered, leaky wave antenna 
design on a curved surface is modeled using a conformal FE-BI computer program. The 
FE-BI program makes use of an asymptotic evaluation of the appropriate dyadic Green’s 
function in its formulation [21]. It was found in [20] that a constant width leaky-wave 
antenna on a curved surface will have a very broad pattern due to wave shedding with 
curvature. This is shown in Figure 15 for the antenna design used in [22], but with the 
antenna conformed to right circular cylinders of various radii. The normalization factor is 
the directivity for the largest cylinder. 
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Figure 15: Comparison of normalized radiation pattern for a leaky wave antenna on 
cylinders of various radii 
 
 
It is observed that the more the antenna is curved (smaller cylinder radius), the directivity 
of the antenna pattern decreases. In order to increase directivity, a tapered antenna design 
is employed. Tapered leaky-wave antennas are not novel. In [4-5], they are used to 
enhance the bandwidth of a planar design. The antenna design used here is the same as 
that in [23-24].  It is a full-width leaky wave antenna, with a strip width of 8.32 mm 
tapering to 5.98 mm. The strip is 190 mm long for the simulations and measurements. 
The antenna is fed with two microstrip lines, excited with opposite phase. Because the 
feed locations at the edge of the full-width antenna are high impedance points, there is a 
need for a quarter-wave transformer. This antenna was designed for operation at a 
frequency of 14 GHz. This tapered width design and the subsequent varying propagation 
constant allow for a desired change in the leakage constant. As the width decreases 
towards the end of the antenna, the leakage constant increases and leaves a very small 
amount of energy left to reflect as a backward traveling wave. The curved surface was 
modeled as a cylinder with a radius of 20 cm. The radiation pattern for this antenna, 
evaluated at 14 GHz, is shown in Figure 16. As seen, this antenna has fairly good 
directivity, even though it is mounted on a curved surface. 
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Figure 16: Normalized radiation pattern for a tapered leaky-wave antenna mounted 
on a metallic cylinder with a radius of 20 cm. 
 
 
6. Methods of Fabrication 
 
One of the advantages of leaky wave antennas is the ease with which they can be 
manufactured using mainstream techniques. Such antennas could readily be integrated 
into more complex structures, such as phased array antennas, by merely adding an extra 
layer or two to the RF and digital control distribution layers of a printed circuit board 
(PCB) based design. Leaky wave antennas for this study were built using AFRL’s in 
house fabrication facilities. 
 
Three methods have been used to implement the shorting wall along the length of the 
half-width leaky wave antenna. The first is shown in Figure 6, where metal pins have 
been manually inserted along the structure and soldered in place to complete the 
connection. This technique is electrically effective but rather labor-intensive. A second 
method is to mill out a strip completely through the substrate along the antenna and fold 
copper tape over the structure to short out that side, as pictured in Figure 17. This is a 
simpler process than the metal posts and more aesthetically pleasing, but the electrical 
performance of the copper tape is unreliable and degrades over time. The most recent 
method, and the method currently being used at AFRL, is to use copper-plated vias along 
the length of the antenna. This method is described further below. 
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Figure 17: Half-width leaky wave antenna fabricated using copper tape as a 
conducting wall 
 
 
Simulations are performed in CST Microwave Studio. The layouts are exported into the 
AutoCAD DXF format, and set up for fabrication in CircuitCAM. The CircuitCAM 
software forms the milling bit traces and paths for the LPKF PCB milling system to 
follow. 
 
The PCB used in all prototypes is Rogers Duroid RT/5870. RT/5870 is procured in a 31 
mil thickness with ½ oz. copper on both sides. The substrate is laid out on a LPKF 95s/II 
milling system platen, and holes are drilled for top to bottom electrical connections. The 
holes are coated with a carbon loaded, electrically conductive ink, and the PCB is 
subsequently electroplated with copper. The copper is deposited using a state of the art 
pulse-pulse reverse electroplating system. This system is able to plate various size 
features and uniformly plate copper onto the through holes as well as the top and bottom 
surfaces of the board. Following plating, the vias are inspected to ensure proper copper 
coverage (see Figure 18). At this point, the PCB is returned to the milling machine, where 
endmill style bits remove copper from the surface, leaving the antenna circuit features 
behind (Figure 19). 
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Figure 18: Copper plated through holes 
 
 

 
 
Figure 19: Completed half-width leaky wave antenna using copper plated through 
holes along the length of the antenna 
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Abstract: Conformal antennas can be realized with artificial impedance surfaces.  
By modulating the wave impedance on a structure’s surface the energy in a surface 
wave traveling on that surface can be radiated away at a prescribed rate and angle.  
The required impedance distribution for a desired radiation pattern can be 
determined with microwave holography and realized with artificial impedance 
structures.  Polarization control can be achieved by realizing full tensor impedances. 
This technology offers a new approach to achieve high directivity antennas patterns 
with minimal affects on the host vehicle aesthetics or aerodynamics by utilizing the 
surface of structure to achieve collimation. 

1. Introduction 

Conformal antenna can be realized with artificial impedance surfaces.  As first reported 
by Oliner et al. [1], by modulating the wave impedance on a structure’s surface the 
energy in a surface wave traveling on that surface can be radiated away at a prescribed 
rate and angle.  The required impedance distribution for a desired radiation pattern can be 
determined with microwave holography [2] and realized with artificial impedance 
structures.  In the approach we have been investigating, the complex object of interest is 
coated with an artificial impedance surface consisting of a lattice of sub-wavelength 
metal patches on a grounded dielectric substrate [3,4].  The effective surface impedance 
depends on the gap between the metal patches, which is varied as a function of position 
to realize the proper surface impedance distribution in order to achieve the desired 
radiation/scattering characteristics. 

Previously we reported on demonstrations of directive radiation from a dipole source 
located on a flat artificial impedance surface [3], radiation into the “shadow region” of a 
cylinder from a dipole feed [3], and a higher order surface impedance design approach 
using an iterative procedure [4].  In this work we discuss our recent demonstrations of 
controlled surface wave radiation with the modulated scalar artificial impedance surface 
approach.  The demonstrations discussed include a waveguide feed tapered modulation 
impedance surface antenna with 58% aperture efficiency, the redirection of plane waves 
around solid objects with reradiation at a prescribed angle and the realization of an 
impedance surface on a structure with two dimensions of curvature. 
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In addition to our work on scalar impedance surfaces, we have extended our study of 
artificial impedance surfaces to tensor impedance surfaces which accounts for the true 
vector nature of both the fields and the currents.  Through this more complete tensor 
representation of the problem complete polarization control of the radiation from surface 
wave propagation on modulated impedance surfaces is possible. 

2. Scalar Impedance Surfaces 

Microwave holograms are created using the interference pattern between the expected 
bound surface wave and the desired outgoing field.  In the scalar impedance case, electric 
field and surface current are related via  

JxE )( tt Z=         (1) 

for scattering of bound TM modes the artificial impedance function derived from the 
holographic interference is  

Z(x t ) = −i X + M Re ψout (x t )ψsurf
* (x t )[ ]( )    (2) 

, where X>0 and M are normalized to the free space impedance, and the wave quantities 
contain only phase information.  We assume the surface lies in the x-y plane and xt gives 
the tangential x-y coordinates.    The impedance modulation created by the interference 
pattern generalizes the one-dimensional impedance modulation and radiation analysis 
given by Oliner [1].    

The scalar artificial impedance function is implemented with a pattern of subwavelength 
square metal patches on dielectric, on a square lattice.  To determine the relationship 
between metal patch size and artificial surface impedance we use the full wave 
electromagnetic simulator FastScat [5] to compute the TM surface mode wavenumbers 
for an infinite array of square metal patches.  The TM surface mode has spatial 
dependence 

exp(ik t • x t )exp(−kzz)         (4) 

 where the wavenumbers are related to the surface impedance via  

kt = k 1+ X 2
          (5) 

kz = kX           (6) 

Z = −iX           (7) 

and k is the free space wavenumber.  By computing the impedance for a range of metal 
patch sizes, we determine the mapping between impedance and patch size.  Sampling the 
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hologram impedance function at each unit cell center gives the local impedance value and 
hence the local metal patch size.   

2.1 Waveguide Excited Tapered Modulation Impedance Surface 

Figure 1 contains a picture of an X-band artificial impedance surface antenna excited by a 
reduced height waveguide feed at one end.  The surface is 254mm by 400 mm and 
fabricated with 1.27 mm thick Rogers 3010 microwave substrate material.  The opening 
of the reduced height waveguide feed only extends 1.27 mm above the top of the artificial 
impedance. This surface impedance pattern was determined with the holographic 
approach and the impedance modulation was tapered from a small amplitude at the feed 
end to a large amplitude at the opposite end.  Figure 2 contains plots of the impedance 
along the center line of two conformal directive antennas with beam peaks 45 degrees 
from the surface normal, one for the case of a constant impedance modulation, solid 
curve, and the tapered modulation case, dashed curve. The radiation efficiency scales 
with modulation depth. We taper the profile away from the source so that the scattering 
efficiency is lower at the feed end where there is more energy in the surface wave and it 
is higher at the opposite end where there is less energy in the surface wave since most of 
the feed energy has been radiated away.   

Figure 3 is a contour plot of the measured near field distribution of the electric field 
strength polarized parallel to the long side of the artificial impedance surface for the case 
of the tapered impedance modulation function at 10 GHz.  In the figure, the feed location 
and edge of the artificial impedance surface are indicated.  This plot indicates efficient 
utilization of the radiating aperture with a peak in the radiated field in the center of the 
aperture.  In Figure 4 are plots of the measured far field pattern at 10 GHz in the cut 
parallel to the long side of the artificial impedance surface again for the case of the 
tapered impedance modulation function.  The measured patterns show a well defined 
beam peak at 45 degrees, with relatively low sidelobes and low cross polarization 
radiation.  The aperture efficiency of this antenna is 58%.  The measured beamwidth for 
the tapered modulation artificial impedance surface antenna was approximately 50% less 
than for the constant modulation artificial impedance surface. 

 
Figure 1: Photo of taper modulated artificial impedance surface with reduced 
waveguide feed. 
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Figure 3: Measured near field electric field distribution polarized parallel to the x-
axis of the modulation taper impedance modulation surface at 10 GHz. 

 
Figure 2: Plot of a constant modulation impedance surface profile (dashed) and 
tapered modulation impedance profile (solid ) along the midplane of the surface. 
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Figure 4: Measured far field pattern at 10 GHz of taper modulated impedance surface 
in the cut parallel to x-axis.  Horizontal polarization is parallel to y-axis in this cut and 
the vertical polarization is perpendicular to the y-axis in this cut. 
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2.2 Redirection of Plane Waves Around Solid Objects 

We have also demonstrated redirection of a plane wave around a solid object with the 
scalar holographic artificial impedance approach.  In this demonstration, impedance 
patterns were designed to capture plane wave energy incident on one side of a solid 
cylinder into a surface wave that traveled around the cylinder and then reradiated on the 
opposite side of the cylinder at a prescribed angle.  Thus we were affectively able to “see 
through” a solid object at microwave frequencies at one particular incident angle.  This 
capability to direct incident plane wave energy around a solid object enables the location 
of antennas in locations previously not possible due to blockage issues in the required 
coverage area. 

Figure 5 contains a photograph of the experimental setup, which consists of an 
illuminating horn situated in front of a metal cylinder with an artificial impedance surface 
wrapped around it, both of which are mounted on a rotating stage.  The metal cylinder is 
254 mm in length and 813 mm in circumference, and the impedance surfaces were 
fabricated with 1.27 mm thick Rogers 3010 microwave substrate material.  Figure 6 
contains plots of the measured patterns at 11 GHz when the illuminating horn and 
cylinder were rotated, for the case of a metal cylinder only (dotted curve), in addition to 
when the cylinder was wrapped with two different impedance surfaces, one designed for 
reradiation in the same direction of the incident plane wave (solid curve) and one 30 
degrees (dashed curve) with respect to the incident plane wave.  Superimposed on the 
measured results in Figure 6 is a top down view of the experimental setup.  For the results 
shown in Figure 6, the incident wave was blocked by absorber on half of the cylinder in 
order to reduce interference effects from surface waves traveling in both directions 
around the cylinder.  From the results shown in Figure 6 it is clear that when a solid metal 
cylinder is illuminated the majority of the incident energy is scattered back in the lit side 
direction, but when the cylinder is wrapped in the artificial impedance surfaces the peak 
in the patterns are in the forward direction on the shadowed side of the cylinder. 

 

 

 

 

 

                                           
Figure 5: Photograph of experimental setup used to illustrate capability of 
"seeing through" a solid cylinder. 

530



 
Figure 6: Measured patterns at 11 GHz for experimental setup shown in Figure 5 
for a metal cylinder only (dotted), plus when impedance surfaces were wrapped 
around the cylinder designed for reradiation at 0 (solid) and 30 (dashed) degrees 
relative to the incident plane wave. 

2.3 Artificial Impedance Surface Antenna on Partial Sphere 

Figure 7 is a photograph of an artificial impedance surface fabricated on a portion of a 
10.56 cm radius sphere.  The previously reported cylindrical artificial impedance surface 
antennas were realized by wrapping a flat artificial impedance sheet around a cylinder.  
But this approach is not possible for surfaces with two dimensions of curvature which 
would require some stretching or compression of a flat surface to truly conform to the 
structure.  Since the artificial impedance surface requires precise gap spacing between the 
subwavelength metal patches used to realize the required impedance pattern, any 
stretching or compression is not acceptable.  The artificial impedance antenna shown in 
Figure 7 was fabricated directly on a partial sphere shell made of polycarbonate material. 

 
Figure 7: Photograph of artificial impedance surface fabricated directly on sphere 
shell.
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The first step in the design and fabrication was to compute the surface impedance verses 
gap size for the polycarbonate shell, which requires the thickness (2 mm) and dielectric 
constant (2.7) of the shell material.  Once the surface impedance versus gap size was 
characterized, the metal pattern for the sphere surface was computed with the holographic 
approach.  The impedance pattern was designed to produce a beam peak at 10 degrees 
from the apex of the shell from a monopole source located 20 degrees from the apex on 
the opposite side of the shell.  The required shell was then machined from a piece of 
polycarbonate material, both sides of which were covered with a 2 μm layer of copper 
and the required gaps were realized by patterning photoresist and etching.  

Figure 8 contains plots of the measured pattern from the sphere section with the artificial 
impedance surface (solid) and the measure pattern from a monopole source located at a 
similar position on a metal shell (dotted) of the same size.  The enhanced radiation at 10 
degrees from the artificial impedance surface compared to the metal surface is clearly 
seen. 

            

Impedance sphere section
Metal sphere section
Impedance sphere section
Metal sphere section

 
Figure 8: Measured radiation pattern from monopole source located on a metal 
(dotted) and artificial impedance surface (solid) partial sphere. 

3. Tensor Impedance Surfaces 

The tensor impedance hologram generalizes the scalar impedance hologram method 
described above.  In the tensor impedance case, surface electric field and surface current 
are related through 
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⎟ .                                                 (8) 

The tensor impedance function is constructed from the outer product of the expected 
vector surface current and the desired outgoing electric field vector; the outer product 

532



generalizes the simple multiplicative scalar interference above.  For an energy conserving 
reciprocal artificial impedance surface, the impedance tensor must additionally be made 
anti-Hermitian and pure imaginary [6].  The impedance tensor is then given by 

Z(x) = −i
X 0
0 X

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ − i M

2
Im(Eout (x) ⊗ Jsurf

† (x) − Jsurf (x) ⊗ Eout
† (x)),             (9) 

where the dagger gives the Hermitian conjugate.  As in the scalar case the diagonal X part 
of the impedance tensor binds a TM surface wave, but the modulated impedance 
components now scatter the vector surface wave into the desired vector outgoing wave. 

3.1 Simulated Radiation from Tensor Impedance Surface 

Artificial tensor impedance surfaces with holograms generated using the above procedure 
were simulated using FastScat.  Figures 9 and 10 show the impedance components and 
computed far field for a tensor artificial impedance surface designed to scatter a vertically 
polarized TM surface wave from a point source located at the far left side of the 
impedance surface at 10 GHz into a circularly polarized plane wave at 45°.  The 
impedance surface has dimensions 25.4cm by 40cm and an impedance range of 136jΩ to 
369jΩ.  The computed far field beam has a peak left hand circular polarization (LHCP) 
directivity of 26.8 dBi at 45°, with the right hand circular polarization component down 
by 14.3 dBi.  The tensor impedance function generated by the outer product interference 
procedure successfully converts a vertically polarized excitation into circularly polarized 

 

Figure 9:  Tensor impedance components Zxx, Zxy, Zyx, Zyy for scattering a 
vertically polarized surface wave into a circularly polarized plane wave. 
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radiation. 

3.2 Tensor Impedance Surface Design and Characterization 

In the scalar impedance case the relationship between impedance and geometrical 
parameter  (metal patch size) is mapped out by determining the TM (or alternatively TE) 
bound mode wavenumber.  In the tensor impedance case, the relationship between tensor 
impedance components and geometrical parameters is similarly determined.  For a 
constant tensor impedance surface, a bound mode with spatial dependence 

 has wavenumber kz given by exp(ik t • x t )exp(−kzz)

kz

k
= i(1− Zxy

2 + ZxxZyy( )[
± − 1− Zxy

2 + ZxxZyy( )2
+{ 4 Zyy cos2 θk − Zxy sin2θk + Zxx sin2 θk( )

× Zxx cos2 θk + Zxy sin2θk + Zyy sin2 θk( )}1/ 2⎤ 
⎦ ⎥ 

× 2 Zyy cos2 θk − Zxy sin2θk + Zxx sin2 θk( )[ ]−1

,               (10) 

where θk gives the propagation direction of the bound mode; the minus sign corresponds 
to a TM-like mode, and the plus sign to a TE-like mode.  Unlike the scalar case, the 
tensor impedance bound modes are no longer pure TM or pure TE.  Because the scalar 
case has the  ratio giving the constant scalar impedance, in the tensor impedance 
case one can interpret the  ratio as giving an effective scalar impedance that is 
propagation direction dependent.  (This interpretation does not extend to the surface 
electric field and current since they are not generally aligned.)  Eq. 10 also implies that 

kz /k
kz /k

RHCP

LHCP

RHCP

LHCP

 
Figure 10:  Computed far field from artificial tensor impedance surface scattering a 
vertically polarized surface wave into a circularly polarized plane wave. 
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the mode phase velocity is direction dependent, as is generally true in an anisotropic 
medium.  

Eq.10 gives the effective scalar impedance as a function of tensor impedance components 
and propagation direction.  To determine the impedance tensor components using Eq. 10 
requires computing or measuring the effective scalar impedance at three different 
propagation directions and then solving for the three unknowns Zxx, Zxy, and Zyy from the 
three nonlinear constraint equations.  If data from more than three different propagation 
directions is available, a least squares solution to the constraint equations derived from 
Eq. 10 is used. 

Measured

FastScat

 

Figure 11:  Trapezoidal metal patch (inset) and measured (gray dots) and FastScat 
computed (black dots) effective scalar impedances.  Gray and black lines give 
effective scalar impedances as a function of propagation angle via Eq. 10. 

Figure 11 (inset) shows a square unit cell containing a trapezoidal metal patch on 
dielectric, creating a TM-like tensor artificial impedance surface.  Figure 11 also shows 
the FastScat computed and measured effective scalar impedances as a function of 
propagation direction θk for the trapezoidal patch geometry.  FastScat computations 
include an empirical scaling function derived from true, i.e., non-effective, scalar 
impedance measurements and computations.  The trapezoidal patch geometry clearly 
gives a non-scalar impedance since the effective scalar impedance varies with 
propagation direction.  Measured best fit impedance components are (Zxx=+222.7jΩ, 
Zxy=+31.2Ωj, Zyy=+179.1jΩ) and computed best fit impedance components are 
(Zxx=+220.5jΩ, Zxy=+29.0jΩ, Zyy=+188.5jΩ).  Good agreement is thus found between 
the analysis and both the measured and computed data. 

For a given metal patch geometry, we are able to compute the associated impedance 
tensor using this characterization method.  Implementing a tensor impedance hologram 
function given by Eq. 9 requires the solution of the inverse problem: for a given tensor 
impedance determine the metal patch geometry.  We solve the inverse problem by 
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constructing a database of metal patch geometries and associated impedance tensors, and 
subsequently numerically inverting this mapping.  A given impedance tensor may not be 
implementable with a given type of metal patch geometry, in which case alternative 
geometries must be considered.  Unit cells for metal patch geometries that have been 
investigated are shown in Figure 12.  The unit cell geometries we have studied so far 

conform to a rectangular grid which makes tiling simple and have either two or three 
degrees of freedom to vary to achieve the desired tensor impedance properties. 

             
                (a)                                  (b)                              (c)                                 (d) 

Figure 12.  Unit cells for metal patch geometries creating TM-like tensor artificial 
impedance surfaces.  Shaded areas are metal.  Impedance tensor components vary with 
geometrical parameters, i.e., gaps between metal and angles of cuts. 

3.3 Waveguide Excited Tensor Impedance Surface 

Figure 13 contains a drawing of a tensor impedance surface designed to realize the tensor 
impedance functions shown in Figure 9, which is intended to convert the excitation of a 
rectangular waveguide feed into circular polarization radiation.  The unit cell structure 
utilized is a square patch with a slot cut in it, as shown in Figure 12 (c).  The width of the 
patch to patch gap, the width of the slot cut into the patch and the angle of the slot are all 
parameters with can be varied to achieve a specified tensor impedance function.  Figure 
14 contain plots of the desire (solid) lines and computed (dashed) lines of the tensor 
components (Zxx, Zxy and Zyy) along the line S drawn on the surface in Figure 13.  As can 
be seen in this figure, we are not able to exactly reproduce the desire tensor impedance 
pattern, although the general trends can be achieved 

The impedance surface design shown in Figure 13 was fabricated and measured.  The 
surface was realized on 1.27 mm thick Rogers 3010 microwave substrate material and the 
overall size is 25.4 cm x 40 cm.  The feed was a WR90 (x-band) waveguide and was 
located at the center of the left side of the surface.  Figure 15 contains plots of the 
measured far field patterns, in terms of left hand and right hand circular polarization 
components.  The measure left hand circular polarization beam peak gain was 21.8 dB at 
38 degrees from the surface normal.  At the left hand circular polarization beam peak the 
right hand circular polarization peak was down by 19.6 dB.  This measured far field data 
shows good agreement in terms of polarization purity compared to the computed pattern 
for the ideal tensor impedance surface, but the beam peak is off by 7 degrees. 
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Figure 13:  Tensor impedance surface design that converts a waveguide excitation 
at the left side into circular polarization radiation based on the unit cell shown in 
Figure 12 (c). 
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Figure 14: Plots of the desired (solid lines) and computed (dashed lines) tensor 
components along the line S in Figure 13. 
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Figure 15: Measured far field radiation pattern of the tensor impedance surface 
shown in Figure 13 excited with a rectangular waveguide. 
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Figure 16 contains a drawing of a second tensor impedance surface designed to realize 
the tensor impedance functions shown in Figure 9.  The unit cell structure utilized in this 
design is a square patch with parallel cuts introduced to remove a portion of the metal on 
the patch perimeter, as shown in Figure 12 (d).  The width of the patch to patch gap, the 
size of the cuts and the angle of the cuts are all parameters with can be varied to achieve a 
specified tensor impedance function.  Figure 17 contain plots of the desire (solid) lines 
and computed (dashed) lines of the tensor components (Zxx, Zxy and Zyy) along the line S 
drawn on the surface in Figure 13.  As can be seen in this figure, we are able to closely 
reproduce the desire tensor impedance pattern with this unit cell geometry. 

The impedance surface design shown in Figure 16 was fabricated and measured.  The 
surface was realized on 1.27 mm thick Rogers 3010 microwave substrate material and the 
overall size is 25.4 cm x 40 cm.  The feed was a WR90 (x-band) waveguide and was 
located at the center of the left side of the surface.  Figure 17 contains plots of the 
measured far field patterns, in terms of left hand and right hand circular polarization 
components.  The measure left hand circular polarization beam peak gain was 17 dB at 
45 degrees from the surface normal.  At the left hand circular polarization beam peak the 
right hand circular polarization peak was down by 14.2 dB.  In this realization of the 
tensor impedance we were able to exactly achieve the angular location of the beam peak 
and good polarization purity, but the gain is lower than expected. 

                        

ss

 
Figure 16:  A tensor impedance surface design that converts a waveguide 
excitation at the left side into circular polarization radiation based on the unit 
cell geometry shown in Figure 12 (d). 
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4. Summary 

In this paper we detailed our recent advances in utilizing impedance surfaces for 
advanced conformal antenna applications, based both the scalar surface impedance 
formulation and new the tensor surface impedance model.  Scalar surface impedance 
results shown include a taper modulation impedance surface, redirection of plane waves 
around solid objects and realizing an impedance surface on a structure with two degrees 
of curvature.  For the tensor impedance model, we have introduced the necessary 
components for designing and constructing polarization controlling holographic tensor 
artificial impedance surfaces, and presented measured data showing conversion of a 
vertically polarized source into a circularly polarized pencil beam.  These demonstrations 
illustrate how to achieve high directivity antennas patterns with a structure that has 
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Figure 17: Desired and simulated tensor impedance components along the line S 
in Figure 16. 
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Figure 28: Measured far field radiation pattern of the tensor impedance surface 
shown in Figure 16 excited with a rectangular waveguide. 
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minimal affects on the host vehicle aesthetics or aerodynamics by utilizing the surface of 
structure to achieve collimation. 
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Abstract: Within the commercial and military antenna market there is a pressing 
demand for small, conformal broadband antennas for many applications.  In this 
work we propose to use Inner Cross-Split Ring Resonator (IC-SRR) (3-D EBG 
surfaces) for performance enhancement of conformal antennas and antenna arrays. 
Through numerical simulations using HFSS we have demonstrated that the 
proposed 3-D EBG structure works extremely well on curved surfaces and is 
considerably smaller than common flat surface EBG structures.  Moreover, it is 
possible to achieve broadband frequency performance when the surface is properly 
designed in a hybrid configuration.  These properties, together with excellent 
antenna pattern control, mutual coupling reduction, and EMI mitigation, make this 
3-D EBG structure an ideal antenna technology enhancement for soldiers’ uniforms, 
ground vehicles, UAVs, airplanes, and panels on space frames.    
 
 
1. Electromagnetic Band-Gap Metamaterials 
 
Electromagnetic Band-Gap (EBG) structures are metamaterials designed to have a 
periodically structured dielectric constants so that, they have frequency domains where 
electromagnetic fields cannot propagate (forbidden band-gaps).  The position and width 
of these forbidden gaps can be controlled via the geometrical parameters of the structures.  
Introduced first in Optics as Photonic Band-Gap [1], EBG materials have application to a 
variety of devices in the microwave domain; such as waveguides, couplers, reflectors and 
antenna substrates.   
 
Recently it has been shown that metamaterials can prevent propagation of surface 
radiation on planar structures.  This can be extremely useful when trying to minimize 
mutual coupling between antennas, improve radiation efficiency of low profile antennas, 
or reduce EMI between components.  Traditionally, the design and implementation of 
EBG have been focused on planar structures.  However, EBG materials with 
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substructures of planar periodic forms might not fit to a curved surface and might not 
retain the desired electromagnetic properties for conformal antennas.  
 
There are many important applications for antennas curved surfaces.  Modern airplanes 
are equipped with a large number of antenna systems for communication, navigation, 
landing, radar altimetry, etc.  These antennas usually protrude from the body of the 
aircraft and cause undesired drag that causes higher fuel consumption. Moreover, 
protruding antennas can act as backscatters of microwave radiation when illuminated by 
radars, impairing the aircraft stealth properties in military applications.  Therefore, it is 
desirable to design antenna systems with radiating elements mounted conformal to the 
structure of the air platform on a smoothly curved surface and - if possible - integrated 
into the structure of the aircraft.  Conformal antennas are especially desirable for large 
apertures necessary for satellite communication and military airborne surveillance radars. 
The US Army Future Combat System modernization program will require ensuring tight 
network communications between soldiers, commanders, artillery, and ground/air 
vehicles.   Therefore, antenna systems are required in which broadband antennas cover 
several frequency ranges that can be mounted on small curved surfaces.   
 
The lack of non-flat EBG configurations and the computational difficulties involved with 
modeling in a curved surface environment make it difficult to extend the benefits of BEG 
materials to conformal antennas.  In response to the demand and to overcome these 
difficulties we propose a three dimensional EBG structure designed to enhance the 
performance of conformal antennas thanks to its isotropic nature. This structure is a 
combination of concentric “split-rings” opportunely sized and distributed to act as an 
EBG metamaterial in a desired frequency range.  Due to the 3-D configuration of the 
proposed Inner Cross Split Rings Resonator (IC-SRR) metamaterial, the proposed EBG 
material is suitable to curved surface applications, as we will demonstrate in this paper.   
 

 
 

Figure 1.  Research and Development roadmap from the classic EBGs structures [2] (a) 
to an example of conformal antennas on EBG substrate prototype under Army SBIR 

contract (c). 
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Table 1.  Summary of performance.  Comparison between classic and 3D EBGs. 
 

Metamaterial: 
EBG Structures Performance Curved 

Surfaces 
Wide 

Bandwidth Size Isotropy Mechanical 
properties 

Classic EBGs: 
High-Impedance 

Surfaces 

Excellent 
BandGap 

Performance 

Not suitable 
for curved 
surfaces 

from 
~1.0 GHz to 

1.5 GHz 

Small: 
 

~ 1 cm 

Not an 
isotropic 
structure 

Low: 
 

Usually 
imbedded in a 
dielectric foam

Novel 3D EBGs: 
Inner-Cross 
Split-Rings 

Surfaces 

Excellent 
BandGap 

Performance 

Works very 
well for 
curved 

surfaces 

from 
~200 MHz to

1.5 GHz 
(hybrid) 

Smaller
 

< 2.5 
smaller 

than 
classic 
EBGs 

Quasi-
Isotropic 
structure 

 
The single 
cells can be 
randomly 
oriented 

High: 
Good 

mechanical and 
impact 

resistance: 
Ferrite/Kevlar 

composite 

 
2. Surface and Volumetric EBG Structures 
 
The EBG metamaterials are traditionally designed for flat surfaces, as in Figure 2, where 
the classic Sievenpiper’s high-impedance surface is shown.  The structure consists of a 
lattice of metal plates connected to a solid metal sheet by vertical conducting vias.  
Although it is made of continuous metal and conducts dc currents, it does not conduct ac 
currents within a forbidden frequency band.  It does not support propagating surface 
waves, and its image currents are not phase reversed.  The geometry is analogous to a 
corrugated metal surface in which the corrugations have been folded into lumped-circuit 
elements, and distributed in a 2-D lattice. 

 
 

Figure 2.  Simple structure of a High-Impedance surface and origin of C and L for the 
unit cell (Sievenpiper et al., 1999) [3]. 

 
This structure functions as the ideal antenna ground plane, because it simultaneously 
enhances gain of the antenna and it suppresses the surface waves (reducing the back-lobe 
and the reactive coupling to nearby circuits). These structures have been demonstrated for 
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flat surfaces, and to our knowledge there is no known EBG structure suitable for curved 
surfaces in literature. 
 
Recent studies have shown that a microstrip antenna phased array embedded in a 
uniplanar EBG substrate has a reduction in mutual coupling between elements as much as 
8dB [4] and provides a possible solution to the “blind spots” problem in phased array 
applications with printed elements. 
 
Our proposed approach to be applied to curved surface utilizes a different basic 
component with respect to the Sievenpiper’s “mushroom” structure of Figure 2. We 
propose to use the split-ring, which can also be consider as a lumped-circuit element.  A 
split ring is planar structure that acts as an EBG structure for waves in the direction of the 
ring plane, with in a certain frequency range (Figure 3).   
 

L C

d

r

t

W

(a) (b)

J4779

 
Figure 3.  (a) Basic 1D split-ring geometry: r=outer ring diameter, d=split width, t=gap 

between outer and inner ring, w=ring width.  (b) Origin of C and L for the  unit split ring cell. 
 
 
2.1 Approximate Formula and Equivalent Circuit 
 
The frequency of resonance depends of several parameters, included the diameter of the 
ring (inner and outer), the split, the width of the ring, the thickness of the metal, and the 
spacing between inner and outer ring [5]-[6]. Therefore, the size of the structure can be 
reduced sensibly with a proper geometrical design.  For a thin inner-cross structure as the 
double split ring of Table 1 (the Finger SRR), an approximate expression for the resonant 
frequency has been derived in [7]: 
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where d is the difference between inner and outer radius, and r is the average radius 
(average between the inner and outer radius).  
 

Table 1. 1-D Split Rings Geometries (from [5]). 

 
 
This structure showed to be the smallest configuration to achieve a given resonance.  
Equivalently, a double split ring provides the smallest resonance for a given external 
diameter. 
 
A more complex model relying on an equivalent circuit was proposed by in [8].  The 
equivalent circuit is a combination of lumped elements.  The equivalent circuit is turned 
into a set of differential equations, which needs to be solved and subject to the boundary 
conditions.  the resonant frequency is obtained as the solution of a transcendental 
characteristic equation. 
 
An approximate formula for the resonant frequency for a double split ring (Figure 3) is as 
follows: 
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 CG1, CG2 = Gap Capacitances for the outer and inner rings, respectively (per unit radian) 
 C = Inter-ring Capacitance 
 L1, L2 = Outer-ring and inner-ring inductance, respectively. 
 L12 = Mutual Inductance between the rings 
 
2.2 Proposed 3D Configuration 
 
In order to model an omni-directional material that rejects or attenuates the propagating 
surface waves on curved surfaces, we propose to introduce a new combination of 3-D 
structures that we refer to as Inner Cross-Split Ring Resonators, shown in Figure 4.   
 

 
 

Figure 4.  a) One-axis, b) two-axes and c) three-axes (Proposed 3-D) inner-cross split-
ring structure, modeled at PSI with CST microwave studio. 

 
Due to the inherent 3-D nature of the inner-cross split-ring structure, it is intuitive that 
EBG metamaterials are likely to be isotropic, especially when considered in bulk. Due to 
its 3-D nature, this structure is also likely to maintain its properties on curved surfaces as 
opposed to flat surfaces (Figure 5a), as function of the relative curvature, frequency, and 
ring diameters (Figure 5b). 
 

 
 

Figure 5.  a) Flat surface Seivenpiper High Impedance surfaces b) Proposed Curved 
surface IC-SRR (Inner Cross-Split Ring Resonator) surfaces for conformal antennas. 

 
Preliminary experimental and theoretical results for three dimensional Crossed Split Ring 
Resonators were first shown in [9] to demonstrate a new left-handed medium.  This 
magnetic resonator structure demonstrated to have high isotropy, with response 
independent of the illumination direction in a specific plane.   
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Because of the complexity of the proposed inner cross double split ring structure, we 
propose to adopt “lump” parameter representation for the 3-D model.  In [10] the 
effective constitutive parameters (permittivity and permeability) of a slab of metamaterial 
are retrieved from the measurements of S parameters.  This method has proven effective 
and robust: however, the sensitivity to the accuracy of the S parameters measurements 
needs to be taken into account. 
 
3. Modeling Curved Surfaces with EBG Materials 
 
The goal of this work is to compare the performance of different FSS designs on curved 
surfaces.  
 
Our first step is to actually define what “curved surfaces” mean from an electromagnetic 
point of view. The effect of surface curvature is clearly more profound at lower 
frequencies, when the wavelength approaches the cylinder radius (or, which is the same, 
the curvature radius). On the other hand, this effect should become less important at 
higher frequencies, when the wavelength is small compared to the curvature radius of the 
target. In the latter case, the surface becomes “quasiplanar” from the viewpoint of the 
incident field.      
 
To compare the performance of different EBG materials/structures for curved surfaces, 
we have considered first the classic problem of plane wave scattering by an infinite PEC 
cylinder schematically shown in Figure 6. The frequency varies within the limits  
 
 
 103 << ka  (2) 
 
 
where a is the cylinder radius, and k is the free-space wavenumber.  

 

 
 

Figure 6.  TM/TE scattering of the infinite cylinder.  
 
The far-field solution to the problem shown in 6 is well-known [11] and [12]. For the TM 
excitation (incident E-field is parallel to the cylinder axis) of the PEC cylinder, one has 
for the 2D radar cross-section (RCS),σ, 
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For the TE excitation, one similarly obtains 
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Equation (3) predicts an almost constant monostatic RCS at backscattering over the band 
of interest (2) as a function of frequency. Equation (4) predicts some slow periodic 
variations of the corresponding monostatic RCS over the band.  An extension to the case 
of a finite cylinder is given by [11]. 
 
When the PEC cylinder is coated by an EBG layer, the overall RCS should decrease, at 
least in the frequency band of the EBG, this is in particular true for the monostatic RCS 
(backscattering).  However, for different EBG material types the corresponding 
frequency bands are quite different.  We have analyzed two different EBG types: one of 
them was claimed to work better for the curved surfaces; whereas the other has a proven 
good performance for planar surfaces. The former EBG is the inner-cross split-ring based 
frequency-selective surface.  The other is the well-known “mushroom” High-Impedance 
surface introduced by Sievenpiper [3]. 
 
There is no EBG structure that can perform equally well at all frequencies. For the 
present problem, we want to determine which EBG, performs better at small values of ka, 
for example, at 
 
 
 53 << ka  (5) 
 
 
We expect that, the Inner Cross-Split Ring Resonator EBG structure will give the 
smallest RCS when the curvature radius is relatively small, i.e. on the order of 
wavelength. On the other hand, the “classic” mushroom-like structure may still perform 
better at higher frequencies, i.e. for quasi-planar surfaces.  The corresponding frequency 
domain may be given by inequality 
 
 
 5>ka  (6) 
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After establishing this criterion, we need to check the corresponding EBG performance 
for both frequency domains. This was done using numerical modeling on fine meshes, 
and employing the periodic boundary conditions.   
 
A high-impedance flat surface EBG (Figure 7a) was wrapped around a finite PEC 
cylinder with the radius a = 60 mm (Figure 7b). The top square of the mushroom 
structure has dimension a=3.6 mm.  The height of the vias is 1.8 mm, for bandgap 
operation at 1.0 GHz. The solid cylindrical vias have the diameter of 0.5 mm.   
 

 
 

Figure 7.  (a) Example of classic EBGs. The top square has dimension a=3.6mm.  The 
height of the vias is 1.8 mm –about 3% of the cylinder radius, for bandgap operation at 

1.0 GHz. The solid cylindrical vias have the diameter of 0.5 mm.   (b)  The classic 
Sievenpiper high-impedance surfaces on a finite PEC cylinder.  The outer cylinder is the 

radiating boundary. Both TM and TE excitations are possible, depending on incident 
plane wave. 

 
For the IC-SRR structure, as a first approximation, we have considered 2-D split-ring 
elements, which include two perpendicular rings, as in Figure 8a. We expect the results to 
improve when using a 3-D inner-cross split-ring structure.  The intra ring material is air.  
The corresponding EBG cylindrical structure is shown in 8b.  
 
In order to reduce the processing time and obtain the reliable preliminary results, we have 
considered only one “ring” elements as shown in Figure 9, then use the periodic 
boundary conditions implemented in Ansoft HFSS.  The reason for this step is that the 
EBG will be in fact periodic along the axis of an infinite cylinder, with the period being 
equal to the cell size. 
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Figure 8.  (a) A 2-D split-ring resonator element. For demonstration purposes have 
considered a simplified split-ring element structure, which include two perpendicular 

rings. In this example, the diameter of the outer ring is 2.0 mm, for band gap operation at 
1.0 (b)  The split-ring EBG surface. The individual elements are “embedded” into the 

artificial dielectric material wrapped around the cylinder. 
 

 
 
Figure 9.  (a) One “ring” of the periodic High Impedance EBGs for the infinite cylinder.  
(b) One “ring” of the periodic Split-ring structure.  periodic boundary conditions were 
used in conjunction with the plane wave excitation and with the radiation boundary. 

 
4. Results for Quasi-planar EBGs surfaces ( 5>ka ) 
 
We ran several simulations to evaluate the performance of mushroom EBGs and split-
ring EBGs for flat or (more appropriate definition) quasi-planar surfaces.  Figure 10 
shows the normalized backscattering RCS for the higher frequency band, for 5>ka . Our 
study shows that the mushroom EBGs work well at higher frequencies (Figure 10a).  At 
higher frequencies, given the smaller wavelength, the surface is recognized as flat, as 
long as 5>ka .  The smaller is the radius of curvature (more curved surfaces) the higher 
is the frequency of resonance for which the structure can work effectively. For 
comparison, Figure 10b shows the normalized backscattering RCS for the higher 
frequency band, 5>ka  for the Split-ring structure. 
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Figure 10.  (a) Normalized backscattering RCS (thick solid line) for the mushroom 
structure as a function of ka. The dashed line is the RCS of an infinite PEC cylinder 

computed with the same numerical model. The minor oscillations around 0 dB may be 
associated with the numerical inaccuracy of the periodic Boundary Conditions.  

(b) Normalized backscattering RCS (thick solid line) for the mushroom structure (top) 
and for the split-ring structure (bottom) as a function of ka. The dashed line is the RCS of 

a infinite PEC cylinder computed with the same numerical model. 
 
Comparing the results shown in 10 it can be seen that the mushroom EBGs modeled in 
this study have a larger bandwidth than the split-ring EBGs at higher frequencies and 
large curvature. However, using a complete 3-D EBGs structures and optimized split-ring 
elements with multiple split-rings diameters, we can achieve band-gap at the desired 
frequency range also for relative flat surfaces bandwidth.  We should also remember that 
our main focus here is to investigate if the split-rings are able to perform their function on 
curved surfaces, as it will be shown in the next section.   
 
5. Results for Curved surface EBGs ( 53 << ka ) 

 
We have run several simulations to evaluate the performance of mushroom EBGs and 
split-ring EBGs for curved surfaces.  From our investigations it emerges that at lower 
frequencies, i.e. for 53 << ka , the high impedance-surfaces fail to perform, (Figure 11a), 
and it is, therefore, necessary to introduce a different EBG structure for antenna purposes. 
Figure 11b demonstrates that, indeed, the proposed inner-cross split-ring structures work 
extremely well when the radius of curvature is small compared to the wavelength (lower 
frequencies). In other words, for strong curvatures, i.e. for 53 << ka , the split-ring EBGs 
outperform the mushroom EBGs in the lower frequency range.   
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Figure 11.  (a) Normalized backscattering RCS (thick solid line) for the mushroom 
structure as a function of ka. The dashed line is the RCS of an infinite PEC cylinder 

computed with the same numerical model (b)  Normalized backscattering RCS (thick 
solid line) for the split-ring structure as a function of ka.  The Split-Ring structure 

modeled in this study works well for 3.3 <ka<4.0. However, the bandwidth of operation 
can be further enlarged to 3.25<ka<5.5 by split-ring size optimization, as it will be 

demonstrated in the following. 
 
In the case analyzed here the area of operation is still narrow.  However, the structure can 
be designed to achieve wider ka with RCS below -10 dB with proper ring diameter 
distribution. 
 
6. Enlarging the EBGs bandwidth 

 
6.1 EBGs narrow bandwidth 

 
One drawback of any EBG structure is the inherent narrow bandwidth.  However, for the 
proposed 3D EBGs it is possible to significantly enlarge the proposed EBGs bandwidth 
in the GHz range beyond the theoretical value, by designing each split-ring to resonate at 
different frequencies. A simplified example is shown in Figure 12. 
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Figure 12.  (a) Two split rings of different dimensions. The larger ring is 11 cm in 
diameter and the smaller ring is 10 cm. The larger ring is13.2 mm in width and smaller 
ring is 12 mm. The distance between the rings was set at 6 cm.  (b) S21 (transmission 

coefficient) parameter for the two combined rings of Figure 8a.  The absorption 
bandwidth achieved is 315 MHz (0.973 GHz – 1.288 GHz). 

 
We simulated two split rings of different dimensions resonating at two adjacent 
frequencies. We simulated the TE10 mode. The cavity presented a TE10 cut-off 
frequency at about 0.5 GHz. 
 
One split ring shows a very narrow bandwidth, but two rings of different sizes can extend 
the bandwidth significantly.  Therefore careful Inner Cross-Split Ring Resonator design 
and specific periodicity of the complete structure can provide the desired bandwidth from 
1 GHz to 1.5 GHz.  
 
6.2 Obtaining Wide Bandwidth with Hybrid Solutions 
 
It is possible to further broaden the bandwidth of EBG structures by introducing a hybrid 
design [13]. A schematic embodiment of such solution is shown in Figure 13. 

 

Figure 13.  High-impedance EBG surface with ferrite substrate simulated using CST 
microwave studio. 
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The hybrid ground plane works by using the ferrite absorber component to absorb the 
antennas back radiation in the lower frequency band (200-950), while the EBG structure 
component of the design is used to provide operability at higher frequencies from 
1300 MHz up to 2150 MHz or from 2100 MHz up to 3500 MHz, depending on the 
geometry adopted. Therefore the bandwidth of operation of the EBG/Ferrite hybrid 
structure is larger than what it is provided by either the ferrite absorber or the EBG 
structure alone.  A summary of frequency bandwidth and resonance performance for 
3 EBG/Ferrite hybrid design from [13] is provided in Table 2. 
 

Table 2.  Hybrid Ground Plane Bandwidth Performance Comparison [13] 

 
 
7. Reduction in Size of EBGs Using Split Rings 

 
An additional significant result emerged from our study: the proposed split-ring EBG 
structure is 2.5 times smaller in volume, and 3.2 time smaller in surface, than the 
equivalent high-impedance mushroom EBG structures, allowing convenient integration 
in curved surface Army systems, either body armor, ground vehicle, or UAV.  
 
This is an important discovery, since miniaturization is always desirable as the 
communication apparatus becomes more sophisticated and the physical space becomes 
prohibitive.  We have compared the unit cell size of the two EBG structures: the high-
impedance surfaces and the simplified inner-cross split rings.  The results are shown in 
Figure 14. 
 
The size reduction of the occupied volume achieved with the split-ring structure is 
approximately 2.5 times.  The unit cell area (surface) is 3.2 times smaller. Furthermore, 
our studies suggest that it is possible to further reduce the size of the split-rings by 
modifying the width of the rings and the gap. The figure suggests that more split-rings 
unit cells can fit in the same surface area, and therefore our proposed technology can 
achieve superior performance enhancement effects.   
 
Figure 15 shows the results of the numerical experiment described above.  It is seen that 
the split-ring surface has a considerably lower first bandgap frequency for a single 
element occupying the same surface area.   On the other hand, we can achieve same 
frequency resonance with a smaller split ring structure, as shown in Figure 14. 
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Figure 14.  Two EBG elements - a high-impedance structure element and a simplified 
split-ring element - to scale.  Both elements ensure the bandgap at the same frequency in 

the GHz range. 
 

 
 

Figure 15. Normalized bistatic RCS  at 90=θ  deg (the “surface wave” RCS) as a 
function of the frequency/wavelength for a FSS with the fixed unit cell size a×a. Dashed 

curve – mushroom FSS surface; solid curve – split-ring surface FSS. 
 
Based on these bandgap estimates, Table 3 reports on approximate unit cell linear 
dimensions for some frequencies of interest. These sizes are necessary to ensure the 
bandgap and surface wave suppression. It is believed that the superior behavior of the 3D 
split-rings could further be improved using the proper embedding materials and geometry 
optimization.  
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Table 3.  Unit Cell Dimension a Necessary for Surface Wave Suppression at Certain 
Frequencies of Interest 

 

Frequency, GHz Mushroom unit cell - 
dimension a, cm. 

Split-ring unit cell -  
dimension a, cm. 

1.0 0.72 0.39 
1.5 0.48 0.26 
2.0 0.36 0.20 
2.5 0.29 0.16 

 
Thus, the linear dimension reduction for the split ring under study is approximately given 
by the factor of 1.85. This factor is valid for any frequency of interest, indeed. One 
should emphasize that the occupied surface area 
 
 
 aaS ×=  (4) 
 
 
and the occupied volume  
 
 
 haaV ××=  (5) 
 
 
per split-ring element are also quite different for two element types. For the mushroom 
element investigated in this study, 
 
 
 ah 4.0≈  (6) 
 
 
but, for the split ring element,  
 
 
 ah 0.1≈  (7) 
 
 
Even though the relative height of the split ring might appear larger, the total occupied 
volume will still be smaller, due to a smaller overall linear dimension a. Equations (4)-(7) 
and Table 3 result in Table 4, which summarizes the data on the volume occupied by one 
FSS element.  
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Table 4.  Occupied Volume Necessary for Surface Wave Suppression at Certain 
Frequencies of Interest 

 

Frequency, GHz Mushroom unit cell - occupied 
volume, cm3  

Split-ring unit cell - 
occupied volume, cm3 

1.0 0.149 0.059 
1.5 0.044 0.018 
2.0 0.019 0.008 
2.5 0.010 0.004 

 
The reduction in the size of the occupied volume for the present split ring geometry is 
approximately given by the factor of 2.5. This factor is valid for any frequency of 
interest.  To visualize the relative element size, Figure 14 shows two FSS elements - the 
mushroom and the split ring, which ensure bandgap at the same frequency.   
 
8. IC-SRR (3D EBGs) Manufacturing 
 
A possible procedure for machining a large batch of the 3-D Inner-Cross Split-Ring 
EBGs unit cell is described in this section.  We can build three long dielectric cylinders 
of radius each equal to the inner split ring radius (Figure 16a). The radius of the rings can 
vary between 1 mm and 1 cm, depending on the frequency of resonance and the 
particular design and properties.  We can coat them with a metal layer (Figure 16b), 
etching away a thin stripe that will represent the split of the rings. We can coat the metal 
with a thicker layer of dielectric material/foam of thickness equal to the gap between 
rings couples (Figure 16c). We can then coat them again with a metal layer (Figure 16d), 
etching away a thin stripe on the opposite side than the first one of (Figure 16b).  The 
final step would be slicing the cylinder in a large batch of N split-rings of equal diameter 
d, and width, w (Figure 16e). 
 
The split rings can then be placed in a monomer solution and it is feasible to use ionic 
forces to align the three cylinders along the three axes in the same solution for the whole 
batch.  The tolerance for orthogonality between three orthogonal sets of rings is quite 
large: a split-ring has bandgap behavior along the ring plane.  We have estimated that a 
30° angle error in alignment for a single ring would produce 85% efficiency for the 
bandgap performance (proportional to cos α).  For a single 3-D inner-cross unit, the 
bandgap performance is best along the three Cartesian axes and intermediate in between. 
However, for any incidence angle the surface efficiency would be at least 71% for each 
ring.  If the three axes are not perfectly aligned the bandgap behavior will be along the 
three non-orthogonal axes.  However, when a large number (~100 to 1000) of unit cells 
are distributed in the ferrite/Kevlar composite with random orientation, the total effect 
will be isotropic for the overall structure.  Therefore, the random distribution and 
orientation of the unit cells serves two very important purposes: improve the isotropic 
behavior of the structure, and simplify the manufacturing process. 
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Figure 16.  (a) One of three dielectric cylinders of radius equal to inner ring and length 
L = split-rings width x number of rings manufactured.  (b) Metal depositing and gap 

etching.  (c) Coating with a dielectric layer as the distance between each ring couple, G.  
(d) Second metal depositing and gap etching.  (e) Each of the three cylinders sliced to 

provide a large batch of split-rings of equal diameter. 
 
The composite mold can be a <10 mm thick structure in which the split-rings spheres will 
be embedded.  There will be tens to a hundreds of these spheres periodically embedded in 
the mold (Figure 17a and 17b).  The composite mold will present several periodical semi-
spherical cavities where the sphere will be inserted with random orientation.  The quasi-
isotropic behavior of these structures will make it easier to fill the voids with randomly 
oriented spheres. A sealant to avoid air in the structure can be injected at this stage.  The 
half mold containing the sphere will be then covered with the second half mold of 
composite ferrite/Kevlar materials. 
 
However, for bulk structures (5-10 layers), a random distribution of one axis split rings of 
different ring sizes, multiple resonances, and multiple inclinations, would provide the 
structure good isotropic properties, while simplifying the manufacturing process.  
Considering that the single element can be few millimeters in diameter for operation at 
few GHz, a bulk structure can be just 1-2 cm thick and have already strong isotropic 
behavior. 
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Figure 17.  (a) Dielectric Sphere containing the 3D EBG inner-cross split-rings unit cell 

element.  The typical size of such sphere will be < 0.5 cm for GHz frequencies of 
operation.  (b) Ferrite/Kevlar composite mold containing the randomly oriented 3D EBG 

inner-cross split-rings unit cell elements of Figure 16a. 
 
9. Conclusions 
 
We have proven the feasibility of using the proposed 3-D structure for curved surfaces 
antenna applications. The main points demonstrated in this paper can be summarized as 
follows: 
 

- Inner Cross-Split Ring Resonable EBG structures work effectively for curved 
surfaces.   

- Classic EBGs (High-Impedance surfaces) are applicable only to flat surfaces or 
surfaces that have large radius of curvature compared to the wavelength (at higher 
frequencies).  

- IC-SRR EBGs perform better than classic EBGs (High-Impedance surfaces or 
Mushroom structures), especially when the curvature is strong (small) compared 
to the wavelength of operation (at lower frequencies). 

- IC-SRR EBGs, (as any EBG or FSS metamaterial) are typically narrow 
bandwidth. However, we have demonstrated that using a hybrid EBG/ferrite 
metamaterials, we can achieve the Army desired wide bandwidth, covering a 
frequency range between 400 MHz and 1500 MHz. 

- The proposed IC-SRR EBGs unit cells are at least 2.5 times smaller that the 
classic EBGs, allowing more compact overall structures. 

- Because of their smaller size, it is possible to allocate more IC-SRR EBGs unit 
cells in the same available curved surface, further enhancing the overall structure 
performance and simplifying manufacturing. The compact size allows, also, 
placing the unit EBG components in strategic locations, such as in between the 
elements of an antenna array for mutual coupling reduction. 
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