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Abstract

Effect of Slow Fading and Adaptive Modulation on TCP/UDP Performance of

High-Speed Packet Wireless Networks

by

Xuanming Dong

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Pravin Varaiya, Chair

High speed data wireless networks in multipath environments suffer channel impairment from many

sources such as thermal noise, path loss, shadowing, and fading. In particular, short-term fading

caused by mobility imposes irreducible error floor bounds on system performance. We study the effect

of fading on the performance of the widely used TCP/UDP protocol, and investigate how to improve

TCP performance over fading channels. Our solutions target upcoming mobile wireless systems

such as IEEE 802.16e wireless MANs (Metropolitan Area Networks) where adaptive modulation is

enabled and the underlying medium access scheme is On-Demand Time Division Multiple Access

(On-Demand TDMA).

Adaptive modulation is used in the new generation of wireless systems to increase the sys-

tem throughput and significantly improve spectral efficiency by matching parameters of the physical

layer to the time-varying fading channels. Most high-rate applications for such wireless systems

rely on the reliable service provided by TCP protocol. The effect of adaptive modulation on TCP

throughput is investigated. A semi-Markov chain model for TCP congestion/flow control behavior
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and a multi-state Markov chain model for Rayleigh fading channels are used together to derive the

steady state throughput of TCP Tahoe and Reno. The theoretical prediction based on our analysis

is consistent with simulation results using the network simulator NS2. The analytical and simulation

results triggered the idea of cross-layer TCP protocol design for single-user scenarios. The fading

parameters of wireless channels detected in the physical layer can be used to dynamically tune the

parameters (such as packet length and advertised receiver window size) of the TCP protocol in the

transport layer so that TCP throughput is improved.

For multi-user scenarios, we study how multi-user diversity can be used to improve the

aggregate TCP throughput of base stations in fading channels. Since TCP performance involves

complex interactions among layers of the networking protocol stack, the cross-layer design approach

is adopted to tackle the problem. The performance improvement is achieved through channel-

aware packet scheduling algorithms and active delay of TCP ACK packets in the buffer. Based

on the adaptive modulation information from the physical layer, the advertised receive window

size of TCP ACK packets is dynamically changed to accommodate the rate changes resulting from

adaptive modulation. Our simulation results show that the new cross-layer approach increases TCP

throughput.
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Chapter 1

Introduction

1.1 Evolution of Wireless Networks

1.1.1 From 1G to 4G

The massive deployment of modern wireless systems began with the introduction of ana-

log cellular service called Advanced Mobile Phone Service (AMPS). AMPS was invented at Bell

Labs and first deployed in the U.S. in the early 1980’s [57, 58]. The AMPS operation involves call

setup/termination procedures, radio resource management (channel assignment, and power con-

trol, etc.), and mobility management (handoff and paging, etc.) functions. About the same time,

similar wireless systems were introduced in other countries, e.g., Nordisk Mobiltelefon (NMT) in

Scandinavia, Total Access Communication System (TACS, the European version of AMPS) and its

extended version ETACS in Europe, and JTACS (Japan TACS) system in Japan [57, 75].

These wireless systems were connected to the Public Switched Telephone Network (PSTN).

They were analog and circuit switched cellular systems that only carried voice traffic in wide areas.

The medium access scheme of these systems is Frequency Division Multiple Access (FDMA), in

which each conversation gets its own, unique, and relatively narrow radio channel. In addition,
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these analog systems transmitted voice messages vaguely. As the very first generation of mobile

telephony systems, they are usually referred to as 1G [57, 75]. Due to many technical and non-

technical reasons (for example, wireless spectrum management policy, intellectual property rights,

history, political, economics, and market), there are usually many standards that are adopted in

different geographic areas and have different evolution.

Although 1G was a great success, it suffered from poor voice quality, low spectrum efficiency,

short battery life, no security, etc. In the second generation of mobile telephony systems (2G),

digital technology was introduced to improve performance [27, 57, 58, 75, 78, 92]. For example,

digital vocoders, forward error correction (FEC), encryption, and high-order digital modulation

schemes are used to improve spectrum efficiency, voice quality, and enhanced security; Very Large

Scale Integration (VLSI) technology is used to dramatically reduce the phone size; Time Division

Multiple Access (TDMA) and Code Division Multiple Access (CDMA) are used to further increase

the spectrum efficiency. Other 2G features are expanded services such as short messaging, caller ID,

and seamless roaming across multiple service providers.

Well-known 2G systems are Global System for Mobile communication (GSM) in Europe

and Asia, Digital AMPS (D-AMPS, also called IS-54) in USA, CDMA(IS-95A or cdmaOne) in USA

and Japan, and Personal Digital Cellular (PDC) in Japan. GSM, D-AMPS and PDC are TDMA-

based technologies, which replace the analog TACS/ETACS systems in Europe, the AMPS systems

in USA, and JTACS systems in Japan [27, 58, 69, 75, 92].

Nowadays 2G systems are widely deployed. However, motivated by user demand for higher

data rates (up to 2 Mbps) and new data applications such as email and web browsing, the third

generation of mobile telephony systems (3G) is being designed and developed [27, 36, 83, 67]. The

services associated with 3G provide the ability to transfer both voice and data. Typical 3G systems

or upcoming 3G systems include Universal Mobile Telecommunication System (UMTS) in Europe

[94], Japan, and Asia, and CDMA2000 in USA [54]. Note that UMTS is based on Wideband CDMA

(W-CDMA), using either Frequency Division Duplex (FDD) or Time Division Duplex (TDD). The
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first 3G system (W-CDMA) started being by NTT DoCoMo in Japan at the end of the year 2001.

In the meantime, 2G wireless providers are upgrading their systems to 2.5G [27, 58, 78, 84],

a technology that extends 2G networks with features such as packet-switched data service, enhanced

data rates, and improved idle time charges. GSM networks are currently being upgraded with Gen-

eral Packet Radio System (GPRS), High-Speed Circuit Switched Data (HSCSD) and Enhanced Data

rates for GSM Evolution (EDGE) in Europe and Asia. The 2.5G version of PDC networks is i-Mode

in Japan, while the 2.5G version of cdmaOne (IS-95A) is IS-95B in USA [84].

Figure 1.1: The evolution of wireless systems

While 3G deployment is promising, researchers and vendors are already thinking about the

fourth generation of mobile telephony systems (4G) [86, 25, 104, 42]. Since 3G systems need to be

backward compatible with 2G systems, they are a combination of existing and evolved equipments

with data rate up to 2 Mbps. Therefore 3G systems may not be sufficient to meet needs of future

high-performance applications such as full-motion video and wireless teleconferencing. 4G systems
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are proposed to extend 3G capacity by an order of magnitude (up to 100 Mbps) and enable entirely

packet-switched networks. In addition, as shown in Fig.1.1, 4G systems will be hybrid networks

that integrate different kind of wireless networks such as IEEE 802.11 wireless LAN and wide-area

cellular networks, etc. To achieve a 4G standard, one promising underlying technology, multicarrier

modulation (MCM) [5, 12], will be adopted. MCM is a baseband process that uses parallel equal

bandwidth subchannels to transmit information, as we discuss later.

1.1.2 From Circuit Switching to Packet Switching

Internet and World Wide Web (WWW) services have expanded dramatically over the past

years, and have become important new communication media in daily life. The increased reliance

on Internet and the strong desire of anywhere and anytime access to Internet have driven the need

to design and develop data-oriented wireless systems with high capacity and reliability [69, 70, 93].

As we can see from the evolution of cellular systems, the voice-oriented application has driven

the design of cellular systems in a way which is less than optimal for data applications. Although

cellular systems use different combinations of digital technology, they are still mainly circuit-switched

systems that provide narrow band voice and data services.

When the user is connected using a cellular system, the radio spectrum is dedicated to

a single user over the entire conversation period. This is very similar to the dialup phone over

a PSTN network. The local wired loop of phone service belongs to a single phone user, but the

radio spectrum is shared by many users. If a user occupies the radio spectrum for a long time but

uses it for a short time, the radio spectrum will not be fully utilized. The long delay to establish

a wireless connection discourages short-lived data applications such as web browsing. In addition,

users of cellular systems are usually charged based on the connection time regardless of the amount

of through traffic. But users that need data services prefer to be charged based on the amount

of through traffic instead of the connection time. Overall, due to the burstiness that data traffic

usually exhibits, introducing data wireless networks based on packet switching technology can lead
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to better use of the radio spectrum and attract more users [93].

Wireless local area networks (wireless LANs or WiFi) were developed in the 1990s as an

extension of Ethernet, the dominant technology that enables today’s Internet. Wireless LANs aim to

transmit data and operate local networks without constraints of wires and associated infrastructure

normally required by Ethernet. Originally, the IEEE 802.11 standard specified the MAC (Media

Access Control) layer and PHY (Physical) layer in the 2.4 GHz band with data rates of 1 and 2

Mbps using either Direct Sequence Spread Spectrum (DSSS) or Frequency Hopping Spread Spectrum

(FHSS) [43]. In 1999, the IEEE defined two high rate extensions: 802.11b that is based on DSSS

and CCK (Complementary Code Keying) with data rates up to 11 Mbps in the 2.4 GHz band,

and 802.11a that is based on OFDM (Orthogonal Frequency Division Multiplexing) technology with

data rates up to 54 Mbps in the 5 GHz band [44, 45]. In 2003, the 802.11g standard that extends

the 802.11b PHY layer to support data rates up to 54 Mbps in the 2.4 GHz band was finalized [46].

The IEEE 802.11 standard and its several important supplements (IEEE 802.11a/b/g) provided a

basis for interoperability of different products, and triggered the explosive growth of the wireless

LAN market. IEEE 802.11n, a new amendment to the 802.11 standard, is on the way [100]. IEEE

802.11n promises higher data rate in excess of 100 Mbps and longer operating distance than IEEE

802.11a/b/g wireless LANs using MIMO (Multiple Input Multiple Output) technology, and pre-

standard 11n products are already widely available.

Wireless personal area networks (wireless PANs) are used for communications among de-

vices that are very close to each other physically (typically within a few meters). The IEEE 802.15

standard series is proposed for wireless PANs. Of these, IEEE 802.15.1 is derived from the MAC

layer and PHY layer of the Bluetooth specification, which is an industry standard for short-range

RF-based connectivity for portable personal devices [17, 47, 105]. Advances in circuits and embedded

systems have led to the development of small sensor nodes with low complexity and little power con-

sumption. The complex protocol stack and power-consuming radios defined in IEEE 802.15.1 make

it unsuitable for wireless PANs with sensor nodes. The IEEE 802.15.4 is proposed to enable sensor
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networks which consist of very low-cost and battery-operated sensor nodes that can communicate

with each other and a centralized device at low data rates.

Wireless metropolitan area networks (wireless MANs or WiMAX) provides the ‘last mile’

connection when DSL, cable and other broadband access methods are not available or too expen-

sive [20]. The original IEEE 802.16 standard published in April 2002 defines a point-to-multipoint

broadband wireless access standard for systems in the licensed frequency range 10-66 GHz. IEEE

802.16a published in January 2003 is designed for the licensed and unlicensed spectrum ranges of

2 GHz to 11 GHz with support for enhanced Quality of Service (QOS) features of MAC layer (for

example, support multiple polling and piggyback polling requests). IEEE 802.16c deals with updates

in the 10 GHz to 66 GHz range. However, it also addresses issues such as performance evaluation,

testing and detailed system profiling. The 802.16 REVd published in June 2004 incorporates the

original 802.16, 802.16a and 802.16c amendments [17, 48]. Among the changes is support of MIMO

antennas, which will likely increase reliable range in multipath channels. IEEE 802.16 REVd makes

wireless MAN ready for prime time.

Parameters 802.15.1 802.11a 802.16a
Frequency Varies 5.4GHz 2-11GHz

Range 10Meters 100Meters 30Miles
Data Rate 20Kbps 54Mbps 70Mbps

Number of Nodes Dozens Dozens Thousands

Table 1.1: IEEE 802.15.1, IEEE 802.11a, and IEEE 802.16a

The latest IEEE 802.16 update is IEEE 802.16e [49], which is in the process of being final-

ized. Whereas the 802.16 REVd mainly addresses fixed wireless applications, 802.16e can serve the

dual purpose of adding extensions for mobility and including new enhancements to the Orthogonal

Frequency Division Multiple Access (OFDMA) physical layer. This new enhanced 802.16e physical

layer is now being referred to as Scalable OFDMA (SOFDMA) and includes a number of important

features for fixed, nomadic, and mobile networks. With longer range (about 30 miles in a fixed
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network or about 1-3 miles in a mobile (802.16e) scenario), wireless MANs are envisioned as a com-

plementary technology to Wireless LANs and Wireless PANs. Table 1.1 provides a quick comparison

of several typical networks.

1.2 Wireless Channels

In wired networks, signals are transmitted over guided medium, whose system impulse re-

sponse is relatively stable and isolated from the environment. However, in wireless networks, signals

are transmitted over wireless channels in open space, and suffer time-varying environmental inter-

ference. Compared to wired links, the wireless channels exhibit many different forms of channel

impairments such as multipath, fading, and carrier frequency/phase noises [69, 70]. An accurate

understanding of wireless channels, including approximate mathematical models and related im-

portant parameters, enables wireless engineers to predict signal transmissions and design wireless

transceivers with better performance.

In early narrowband wireless communication systems with low data rate, the average signal

strength along with fading description could be used to adequately predict system performance

[51, 58]. Hence a path loss model meets many requirements of design tasks such as cell placement,

configuration, and management of wireless systems. For today’s high rate wireless systems, to

achieve better spectrum/power efficiency and combat the new signal distortions and interferences

introduced by high data rate, engineers need to know more about the wireless channels [69, 70].

This section introduces several important models and parameters that help to character-

ize a wireless channel and optimize the wireless transceiver design. These models and parameters

include: path loss model, time-varying channel model, channel correlation functions or Wide-Sense

Stationary Uncorrelated Scattering (WSSUS) model, distance-power gradient, Delay spread, coher-

ence bandwidth, Doppler spread, and coherence time.
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1.2.1 Path Loss Model and Average Received Signal Power

In any real channel, signals attenuate as they propagate. For single-path communications

in free space, the mean signal power PR decays as the square of the distance,

PR =
PT GT

4πd2
,

where PT is the transmitter power, GT is the transmitting antenna gain in the direction of the

receiver, and 4πd2 is the surface area of the sphere at radius d [69, 70].

The mean power the receive antenna intercepts depends on the antenna’s effective aperture

Ae. The effective aperture of the antenna is given as

Ae =
GRλ2

4π
,

where GR is the gain of the receive antenna in the direction of the transmitter and λ is the wavelength.

The free-space path loss or attenuation between the transmitter and the receiver is simply the ratio

of the received power to the transmitted power as

PR

PT
= GT GR

(
λ

4πd

)2

.

Defining P0 = PT GT GR

(
λ

4π

)2

as the normalized received power at a distance of 1 m, the

identity above reduces to PR =
P0

d2
.

Figure 1.2: Two-ray model

Now we consider the wireless communication between a base station and a mobile terminal

on the ground, as shown in Fig.1.2. Their antenna heights are hb and hm, respectively. we assume
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that hb is greater than or equal to hm. The distance d is assumed to be much larger than either

antenna height, i.e., d >> hb and d >> hm. All reflection coefficients are -1, which means an ideal

lossless reflector. With these assumptions, the mean received power is given by

Pr =
P0

d2

∣∣1− ej∆φ
∣∣2 , (1.1)

where ∆φ is the phase difference between the reflected path d1 and the direct path d2. Defining the

length difference ∆d be d1 − d2, we can calculate ∆φ by

∆φ = 2π · ∆d

λ
,

where f is the carrier frequency, λ is the wavelength, and c is the speed of light.

Since d >> hb and d >> hm are assumed, we have (hb+hm)2 << 2d and (hb−hm)2 << 2d.

Therefore, we have
(

(hb + hm)2

2d

)2

' 0 and
(

(hb − hm)2

2d

)2

' 0. Based on these approximations,

as given in [69, 70], we can calculate the lengths of the two paths by

d1 =
√

(hb + hm)2 + d2 '
√(

(hb + hm)2

2d

)2

+ 2 · d · (hb + hm)2

2d
+ d2 = d +

(hb + hm)2

2d
,

d2 =
√

(hb − hm)2 + d2 '
√(

(hb − hm)2

2d

)2

+ 2 · d · (hb − hm)2

2d
+ d2 = d +

(hb − hm)2

2d
.

Thus we have

∆d =
2hbhm

d
,

and

∆φ =
4πhbhm

λd
.

The other approximations are that, for very small values of ∆φ, cos(∆φ) ' 1 and sin(∆φ) ' ∆φ.

We have

∣∣1− ej∆φ
∣∣ ' |∆φ| .

Based on formula (1.1), we can obtain the approximate mean received power by

Pr =
P0

d4

(
4πhbhm

λ

)2

= PT GT GR × h2
bh

2
m

d4
.
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The conclusion is that, over two paths, if the distance between the transmitter and receiver

is long enough, the path-loss exponent of the distance-power relationship is increased to four.

More generally, we can also find that the multiple paths change the distance-power rela-

tionship. In mobile wireless environments, similar situations are observed [57, 58, 70]. The mean

signal strength decays as the αth power of the distance,

PR =
P0

rα
,

where α typically ranges from 1.5 to 5. Actually α is called the path loss coefficient or distance-power

gradient [57, 58, 31, 70, 89], which is a factor that limits the coverage of a transmitter. The value

of α depends on the environment and the distance between the transmitter and receiver.

10
1

10
2

10
3

10
4

−120

−110

−100

−90

−80

−70

−60

−50

−40

−30

−20

Distance (m)

A
av

er
ag

e 
R

ec
ei

vi
n

g
 P

o
w

er

Path Loss with Two−Ray Model

Figure 1.3: Path loss based on two-ray model

If d >> hb and d >> hm are not satisfied, the path loss based on two-ray model can be

directly plotted using formula (1.1), as shown in Fig.1.3. we find that the mean power of received

signals is not strictly inverse proportional to a fixed power of the distance d. This phenomenon is

caused by the shadowing behavior. Since it is hard to predict the exact length of each arrival path
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of signals, shadowing is modeled as a slowly time-varying random process. For a given observation

interval, we assume that the mean power of received signals is a constant, which is usually modeled as

a lognormal random variable. The shadowing behavior is also called long-term fading [31, 70, 89, 93].

In case of multipath wireless communications, due to the mobility of terminals and envi-

ronment, the length of each arrival path will change even over a short distance. The waveforms used

to carry signals in today’s wireless data communications usually have short wavelength. As a result,

the power of received signals may vary widely in amplitude and phase rapidly over a short period

of time. Fading, or short-term fading, is the term used to describe the rapid fluctuations in power

of received signals over a short period of time [31, 70, 89, 93]. System performance can be severely

degraded by fading.

Figure 1.4: Received signal strength: path loss, shadowing, and fading

In summary, the received signal power is mainly affected by path loss, shadowing, and

fading [31, 70, 89, 93], as shown in Fig.1.4. To further characterize the fading behavior, we’ll discuss

the stochastic channel model and several important parameters.
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1.2.2 Linear Time-Variant Channel Model

Since the multipath signal propagation in wireless environment always changes as the ter-

minal moves and/or any scattering sources in surrounding environment randomly move, the propa-

gation channel is normally time-variant.

Define the impulse response of a Linear Time-Variant (LTV) channel to be h(τ, t), which is

the channel output at time t in response to an impulse applied to the channel at t− τ [69, 70]. The

variable τ represents the relative propagation delay. If the channel input is x(t), then the channel

output r(t) can be represented by

r(t) =
∫ ∞

−∞
h(τ, t)x(t− τ)dτ.

If the signals arrive along N different paths in a channel, the channel impulse response has the

general form

h(τ, t) =
N∑

i=1

αi(t)e−jφi(t)δ(τ − τi(t)),

where τi(t) is the relative signal delay along path i at time t, φi(t) is the phase of signals along path

i, and αi(t) is the amplitude along path i [63]. In addition, φi(t) and τi(t) are closely related by

φi(t) = 2πfcτi(t).

Let H(f, t) be the time-variant channel transfer function, then we have the Fourier trans-

form pair:

H(f, t) = Fτ [h(τ, t)] =
∫ ∞

−∞
h(τ, t)e−j2πfτdτ,

h(τ, t) = F−1
f [H(f, t)] =

1
2π

∫ ∞

−∞
H(f, t)e+j2πfτdf.

We are interested in time-varying channels with user mobility or environment changes.

Considering a scenario that narrow-band signals (sinc waves) are being transmitted at carrier fre-

quency fc, the receiver is moving at a constant velocity V , and φ is the angle of incoming signals

with respect to the moving direction of the receiver, the wireless channel will introduce frequency

shift v(t) to transmitted signals at the receiver. The frequency shift v(t) is called the Doppler shift
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and is given by

v(t) =
V · fc

c
cos φ(t),

where c is the speed of light. For wideband signals, the wireless channel will introduce continuous

Doppler shifts in a range including the zero Doppler shift for the original signal, called Doppler

spread, but not a simple frequency shift. Doppler shift is a consequence of terminal motion, while

Doppler spread is caused by mobile multipath propagation.

Figure 1.5: Fourier transform pairs of deterministic LTV wireless channels

Doppler spread is related to the changing rate of a Linear Time-Variant (LTV) wireless

channels. To study the variation of LTV channels, the Doppler spread function D(f, v) is defined as

D(f, v) = Ft [H(f, t)] =
∫ ∞

−∞
H(f, t)e−j2πvtdt,

where H(f, t) is the time-variant channel transfer function. It is easy to see that H(f, t) and D(f, v)

are a Fourier transform pair [63, 69].

Similarly, the Delay-Doppler spread function is defined as

d(τ, v) = Ft [h(τ, t)] =
∫ ∞

−∞
h(τ, t)e−j2πvtdt.

It can be shown that D(f, v) and d(τ, v) are a Fourier transform pair, as illustrated in Fig.1.5.



14

1.2.3 Wide-Sense Stationary Uncorrelated Scattering Channel Model

When the channel changes randomly with time, the channel impulse response h(τ, t), time-

variant transfer function H(f, t), Doppler spread function D(f, v), and Delay-Doppler spread func-

tion d(τ, v) are random processes that are difficult to characterize. Under the assumption that the

random processes have zero mean, we are interested in the correlation functions of the random

processes. For the simplicity of analysis [6, 51, 70], we assume that

• The channel impulse response h(τ, t) is a wide-sense stationary (WSS) process of t

• The channel impulse response h(τ1, t) and h(τ2, t), are uncorrelated if τ1 6= τ2 for any t

A channel under these two assumptions is said to be a WSSUS channel [6, 7, 51, 58, 63, 70]. In

WSSUS channels, the statistical description of channels will be independent of the absolute time.

Then the autocorrelation function of the channel impulse response h(τ, t) is denoted by φh(τ, ∆t)

and is given by

φh(τ, ∆t) = E [h∗(τ, t)h(τ, t + ∆t)] ,

where the superscript (*) denotes complex conjugation. By Fourier transforming the autocorrelation

function we can obtain the scattering function of the channel,

Sh(τ, v) = F∆t [φh(τ, ∆t)] .

The scattering function Sh(τ, v) provides a single measure of the average power output of the channel

as a function of a time domain variable (delay τ) and a frequency domain (Doppler frequency v)

variable. Similarly we can obtain the space-time, space-frequency correlation function

φH(∆f, ∆t) = Fτ [φh(τ, ∆t)] ,

and

SH(∆f, v) = F∆t [φH(∆f, ∆t)] .

Suppose that we send a very narrow pulse over a fading channel. We can measure the

received power as a function of time delay. The average received power or the average Power



15

Spectral Density (PSD) φh(τ) as a function of delay τ is called the channel intensity profile or the

delay power spectrum, which is denoted as

φh(τ) = φh(τ, 0) = E
[|h(τ, 0)|2] .

The range of delay τ over which φh(τ) is essentially non-zero is called the Delay spread of the

multipath channel, and is often denoted by Tm. It tells us the maximum delay between paths of

significant power in the channel.

Figure 1.6: Fourier transform pairs of WSSUS wireless channels

The delay power spectrum φh(τ) portrays the time domain behavior of the fading channel.

If we need to study the frequency domain behavior, we need the frequency correlation function of

the channel, which is defined as

φH(∆f) = φH(∆f, 0).

The range of ∆f making φH(∆f) non-zero is called the coherence bandwidth of the multipath

channel, denoted as Bm. In a fading channel, signals with different frequency contents can undergo
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different degrees of fading. If two sinusoids are separated in frequency by more than Bm, they will

undergo independent fading. It can be shown that Bm is related to Tm by Bm ' 1
Tm

[6, 31, 89].

Due to the time-varying nature of the channel, a signal propagating in the channel may

undergo Doppler shift. When a sinusoid is transmitted through the channel, the received power

spectrum can be plotted against the Doppler shift. The average received power SH(v) as a function

of Doppler shift v is called the Doppler power spectrum, which is denoted by

SH(v) = SH(0, v) = E
[|D(0, v)|2] .

The Doppler spread, denoted by Bd, is the range of v making the Doppler power spectrum non-zero.

It gives the maximum range of Doppler shifts.

The time correlation function of the channel is defined as

φH(∆t) = φH(0,∆t).

The range of delay ∆t over which φh(∆t) is non-zero is called the coherence time of the multipath

channel, denoted as Td. In a time-varying channel, the coherence time gives a measure of the time

duration over which the channel impulse response is almost invariant or highly correlated. It can be

shown that Td is related to Bd by Bd ' 1
Td

[6, 31, 89].

The Fourier transform relation verifies that being time-variant in the time domain can be

equivalently described by having Doppler shifts in the frequency domain, as shown in Fig.1.6.

1.3 Main Ideas of OFDM

Orthogonal Frequency Division Multiplexing (OFDM) has been adopted as the modulation

and demodulation technique in the physical layer of several communication standards, including

digital audio broadcast (DAB), digital video broadcast (DVB), IEEE 802.11a/g wireless LANs, and

IEEE 802.16e wireless MANs [5, 37, 64].

The ideas behind OFDM have been around for a long time. Guard bands are usually

required in conventional Frequency Division Multiplexing (FDM) systems to avoid sidebands of



17

adjacent subcarriers overlapping with each other creating Inter-Carrier Interference. However, if

subcarriers are mathematically orthogonal, the spectral overlapping among subcarriers is allowed

(orthogonality will ensure the subcarrier separation at the receiver), so that better spectral efficiency

can be achieved. The idea of OFDM as a special case of FDM was originally published in mid 1960s

and patented in 1970 [14]. In OFDM, the data are split and transmitted over a large number of

subcarriers and modulated at a low rate. The subcarriers are made orthogonal to each other by

appropriately choosing the frequency spacing between them. For example, the frequency of the

modulating sinusoid in each subcarrier is an integer multiple of a base frequency 1/Ts where Ts is

the symbol period.

In addition to ICI, OFDM also aims to address the Inter-Symbol Interference (ISI) problem.

For a single carrier wireless system, its symbol rate Rs is inversely proportional to the symbol period

Ts. Higher Rs means smaller Ts (Ts = 1/Rs), which might cause serious ISI problems in multipath

channels with Delay spread larger than Ts. In OFDM systems with data rate Rs, since data are

split to N subcarriers, the symbol rate in each subcarrier is Rs/N , and the symbol period in each

subcarrier is N · Ts. Therefore, in multipath channels, OFDM systems are more robust to ISI than

single carrier systems with equivalent data rate.

The problem with the original OFDM idea is that it needs many local oscillators whose

frequencies are the accurate multiples to maintain orthogonality, which is difficult and expensive to

implement. The new major finding is that OFDM is closely related to Discrete Fourier Transform

(DFT) [97]. As the introduction of DFT and Inverse Discrete Fourier Transform (IDFT) digital

components in OFDM transceivers, the multiple carrier scheme using a bank of parallel subcarrier

oscillators for modulation and coherent demodulation in analog hardware is abandoned. The idea of

baseband modulation and demodulation based on DSP hardware and software enables more efficient

and flexible OFDM implementation with lower complexity and cost. Moreover, the fast implemen-

tation technique of DFT and IDFT, Fast Fourier Transform (FFT) and Inverse FFT (IFFT) further

improve the performance and reduce the cost.
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Another major breakthrough is the introduction of a Cyclic Prefix (CP) as a Guard Interval

(GI) to extend the OFDM symbol period. The CP is taken from samples in the end of an OFDM

time-domain signal (an OFDM data symbol) and is appended to the front of OFDM data symbol.

Due to the CP, the transmitted time domain signal becomes periodic, as long as the length of CP

is larger than the Delay spread of multipath channel. Therefore, in the time domain, the effect of

the multipath channel becomes a circular convolution with the channel impulse response function.

In the frequency domain, the effect of the multipath channel is just a point-wise multiplication of

the constellation symbols by the channel transfer function. Periodicity of an OFDM symbol also

ensures that subcarriers after FFT are orthogonal to each other. Thus the ICI may be reduced. In

addition, the periodicity reduces OFDM systems’ sensitivity to timing synchronization [5, 37].

With all of these techniques, OFDM significantly changes the landscape of wireless systems.

It will continue to play an important role in future high speed wireless systems.

1.4 IEEE 802.11a, IEEE 802.11p, and IEEE 802.16e

The convergence between different wireless technologies inevitably leads to the mobility

support requirement for high-speed packet wireless systems. By far, IEEE 802.11p and IEEE 802.16e

are the two major upcoming standards for mobile packet wireless networks. IEEE 802.11p is revised

from IEEE 802.11a, while IEEE 802.16e extends IEEE 802.16a [49, 102, 106]. To combat multipath

Delay spread, OFDM is adopted in these standards due to its inherent multipath resistance. In this

section, we’ll compare the PHY layer design of IEEE 802.11a, IEEE 802.11p, and IEEE 802.16e

256FFT mode.

1.4.1 IEEE 802.11a

The PHY layer of the 802.11a is divided into two entities: the Physical Layer Convergence

Protocol (PLCP) and the Physical Medium Dependent (PMD) sublayers. The PLCP sublayer maps
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MPDUs (MAC Protocol Data Units) from MAC layer into a frame format suitable for PMD layer

and delivers incoming frames from PMD layer to the MAC layer. PMD layer deals with actual

transmission and reception over the air medium [44].

Figure 1.7: IEEE 802.11a PHY frame format

The PHY frame format for 802.11a is shown in Fig.1.7 (The figure is from [44]). The PLCP

preamble field has 10 repetitions of a short training symbol, a Guide Interval, and two repetitions

of a long training symbol. In the receiver, the short training symbols are used for Automatic Gain

Control (AGC, to prevent signals from saturating the output of the A/D converter) convergence,

timing acquisition, and coarse frequency acquisition, while the long training symbols are used for

channel estimation and fine frequency acquisition. Here the frequency-domain channel estimation

based on two long training symbols T1 and T2 assumes that the wireless channel remain the same

till the end of packet transmission.

Binary input data comes from MAC layer is collected and coded with Forward Error Cor-

rection (FEC) schemes such as convolutional encoder. Then the coded bits are punctuated to achieve

high rates and interleaved to combat bursty bit errors. Afterwards, based on the selected baseband

modulation scheme and its number of bits per symbol, interleaved binary bits are grouped and

mapped to corresponding constellation points or data symbols. These symbols are serial complex

numbers, and divided into groups of 48 symbols. Each such group is associated with one OFDM

symbol. Assuming that the active subcarriers are sequentially numbered from -26 to 26, in each

group, the baseband symbols are mapped into 48 OFDM subcarriers numbered -26 to -22, -20 to -8,

-6 to -1, 1 to 6, 8 to 20, and 22 to 26. At this point, pilot symbols with known modulation scheme
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may be inserted into 4 subcarriers -21, -7, 7, and 21 with a known pattern. In addition, zero symbols

for unloaded subcarriers are also inserted, so that the number of subcarriers is a power of 2 which

is required by the IFFT/FFT operation (64 in 802.11a) [44].

The OFDM modulation in frequency domain, IFFT operation, is performed on the parallel

symbols to generate parallel symbols. These parallel symbols are then serialized and inserted with

the Cyclic Prefix to form an OFDM baseband symbol for one OFDM symbol period in time domain.

The data portion of an OFDM symbol (as seen from Fig.1.7) comes from the time-domain signals.

A Cyclic Prefix is introduced as Guard Interval (GI) by prepending to the IFFT waveform a circular

extension of itself and truncating the resulting periodic waveform to a single OFDM symbol length.

Append the OFDM symbols one after another, starting after the PLCP header, until the length is

reached. The PLCP header field has information about the transmission RATE, the LENGTH of

the payload, a parity bit, and six zero tail bits. The RATE field conveys information about the

type of modulation and coding rate used in the rest of the packet. The LENGTH field specifies the

number of bytes in the Physical Layer Service Data Unit (PSDU).

The operating frequencies of 802.11a in the U.S. fall into the National Information Structure

(U-NII) bands: 5.15-5.25 GHz, 5.25-5.35 GHz, and 5.725-5.825 GHz. Within this spectrum, there are

twelve 20 MHz channels, and each band has different output power limits. The complex baseband

time domain waveform will be upconverted to an RF frequency according to the center frequency of

the desired channel and transmitted.

1.4.2 IEEE 802.11p

Recently, upcoming IEEE 802.11p has been endorsed by ASTM as the platform for the

PHY and MAC layers of Dedicated Short Range Communications (DSRC). Providing wireless com-

munications between vehicles and the roadside, and between vehicles, DSRC enables a whole new

class of applications that enhance the safety and productivity of the transportation system.

As a variant of IEEE 802.11a, 802.11p follows many design features of 802.11a, such as frame
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structure, training sequences, scrambler, convolutional coding, interleaving, modulation schemes,

pilot subcarriers, IFFT/FFT size, Cyclic Prefix, and pulse shaping [102, 106]. IEEE 802.11a is

basically designed for low mobility indoor applications, where the wireless channel is assumed to

be stationary for the frame duration. Therefore, all system parameters are chosen to achieve best

performance in indoor propagation environments. However, IEEE 802.11p is proposed for high

mobility outdoor environments. Thus, it has to deal with the impairments brought by high mobility.

Some of these challenging requirements for PHY layer design include:

• The transceiver has to combat increased multipath Delay spread

• The transceiver has to combat increased Doppler spread, which means that the multipath

channel varies more rapidly. It is no longer a realistic assumption that the channel estimation

acquired at beginning of transmission will be valid till the end of transmission

• Longer communication range.

IEEE 802.11p works in the 5.850 to 5.925 GHz Intelligent Transportation Systems Radio

Service (ITS-RS) Band that accommodates seven channels in a total spectrum of 75 MHz. In

802.11p, each mandatory channel operates with 10 MHz bandwidth, rather than 20 MHz bandwidth

as used in 802.11a. Accordingly, rates of 802.11p are half of those 802.11a rates, and symbol period

of 802.11p is twice the symbol period of 802.11a. The advantage with longer symbol period is that

the longer Cyclic Prefix of each OFDM symbol enables 802.11p to combat possibly larger Delay

spread introduced by outdoor channel environments. In addition, the transmission power limits

designated by 802.11p are different from the power limits of 802.11a. The maximum antenna input

power for some DSRC mandatory channels is 28.8 dBm (750 mW) that enables longer range.

Major OFDM parameters for 802.11a and 802.11p are given in table 1.2. IEEE 802.11p

has the same pilot placement as 802.11a, e.g., block-type placement.
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Parameter 802.11a 802.11p
Number of data subcarriers 48 48
Number of pilot subcarriers 4 4
Number of total subcarriers 52 52 (NSD + NSP )
IFFT/FFT size 64 64
IFFT/FFT period 3.2 6.4
PLCP preamble duration 16 32 (TSHORT + TLONG)
GI duration (µs) 0.8 1.6 (TFFT /4)
Training symbol duration (µs) 1.6 3.2(TFFT /2)
Symbol Period (µs) 4 8 (TGI + TFFT )
Short training period (µs) 8 16 (10TFFT /4)
Long training period (µs) 8 32(TGI2 + 2TFFT )
Data Rate (Mbps) 6, 9, 12, 18, 24, 36, 48, 54 3, 4.5, 6, 9, 12, 18, 24, 27
Modulation BPSK/QPSK/16-QAM/64-QAM BPSK/QPSK/16-QAM/64-QAM

Convolutional Code K = 7 (64 states) K = 7 (64 states)
Coding Rates 1/2, 2/3, 3/4 1/2, 2/3, 3/4
Channel Spacing (MHz) 20 10
Signal Bandwidth (MHz) 16.66 8.3
Subcarrier Spacing (kHz) 312.5 156.2

Table 1.2: Major OFDM parameters of 802.11a and 802.11p

1.4.3 IEEE 802.16e

Following the finalization of IEEE 802.16 REVd, the main task of 802.16 standards working

group switches to 802.16e, which aims to add mobility to 802.16a amendenment [49]. The multi-

carrier technique of IEEE 802.16e is mainly based on two of 802.16a basic forms: OFDM with 256

point transform (OFDM-256) and Orthogonal Frequency Division Multiple Access (OFDMA) with

2048 point transform. OFDMA distributes subcarriers among users so all users can transmit and

receive at the same time within a single channel. These groups of subcarriers for one user are then

known as subchannels. The assignment of subcarriers is based on the location and channel condition

of each user. Therefore, the carriers of one subchannel are spread along the channel spectrum to

mitigate the frequency selective fading. The new feature of 802.16e is Scalable OFDMA (SOFDMA)

that allows the deployment of variable FFT sizes such as 2048-FFT, 1024-FFT, 512-FFT and 128-

FFT, etc., to further improve performance. In this section, we’ll only introduce how the OFDM-256

for downlink transmissions are revised for mobile users.
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The original OFDM-256 in 802.16a has 256 subcarriers with 192 data subcarriers, 8 pilot

subcarriers, and 56 null subcarriers. Since 802.16a assumes a stationary scenario, the block-type pilot

placement scheme is similar to 802.11a and 802.11p, where pilot subcarriers are evenly distributed

among data subcarriers. As we discussed in previous sections, mobility brings significantly changes

to the channel characteristics. The Doppler spread and Delay spread of the time-varying channel

are strongly related to users’ mobile speed. However, the QAM modulation schemes used with

OFDM require coherent demodulation. Therefore, to support mobility demands, the receiver needs

to estimate its channel more frequently to keep track of the phase of received signals for correct

demodulatation and the amplitude distortion to combat fading. Actually two mechanisms, including

the hopping pilot mechanism and the mid-amble insertion mechanism, have been proposed in 802.16e.

Figure 1.8: Pilot placement of IEEE 802.16e PHY layer

The hopping pilot mechanism doesn’t use fixed pilot subcarriers (block-type placement)

as used in 802.11a and 802.11p. The pilot subcarriers are regularly and cyclically changed symbol

by symbol with a periodicity of 8 OFDM symbols. Thus, it is possible to interpolate the channel

estimate for each subcarrier without pilot at a particular time. Assuming that the active subcarriers

are sequentially numbered from -100 to +100 and that t (t ≥ 0) is the number of symbols from
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current symbol to the beginning symbol with pilots of a frame, the arrangement of pilot subcarriers

follows

Pt = {−98,−73,−48,−23,+2, +27, +52,+77}+ mod(9 · t, 24),

where Pt is the index of pilot subcarriers at time t, as shown in Fig.1.8. With this new pilot

placement scheme, 64 of 200 subcarriers are covered, while only 8 of 200 subcarriers are covered in

802.16a.

In 802.11a and 802.11p, training symbols are in the preamble of a MAC frame. However,

with the mid-amble insertion mechanism, training symbols may be inserted in the middle of data

symbols of a MAC frame, so that the channel estimate can be restored in the middle of a MAC

frame in case that the channel changes too quickly.

Overall, hopping pilot mechanism and the mid-amble insertion mechanism help 802.16e

combat the adverse effect of time-varying channel brought by user mobility.

1.5 Dissertation Organization

The main focus of this dissertation is an investigation of the effect of multipath fading

channels and adaptive modulation on TCP/UDP performance of high-speed packet wireless networks

such as wireless LANs and wireless MANs.

Following this introductory chapter, the simulation study of effect of Doppler spread and

Delay spread on 802.11a/b/p is presented in chapter 2. Then chapter 3 uses 802.11a/p as an example

to investigate the effect of mobile speed on the communication range of packet-based wireless systems

that serve users with high mobility in Rayleigh and Rician fading channels. Both chapter 2 and

chapter 3 assume a UDP traffic source.

Taking into account adaptive modulation and Rayleigh fading channel condition, chapter 4

shows how a semi-Markov chain model for TCP congestion/flow control behavior and a multi-state

Markov chain model for Rayleigh fading channels are used together to derive the bulk throughput
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of TCP Tahoe and Reno in steady state. In addition, chapter 4 introduces the idea of cross-layer

TCP protocol design for single-user scenarios.

Considering the multi-user scenarios, chapter 5 explores how multi-user diversity can be

used to improve the aggregate TCP throughput of base stations in fading channels.

Chapter 6 concludes this dissertation, summarizing the main contributions and suggesting

areas for future research.
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Chapter 2

Effect of Doppler Spread and

Delay Spread on Performance of

High-Speed Packet Wireless

Networks

2.1 Introduction

Most high-speed packet wireless networks are not designed for mobile users. For example,

IEEE 802.11a standard explicitly states that it is proposed for indoor applications with low mobility

[44]. However, the ongoing evolution of wireless devices and service requirements makes inevitable

the development of new high-speed packet wireless standards for mobile deployment. Upcoming

wireless standards such as 802.11p and 802.16e illustrate this trend [49, 102].

The convenience brought by mobility support in an urban environment comes with the
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harsh and challenging time-varying channel condition. In addition to the Line-Of-Sight (LOS) or

direct-path component (if there is one), the radio signal emitted by the transmitter is reflected

by many environment objects such as buildings, trees, and cars, to reach the receiver over many

different paths. Since the wavelength of modern high-speed packet wireless networks is very short (for

example, only about 5 mm at a carrier frequency of 5.9 GHz), the small distance difference between

paths followed by the same signal means huge phase difference between received radio waves. These

radio waves at the receiver may add (constructively) or cancel each other (destructively). Due to the

relative movement between receiver and transmitter in the communications system or the random

movement of environment reflecting objects, the travel paths of signals for mobile applications always

change, and accordingly the constructive/destructive effect on signals keep changing too. As a result,

the wireless channel for mobile users, called the multipath fading channel, is much more unpredictable

than a static channel [31, 89].

Although multipath fading channel is unpredictable, it shows some statistical characteristics

that can be modeled in terms of several important parameters. Among them, as we discussed in

the previous chapter, Delay spread and Doppler spread are two fundamental parameters of a mobile

multipath channel. Doppler spread indicates how fast the channel changes, while Delay spread shows

the time dispersion of signal arrival along different paths.

We study how these two important parameters of multipath fading channels affect the

performance of high-speed packet wireless networks. Many techniques may be used to perform the

evaluation. Running experiments using real radio, hardware, and software is practical. However,

since the behavior of mobile multipath channels strongly depends on environment such as terrain,

foliage, buildings, and other moving objects like cars, it will be hard to reproduce experiment

results. Therefore, a simulation-based approach is preferred to study the effect of time-varying

channel conditions, because of its great advantages such as repeatability, controllability, and low

cost.

Extensive simulations are reported in this chapter investigating how Doppler spread and
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Delay spread affect the performance of several popular high-speed packet wireless networks including

IEEE 802.11a and IEEE 802.11b. Since many other packet wireless networks use the same techniques

such as OFDM and Spread Spectrum, our simulation results and conclusion may be used as a

reference for the design of new high-speed packet wireless networks.

2.2 Multipath Fading Channel Model

A baseband multipath fading channel is usually modeled with a multiplicative fading com-

ponent and an additive noise component [31, 89]. Two typical models for the multiplicative compo-

nent are the Rayleigh and Rician distributions.

Assuming that the received signal is the sum of signals with different phases caused by

different paths, the amplitude of the received signal, r, can be modeled as a random variable with

a Rayleigh distribution, whose Probability Density Distribution f(r) is given by

f(r) =
r

σ2
exp

(
− r2

2σ2

)
, r ≥ 0,

where 2σ2 is the pre-detection mean power of the received signal [51].

If x(t) and y(t) are two uncorrelated and zero-mean Gaussian processes with the same

statistical properties, as if they are the in-phase and quadrature signal components of the received

signal, we can calculate the joint PDF of x(t) and y(t) by

f(x, y) =
1

2πσ2
exp

(
−x2 + y2

2σ2

)
.

Let r(t) =
√

x2(t) + y2(t) and θ(t) = arctan
(

y(t)
x(t)

)
. Then after transformation, the joint PDF of

r(t) and θ(t) becomes

f(r, θ) =
r

2πσ2
exp

(
− r2

2σ2

)
.

This is the PDF of the Rayleigh distribution.

It can be seen that the average power p(t) = r2(t) of the received signal is an exponential
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random variable with mean p0 = 2σ2,

f(p) =
1
p0

exp
(
− p

p0

)
, r ≥ 0.

Now let s(t) = x(t)+iy(t) be a complex Gaussian random process. Although the amplitude

r(t) of s(t) has the same form of PDF as a Rayleigh distribution, it is not the proper model for

the fading of a wireless channel. Extensive measurements indicate that the complex fading envelope

coefficient r(t) is a random variable that changes slowly over time, which means it has correlation

over time or it is a narrowband random process. In most cases, r(t) can be modeled as the output of

a low pass filter with white complex Gaussian random process s(t) as input [51]. The low pass filter

determines the power spectrum shape and the temporal correlation function of the random process

r(t), i.e., the narrowband fading channel envelope.

In Jakes’ model [51], the most widely used Rayleigh simulation model, r(t) is assumed to

have following temporal correlation function,

R(τ) = E[r(t) · r∗(t− τ)] ∼ I0 (2πτfdoppler) ,

where r∗(t) is the conjugate of r(t), I0 is the zero-order Bessel function, and fdoppler is the Doppler

frequency. The power spectrum of r(t) is

R(f) =
1√

1− f
fdoppler

, |f | ≤ fdoppler.

The Doppler frequency fdoppler can be approximately computed as

fdoppler =
v

c
· fcarrier,

where v is the velocity of the mobile terminal, c is the speed of light or electromagnetic wave in the air,

and fcarrier is the carrier frequency of the passband signal transmission. Typical fdoppler in current

wireless networks ranges from 5 Hz to 300 Hz, depending on the specific situation. For example,

for a carrier frequency fcarrier of 3 GHz and a mobile speed v of 5 m/second (11.3 mile/hour), the

Doppler frequency is

fdoppler =
5

3 · 108
· 3 · 109 = 50Hz.
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If fdoppler is below 100 Hz, it is usually called slow fading.

We give an example of the relationship of the fading channel changing rate and the trans-

mission symbol rate. As stated in IEEE 802.16 wireless MANs, for a 25 MHz channel width, the

symbol rate is 20 MBaud/Second. For the wireless mobility scenario of the previous paragraph, the

fading rate normalized to symbol rate is
50

20 · 106
=

1
0.4 · 106

, which means that the channel does

not change much over 0.4 · 106 symbols. Thus we can assume that the channel condition remains

constant over a symbol in slow fading channels. That is the reason that Adaptive Modulation and

Coding has a chance to play an important role in IEEE 802.16 wireless MANs.

Although Rayleigh fading is often a good approximation of realistic channel conditions, it

is considered by many to be a worst-case scenario of signal fading. If a wireless receiver works in a

Rayleigh fading channel, then it is likely to work in other types of channels.

In simulations, as shown in Fig.2.1, the Rayleigh fading channel is modeled as

r(t) = h(t) · s(t) + n(t),

where r(t) is the received signal, n(t) is the noise, s(t) is the transmitted signal, and h(t) refers to a

multiplicative distortion of the transmitted signal s(t). The Rayleigh channel simulator generates the

fading envelope coefficients h(t) using a statistically accurate and computationally efficient approach.

 

h(t) 

s(t) 

n(t) 

r(t) 

Figure 2.1: Multiplicative and additive model for fading channels

Rayleigh fading with a strong line of sight (LOS) Line of sight is called Rician fading with

Probability Density Distribution f(r)

f(r) =
r

σ2
exp

(
−r2 + K2

2σ2

)
I0

(
rK

σ2

)
,
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where K is the coefficient that indicates how strong the LOS component is compared to the rest of

the received signal. I0 is the zero-order modified Bessel function [31, 51, 58, 70].

Both Rayleigh fading and Rician fading are in the standard SIMULINK block library.

Jakes’ model is used to generate the Rayleigh fading coefficients in the block.

A general model, Tapped Delay Line Channel Model [31, 58, 70, 89], is used to model a time-

varying multipath fading channel with L multipath signal components, as illustrated in Fig.2.2. The

channel model consists of a tapped line with different delays. The tap coefficients, denoted by αi (t),

are usually modeled as complex-valued Rayleigh fading coefficients or Rician fading coefficients that

are uncorrelated with each other. The tap delay τi corresponds to the amount of time dispersion in

the multipath fading channel. In this model, Doppler spread is used to generate the tap coefficients,

and Delay spread is used to configure tap delays.

 

s(t) r(t) 

n(t) 

1τ

2τ

nτ

1α  

2α  

nα  

 + 

AWGN 

Figure 2.2: Tapped delay line channel model

2.3 IEEE 802.11a and IEEE 802.11b Simulators

The two simulators used for this chapter are modified from the existing IEEE 802.11a

PHY SIMULINK model and IEEE 802.11b PHY SIMULINK model in MATLAB Central web site
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(http://www.mathworks.com/matlabcentral/). To make a fair performance comparison, the two

simulators share the same code of multipath fading channel model.

As shown in Fig.2.3, the IEEE 802.11a digital baseband transceiver can be used to perform

a complete end-to-end simulation. The baseband simulator assumes that the underlying passband

subsystem works perfectly without any ICI (InterCarrier Interference). Inside the Frequency Domain

Equalizer, the first four training symbols in each of these 52 subcarriers are extracted and divided

by the corresponding four known training symbols to calculate the channel estimate, which is used

to correct the received data symbols within the same OFDM block. Each subcarrier has its own

channel estimator. The Adaptive Modulation block is disabled in our simulations. The simulator

works in (BPSK, 1/2) mode, e.g., at data rate of 6 Mbps.

Fig.2.4 shows the DSSS simulator for an IEEE 802.11b digital baseband transceiver. The

simulator follows the IEEE 802.11b standard [45]. It supports 1 Mbps, 2 Mbps, 5.5 Mbps, and

11 Mbps rates. The basic components includes DBPSK and DQPSK modulation, Barker code

spreading, and Complementary Code Keying (CCK), etc. However, only 1 Mbps rate, e.g., DPSK

and Barker code spreading, is used in our simulations. Perfect synchronization is assumed by the

simulator.

2.4 Numerical Results

We now present key numerical results to highlight the effects of Delay spread and Doppler

spread. Simulations have been performed under various mobile multipath channel conditions (via

different Doppler spread and Delay spread). Each run of simulation lasts 50 seconds in the simulated

system time. In our simulations, PHY traffic is assumed to be in saturation state, i.e., the PHY

layer buffer is never empty.
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2.4.1 Effect of Doppler Spread

To concentrate on the effect of Doppler spread, only one tap of multipath fading channel

is used in our simulations, as shown in Fig.2.5. The SNR for all simulations is set to 10dB. As the

controllable parameter, the Doppler spread in Rayleigh multipath fading block or Rician multipath

fading block is changed for each simulation run.

From Fig.2.6 and Fig.2.7, it is observed that both 802.11a and 802.11b perform worse

when the mobile multipath channel changes rapidly (the speed and Doppler spread becomes larger).

However, the performance of 802.11a degrades much more than 802.11b. The fundamental reason

is that 802.11b has a much higher symbol rate or shorter symbol period than 802.11a.

In the 802.11a standard, channel estimation and fine frequency offset estimation are done

via training symbols at the beginning of a PHY frame. The channel estimates obtained during this

period are used to compensate for multipath effects for the entire frame. The implicit assumption is

that the channel will remain stationary for the duration of the entire OFDM frame. Although the

assumption may be valid for low mobility channel conditions, it doesn’t hold for mobile multipath

channels. The fast-varying channels are not equalized adequately based on the available training

symbol placement scheme. In addition, Doppler spread may translate to carrier frequency offset,

which causes subcarriers of OFDM to lose their orthogonality relative to each other (the perfect

synchronization assumption in this chapter produces more optimistic simulation results). For 802.11a

in mobile multipath channels, an equalizer is certainly required to adapt and compensate for the fast

changing channel. To combat distortion introduced by large Doppler spread, OFDM-based wireless

systems need more advanced channel estimation techniques than what is currently proposed for

802.11a. Indeed, 802.16e does propose a better pilot symbol placement schemes so that efficient

channel estimation can be implemented [49].

Since 802.11b has a high symbol rate, well above usual Doppler spread (less than 5000

Hz), the channel is considered to be fairly constant during each symbol transmission. In addi-

tion, 802.11b’s differential BPSK modulation scheme enhance its intrinsic ability to handle a larger
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Doppler spread than 802.11a.

2.4.2 Effect of Delay Spread

Delay spread (or equivalently coherence bandwidth) describes the time dispersive nature

of multipath fading channels. But it does not provide information about the time varying nature

(caused by relative motion of transmitter and receiver). There are two ways to define delay spread:

Maximum Excess Delay and Root Mean Square (RMS) Delay.

Maximum Excess Delay is defined as the overall time span from the earliest arrival to the

latest arrival. As the simplest way to define Delay spread, maximum excess delay does not exhibit

the relative amplitudes of multipath components (or intensity-delay profiles), which will strongly

affect the system performance. Thus a better measure of Delay spread is the root mean square

(RMS) Delay spread, which is given mathematically by

τrms =
√

τ2 − (τ)2,

where, given L propagation paths,

τn =

L∑

i=1

τn
i |αi|2

L∑

i=1

|αi|2
, n = 1, 2.

The RMS Delay spread reveals the distribution of arriving signal power along different

paths, while maximum excess Delay spread only tells the time difference between the first arrival

signal and the last arrival signal. However, to simplify the parameter configuration in our simulations,

we use maximum excess delay as the metric for Delay spread.

As shown in Fig.2.8, a two tap multipath channel model is used in the simulations. There

is no fading for either of these two signal components. Adding fading for each component will lead

to worse performance. Here we are trying to isolate the effect of Delay spread from Doppler spread.

During the simulations, the maximum excess delay has been gradually increased by setting the



35

parameter of delay block in one of two signal components. The ratio of signal power on each tap is

0.73:0.27.

BER versus maximum excess delay for 802.11a and 802.11b are plotted in Fig.2.9 and

Fig.2.10 respectively. It is easy to see that performance of both 802.11a and 802.11b is degraded, as

the Delay spread increases. These figures show that 802.11a tolerates a larger Delay spread (around

1.6ms) than 802.11b (around 1ms), although 802.11a (6Mbps) has a higher data rate than 802.11b

(1Mbps). In addition, even with the same Delay spread, 802.11a achieves better BER performance

than 802.11b. For example, with Delay spread around 2ms, the BER scale of 802.11a is 10−5, but

the BER scale of 802.11b is only 10−3. We have to emphasize that maximum excess delay has

been used as Delay spread instead of RMS Delay spread. Otherwise it is easy to get confused by

simulation results reported elsewhere.

IEEE 802.11a’s relative immunity to Delay spread is due to a combination of the slower

symbol rate (longer symbol period) and placement of significant guard time (Cyclical Prefix) around

each symbol, which provide protection against ISI interference. To combat very larger Delay spread

in an outdoor urban environment, the upcoming 802.11p standard enhances the robustness of 802.11a

by reducing the symbol rate by half. By contrast, 802.11b is very sensitive to larger Delay spread

because of its higher symbol rate or short symbol period. Reception of 802.11b in a multipath channel

can be substantially improved by techniques such as the RAKE receiver principle and equalization

[69, 70]. However, they come with complexity and cost.

One more thing worthy to point out is that the introduction of additional taps (paths) or

fading effect on each path will degrade the system performance further. What we see in Fig.2.9 and

Fig.2.10 is for the best multipath scenarios.
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2.5 Concluding Remark

The signal impairment caused by Delay spread and Doppler spread in multipath fading

wireless channels places a big challenge to the design of high-speed packet wireless networks. This

chapter studied the impact of Delay spread and Doppler spread on performance of two typical

high-speed packet wireless systems including IEEE 802.11a and IEEE 802.11b. Simulation results

show that 802.11a is robust to Delay spread and susceptible to distortions introduced by Doppler

spread, while 802.11b performs well with larger Doppler spread and is sensitive to Delay spread.

The modulation technique selected in a high-speed packet wireless network, for example, OFDM or

DSSS, should be based on the degree of mobility support, the typical channel environment, data

rates, and the BER/PER requirement, etc. The simulation results presented in this chapter provide

a useful reference for selecting the modulation technique.
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Figure 2.3: IEEE 802.11a PHY simulator
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Figure 2.4: IEEE 802.11b PHY simulator
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Figure 2.5: Channel blocks for the effect of Doppler spread
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Figure 2.6: Effect of Doppler spread on IEEE 802.11a
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Figure 2.8: Channel blocks for the effect of Delay spread
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Chapter 3

Communication Range in

Multipath Fading Channels

3.1 Introduction

Communication range is one of the most fundamental parameters characterizing packet-

switched wireless systems including IEEE 802.11 wireless LANs (WiFi) and IEEE 802.16 wireless

MANs (WiMAX). It does not only determine the coverage area of wireless systems, but also strongly

affects capacity planning, network management, seamless handoff design, and admission control

[31, 58, 70, 89, 103]. An in-depth understanding of communication range is critical to achieve

desired overall system performance when deploying a high-speed packet wireless system.

In this chapter, communication range is defined as the maximum distance between the

transmitter and the receiver to achieve given packet error rate (PER) at given packet size. For

example, within the communication range of 802.11p, the PER should be less than 10% at a packet

size of 1000 Bytes, based on the standard. Since packet is the basic unit of a successful transmission

attempt in packet wireless systems, PER is a better metric for service quality than Bit Error Rate
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(BER).

Traditionally range is determined from receiver sensitivity, which is ultimately related to the

Signal-to-Noise Ratio (SNR), BER, and PER. Assuming an AWGN (Additive White Gaussian Noise)

Channel and stationary scenario (for example, the positions of both the transmitter and the receiver

do not change, the antenna orientation stays the same, and there is no other environment change),

the minimum SNR to achieve given PER or BER determines the receiver sensitivity. Therefore,

receiver sensitivity, BER, or PER are interchangeable to calculate the communication range for a

given wireless system.

Recently, high-speed packet wireless networks are being designed for mobile users in urban

environments. Examples include the upcoming IEEE 802.11p and IEEE 802.16e standards [49,

102]. In typical urban environments, due to the Delay spread introduced by multipath and the

Doppler Spread introduced by the mobility of users and environment objects, the wireless channel

varies rapidly, and becomes much more unpredictable. Mobility changes everything, including the

relationship between receiver sensitivity, BER, and PER. Now PER also depends on speed of user

terminal. As a result, communication range is a function of user speed.

Assuming a Rician fading channel model and a two-ray path loss model, this chapter

shows by extensive simulations how communication range of 802.11a/p varies with user speed. It

is a preliminary attempt to establish the quantitative relationship between range and speed for a

particular packet wireless system.

3.2 System and Channel Model

The wireless system we consider consists of a Road Side Unit (RSU) setup along the highway

and an On Board Unit (OBU) in a moving vehicle [80, 102]. The distance between the RSU and

the OBU is d, and the vehicle is moving at speed v, as depicted in Fig.3.1.

We ignore packet errors caused by MAC protocols, for example, collisions due to multiple
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Figure 3.1: Basic elements of a mobile packet wireless system

access. It is assumed that the phase can be fully recovered at the receiver. Actually fast fading will

cause phase estimation error, and degrade performance. So our results are optimistic performance

bounds.

For simplicity, the modulation scheme for the wireless connection between the RSU and

the OBU is assumed to be Binary Phase Shift Keying (BPSK). Coherent reception is considered.

Let the center carrier frequency be fc, and the speed of light be C. Then the wavelength λ is C/fc,

and the Doppler frequency fD is v/λ.

X +
s(t) r(t)

n(t)

∫
T

dt
0

(.) Decision

α(t)

Figure 3.2: Block structure of a multiplicative and additive channel model

We assume an Additive White Gaussian Noise (AWGN) channel with Rician fading and

Rayleigh fading between the RSU and OBU, as shown in Fig.3.2. For any transmitting signal s(t),

the input to the receiver is r(t) given by

r(t) = α(t) · s(t) + n(t),

where n(t) represents the AWGN noise process with zero mean and two-sided power spectral density

N0/2, and α(t) refers to a frequency non-selective and time-varying multiplicative envelope distortion

of the transmitted signal s(t). The probability density function f(α) of α in a Rayleigh fading channel
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is expressed as

f(α) =
α

σ2
exp

(
− α2

2σ2

)
, ∀α ≥ 0, (3.1)

where E(α) =
∫ +∞
0

αf(α)dα =
√

π

2
σ and E(α2) = 2σ2.

Rayleigh fading with a strong LOS component is called Rician fading with Probability

Density Distribution f(α),

f(α) =
α

σ2
exp

(
−α2 + K2

2σ2

)
I0

(
αK

σ2

)
,

where K is the coefficient that indicates how strong the LOS component compared to rest of the

received signal. I0 is the zero-order modified Bessel function. I0 is given by

I0(s) =
1
2π

∫ 2π

0

exp (s cos θ) dθ,

and K is the ratio of the LOS component power over the total power of all other scattered power,

i.e.,

K =
α2

2σ2
.

As K goes to 0, the LOS component is so weak that Rician fading becomes Rayleigh fading. As K

approaches infinity, the LOS component dominates, and there is no fading at all.

The calculation of communication range for a given wireless communications format de-

pends on the RF propagation model employed. We use the two-ray path loss model for flat terrain

presented in [58] to predict the average strength of receiving signals within a small interval. First,

we obtain the Fresnel zone distance Df by

Df =
4hbhm

λ
,

where hb is the antenna height of the RSU and hm is the antenna height of OBU. Before the Fresnel

zone distance Df , the average received power Pr at the OBU can be approximated by the free-space

propagation-path loss formula

Pr(d) = PtGtGr

(
λ

4πd

)2

,∀d ≤ Df ,



46

where Pt is the transmitting power, Gt is the gain of transmitting antenna, and Gr is the gain of

receiving antenna. After the Fresnel zone distance Df , the average received power Pr(d) at the OBU

can be approximated by the two-way model’s formula,

Pr(d) = PtGtGr

(
hbhm

d2

)2

, ∀d > Df .

Since the formula does not include wavelength as a variable, it is not an accurate prediction of path

loss. However, it is useful in explaining the 40 dB/decade path loss as a function of distance d.

In summary, the average power of received signals Pr(d) can be expressed in decibels as

follows,

Pr(d) =





PTX − L1 − 20 log (d), 1 ≤ d ≤ Df

PTX − L1 − 20 log (Df )− 40 log
(

d
Df

)
, d > Df

(3.2)

where PTX is the transmission power, and L1 is the average power loss in decibels at 1 meter.

3.3 Communication Range vs Speed

Receiver sensitivity, denoted as Rs, is defined as the minimum receiving power to achieve

given packet error rate (PER) for a given packet size. Theoretically Rs can be calculated as

Rs = Nt + Ns + SNRmin, (3.3)

where Nt is the thermal noise (dBm) caused by electron activity in a resistive source, Ns is the

system noise figure (dB), and SNRmin is the minimum theoretical SNR (dB) required for a given

PER using the desired modulation in the absence of any channel interference.

Formula (3.4) illustrates how thermal noise Nt can be computed,

Nt = 10 log (k · T ·BW ) , (3.4)

where k is the Boltzman’s constant (1.38 ∗ 10−23 Joules/K), T is the resistor’s working temperature

in Kelvin (K), and BW is the frequency spectrum used by the wireless system. Formula (3.4) can
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be rewritten as

Nt = 10 log (k · T ) + 10 log (BW ) . (3.5)

The first component is the thermal noise power in a 1 Hz bandwidth, called thermal noise floor. To

simplify the comparison of receivers, a reference noise temperature is set to be room temperature

290K. At room temperature, the mean thermal noise floor is

log
(
1.38 · 10−23 · 290 · 1)

= log
(
4.002 ∗ 10−23

)
= −174dBm.

The second component in (3.5) indicates how frequency contributes to the overall thermal noise. The

interesting point is that a doubling of data rate increases the receive sensitivity by 3dB (10log2=3dB)

because of increased thermal noise.

The RF front-end system of receivers generates noise by itself, called system noise figure.

The system noise figure Ns indicates the design quality of a radio receiver. It determines the

sensitivity of the radio receiver and it is associated with elements such as the RF amplifier. Typical

system noise figures for practical radio receivers are in the range of 2 to 20 dBm, depending on

circuit, process, supply power, etc.

SNRmin is the acceptable minimum SNR for a receiver to achieve given PER at given

packet size. For example, in IEEE 802.11a, at date rate of 6Mbps, SNRmin must be at least 5dB

so that the PER is less than 10% at a PSDU length of 1000 bytes.

In general, SNRmin strongly depends on modulation/demodulation and coding schemes.

In case of multipath fading wireless channels, SNRmin also depends on Doppler spread. Therefore,

SNRmin is a function of speed v. As a result, in multipath fading channels, Rs also depends on

speed v.

Using the equation (3.2) for the path loss model, and solving for the distance between

transmitter and receiver, we have the following

d(v) =





10[PT X−L1−Rs(v)], Pr (Df ) ≤ Rs(v) ≤ PTX − L1

Df · 10[PT X−L1−Rs(v)−20 log (Df )], Rs(v) ≤ Pr (Df ) ,

(3.6)
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where Pr (Df ) is obtained by substituting d = Df into equation (3.2). Note here that communication

range d is a function of speed v, because receiver sensitivity Rs depends on SNRmin, which is closely

related to speed v.

3.4 Numerical Results

An end-to-end baseband PHY layer model of IEEE 802.11a from MATLAB file exchange

center has been used for our extensive SIMULINK simulations. The model supports all manda-

tory/optional data rates with modulation/demodulation, coding, and interleaving schemes defined

in 802.11a standard, although only 6 Mbps data rate with BPSK and 1/2 Convolutional coding

and puncturing is used in our simulations. The Rayleigh fading block and Rician fading block from

standard SMULINK library are used to configure the fading channels.

In most cases it is complex to get a closed-form SNRmin formula for different parameters of

802.11a. To simplify the problem, our SNRmin is obtained from extensive SIMULINK simulations.

Fig.3.3 plots the SNRmin as a function of Rician K-factor. As K becomes larger, a smaller

SNRmin is required to achieve desired performance. Therefore, as seen in Fig.3.5, a larger LOS

component means better channel condition and longer communication range, which is consistent

with our intuitive understanding.

Fig.3.4 shows the additional TX power required to achieve the same communication range

as that of LOS case with K-factor value of 10. In the design of a packet wireless system, a fade

margin has been taken into account to combat multipath fading channels. Considering the worst case

fading, Rayleigh fading, we usually use a fade margin of x dB, i.e., increase the receiver sensitivity

by x dB. Similar results are found in Fig.3.4, if we compare the Rician fading case with K = 10 and

Rayleigh fading case.

Fig.3.6 plots the SNRmin as a function of user speed for different Rician K-factor values.

Substituting SNRmin into equation (3.6), we get Fig.3.7, which plots the range as a function of user



49

0 1 2 3 4 5 6 7 8 9 10
4

5

6

7

8

9

10

11

K

S
N

R
m

in
 (

d
B

)

SNR
min

 (dB) of IEEE 802.11a vs Rician Coefficient K

Figure 3.3: SNRmin vs Rician coefficient K

speed. Generally, as speed increases, SNRmin increases, and the communication range is shorter.

It implies that as user speed increases, the cell coverage of packet wireless networks will be reduced,

and denser deployment is needed to service the same area.

One way to combat the range reduction introduced by mobility is to increase the maximum

power limit. For example, 802.11p increases the power limit from 20dBm of 802.11a to 28.8dBm.

Additional transmission power is needed to keep the same range is shown in Fig.3.8. In a Rayleigh

fading channel, the worst condition fading channel, as speed increases, it is not realistic to keep the

same communication range by increasing the TX power.

Some parameters used for our calculation can be found in Table 3.1.

Parameter Value Parameter Value
fc 5.9GHz hb 3m
Pt 20dBm hm 1m
Gt 0dB Gr 0dB

Table 3.1: Parameters for the computation of communication range
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Figure 3.4: Additional TX Power vs Rician coefficient K

3.5 Concluding Remark

The increased mobility of users in packet wireless networks often results in fading, which

changes some basic parameters of wireless systems. Extra efforts such as more transmission power,

short cable between the radio and the transceiver, high-gain antennas, or denser deployment are

needed to maintain the same service quality.

Analyzing, understanding and managing important parameters such as communication

range in common network deployments can help alleviate the confusion about performance degrada-

tion and help wireless network designers make an informed choice. However, the calculation provided

in this chapter only determines the theoretical maximum range. Due to many other factors such as

antenna efficiency, cable loss, interference, and physical environment, etc., the actual communication

range may be much smaller than the theoretical value.
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Chapter 4

Impact of Adaptive Modulation on

TCP Throughput in Rayleigh

Fading Channels

4.1 Introduction

Data-oriented high-speed wireless networks, such as wireless LANs and fixed broadband

wireless networks, provide connectivity to a packet-based wired backbone network like Internet.

Popular applications on wired networks including WWW, email, and file transfer applications, use

TCP (Transmission Control Protocol) as the transport layer protocol for reliable data delivery across

networks. To keep backward compatibility and allow seamless integration with wired networks, the

use of TCP protocol over new generation high-speed wireless networks is inevitable.

The performance of all applications built on the TCP protocol is significantly affected by

the TCP throughput in steady state. TCP throughput is determined mainly by the congestion/flow

control mechanisms. In wired networks, TCP relies on packet drops as the indication of congestion.
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It assumes a relatively reliable underlying network so that most packet losses are due to congestion

that results in queue overflows in routers. The TCP source infers the presence of congestion either

from the receipt of three duplicate acknowledgements (ACKs) or after the timeout of a retransmit

timer, and then invokes congestion control mechanisms. However, in wireless networks, path loss,

thermal noise, fading, and interference cause significant bit errors. Therefore, congestion is not the

main reason of packet loss in wireless networks.

Recent research efforts have been made to model TCP congestion/flow control behavior

and derive the steady TCP throughput. The analytical models of TCP over wired links (packet

losses caused only by queue overflow in routers) have been studied in [55, 68, 81]. They all as-

sume independent packet losses. But this assumption might not hold for wireless links with fading

channels, where the channel has memory and packet losses are highly correlated. Assuming con-

stant symbol transmission rate for all packets, [1, 108] present analytical models of TCP over fading

wireless channels.

As wireless technology advances, the assumption of constant symbol rate transmission and

fixed modulation scheme may not hold. Wireless communications occur in the public space, where

signal transmissions suffer from many deterministic and nondeterministic factors such as path loss,

shadowing, fading, etc. As a result, the wireless channel has a time-varying condition and capacity.

Thus transmission techniques such as adaptive modulation, will play an important role in increasing

the spectrum efficiency (throughput/channel bandwidth). For a given symbol transmission rate, the

modulation scheme determines the data rate. Together with the modulation scheme, the symbol

error rate introduced by channel condition will determine the efficient throughput. The best modu-

lation scheme needs to be dynamically chosen for a time-varying channel condition to maximize the

spectrum efficiency. Adaptive Modulation is one of the key enabling techniques in the new genera-

tion standards for wireless systems that have been developed to achieve high spectral efficiency on

fading channels.

However, the impact of adaptive modulation on TCP throughput has not been well studied.
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We present an analytical model of TCP congestion/control behavior with adaptive modulation

enabled in Rayleigh fading wireless channels. The remainder of this chapter is organized as follows:

section 4.2 briefly introduces the TCP protocol and its two variants, Tahoe and Reno. The system

model, the threshold-based adaptive modulation, and the discrete Markov chain model of Rayleigh

fading channel model are introduced in section 4.3. Section 4.4 models TCP congestion/flow control

behavior using the discrete Markov chain. The analysis of TCP Tahoe and Reno is given in section

4.5. The model validation using NS2 simulations is presented in section 4.6, where we also propose

a cross-layer approach to adaptively optimize TCP throughput based on the detection of physical

layer parameters.

4.2 TCP Tahoe and Reno

TCP provides a connection-oriented and reliable end-to-end communication between pairs

of processes in computers that are interconnected via data networks. As an important component

in the layered TCP/IP protocol architecture, TCP obtains a simple and unreliable datagram service

from the IP protocol [50, 76, 93]. TCP performs the following typical transport layer functions:

connection setup/teardown; transferring a continuous byte stream; recovering from loss, corruption,

duplication, delay, or reordering of packets that can occur in IP layer; flow control; congestion control;

multiplexing/demultiplexing of multiple connections within a single computer. In this chapter, we

are only interested in modeling TCP congestion control and flow control that play a dominant

role in determining the steady state performance of a large file transfer. The algorithms for TCP

congestion control and flow control contribute to the great success of today’s Internet in spite of

limited networking resource and diverse usage patterns.

Each byte of data sent over a TCP connection has a sequence number. The sequence

number is monotically increasing with wrapping back. Thus each byte that is received successfully

can be acknowledged. TCP divides the contiguous byte stream from applications into TCP segments
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Figure 4.1: The sliding window for TCP protocol

with variable length to transmit them. Cumulative positive acknowledgments from the receiver to

the sender specify the sequence number of the next byte that the receiver expects to receive, and

confirm that bytes with previous sequence numbers have been received successfully.

A window-based flow control mechanism is deployed in TCP. As shown in Fig.4.1, both

the TCP sender and the TCP receiver maintain a sliding window. The sender updates three vari-

ables: LastByteAcked, LastByteSent, LastByteWritten. The receiver also updates three variables:

LastByteRead, NextByteExpected, LastByteRcvd. Sending Window Size W is the upper bound

on the number of outstanding bytes (sent but not acknowledged) the sender can transmit, which

means LastByteSent-LastByteAcked ≤ W . Receiving window size, Wmax, is the upper bound on

the number of out-of-order bytes the receiver is willing to accept, which means LastByteRcvd -

LastByteRead ≤ Wmax. Actually Wmax is the maximum buffer size allocated for a TCP connection

by the receiver. TCP flow control prevents sender from overflowing receivers buffer, and properly

match the transmission rate of sender to that of the receiver. During the three-way handshaking

phase of TCP connection setup, the receiver advertises Wmax via AdvertisedWindow field in TCP

header to the sender. During the data transfer, each ACK will carry variable AdvertisedWindows

(Wmax - (LastByteRcvd - LastByteRead)) that is never greater than Wmax.

The sender may send all packets within the sending window without receiving an ACK,

but it must start a timeout timer (RTO) for each of them. The receiver must acknowledge each

packet received, indicating the sequence number of the last well-received packet. Whenever an ACK
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is received, the window variables of TCP sender is updated so that the sending window slides to the

right.

Although the sequence number and window size are byte-oriented, we will switch to packet-

oriented sliding window model to simplify analysis and reduce unnecessary computation complexity.

With the assumption of constant-length TCP segment, the analysis in this chapter is equivalent to

the byte-oriented model. In addition, TCP segment is called TCP packet in this chapter.

TCP Congestion control introduces congestion window W , a variable set by the TCP

sender for each connection, to keep sender from overrunning buffers in routers. Congestion window

W is also the upper bound on the number of outstanding packets. Based on the current traffic load

condition in networks, a variety of sophisticated congestion control algorithms dynamically configure

the window size W . Since the slowest part of the network and receiver should be accommodated,

TCP flow control and congestion control work together to configure the TCP sending window to

min {W,Wmax}. Since the sending window W is adaptively changed mostly by congestion control

algorithms, it is also called the congestion window.

Since the Internet suffered from congestion collapse in the late 80’s [50], several congestion

control algorithms were proposed and implemented to prevent the TCP senders from overwhelming

the resources of the network. In 1988, TCP Tahoe was introduced with three congestion control

algorithms: slow start, additive increase/multiplicative decrease (AIMD), and fast retransmit. Since

then, many modifications have been made to TCP and several different versions of TCP have been

implemented [22, 72, 93]. TCP Reno revises TCP Tahoe by modifying the fast retransmit to include

fast recovery. TCP Vegas implements a fundamentally different congestion avoidance algorithm

than TCP Reno [13]. It uses the difference between expected and actual flow rates to estimate the

available bandwidth in the network. Another conservative extension of TCP Reno is TCP SACK,

which adds Selective Acknowledgment to TCP [22]. In this chapter we study the two most widely

used variants of TCP protocol, Tahoe and Reno.

The slow start is used to probe the network to estimate the available bandwidth at the
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beginning of a transfer or after loss recovery. A slow start threshold variable, Wth, is introduced to

determine whether the slow start should be invoked. The minimum value of Wth is 2. When a TCP

connection is established, W is first set to 1, and then on each received non-duplicate ACK, W is

updated by

W = W + 1, ∀W < Wth

which implies doubling of W for each RTT.

Slow start is followed by congestion avoidance when W ≥ Wth. During congestion avoid-

ance, AIMD mechanism is invoked. The congestion window W is incremented by 1 per RTT (Ad-

ditive Increase)

W = W +
1
W

, ∀W ≥ Wth

until congestion or a packet loss is observed, e.g., either a retransmit timer expires or three duplicated

ACK (four identical ACKs) are received. If a retransmit timer expires, W and Wth are updated by:




W = 1

Wth = max
{
2,

⌈
W
2

⌉}

and the sender retransmits the lost packet. If the retransmission fails, exponential backoff algorithm

of the retransmit timer is triggered. In this chapter, we assume that multiple consecutive retransmit

Timer expiration will not happen.

Duplicate ACKs can be either caused by lost packets or by reordered packets. If only one

duplicate ACK is received, the sender may not know what really happened. However, if several (3 in

RFC 793 [76]) duplicate ACKs are received, it is reasonable to infer that a packet loss has occurred.

Then fast retransmit is used by both Tahoe and Reno to speed up the retransmission process. With

fast retransmit, after receiving three duplicate ACKs, the sender will not wait for the retransmit

timer to expire, and it will retransmit the lost packet immediately instead.

By and large, the TCP congestion window evolution is the same for TCP Tahoe and Reno.

However, after the retransmit caused by three duplicate ACKs as the congestion indication, Tahoe
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and Reno respond in different ways. TCP Tahoe simply updates W and Wth in the same way as

in the case of a retransmit timer expiration. However, if W is large and available bandwidth is not

small, TCP sender has to spend some time probing the network again for the already known Wth.

It would be reasonable for the sender to continue from the start of the congestion avoidance phase.

The fast recovery algorithm is proposed in Reno TCP to follow the fast retransmit phase until a

non-duplicate ACK arrives.

At the beginning of fast retransmit and fast recovery phase, TCP Reno updates W and

Wth by





Wth = max
{
2,

⌈
W
2

⌉}

W = Wth + 3

and retransmits the lost packet without waiting for the retransmit timer to expire. Note that three

duplicate ACKs also means three packets have left the network and the pipe has empty slots for

three packets. So the congestion window W is Wth +3 instead of Wth. For each additional duplicate

ACK received, W will be increased by 1. Thus the congestion window W will be artificially inflated

by the number of packets that have left the network and been buffered by the receiver. To preserve

the ACK-clocking property of TCP, each arrival of such additional duplicate ACKs at the sender is

used to clock the transmission of a new data packet, if it is allowed by the congestion window. The

arrival of a non-duplicate ACK (a recovery ACK) advances TCP sender from fast recovery phase to

the congestion avoidance phase. At the end of fast recovery, TCP Reno updates W and Wth by




Wth = max
{
2,

⌈
W
2

⌉}

W = Wth

.

The congestion window W is deflated to Wth so that the Additive Increase starts again.

TCP Reno improves the performance of TCP Tahoe when a single packet from the out-

standing packets within the same congestion window (loss window) is lost. However, it suffers from

multiple packet losses in the same loss window. As pointed out in [22], the TCP Reno sender is
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often forced to wait for a retransmit timeout when two or more packets in the same loss window are

dropped. In this chapter, we are interested in two or more packet losses in the same loss window

before the fast recovery for the first lost packet is initialized. To simplify the modeling, we adopt

the same assumption as in [108], i.e., in small bandwidth×delay links, two or more packet losses in

the same congestion window before the fast recovery of the first lost packet is initialized, will finally

cause the expiration of a retransmit timer.

4.3 System Model and Basic Assumptions

4.3.1 System Model

We consider a TCP connection between a server in a wired network and a mobile client

with a dedicated wireless link to the wired network. A large file is being transferred from the server

to the mobile client via FTP. The FTP transmission time is long enough for the connection to reach

the steady TCP state. Ignoring TCP connection setup/teardown procedure, we are only interested

in the bulk data transfer performance in steady state. The rate in wired links is considered much

higher than the rate in wireless links. To ignore the effect of queuing caused by the intermediate

system, the Drop-Tail buffer in the wireless base station is assumed nonempty at all time.

The wireless channel between the base station and the mobile client is assumed to be a

single user discrete-time channel degraded by multipath fading, as shown in Fig.4.2. The channel has

stationary and ergodic time-varying random gain and additive white Gaussian noise. We assume that

the channel is slowly varying when compared to the symbol or frame transmission time. Therefore

the channel between the transmitter and receiver is considered to remain approximately the same

during a packet transmission. Define the signal transmission bandwidth to be B, the two-sided

power spectral density of noise to be N0/2, the average bit energy to be Eavg, and the Rayleigh

channel fading amplitude to be α, then the Signal-Noise-Ratio (SNR) becomes γ =
α2 · Eavg

B ·N0
. In
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Figure 4.2: The block structure of the communication system

Rayleigh fading channel, the Probability Density Function (PDF) is given by:

f(γ) =
γ

δ2
· exp

(
− γ2

2δ2

)
, γ > 0

where δ is the Root Mean Square (RMS) value of received voltage before envelope detection, called

the fading envelope of the Rayleigh channel.

The block diagram for both the transmitter and the receiver that we are working with is

shown in Fig.4.2. The input to this system is a bit sequence. The modulation bank accepts the

bit sequence and produces the modulated symbol sequence. Only BPSK, QPSK, QAM-16, and

QAM-64 are implemented in the modulation bank. The change in modulation scheme follows the

decision made by Adaptive Modulation and Coding Control block. It can switch among these four

modulation schemes before the transmission of a packet. The decision of modulation scheme selection

is sent via feedback channel or command to the transmitter based on the continuous monitoring of

Signal Noise Ratio at the receiver. Ideal detection conditions are assumed (matched filter, no Inter-

Symbol Interference). The symbol rate is the same for all modulation schemes, and the different

constellation size for the modulation scheme causes a different data rate.

4.3.2 Adaptive Modulation

Let Es be the average transmission energy per symbol (Watts) at the receiver input, Eb be

the average transmission energy per bit (Watts, over one-bit interval) at the receiver input, N0/2 be
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the single-sided noise power density (Watts/Hz), and M be the modulated bits per symbol. Define

Q (x) =
1
2
erfc

(
x√
2

)
=

1√
2π

∫ ∞

x

exp
(
− t2

2

)
dt.

Then the symbol error probabilities for BPSK (M=2) and QPSK (M=4) [74] are

Ps,BPSK = Q

(√
2Eb

N0

)
,

Ps,QPSK = 2Q

(√
2Eb

N0

)
.

The approximate symbol error probabilities for QAM-16 and QAM-64 [74] are

Ps,QAM−M = 2 · (1− 1√
M

) ·Q
(√

3
(M − 1)

· logM
2 · 2Eb

N0

)
,

where M = 16 and 64 respectively. Let Pb be the bit error probability and Ps be the symbol error

probability, then we have

Pb =
Ps

logM
2

.

The Signal-Noise-Ratio α =
Es

N0
for BPSK, QPSK, QAM-16, and QAM-64 is

Eb

N0
,

2Eb

N0
,

log16
2

Eb

N0
, and log64

2

Eb

N0
, respectively [74].

We further assume that the constant frame length is L bits and bits of the same frame are

corrupted uniformly with probability Pb for given SNR α. Let Pf be the frame error probability for

given SNR α, Rs be the symbol rate, and Rd be the efficient average date rate, then we have

Pf = 1− (1− Pb)
L
,

and

Rd = Rs · (1− Pf ) · logM
2 .

Fig.4.3 shows the efficient Data Rates as a function SNR α for different modulation schemes.

It is found that no modulation scheme achieves best data rates over a wide range of signal noise ratio.

The range of received SNR α can be partitioned into a finite number of non-overlapping intervals,

such as [A1, A2), [A2, a3), ..., [Ak−1, Ak), ..., [AM ,∞) (In this chapter M = 4 and 0 = A1 < A2 <
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...AM < AM+1 = ∞). For each SNR within interval [Ai, Ai+1) (1 ≤ i ≤ M), a particular modulation

scheme provides the best data rate Ri. Since the wireless channel condition is always changing and

the signal quality is unpredictable, adaptive modulation always chooses the best modulation scheme

based on the Channel Side Information (CSI) obtained from the receiver.

In this chapter, we assume that the threshold-based adaptive modulation is implemented.

Ideal conditions are assumed for adaptive modulation: no channel estimation error, no feedback

transmission error, no channel state feedback delay, and no peak power constraint, etc. It is also

assumed that all management and control frames are transmitted correctly and in time. The basic

procedure for adaptive modulation follows:

• The receiver constantly measures and estimates current SNR α.

• The SNR α is converted into the packet error probability for each modulation scheme.

• Based on a target packet error probability, select a modulation scheme that yields the highest

data rate while remaining within the BER target bounds.

• The receiver sends the decision of modulation scheme back to the transmitter via control
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channel or management frames. Both the receiver and the transmitter switch to the new

modulation scheme.

4.3.3 Channel Modeling

We are interested in closed-form analytical formulas for the channel. As discussed in [95],

any partition of the received SNRs into a finite number of ranges leads to a finite-state Markov

chain (FSMC) model, which we can use to approximate the Rayleigh fading channel. In our study,

the finite ranges come from the intervals defined for the adaptive modulation in section 4.3.2, i.e.,

[Ai, Ai+1), i = 1, 2, ...,M . Let S = {s1, s2, ..., sM} be the set of channel states in the FSMC model,

and let α(α ≥ 0)) be the received SNR. If Ak ≤ α < Ak+1(k = 1, 2, ...,M), the channel is said to be

in state sk. Let Sn(Sn ∈ S; n = 1, 2, ...) be the discrete Markov stochastic process for the channel

evolution. Then the fading channel can be fully defined by the M ×M state transition probability

matrix T , the M × 1 steady state probability vector −→π =[π1,π2,..., πM ], and the M × 1 crossover

packet error probability vector −→e =[e1,e2,...,eM ].

Let ρ be the expectation of α over all ranges (ρ = E[α]). The PDF function of the Rayleigh

fading is

fA(α) =
1
ρ
· exp

{
−α

ρ

}
.

Then the steady state probability of state i (i = 1, 2, ..., M) is

πi =
∫ Ai+1

Ai

fA(α)dα =
∫ Ai+1

Ai

1
ρ
· exp

{
−α

ρ

}
dα

= exp
{
−Ai

ρ

}
− exp

{
−Ai+1

ρ

}
.

Each element ti,j (i, j ∈ 1, 2, ..., M) of the state transition probability matrix T is defined

as

ti,j = Pr(Sn+1 = sj |Sn = si),

for n = 0, 1, 2, .... Assuming that the one-step state transition only occurs between neighboring
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Figure 4.6: Finite state Markov chain model for a Rayleigh fading channel

states as shown in Fig.4.6, we have

ti,j = 0, ∀|i− j| ≥ 2. (4.1)

Other non-zero state transition probabilities include

ti,i+1 =
Ni+1

R
(i)
t · πi

, i = 1, 2, ..., M − 1

ti,i−1 =
Ni

R
(i)
t · πi

, i = 2, 3, ..., M

ti,i =





1− ti,i+1 − ti,i−1, if 1 < i < M

1− t1,2, if i = 1

1− tM,M−1, if i = M,

(4.2)

where Ni(i = 1, 2, ..., M) is the level crossing rate function of state i for a Rayleigh fading channel

[95] and R
(i)
t (i = 1, 2, ..., M) is the long-term average transmitted symbols per second in channel

state i (i = 1, 2, ..., M). With modern high-speed wireless packet network systems, we assume that

R
(i)
t >> Ni or Ni+1 (i = 1, 2, ..., M − 1) hold. From [95], Ni(i = 0, 1, 2, ..., M) is given by

Ni =

√
2πAi

ρ
· fd · exp

{
−Ai

ρ

}
,

where ρ = E[α] and fd = v/λ (v is the terminal moving speed, λ is the wavelength, and fd is called
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the maximum Doppler frequency). Then the state transition matrix looks like

T =




t1,1 t1.2 · · · · · · 0

t2,1 t2,2 t2,3 · · · ...

0
. . . . . . . . . 0

... 0 tM−1,M−2 tM−1,M−1 tM−1,M

0 · · · 0 tM,M−1 tM,M




. (4.3)

Let the average bit error probability or crossover probability vector
−→
Pe of state i(i =

1, 2, ...,M) be Pe,i and the modulation scheme for state i be scheme i. Then Pe,i can be approximately

calculated based on the bit error probability function fe,i(α) for any given SNR α under modulation

scheme i. Following the derivation in [95] (see section 4.8), we have

Pe,i =

∫ Ai+1

Ai

1
ρ · exp

{
−α

ρ

}
· fe,i(α) · dα

∫ Ai+1

Ai

1
ρ · exp

{
−α

ρ

}
· dα

.

If the bit error probability function has the general form like

fe,i(α) = η ·Q
(√

ξ · α
)

, (0 < η&0 < ξ < 1), (4.4)

the closed-form average bit error probability in state i can be derived by a similar manipulation in

[95],

Pe,i =
η · (γi − γi+1)

πi
, (4.5)

where

γi =

√
ξ · ρ

ξ · ρ + 2
· F

(√
2 ·Ai · (ξ · ρ + 2)

ξ · ρ

)
+ exp

{
−Ai

ρ

}
· F

(√
ξ ·Ai

)
,

and πi is from equation (4.1).

Given the constant packet length L and the average bit error probability Pe,i for modulation

scheme i, the packet error probability ei is

ei = 1− (1− Pe,i)
L
. (4.6)



68

4.4 Markov Model of TCP Evolution

The sustainable TCP throughput is vital to a large file transfer, in which the TCP connec-

tion setup and termination only take a small fraction of overall transmission time. Therefore this

chapter ignores TCP connection setup/termination procedures, and concentrates on the stable TCP

stages. So TCP flow control and congestion control mechanisms play the most important role in

the TCP throughput. From the discussion in Section 4.2, it is found that the combined behavior of

TCP flow control and congestion control can be fully characterized by the following variables: slow

start threshold, current congestion window, maximum receiver window, current outstanding packets

in the sending window, and the timer status of each outstanding packet. If fast recovery is used, its

status also affects the TCP behavior. However, it is not practical to construct Markov states with

reasonable size based on all of these status variables. Moreover, the congestion window size and the

timer status of each outstanding packet may depend on past state transitions, which doesn’t satisfy

the Markov property.

To make the problem tractable, we only consider three state variables and sample these

states at some particular points k = tk. In the sampling time slots, one of following events occurs:

• A timeout timer for an outstanding packet expires

• A fast recovery phase is successfully finished in case of TCP Reno or a fast retransmit is

triggered in case of TCP Tahoe.

At these sampled time slots, all previous outstanding packets are acknowledged. So TCP’s memory of

outstanding packets and related timers are cleared. In addition, its congestion window only depends

on the TCP states at previous sampled time slots. Assume that the state is (Ak−1,Wth,W ) at

sampled time slot tk−1. If a timeout timer expires at sampled time slot tk, the state goes to

(Ak, dW/2e, 1); if a fast recovery is successfully completed at sampled time slot tk−1, the state goes

to (Ak, dW/2e, dW/2e).
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The state space Ωx is

Ωx = {(m,Wth, 1)} ∪ {(m,Wth,Wth)} ,

where m ∈ {1, 2, ..., M} and 2 ≤ Wth ≤
⌈

Wmax

2

⌉
. The first set includes all states caused by timeout

events of outstanding packets. States in the second set are caused by a successful fast recovery. Here

the congestion window size is not less than 2, which is consistent with related TCP RFCs and is

different from that in [108]. The simulator ns2 we used for this chapter is consistent with the TCP

RFCs in terms of the evolution of slow start threshold and congestion window size. The congestion

window size is always reset to be an integer after timeout expiration or successful fast recovery. So

the total number of states is M · 2 (⌈
Wmax

2

⌉− 1
)
.

For this Markov chain model, we need to calculate its stationary probability πt,i (i ∈ Ωx),

and the state transition probability Pi,j (i ∈ Ωx , j ∈ Ωx).

4.4.1 Computation of Transition Probability

With the assumption of small bandwidth×delay product and negligible ACK transmission

time, there is at most one packet being transmitted at any instance.

The exploration of only the sample space Ωx is not enough to analyze the transition prob-

ability Pi,j of the Markov Chain Model. The TCP dynamic behavior has to be incorporated into

the model for the performance analysis. It directly decides the transition probability, the delay, and

successful transmissions between two states in Ωx. To fully model the intermediate TCP evolution

procedure, we only need to memorize the correct window size, denoted by Y . All possible values of

Y can be calculated if the maximal window size Wmax and slow start threshold Wth are given. But

it will lead to a large state space. To reduce the state space, we define the intermediate TCP state

space to be ΩY .

Given the current window size Y , the protocol only cares how many more packets can be

transmitted and the values of the next window size and slow start threshold in case of packet losses.
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Assuming Wmax to be an even number, Y can be mapped into one element of set ΩY : [1, 2), 2,

[2, 3), [3, 4), ..., [Wmax− 1,Wmax), and Wmax. If Y is mapped to the same element in ΩY , they will

lead to the same TCP behavior.

During the derivation of transition probability at beginning state i, we track all possible

different transition paths from state i to any destination state j via one or more intermediate states

k in ΩY , and record all associated transform variables. If there are multiple paths from state i to

state j, these paths must constitute mutually exclusive transmission events. Therefore, we add all

probabilities for these paths from state i to state j together to get the transition probability Pi,j .

4.4.2 Discrete Semi-Markov Process and Throughput Calculation

In the previous section, to simplify the Markov chain formulation, we assume that the

holding time in each state out of the state space Ωx is the same. However, to calculate the average

throughput and delay, we have to take into account the random holding time in each state. This

section uses the semi-Markov process introduced in [108] to model the dynamic behavior of TCP.

Consider the TCP stochastic process Xk(t) with finite state space Ωx. Let Di,j be the

average amount of holding time, Ei,j be the average number of transmission attempts, and Si,j be

the average number of successful transmissions from TCP state i ∈ Ωx to TCP state j ∈ Ωx. The

corresponding matrices for them are denoted as D, E, and S, respectively.

To keep track of variables such as average delay, number of transmission attempts, and

number of successful transmissions that help to derive throughput, we define a vector of transform

variables z = (zd, zt, zs). Let ξi,j(Nd, Nt, Ns) be the probability that the system switches from TCP

state i to TCP state j after Nt transmission attempts with Ns successful transmissions and average

delay Nd. Since Nd, Nt, and Ns take non-negative discrete values, we have

Φi,j(zd, zt, zs) =
∑

Nd,Nt,Ns

ξi,j(Nd, Nt, Ns)zNd

d zNt
t zNs

s .

Based on the time of first packet loss, the evolution between two TCP states can be
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divided into two phases: before loss and after loss. In the phase before loss, TCP Tahoe and

TCP Reno have the same behavior and lead to the same intermediate TCP state. In the phase

after loss, due to different window adaptation mechanism, TCP Tahoe and TCP Reno demonstrate

different behavior and finally transfer to different TCP state, even though they have the same starting

intermediate TCP state and channel state. Since these two phases are independent, they can be

analyzed separately and then combined together to get the complete model of evolution between

two TCP states. Therefore, we introduce function Φ(1)
i,k (z) for the phase before loss from TCP state

i to intermediate TCP state k, and Φ(2)
k,j(z) for the phase after loss from intermediate TCP state k

to intermediate TCP state j. Then we have

Φ(z) = Φ(1)(z)Φ(2)(z),

where Φ(1, 1, 1), Φ(1)(1, 1, 1), and Φ(2)(1, 1, 1) represents the transition probability matrix between

two TCP states, from a TCP state to an intermediate TCP state, and from an intermediate TCP

state to a TCP state, respectively.

Then the matrix of average delay between any two TCP states can be calculated by

D =
∂Φ(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

= D1Φ(2)(1, 1, 1) + Φ(1)(1, 1, 1)D2,

where

D1 =
∂Φ(1)(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

,

D2 =
∂Φ(2)(zd, zt, zs)

∂zd

∣∣∣∣
zd,zt,zs=1

. (4.7)

Similarly, we can calculate the matrix of the number of transmission attempts, E, and the matrix

of the number of successful transmission, S.

Note that S can not be accurately estimated, because this will involve some packet trans-

missions in at least two cycles, which is against the memoryless assumption of each cycle. For

example, a particular outstanding packet in current cycle may be transmitted successfully without
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being acknowledged. Then possibly it will be retransmitted again in future cycles. If the first suc-

cessful transmission attempt is counted, we’ll get redundant counting for the same packets in future

cycles. However, it is also possible that the packet will be acknowledged cumulatively without re-

transmission in future cycles, then we do need to count it in the initial cycle to get an accurate

value. To avoid the computation complexity introduced by enumerating the transmission states of

all outstanding packets in the phase after loss, we adopt the bounding strategy presented in [108]

to handle this. If further information from future transmissions is needed to decide whether a suc-

cessful transmission should be counted, we get an optimistic throughput prediction (upper bound)

by counting it and get a pessimistic throughput estimation (lower bound) by ignoring it. In this

chapter we’ll use the optimistic approximation approach.

With the assumption of constant frame length L, since Φ(1)(1, 1, 1), Φ(2)(1, 1, 1), D, E, and

S are known, the steady average TCP throughput can be computed by

Throughput =

∑

i∈ΩX

πi

∑

j∈ΩX

Pi,jSi,jL

∑

i∈ΩX

πi

∑

j∈ΩX

Pi,jDi,j

.

4.4.3 Some Useful Functions

Given the channel state transition matrix T , we define d(c, n) to be the average delay

function as of the beginning channel state c, and the number of transmission attempts n. Define

Z =




zd1 zd2 ... zdM

zd1 zd2 ... zdM

...
...

. . .
...

zd1 zd2 ... zdM




.

We get a new matrix B by inner-product of T and Z (e.g., Bi,j = Ti,j · Zi,j) The average delay can

be calculated by using an intermediate transformation function βc,n(z) defined by

βc,n(z) = bc ·Bn, n ≥ 1, 1 ≤ c ≤ M,
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where bc is the cth row vector of the M -dimensional unit matrix IM×M . Then we have

d(c, n) =
∂βc,n(z)

∂z

∣∣∣∣
z=1

.

Denote the packet success probability matrix TS and the packet error probability matrix

TF by




TS = T ·B

TF = T · F
,

where

F =




e1 e2 ... eM

e1 e2 ... eM

...
...

. . .
...

e1 e2 ... eM




,

(ei is the cross-over packet error probability in modulation scheme i) and

F = 1−B.

Let G(n) be the event that n− 1 consecutive successful transmissions followed by a failure

transmission, the probability matrix for this event is

P [G(n)] = Tn−1
S · TF , n ≥ 1.

If the starting TCP state is i and the TCP state after n such transmissions is j, the corresponding

probability is αi,j(n) = P [G(n)]i,j .

Let H(k, n) be the event that there are k success transmissions in n consecutive transmission

attempts. If the starting TCP state is i and the TCP state after n such transmissions is j, the

probability is P [H(k, n)]i,j . The probability matrix P [H(k, n)] is:

P [H(k, n)] =
∑

i1,i2,··· ,iK

A1 · · ·Ai1 · · ·Ai2 · · ·Aik
· · ·An,

where
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• 1 ≤ i1 < i2 ≤ · · · ≤ iK ≤ n

• Ai1 = Ai2 = · · · = AiK
= TS

• Aj = TF ,∀j 6= i1, i2, · · · , iK .

Since the k for this chapter is usually small, we can use exhaustive list to calculate it.

Let B(k) be the event that a packet failure is immediately followed by k consecutive suc-

cessful transmissions. The probability matrix for this event is

P [B(k)] = TF · T k
S , n ≥ 1.

Let B(k, l, i), 1 < l ≤ k < i be the event that a packet loss is followed by k successful

transmissions within i consecutive transmissions and a second packet loss occurs at transmission

attempt l. The probability matrix for this event is

P [B(k, l, i)] = TF · T l−1
S · TF · P [H(k − l + 1, i− l)].

Note that after the first loss, there are l − 1 consecutive successful transmissions.

Define the channel state function ϕ(x) = c (1 ≤ c ≤ M) for any x = (c, Wth,W ∈ ΩX , and

ϕ(x) = c (1 ≤ c ≤ M) for any y = (c,W ) ∈ ΩY .

4.5 Analysis of TCP Tahoe and Reno

4.5.1 Computation of φ1(z)

For each of these TCP variants, the evolution of TCP states from X ∈ ΩX to Y ∈ ΩY is

determined and can be tabulated before a packet failure is detected.

As to the transform variables, the number of transmission attempts Nt is known to be

n, the average delay Nd = d(ϕ(X), Nt), and the number of successful transmissions Ns is n − 1.

Therefore, the transform function Φ(1)
XY (zd, zt, zs) is:

∑

n∈C(X,Y )

α(n)zd(ϕ(X),Nt)
d zn

t zn−1
s , n ≥ 1,
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where n = C(X, Y ) is the number of transmission attempts so that the TCP state goes from X to

intermediate TCP state Y .

4.5.2 Computation of φ2(z)

TCP variants differ in the way to detect and respond to packet losses, and in the packet

loss recovery mechanism. These difference will affect the model for each TCP variant and thus the

performance evaluation. Two TCP variants, TCP Tahoe and TCP Reno, will be discussed in this

chapter.

TCP Reno

Case 1: Fast retransmission is not triggered

If the TCP sender can’t receive K duplicate ACKs or less than K − 1 packets successfully arrive

at the TCP receiver, the retransmission will not be triggered. The reason for this can be further

divided into two cases:

Case 1.1: The case of bY c ≤ K

In this case, the number of allowable outstanding packets that triggers the duplicate ACK packet is

less than K − 1. Even if all outstanding packets and corresponding duplicate ACK packets can be

transmitted successfully, they are still not enough to start the fast retransmit caused by K duplicate

ACK packets. The TCP sender has to wait for the expiration of timeout timer. After the timeout

timer expiration, the slow start threshold will be halved, and current congestion window will be

reset to be 1. Therefore, the TCP state goes to X(k + 1) =
(
C, dY

2 e, 1
)
, 1 ≤ C ≤ M .

Since there is Nt = bY c− 1 transmission attempts within Nd = dRTO after the first packet

failure, the transform function Φ(2)
Y X(zd, zt, zs) is

WXY (dRTO)zdRT O

d z
bY c−1
t zNs

s ,

where WXY (dRTO) = T dRT O (here there is an approximation). Since we don’t enumerate all trans-

mission possibilities exhaustively in this case, Ns is uncertain. Thus the bounding approach is used
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here. In case that the value of a transform variable is unknown for the transition from TCP state

space to Intermediate TCP state space, we are only interested in the mean of that transform variable,

i.e., E[Ns] for this case. Using the union bound, we have:

0 ≤ E[Ns] ≤


bY c−1∑

l=1

M∑
m=1

−→
bj · Ts




i,j

.

Case 1.2: The case of bY c > K

In this case, less than K of bY c outstanding packets are successful transmitted so that the fast

retransmit can be triggered. After timeout timer expiration, the slow start threshold will be halved,

and current congestion window will be reset to be 1. Therefore, the TCP state goes to X(k + 1) =

(
C, dY

2 e, 1
)
, 1 ≤ C ≤ M .

The transform function Φ(2)
Y X(zd, zt, zs) should be

WXY zdRT O

d z
bY c−1
t zNs

s ,

where the probability WXY is

WXY = T
bY c
F + P [H(1, bY c)] + P [H(2, bY c)] + · · ·+ P [H(K − 1, bY c)] .

As to Ns, it should be less than K − 1.

Case 2: Fast retransmit is triggered

Case 2.1: Single Loss within the same congestion window

Retransmit Success

If the retransmission of lost packet is successful, K transmissions (including the retransmission) in

all will be attempted. After receiving the ACK for the retransmitted packet, TCP sender will change

both its slow start threshold and congestion window to be half of current congestion window. Then

TCP state will go to X(k + 1) =
(
C, dY

2 e, dY
2 e

)
.

The transform function Φ(2)
Y X(zd, zt, zs) should be

TK
S · zd(ϕ(X),K)

d zK
t zK

s ,
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where the delay can be equivalently obtained from this intermediate transform function as presented

in section 4.9.

Retransmit Failure

If the retransmission fails, then the TCP sender has to wait for the timeout timer expiration of

the lost packet. After receiving the Kth duplicate ACK, the congestion window becomes W ′ =

min
{dY

2 e+ K, Wmax

}
. After the timer expires, Then TCP state will go to X(k+1) =

(
C, bW ′

2 c, 1
)
.

The transform function Φ(2)
Y X(zd, zt, zs) should be

TK−1
S · TF zdRT O

d zK
t zK−1

s .

Case 2.2: Multiple Loss before Fast Retransmit

Suppose that the first packet loss occurs at transmission attempt 0. Before the Kth duplicate ACK

is received and the fast retransmit is triggered at transmission attempt i, a second packet loss occurs

at transmission attempt l. Before the second packet loss, l − 1 consecutive packets are successfully

transmitted. From transmission attempt l + 1 to transmission attempt i, exactly K − l + 1 packets

(not necessarily consecutive) need to be transmitted successfully to trigger the fast retransmit. The

relationship 0 < l < K < i holds in this case. Note here the multiple loss before fast retransmit is a

more strict condition than multiple loss within the same congestion window.

Based on the result of fast retransmit at transmission attempt i + 1, we can discuss two

further cases:

Retransmit Success

If the fast retransmit is successful at transmission attempt i + 1, the TCP fast recovery is getting

started, and the congestion window becomes W ′′ = min
{
dY

2
e+ K + 1,Wmax

}
. (Since one more

ACK caused by successful retransmit is received.) This is the result of inflation for fast recovery. It

will stop until a new ACK is received. Due to lack of more ACKs to trigger the second retransmit,

the retransmit timer for the second lost packet will finally expire at dRTO + l − ti. The transform
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function Φ(2)
Y X(zd, zt, zs) is

P [B(i, l)]T dRT O+l−izdRT O+l−i
d zi+1

t zNs
s ,

where i ≤ Ns ≤ K + 1. Here we count the successful retransmission at time i + 1.

Retransmit Failure

If the fast retransmit is not successful at transmission attempt i+1, the TCP sender will wait for the

ACK until the expiration of retransmit timer for the lost packet. Since no more ACKs come back,

the retransmit timer will expire at time dRTO−ti. The TCP state will go to X(k+1) =
(
C, dW ′

2 e, 1
)
.

The transform function Φ(2)
Y X(zd, zt, zs) is

P [B(K, l, i)]T dRT OzdRT O

d zi+1
t zNs

s ,

where i− 1 ≤ Ns ≤ K.

TCP Tahoe

Without fast recovery, the sampling time slots of TCP Tahoe for the Markov chain model

is different from that of TCP Reno. The TCP state space ΩX of Tahoe is a subset of the TCP state

space of Reno, i.e.,

ΩX = {(m,Wth, 1)} ,

where m ∈ {0, 1, 2, ..., M − 1} and 2 ≤ Wth ≤ dWthe. So the total number of states is M ·

3 (dWmaxe/2− 1). The intermediate TCP state space ΩY of Tahoe is the same as that of Reno.

Regarding the computation of Φ(2)
Y X , Case 1 of Tahoe is the same as Reno, while Case 2 of

Tahoe becomes much easier than Reno. In Case 2, whenever the fast retransmit is triggered by K

duplicate ACKs in Tahoe, the slow start threshold will be halved and the congestion window will

be set to 1. The success or failure of the retransmission doesn’t need to be memorized by current

TCP state. Therefore, the TCP state will go to X(k +1) =
(
C, dW

2 e, 1
)
, and the transform function
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Φ(2)
Y X(zd, zt, zs) is

P [B(K, i, l)]zdc,i

d zi
tz

Ns
s ,

where 0 ≤ Ns ≤ K.

4.6 Simulation and Numerical Results

4.6.1 Simulation Setup and Configuration

We use the network simulation tool NS2 to perform the simulations. The NS2 simulator

is developed by LBNL, UC Berkeley, and USC VINT project, with wireless extensions from the

CMU Monarch project. NS2 is an event-driven network simulator embedded into the OTCL (object

oriented version of TCL) Language. An extensible simulation engine is implemented in C++ and is

configured and controlled via an OTCL interface. A simulation is defined by an OTCL script. NS2

simulator is not used to reproduce the accurate behavior of a specific TCP variant. It is only used

to study the effect of adaptive modulation and congestion/flow control mechanisms on steady TCP

performance.

The NS2 simulator supports a multi-state Markov chain (MultiState) error model derived

from the ErrorModel class whose parent class is the Connector base class. The Connector base class

is for a link, so the MultiState loss module does not have the ability to attach the loss process to

an individual TCP flow. If we want to support multiple TCP flows over the same link, we need

to extend the original MultiState error model. With the MultiState error model enabled, the link

will be in one of a set of channel states. The MultiState module supports a separate loss module

for each channel state, with fixed state sojourn times. The unit of error can be specified in term of

packet, bits, or time-based. Packet is used as the unit of error in our simulations. The transition

state model matrix and an initial state have to be defined to control the activation of these loss

modules or channel states. To support our simulations, three files, errmodel.cc, errmodel.h, and
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ns-errmodel.tcl, have been changed to simulate the packet loss in a Rayleigh fading wireless channel.

The Rayleigh fading channel can be fully characterized by the maximum Doppler shift, fd,

and the average signal power, ρ. The Rayleigh fading envelope coefficients for the simulated link

are sampled every frame. The center carrier frequency is 2.4 GHz. We also do these simulations in

different scenarios of average Signal Noise Ratio ρ and Doppler shift fd. The threshold values for the

adaptive modulation are A1 = −∞, A2 = 12dB, A2 = 22dB, A2 = 28dB, A2 = +∞. Three different

average Signal Noise Ratios, 25dB, 30dB, and 35dB, are simulated. The values of fd are taken as

10 Hz, 20 Hz, and 30 Hz (At a carrier frequency of 2.4 GHz, the moving speed of user can be 2.8125

mph, 5.625 mph, and 8.4375 mph respectively). Four modulation schemes are used: BPSK, QPSK,

QAM-16, and QAM-64. No coding scheme is discussed in this chapter.

The Level Crossing Rates for different channels are shown in Table 4.1.

Speed(MPH) ρ (dB) N1 N2 N3 N4

2.8125 25 0 9.17142 7.98630 0.37365
2.8125 30 0 5.91137 10.6217 6.46814
2.8125 35 0 3.47076 7.84180 10.7505
5.625 25 0 18.3429 15.9726 0.74729
5.625 30 0 11.8227 21.2434 12.9363
5.625 35 0 6.94152 15.6835 21.5009
8.4375 25 0 27.5143 23.9589 1.12094
8.4375 30 0 17.7340 31.8651 19.4044
8.4375 35 0 10.4123 23.5254 32.2514

Table 4.1: Level crossing rate Ni (1 ≤ i ≤ M = 4) (crossings/second)

The stationary probability distribution of channel state si (1 ≤ i ≤ M) used in our simu-

lations can be found in Table 4.2.

ρ (dB) s1 s2 s3 s4

25 0.1808813 0.5351597 0.2773006 0.0066584
30 0.0611464 0.2672635 0.4666204 0.2049697
35 0.0197549 0.0985355 0.2758986 0.6058110

Table 4.2: Stationary probability distribution of channel state si (1 ≤ i ≤ M = 4)
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Supposing that the packet length is 1000 Bytes, the Doppler frequency is 10 Hz, and the

average received SNR is 30 dB, the channel state transition probability matrix T then is

T =




0.922660 0.077340 0 0

0.017695 0.950512 0.031793 0

0 0.018210 0.970701 0.011089

0 0 0.025245 0.974755




.

If only the Doppler frequency becomes 20 Hz, then the matrix T changes to

T =




0.845319 0.154681 0 0

0.035389 0.901023 0.063588 0

0 0.036421 0.941400 0.022179

0 0 0.050491 0.949509




.

If the Doppler frequency changes to be 30 Hz, then the matrix T is

T =




0.767979 0.232021 0 0

0.053084 0.851535 0.095381 0

0 0.054631 0.912101 0.033268

0 0 0.075736 0.924264




.

Table 4.3 shows all coefficients η and ξ for modulation schemes used in this chapter to

calculate the average Bit Error Probability based on formula in equation (4.5). The related average

Packet Error Probability is based on formula given in equation (4.5).

BPSK QPSK QAM-16 QAM-64
η 1 2 3/2 7/4
ξ 2 2 8/5 32/63

Table 4.3: Coefficients for Bit Error Probability fe,i(α)

In the simulation, a simple scenario with a sending node and a receiving node connected

by a wireless link is simulated. an FTP application is attached with the TCP agent at the sending
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node. The timeout timer is 500ms. Other TCP parameters are set to be their default values in

NS2. We ran the simulations for time long enough so that the TCP can reach steady state. Some

parameters for TCP protocol, for example, the packet size L, the advertised window size Wmax, and

the fast retransmit threshold K, are changed to observe how TCP throughput will be affected by

them under different link condition.

4.6.2 Simulation Results and Analysis

In all figures of this section, each symbol represents the average of many simulation results

with different random seeds. Some symbols are superposed because the simulation results are very

close to each other.

Effect of Packet Length

Fig.4.7, Fig.4.8, and Fig.4.9 show the long-term average throughput through long time

simulations and the theoretical average throughput with different packet length. The maximum

Doppler shifts for these three figures are 10 Hz, 20 Hz, and 30 Hz, respectively. Most simulation

results (lines) are close to the theoretical results (symbols), which validate our analytical model.

As you can find from these figures, the packet length is not directly proportional to the

throughput. Before a threshold of packet length that achieves the best throughput, TCP throughput

increases as the packet length becomes larger. However, after the threshold, the larger the packet

length, the lower the TCP throughput.

If the packet length is smaller, the packet loss probability will be lower, and the chance

to incur retransmit and timeout will be less frequent. Therefore, it is more likely that the TCP

maintains big congestion window. However, this doesn’t necessarily mean that TCP throughput

will increase as the TCP packet length decrease. Since the TCP throughput of payload portion also

depends on extra overhead introduced by protocol (TCP, IP, and MAC) headers. Small packet length

means large extra header overhead. There is a tradeoff between packet length and throughput.
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Figure 4.7: Average throughput vs packet length (fd=10Hz; Wmax=80Kb; Dup=3)
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Figure 4.8: Average throughput vs packet length (fd=20Hz; Wmax=80Kb; Dup=3)
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Figure 4.9: Average throughput vs packet length (fd=30Hz; Wmax=80Kb; Dup=3)

If the packet length is larger, the packet loss probability will be higher. The resulting

frequent retransmit and timeout will keep the average congestion window of TCP being small. In

addition, large packet size makes extra protocol header overhead negligible. Thus, it is more likely

the TCP throughput will decrease as the packet length increases after a threshold.

Effect of SNR α

It is not a surprise that TCP in fading channels with higher Signal-Noise-Ratio (SNR)

performs better, as shown in Fig.4.7, Fig.4.8, and Fig.4.9. With higher SNR, the average time that

channel spends in high-rate state is longer, and the there will be fewer packet losses due to fading.

As a result, the average window size of TCP will be larger, and more packets will be transmitted

successfully.

Effect of Doppler Spread fd

It is found that Doppler spread has a big impact on TCP performance. From Fig.4.10,

Fig.4.11, and Fig.4.12, we see that a larger Doppler spread leads to a lower TCP throughput if
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Figure 4.10: Average throughput vs Doppler spread (SNR=25dB; Wmax=80Kb; Dup=3)

other TCP parameters are the same. Since larger Doppler spread causes more frequent transitions

of channel states and modulation schemes, it is hard for TCP congestion control mechanisms to

accommodate the dynamic link characteristics. In addition, large Doppler spread increases the

transition probability between different channel states, and thus reduces the average time between

two corrupted packets (in bad channel states). Accordingly, as the Doppler spread becomes larger,

TCP congestion control mechanisms will be invoked more frequently, which will causes more serious

TCP performance impairment, as shown in Fig. Fig.4.10, Fig.4.11, and Fig.4.12.

One more interesting finding is that, as the Doppler spread becomes larger, the packet

length that achieves the best throughput becomes smaller, if other TCP parameters and the average

SNR are the same. The longer the packet length, the higher the packet error rate is. Fast fading

with large Doppler spread as well as high packet error rate pushes the packet length for the best

TCP throughput to the left side, as shown in Fig.4.10, Fig.4.11, and Fig.4.12. Therefore, in practical

applications, the selection of a good packet length should take the Doppler spread into account.
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Figure 4.11: Average throughput vs Doppler spread (SNR=30dB; Wmax=80Kb; Dup=3)
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Figure 4.12: Average throughput vs Doppler spread (SNR=35dB; Wmax=80Kb; Dup=3)
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Figure 4.13: Average throughput of Reno vs maximum received window size (SNR=35dB; DUP=3)

Effect of Maximum Advertised Window Size Wmax

From Fig.4.13 and Fig.4.14, we find that TCP performance in Rayleigh fading channels

depends weakly on the value of maximum advertised window size Wmax. The TCP throughputs in

simulations with Wmax = 40Kb, Wmax = 80Kb, and Wmax = 120Kb are very close to each other.

In wired networks, since congestion is the only reason for packet losses, the maximum window size

usually should be greater than the bandwidth-delay product of the link to achieve best performance.

However, in fading wireless channels, congestion control will be mis-invoked by packet losses in bad

channel states. The highly correlated packet errors usually will trigger RTO timeout more frequently

and more retransmissions in case of larger Wmax. In addition, the rate adaptation introduced by

adaptive modulation also makes TCP performance less sensitive to the choice of Wmax. Therefore,

in fading wireless channels, with adaptive modulation enabled, the maximum advertised window

size Wmax is not determinant to improve performance.
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Figure 4.14: Average throughput of Tahoe vs maximum received window Size (SNR=35dB; DUP=3)

4.6.3 Adaptive Configuration of TCP Parameters

As discussed before, in slowly Rayleigh fading channels, average TCP throughput Ft is a

function of average SNR α, maximum Doppler shift fd, packet length l, and maximum advertised

window size Wmax. Since α and fd come from system inputs, an adaptive control system can be

setup to dynamically configure packet length l, and maximum advertised window size Wmax. The

target of such an adaptive control system is to maximize the average TCP throughput for large file

transfer.

Numerous techniques have been proposed and used to estimate the Doppler spread. Most

of the prior techniques can be categorized into two classes: the techniques based on the level crossing

rate (LCR) [88] and the ones based on the covariance of the channel estimates [77]. The performance

of these techniques has been extensively studied and discussed in [40]. All these prior techniques

have proven to be efficient and robust to the variation of propagation medium provided that the

signal-to-ratio (SNR) is high enough.

As shown in Fig.4.15, two input state variables α and fd will be used. These two variables

can be detected or estimated by physical layer, and then be stored in MIB (Management Information
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Figure 4.15: Adaptive configuration of TCP parameters

Base) that is accessible to IP layer and transport layer. The controllable variables are l and Wmax.

When TCP service is requested in transport layer, transport layer and IP layer can exert appropriate

control actions by setting the TCP header or doing fragmentation using packet length that achieves

the best TCP throughput. Previous analytical and simulation results indicate that IP fragmentation

will be an efficient approach to improve TCP throughput.

The adaptive configuration of TCP parameters does not change the TCP module and

functionality that are defined in the standard or implemented in the operating system. Applications

have the same TCP interface as before. Only a piece of glue software between TCP layer and IP

layer is required. Our solution maintains backward compatibility with both TCP protocol and TCP

applications.

4.7 Conclusion and Future Work

We extended the analysis in [108] to study the TCP throughput with adaptive modulation

enabled over slowly Rayleigh fading channels. Although many approximations and bounding tech-
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niques are introduced to make the problem tractable, NS2 simulation results show that our model

is good enough to accurately predict steady throughput of TCP Tahoe and Reno. The analysis

presented in this chapter also provides solid foundation for dynamically adjusting TCP parameters

such as maximum advertised window and packet length to accommodate fading wireless links with

different condition.

4.8 Proof of the Average Bit Error Probability in State i

The proof is given here: Define

F (x) =
1√
2π

∫ x

−∞
e−

t2
2 dt = 1−Q(x)

to be the cumulative probability distribution function of a standard Gaussian random variable.
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Now we take the second term
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(If we change the integration order of variable α and β, the integration area is divided into

two parts, as shown in Fig.4.16)
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Substitute the result from equation (4.9) into equation (4.8), and then we have:

∫ Ai+1

Ai
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α
ρ · fe,i(α)dα = η · (γi − γi+1)
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if we define

γi =
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ξ · ρ + 2
· F

(√
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4.9 A Recursive Approach to Derive the Average Delay

Assume an initial source channel state i (1 ≤ i ≤ M), a destination channel state j (1 ≤

j ≤ M), and n channel state transitions between i and j. The channel state transition probability

matrix is T , as discussed in section 4.3.3, and the delay for each channel state i (1 ≤ i ≤ M) is di,

as discussed in section 4.3.3. We are interested in the average delay d(i, j, n) from channel state i

to channel state j after exact n state transitions. In section 4.4.3, a formula based on transform

function is given. However, the actual calculation of d(i, j, n) can be simplified by using the recursive

approach presented here.

Suppose the intermediate channel states from state i to state j are c2, c3, ..., and cn−1. By

definition, the average delay is

d(i, j, n)

=
∑

i,c2,...,cn−1,j

[
Ti,c2Tc2,c3 · · ·Tcn−2,cn−1Tcn−1,j ·

(
di + dc2 + dc3 + ... + dcn−1 + dj

)]

=
M∑

l=1

∑

i,c2,...,l,j

[
Ti,c2Tc2,c3 · · ·Tcn−2,lTl,j · (di + dc2 + dc3 + ... + dl + dj)]

=
M∑

l=1

Tl,j





∑

i,c2,...,cn−2,l

[
Ti,c2Tc2,c3 · · ·Tcn−2,l · (di + dc2 + dc3 + ... + dl)]

+dl ·
∑

i,c2,...,l

[
Ti,c2Tc2,c3 · · ·Tcn−2,l

]


 .

Now we define the cumulative probability X(i, j, n) from initial channel state i to final channel state

j after n transmission attempts as

X(i, j, n) =
∑

i,c2,...,cn−1,j

[
Ti,c2Tc2,c3 · · ·Tcn−1,j

]
.
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Figure 4.17: A recursive approach to calculate the average delay

Then the average delay d(i, j, n) can be rewritten as

d(i, j, n) =
M∑

l=1

[Tl,j · d(i, l, n− 1) + dl ·X(i, l, n− 1)] . (4.10)

Similar to dynamic programming or Viterbi decoding algorithm, equation (4.10) may be used to

recursively calculate the average delay.

The computation can be divided into stages based on the number of transmission attempts,

as shown in Fig.4.17. Each stage has a number of channel states associated with it. For any channel

state at each stage, we store two metrics: the average delay d(i, j, n) and the average probability

X(i, j, n). The transition between channel states at adjacent stages follows the finite state Markov

channel model and its associated transition probability matrix. For stage n, we only need two

metrics of all channel states at previous stage n−1, based on equation 4.10. We begin by computing

all d(i, ., n) and X(i, ., n). Then we need to compute all d(i, ., n − 1) and X(i, ., n − 1), continuing

to work backward in this fashion until all d(i, ., 1) and X(i, ., 1) have been computed based on the

channel state transition probability matrix.

However, forward recursions are used to calculate the average delays in practical case. We

begin by calculating d(i, ., 1) and X(i, ., 1) for all possible states at stage 1. Then we calculate

d(i, ., 2) and X(i, ., 2) for all possible states at stage 2, and so on. Note that the computation needs
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to be done only once and stored in a table. Therefore, explicit exhausted enumeration of all paths

from the initial state to the final state can be avoided. Thus the computation effort for the average

delay is significantly reduced by the forward recursive technique.
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Chapter 5

Exploiting Multi-user Diversity for

Improvement of TCP Performance

over Fading Channels

5.1 Introduction

Until recently, wireless networks were built in an environment where voice traffic domi-

nated. However, data traffic has grown dramatically over the last decade. The wireless industry is

undergoing an unprecedented wave of innovation. As a result of this rapid evolution, many wireless

standards are currently in deployment and in various stages of ongoing development, including IEEE

802.11 wireless LANs (WiFi), IEEE 802.16 wireless MANs (WiMAX) and lots of their variants [17].

The transmission rates of new wireless networks based on these standards will be significantly higher

than those derived from voice-oriented and circuit-switching wireless networks such as GPRS and

CDMA2000. For example, the highest rate of IEEE 802.11a/g is 54 Mbps, IEEE 802.11n may work

at rate of more than 100 Mbps, and IEEE 801.16 is intended to support data rate of 70 Mbps. The
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new wireless networks help to alleviate the limits on many bandwidth-intensive applications imposed

by current low-rate local access infrastructure.

The convenience of wireless networks such as untethered connection, mobility support, low

cost, fast setup, and flexible configuration, is built on a scarce resource, the radio spectrum. Since

wireless communications occur in the public space, it is also subject to distortion and attenuation

by various factors such as terrain, buildings, moving objects, thermal noise, interference from other

channels, etc. With today’s huge demand for wireless connections, there is a seriously shortage of

radio spectrum. The promise of high data rates for new wireless data services and applications can

be realized only if radio spectrum is used in an efficient way.

We are interested in service quality of data wireless communications to mobile users, where

the time-varying nature of multipath fading causes amplitude and phase fluctuations, and time

delay in the received signals. To mitigate the effect of multipath fading caused by user’s mobility in

high-speed wireless networks, many forms of diversity that benefit from independent fading channels

have been utilized. Successful examples include spatial diversity and multi-user diversity [2, 31, 52,

56, 89, 90]. Spatial diversity increases the performance of a single wireless link by use of multiple

antennas between the transmitter and the receiver, while multi-user diversity increases the aggregate

performance of many independently fading links.

Most multi-user diversity research seeks to increase the UDP throughput or PHY through-

put in saturation state. However, UDP is much simpler than TCP, another basic component of

TCP/IP protocol suite, which has been widely used by many classical TCP/IP applications such

as WWW, FTP, and Email, etc. In this chapter, Multi-user diversity is used to combat multipath

fading to achieve better TCP performance in high-speed wireless networks. We propose a simple

modification of the widely used Proportional Fair scheduling algorithm, and then we make the TCP

receive window aware of channel states. Simulations demonstrate our revisions lead to performance

improvement. The main target system is IEEE 802.16e wireless MANs, which provide efficient basic

mechanisms to support our solution.
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5.2 System and Channel Model

5.2.1 System Model

As shown in Fig.5.1, a wireless-cum-wired network scenario is considered. We focus on

wireless subsystem within the dotted frame. The subsystem is an IEEE 802.16e wireless MAN

with a Base Station (BS) and N active Subscriber Stations (SS). BS is connected to the Internet

via a high speed wired link. Uplink (from SS to BS) transmission is addressed. However, since

transmission scheduling in base station of IEEE 802.16e is bidirectional, the results may apply to

downlink transmission as well.

Figure 5.1: Network model

In an On-Demand TDMA system like IEEE 802.16e, all users operate on the same channel

at any instance, and centralized packet scheduling is performed in the base station. The structure

of packet scheduling and buffer management in base station is shown in Fig.5.2. It is assumed that

buffering is usually performed on a per-flow basis (each user may have multiple flows). The base

station has knowledge of channel conditions and buffer status of all active connections. All packets
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in the buffer are classified into multiple flows. Each flow forms a queue.

Figure 5.2: Packet scheduling in the buffer of base station

Data transmission in IEEE 802.16e networks occurs in the unit of Physical slot (PS). The

length of PS depends on the physical layer specification, and usually is the duration of 4 modulation

symbols at the symbol rate of the downlink transmission. The basic unit of an uplink bandwidth

allocation is minislot. The length of minislot is equivalent to n physical slots, where n = 2m and m

is an integer ranging from 0 through 7. m is defined by Uplink Channel Descriptor (UCD) message

that is transmitted by the base station periodically [20, 48].

In this chapter, we are mainly interested in frame-based Time Division Duplexing (TDD)

medium access. A TDD frame has a fixed duration and contains one downlink subframe and one

uplink subframe, as shown in Fig.5.3. The downlink subframe comes first, followed by the uplink

subframe. The downlink subframe begins with information necessary for frame synchronization and

control. Each SS attempts to receive all downlink traffic, except in cases that the burst profile is

either not implemented by the SS or is less robust than the SS’s current downlink burst profile. The

uplink subframe consists of minislots. The partition between uplink and downlink is controlled by

MAC layer for bandwidth efficiency, and is vendor-specific.

The usage of the downlink intervals is given in the Downlink Map (DL-MAP) message.
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Figure 5.3: Frame structure for time division duplexing

The uplink map (UL-MAP) message defines the usage for the uplink minislots using a series of

Information Elements (IEs). Each IE consists of at least three of the following fields: Connection

Identifier (CID), Uplink Interval Usage Code (UIUC), Offset from the previous IE start (the length)

in numbers of minislots. The IEs are in strict chronological order within UL-MAP messages [20, 48].

The transmission properties of these uplink or downlink subframes are defined in the Burst

Profiles with an interval usage code, which defines a set of parameters such as modulation type,

forward error correction type, preamble length, guard times, etc. Information about Burst Profiles

are conveyed via Downlink Channel Descriptor (DCD) messages and Uplink Channel Descriptor

(UCD) messages, which are transmitted by base station regularly. Changing of Burst Profiles can

be also explicitly requested by other messages. In this chapter, we only consider a very simple case

with four different modulation schemes: BPSK, QPSK, QAM-16, and QAM-64.

In IEEE 802.16e MAC layer, data transmission is connection-oriented. The concept of

connection is a unidirectional mapping between BS and SS for the purpose of transporting a service

flows traffic. Connections are identified by a connection identifier (CID), which maps to a Service

Flow Identifier (SFID). SFID defines the quality of service (QoS) parameters of the service flow

provided by upper layers. Note here upper layer protocols such as TCP can be directly mapped to

a MAC connection.
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5.2.2 Basic Mechanisms for Adaptive Modulation in IEEE 802.16e

Channel quality measurement is mandatory for IEEE 802.16e wireless MANs that operate

in bands below 11 GHz (or license-exempt bands). Two metrics, Receive Signal Strength Indica-

tor (RSSI) and Carrier-to-Interference-and-Noise Ratio (CINR), need to be reported. Since the

measurement of RSSI doesn’t require receiver demodulation lock, it is a reliable metric for channel

strength even at low signal level. CINR shows the operating condition of receiver/channel, i.e., the

effects of signal strength, interference, and noise level on the receiver. RSSI and CINR are measured

message by message. The mean and the standard deviation statistics of RSSI and CINR should be

derived and recorded in units of dB (in case of signal strength it is dBm) after every measurement.

An SS needs to report the mean and standard deviation of RSSI and CINR only when solicited via

REP-RSP messages [20, 48].

Most previous work on Adaptive Modulation focuses on a point-to-point link [4, 16, 28, 29].

Thus the channel feedback information can be obtained on time. However, IEEE 802.16e defines a

broadband wireless point-to-multipoint (LMDS) communication system. Previous assumptions and

approaches for Adaptive Modulation need to be revised.

The channel status feedback approach in IEEE 802.16e is different from that in a point-

to-point wireless link. In 802.16e, the channel status information is transmitted via MAC layer

messages but not PHY layer messages in a point-to-point wireless link. The Adaptive Modulation

of downlinks is different from that of uplinks. No matter what kind of Adaptive Modulation and

Coding occurs, it is announced by BS via Interval Usage Code for downlink or uplink at the beginning

of a frame. Since BS makes final decision on burst profile transition and BS is also the uplink

receiver, the Adaptive Modulation in uplinks takes fewer steps. However, the Adaptive Modulation

in downlinks needs information exchange between BS and SS. At least three ways can be used

as feedback transmission from SS to BS: Report-Request/Response (RR-REQ/RR-RSP) messages,

Ranging-Request/Ranging-Response (RNG-REQ/RNG-RSP) messages, or Downlink Burst Profile

Change Request/Response (DBPC-REQ/RES) messages.
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Figure 5.4: Burst profile threshold

Basically the Adaptive Modulation can be implemented in MAC layer using related control

frames defined in IEEE 802.16e standard. However, the standard only suggests a framework. It

is assumed that there are N Burst Profiles that represent combinations of different Modulation

schemes, as shown in Fig. 5.4. For the ith Burst Profile, a Minimum Entry Threshold Ei and a

Mandatory Exit Threshold Xi of CINR are defined. It is required that Xi ≤ Ei. If CINR of received

signals is below Xi, it is mandatory to switch the burst profile i to a more robust one. If CINR of

received signals is above Ei, switching to burst profile i is recommended.

How to calculate Ei and Xi is not given in the standard. They are vendor-specific or can

be configured by ISPs based on their application scenarios. In addition, when and how frequently

the AMC should be done is not defined in the standard. These issues are left to vendors for their

own optimization.

5.2.3 Channel Model

We use the same channel model as presented in subsection 4.3.3.
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5.3 A Channel-Dependent Scheduling Algorithm for TCP

Flows

5.3.1 Buffer Management and Packet Scheduling

As discussed in section 5.2, the buffer in the base station consists of many per-user queues.

The manipulation of buffer space mainly includes enqueuing and dequeuing activities, which are

called buffer management and packet scheduling respectively. Buffer management determines how

to allocate buffer space for each queue and how to drop some of received packets based on a pre-

determined policy if the space for a queue is not large enough to accommodate all received packets.

Packet scheduling determines how to select a packet from the buffer to transmit based on certain

policy.

A large amount of research has been performed on buffer management. Typical algorithms

for buffer management include First-In-First-Out (FIFO) with Tail-Drop and Random Early Detec-

tion (RED) [23]. FIFO drops packets only if buffer overflows. RED tries to control the queue length

by randomly dropping packets with a small probability as buffers grow beyond a low threshold. If

the buffer continues to grow, packets will be randomly dropped with higher and higher probability.

If buffers grow beyond a high threshold, all incoming packets will be dropped.

Since packet scheduling algorithms can significantly improve the Quality of Service (QoS)

performance and link utilization, it attracted extensive research in the past. The simplest packet

scheduling algorithm is First-In-First-Out. To achieve per-flow max-min fairness, many other algo-

rithms have been proposed. The typical examples are Round Robin and its variants Weighted Round

Robin (WRR) and Deficit Round-Robin (DRR) [24, 35, 79, 85]. Based on the idea of Generalized

Processor Sharing (GPS) that emulates a fluid-flow system within the constraints of a packet system

[71], some other canonical packet scheduling algorithms have been proposed. They are Weighted

Fair Queueing (WFQ) [19] and its variants such as Self-Clocked Fair Queueing [32] and Worst-case
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Fair Weighted Fair Queueing (WF2Q) [9], etc.

Buffer management has significant impact on packet loss and bandwidth allocation, while

packet scheduling algorithm affects bandwidth allocation, delay, and jitter. Although their effects

are not the same, they have to be jointly addressed. The packet scheduling algorithm may give

transmission opportunity to a particular queue. However, it helps only if the queue is not empty,

which is influenced by buffer management. Otherwise, the transmission chance will be wasted.

5.3.2 Proportional Fair Scheduling

The basic assumption of packet scheduling algorithms in wired networks is that the packet

transmission from current node to the receiving node will be successful. With this assumption,

the packet scheduling algorithms know that the bandwidth resource will be fully utilized once it is

assigned to a flow. However, this assumption cannot be directly applied to wireless networks with

Adaptive Modulation enabled. Unlike in wired networks, wireless networks over fading channels

suffer highly correlated packet errors. Thus, in the short term, the available bandwidth for each

flow is not necessarily proportional to its assigned transmission opportunity. When the channel of a

flow is in a bad state, the throughput will still be very low even if it gets most of the transmission

chances. A proportional fair algorithm that utilize cross-layer parameters provided by physical

layer and MAC layer has been proposed to combat the channel-dependent performance degradation

[8, 41, 52, 98, 89].

Before the proportional fair algorithm, the base station used two strategies to schedule the

transmissions: round robin and best channel condition (SNR). Round robin provides fair transmis-

sion opportunity to each user, but it ignores the time-varying channel condition and fails to fully

exploit the multi-user diversity among links with independent channel conditions. Thus the overall

system throughput is not maximized. If the link with best channel condition is always selected, the

system throughput will be maximized. However, the best channel condition strategy favors users

close to the base station. As we know, the average signal power is mainly determined by the power
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loss model, which means that longer distance causes more power loss and worse channel condition.

Users close to the base station will be more likely to reach a particular link rate or higher rates than

users far away from the base station at any time slot. Therefore, with the best channel condition

strategy, users close to the base station will get more transmission opportunities, and fairness among

users is hard to achieve. Tradeoff needs to be made to obtain reasonable system throughput with

acceptable fairness among users in practical wireless systems.

To understand more about the proportional fair algorithm, we explain some basic concepts

and terms [52]:

• N : The active number of users

• M : The number of data rates supported on each link

• ri(t)(1 ≤ i ≤ M): data rate supported on each link. Each data rate is determined by a

particular modulation scheme

• t: the index of scheduled transmission time slot

• αi(t)(1 ≤ i ≤ N): data rate of user i at time t αi(t) ∈ {r1, r2, ..., rM}

• di(t)(1 ≤ i ≤ N): service indicator of user i at time t. It depends on the scheduling algorithm.

Only one user is selected by the scheduler to transmit. At any time slot t, if user i is chosen

to receive service, then di(t) = 1; otherwise di(t) = 0

• βi(t)(1 ≤ i ≤ N): estimated average throughput of user i at time t.

• Tc: the constant time window size used by an exponentially weighted low pass filter to update

the average data rate. Only after the time threshold Tc, will the scheduler be able to detect

the abrupt transition from a good channel condition to a bad channel condition. Within time

Tc, the scheduler will understand any drop in channel condition as temporary deterioration

caused by short-term fadings. Since the PF scheduler aims to serve each user at the peak of

its channel condition, Tc is related to the maximum period that a user will not be served. A
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higher Tc enables the scheduler to wait longer for the improvement of a user’s channel condition

and improve the overall throughput, but the maximum packet delay time for that user will be

longer too. A lower Tc makes the scheduler too sensitive to the channel variation and hence

unstable. There is a tradeoff between overall system throughput and packet delay constraint

when choosing an appropriate Tc.

The criterion of proportional fairness that considers the variance of long-term channel

condition is: if the throughput of a specific user is increased by x% over what that user receives

under the proportional fairness, the aggregate throughput of all other users will be decreased by

more than x%. The proportional fair scheduling algorithm aims to maximize

N∑

i=1

log βi(t) (5.1)

The strategy adopted by the PF algorithm to achieve this goal is to schedule the user whose data

rate αi(t) is closer to the peak compared to its recent average throughput βi(t), i.e., always serve

user i so that

i = argmax
i

{
αi(t)
βi(t)

}
(5.2)

where we can find that the numerator is related to the throughput improvement and the denominator

is relevant to the proportional fairness.

The PF algorithm works as follows:

• initialization:

N, M, ri(1 ≤ i ≤ M), Tc are from system information;

αi(0) is determined by channel condition;

βi(0) = αi(0);

time slot j = 0.

• scheduling:

di(t) = 0, 1 ≤ i ≤ N ;



106

for any user who has traffic, select i so that

i = arg maxi

{
αi(t)
βi(t)

}

assign time slot j to user i;

di(t) = 1 if i is not empty.

• updating:

for all users

βi(t + 1) =
(
1− 1

Tc

)
· βi(t) + di(t)

Tc

j = j + 1.

The PF algorithm has been reported to achieve excellent simulation performance in MAC

layer. The assumption is that the scheduling algorithm will not affect the MAC traffic pattern or

the scheduling is independent from MAC traffic pattern [8, 52, 98]. However, for TCP data traffic,

the PF algorithm might not work well due to following reasons

• To provide reliable end-to-end connection-oriented transmission service in transport layer, TCP

uses mechanisms such as congestion control that requires closed-loop feedback from the other

side. The scheduling of an individual packet and resulting transmission sequence of packets

will affect the behavior of TCP sender and the timely delivery of remaining packets.

• Since TCP sender sets a timeout timer for each outstanding packet and keeps estimating the

round-trip time over all links for a connection, the large variations of intervals between two

consecutive transmissions for a particular TCP connection caused by the scheduling algorithm

will adversely affect TCP’s loss detection mechanism and result in degraded performance.

• TCP is originally proposed for wired networks. It is assumed that the link bandwidth is stable

so that TCP sender can explore the available link bandwidth by congestion window size.

However, in wireless networks with Adaptive Modulation enabled, the link bandwidth changes

as the channel condition changes. However, TCP sender will not understand what happens at
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the underlying links. Therefore, the variation of link bandwidths will also negatively impact

on TCP performance.

In addition, the TCP is not the only traffic source in transport layer. The UDP traffic is

connectionless and independent from the scheduling algorithm. However, if the scheduler (either IP

layer or MAC layer) treats them the same, it is likely that UDP traffic will squeeze TCP traffic in

the buffer and slow down the TCP. Therefore, intelligent scheduling algorithms need to be developed

to achieve satisfactory TCP performance.

5.3.3 A Channel-Dependent Scheduling Algorithm

To address the delay variation caused by bandwidth oscillation and the packet scheduling

algorithm, we introduce a delay component for the PF algorithm. It is used to interleave packets

as much as possible to avoid the dramatic changes of TCP congestion window. First, several new

terms are given:

• Cd
i (t): Current service interval for user i at time t, i.e., the time between two transmission

slots for the same user

• Ad
i (t): Average service interval for user i at time t

The objective function becomes:

argmax
i

{
αi(t)
βi(t)

+ µ · Cd
i (t)

Ad
i (t)

}
(5.3)

where µ is a weight coefficient that decides how significantly the packet delay is going to affect the

packet scheduling algorithm. The revision of PF algorithm follows

• initialization:

N, M, ri(1 ≤ i ≤ M), Tc are from system information;

αi(0) is determined by channel condition;

βi(0) = αi(0);
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Ci(0) = 0;

Ai(0) = Ci(0);

time slot j = 0.

• scheduling:

di(t) = 0, 1 ≤ i ≤ N ;

for any user who has traffic, select i so that

i = arg maxi

{
αi(t)
βi(t)

}
+ +µ · Cd

i (t)

Ad
i (t)

assign time slot j to user i;

di(t) = 1 if i is not empty.

• updating:

for all users

βi(t + 1) =
(
1− 1

Tc

)
· βi(t) + di(t)

Tc

Ci(t + 1) = (Ci(t) + 1) · (1− di(t))

j = j + 1.

5.4 Maximum Advertised Window Size and Rate Variation

It is assumed that the last-mile wireless link over multipath fading channel is the bottleneck

of the communication system for a TCP flow. Multipath fading wireless channel is well known for its

time-varying characteristics. As a result, bandwidth variation or rate oscillation occurs in wireless

systems with Adaptive Modulation and coding enabled, for example, 802.16e wireless MAN. To

fully utilize the available channel capacity without traffic congestion or radio starvation, TCP has

to probe current available bandwidth quickly and accommodate rate variation.

Conventional techniques used by TCP to sense available bandwidth are congestion control

mechanisms such as slow start, AIMD, fast retransmission, and fast recovery, etc. If current available

bandwidth for a TCP connection is stable for enough time, at steady state, TCP congestion window
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will finally get to an equilibrium point and present small oscillations like saw tooth around the

equilibrium point. These TCP congestion control mechanisms help to alleviate Internet congestion

collapse problem. However, they might not be enough to deal with rate variation caused by multipath

fading wireless channels and Adaptive Modulation. The main reasons include:

• High rate variation is inherent to wireless links over multipath fading channels. Wireless link

rates usually change within seconds, but it takes TCP congestion control at least several RTT

(Round-Trip Time, more than ten ms in Internet) to probe the available bandwidth. Actually

TCP suffers from slow convergence time. However, fast responsiveness is the dominant factor

to keep track of the rate variation of wireless links and efficiently utilize the radio spectrum.

Therefore, TCP congestion control is simply too slow to handle the wireless rate changes.

• TCP congestion control takes packet loss as implicit feedback to variation of available band-

width (congestion or rate changes). Therefore, at least one packet has to be lost before TCP

is able to detect and react to bandwidth variation. In other words, TCP congestion window

increases steadily until packet loss is detected, which necessitates the subsequent error recovery

and adaptation of available bandwidth. Since most Internet congestion is unpredictable and

there is no explicit notification of congestion, it is reasonable to use drops as a sign of variation

of available bandwidth. In mobile wireless systems over multipath fading channels, the rate

variation and wireless channel state are known by systems. We believe that the introduction

of intelligent TCP congestion/flow control based on channel state or link rate will reduce the

impact of losses on TCP throughput and improve the radio spectrum utilization.

A preliminary attempt to improve TCP throughput using both channel state and multi-user

diversity is presented in this section.

The maximum receive window size, Wmax, is an important tunable parameter in protocol

header of TCP packets, as shown in Fig.5.5. TCP window size W , the maximum number of bytes
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that can be in the network at any time for a single connection, is determined by

W = min {Wcong,Wmax},

where Wcong is the congestion window dynamically determined by TCP protocol based on update

packet transmission.

Figure 5.5: Protocol header of TCP packets

Applications determine the initial receive window size Wmax for a TCP connection at the

initial synchronization (the three-way handshake). Afterwards, TCP sender needs to update Wmax

continuously based on the new value in the field of TCP acknowledgement packets sent by the TCP

receiver, as shown in Fig.5.6, until the TCP connection is closed.

Originally Wmax was introduced to avoid the buffer overflow in TCP receiver during a

TCP connection. It is the maximum amount of receive data (in bytes) that can be buffered in

TCP receiver. Besides the buffer limit and processing speed in TCP receiver, the link between TCP

sender and TCP receiver also has a big impact on the selection of appropriate Wmax. It is preferable
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to have a Wmax so that available bandwidth will be fully utilized and there will be less buffering.

For a TCP flow, given receive window size Wmax and round trip time RTT , its maximal achievable

throughput T is constrained by

T ≤ Wmax

RTT
. (5.4)

Assuming that the delay variation of wireless bottleneck link do not significantly change the RTT,

the maximum sending rate of TCP source can be controlled by appropriately configuring Wmax. In

mobile wireless networks such as 802.16e, the base station knows the channel state of each link and

determines the active modulation scheme. Therefore, the base station can incorporate channel state

and link rate into the configuration of Wmax with little delay.

Figure 5.6: Receive window of TCP protocol

At time t, let the number of active connections from mobile user j be Nj(t)(1 ≤ j ≤ N)

and the data rate be αi(t)(1 ≤ i ≤ M). Note that αi(t) must be one of the set {r1, r2, ..., rM}. For

each link rate rk(1 ≤ k ≤ M), we map it to a maximum receive window size of W k
max. Since TCP

connections from mobile user j should have the same channel state, the base station can change the
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value of Wmax in TCP header to be
W i

max

Nj(t)
. Here W k

max(1 ≤ k ≤ M) is just an experimental value

that depends on the estimation of RTT . However, W k
max is used as an efficient mechanism to force

TCP sender to slow down or speed up, based on current channel conditions. Thus the selection of

appropriate Wmax will alleviate the misbehavior of TCP congestion control mechanisms caused by

high bit error probability in multipath fading wireless channels.

Sometimes in case of deep fade, it is not good to transmit any TCP packet even if it deserves

the radio resource. So we introduce the third revision: if the channel condition is below a threshold,

set Wmax to be 1 in size to freeze the TCP source. When channel condition becomes good, reset

Wmax to recover the normal TCP operation.

5.5 Numerical Results

Since the interaction between multiple TCP flows from more than one users is complicated,

it is hard to predict the base station performance mathematically using closed-form analytical expres-

sions. Instead, NS2 simulations have been conducted to investigate the performance of algorithms

proposed in this chapter. Despite a wide variety of TCP implementations in NS2, TCP Reno may

be the most widely used version and the current de facto. Therefore, it is used in our simulations.
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Figure 5.7: Network topology

The general network topology is shown in Fig.5.7. Many users, U1, U2, ..., and UN ,

subscribe to base station BS, which is connected to the backbone network via node R. Each
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wireless link from Ui(1 ≤ i ≤ N) to node BS is exactly like the one described in the last chapter,

including the threshold-based policy of Adaptive Modulation. The wireless links are independent of

each other. Based on the condition of multipath fading wireless channel, the rate of link from Ui to

BS switches between 1Mbps, 2Mbps, 4Mbps, and 6Mbps. The link rate from node BS to node R

is 100Mbps, which is large enough to handle all incoming traffic from mobile users. The link rate

from node R to traffic destination node D is 100Mbps.

Traffic begins from mobile users Ui(1 ≤ i ≤ N), and enters the base station BS. Finally all

packets come to the sink node D via intermediate router node R. Since it is assumed that each base

station can reserve particular bandwidth for TCP traffic, we only consider upstream TCP traffic in

our simulations. Actually, an FTP application is attached with the TCP agent at node Ui, and goes

to node D.
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Figure 5.8: Aggregate TCP throughput vs number of users

To make a comparison, Round Robin (RR) algorithm and Proportional Fair (PF) algorithm

are taken as the reference. The new algorithm proposed in this chapter is called TCP-PF algorithm.
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Fig.5.8 plots the aggregate TCP throughput of upstream traffic in the base station versus number

of active users. From Fig.5.8, we observe that the aggregate TCP throughput becomes larger,

as the number of active user increases. When there is only one user, PF algorithm achieves the

same performance as RR algorithm, while TCP-PF gets better performance than both PF and RR

(because of the link-aware Wmax revision). As the number of users increases, PF algorithm obtains

better performance than RR algorithm by utilizing multi-user diversity. Our simulation results also

illustrate that the new TCP-PF algorithm generally demonstrates better TCP performance than PF

algorithm. Because TCP-PF algorithm is aware of the special congestion/flow control mechanisms of

TCP protocol and tries to avoid the mis-invoking of TCP congestion control mechanisms. As shown

in Fig.5.8, the larger the number of active users, the bigger gap between RR, PF, and TCP-PF

algorithms. More users yield better multi-user gain.

5.6 Concluding Remark

The traditional Proportional Fair algorithm doesn’t take into account the interaction be-

tween TCP protocol and its lower layer scheduling algorithms. Several revisions of proportional fair

algorithm have been proposed in this chapter to improve the aggregate TCP throughput in the base

station. Our strategy is to put a delay penalty function in the objective function of PF algorithm

and make the TCP parameter Wmax be aware of wireless channel state and link rate. Simulation

results show that our cross-layer design does improve the aggregate TCP throughput and obtains

better multi-user diversity.



115

Chapter 6

Conclusion and Future Work

6.1 Main contribution of this dissertation

The primary goal of this research work is to understand the basic behavior, explore funda-

mental concepts, and push the state of the art in the direction of high-speed mobile packet wireless

networks over multipath fading channels. We concentrate our efforts on some concepts and tech-

niques that promise to provide improvement of spectrum efficiency and system capacity. The main

contributions of this research work are summarized below

• Effects of Doppler spread and Delay spread on the UDP performance of several popular high-

speed packet wireless networks including IEEE 802.11a and IEEE 802.11b have been presented

and analyzed. Since many other packet wireless networks use the same techniques such as

OFDM and Spread Spectrum, our simulation results and conclusion may be used as reference

for the design of new high-speed packet wireless networks.

• We investigated the effect of mobile speed on the communication range of new generation of

packet-based wireless systems that serve users with high mobility in fading channels. Our

study shows that high mobile speed will reduce the valid communication range. We need to
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pay attention to the mobile speed when we plan such kind of wireless systems or design upper

layer protocols that can combat mobile speed and fading.

• We developed a new performance model that is accurate in predicting single TCP flow through-

put over Rayleigh fading channels with Adaptive Modulation enabled in the wireless systems.

The model captures the key aspects of TCP congestion/flow control, Rayleigh fading chan-

nels, and Adaptive Modulation. The analytical and simulation results triggered the idea of

cross-layer TCP protocol design for single-user scenarios. The fading parameters of wireless

channels detected in physical layer can be used to dynamically tune the parameters of TCP

protocol in transportation layer (such as packet length and advertised window size) so that

TCP throughput can be improved.

• Considering the multi-user scenarios, we study how multi-user diversity can be used to improve

the aggregate TCP throughput of base stations in fading channels. The multi-user diversity

gain is achieved through channel-aware packet scheduling algorithms and active delay of TCP

ACK packets in the downstream buffer. Based on the Adaptive Modulation information from

physical layer, the receive window size of TCP ACK packets will be dynamically changed to

accommodate the rate changes resulted from Adaptive Modulation.

6.2 Future work

Based on the experience and knowledge acquired during this research work, several areas

for future research can be suggested. They are:

• Effect of fading channel prediction algorithms on these cross-layer protocols over multipath

fading channels.

• How will multiple-input multiple-output (MIMO) technology affect the cross-layer protocol

design in high-speed packet wireless systems [2, 30, 38]?
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• How can multi-user diversity be used by OFDMA (Orthogonal Frequency Division Multiple

Access) to allocate subcarriers and power to each user for given Quality of Service requirement

[53, 99, 101]? OFDMA is currently the modulation of choice for high speed mobile packet

wireless systems such as IEEE 802.16e.
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