The results of this analysis have direct, meaningful application to the analysis and design of low-observable surfaces (for stealth airframes) and ultrawideband radar systems (for observing stealth airframes), the remote detection of buried structures (such as landmines and IED's), ionospheric pulse propagation (for remote sensing from an orbiting satellite), as well as the problem of ultrawideband electromagnetic pulse exposure of biological tissues. Of further interest is the application of this theory to undersea communications systems, terahertz optical communication and integrated optics systems, and the remote sensing of geophysical structures.
This DEPSCoR/AFOSR sponsored research grant has been used to continue the long-term support of our graduate level research program on the asymptotic description of ultrawideband signal, ultrashort pulse electromagnetic wave propagation in causally dispersive media and waveguiding systems, extending it to include the properties of spatial inhomogeneity. Our long-term research goal in this important area is to develop a rigorous, uniform asymptotic description of ultrawideband electromagnetic pulsed beam propagation, reflection, and transmission phenomena in both lossy dielectric and conducting dispersive media that may also exhibit additional complicating behavior such as either spatial inhomogeneity or spatial dispersion that is valid for arbitrarily short risetime pulses. The results of this analysis have direct, meaningful application to the analysis and design of low-observable surfaces (for stealth airframes) and ultrawideband radar systems (for observing stealth airframes), the remote detection of buried structures (such as landmines and IED’s), ionospheric pulse propagation (for remote sensing from an orbiting satellite), as well as the problem of ultrawideband electromagnetic pulse exposure of biological tissues. Of further interest is the application of this theory to undersea communications systems, terahertz optical communication and integrated optics systems, and the remote sensing of geophysical structures.

This AFOSR sponsored research program has served to provide partial support for my research colleague Dr. Natalie Cartwright as a Research Associate Professor in the Department of Mathematics at the University of Vermont during the final two years of this grant (2006-2007) following
the successful completion of her Ph.D. degree in 2004. A copy of her dissertation “Uniform Asymptotic Description of the Unit Step Function Modulated Sinusoidal Signal” was reprinted in the University of Vermont ECE/04/05-01 Research Report that was submitted with my 2004 Final Technical report. The paper “Uniform Asymptotics Applied to Ultrawideband Pulse Propagation”, based upon her dissertation, is scheduled to be published in SIAM Review in November of this year. This important work completes the uniform asymptotic description of dispersive pulse propagation in a Lorentz model dielectric, a problem that was initiated by Arnold Sommerfeld in 1907 and by Leon Brillouin in 1914, was revisited by Baerwald in 1930, Stratton in 1941, Oughstun and Sherman in 1988, and finally completed by Cartwright and Oughstun in 2007, a mere century after Sommerfeld's first publication regarding the mathematically proper solution to this fundamental problem. The asymptotic solution to the ionospheric propagation problem, including the effects of spatial inhomogeneity, is currently being pursued by Professor Cartwright at SUNY-New Paltz under a separate AFOSR Young Investigator Research award. This challenging research direction is a result of the research developed under this grant and is being conducted with my collaborative support.

As a product of this funded research, the following papers were published:


Copies of these published papers are attached at the back of this report. Reprints have already been sent to both Dr. Arje Nachman at AFOSR and to Dr. Richard Albanese at Brooks City Base at the time each publication appeared.
In addition, the following conference and workshop presentations were given during the period of this grant support:


Finally, the first volume of my two volume work *Electromagnetic and Optical Pulse Propagation 1: Spectral Representations in Temporally Dispersive Media* on time-domain electromagnetics was published in the Springer Series in Optical Sciences in 2006. The Preface in this book states that “the critical, long-term support of this research by Dr. Arje Nachmann at the Physics and Electronics Directorate of the United States Air Force Office of Scientific Research is gratefully acknowledged.” The second volume *Electromagnetic and Optical Pulse Propagation 2: Temporal Pulse Dynamics in Dispersive, Attenuative Media* is near completion.
Physical significance of the group velocity in dispersive, ultrashort gaussian pulse dynamics
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The properties of ultrashort gaussian pulse propagation in a dispersive, attenuative medium are reviewed with emphasis on the pulse velocity. Of particular interest is the group velocity whose physical interpretation loses meaning in causally dispersive materials as the temporal pulse width decreases into the ultrashort pulse regime. A generalized definition of the group velocity that applies to ultrashort pulses in causally dispersive materials is provided by the centroid velocity of the pulse Poynting vector whose properties are described here. In particular, it is shown that this physical velocity measure approaches the group velocity for any value of the initial pulse carrier frequency and at any fixed value of the propagation distance in the limit as the initial pulse width increases indefinitely. This then provides a convenient measure for determining when the group velocity approximation is valid.

1. Introduction

The interrelated problems of dispersive wave propagation and the group velocity have a long and involved history. In 1839, Sir William R. Hamilton [1] considered dispersive wave propagation as a coherent superposition of monochromatic scalar wave disturbances, introducing the concept of group velocity and comparing it to the phase velocity. Lord Rayleigh [2] mistakenly attributed the original definition of the group velocity to Stokes [3], stating that 'when a group of waves advances into still water, the velocity of the group is less than that of the individual waves of which it is composed; the waves appear to advance through the group, dying away as they approach its anterior limit. This phenomenon was, I believe, first explained by Stokes, who regarded the group as formed by the superposition of two infinite trains of waves, of equal amplitudes and of nearly equal wavelengths, advancing in the same direction'. Rayleigh [4] then used these results to explain the difference in observability of the phase and group velocities.

The distinction between signal and group velocities originated in the early research of Voigt [5, 6] and Ehrenfest [7] on elementary dispersive waves, and by Laue [8] who first considered dispersive wave propagation in a region of anomalous dispersion where the absorption is both large and strongly frequency dependent. The distinction between front and signal velocities was then considered by Sommerfeld [9, 10] who proved that no signal could travel faster than the vacuum speed of light.
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The first experimental measurement of the signal velocity was attempted by Shiren [21] in 1962 using pulsed microwave ultrasonic waves within a narrow absorption band. A more detailed analysis of these experimental results by Weber and Trizna [22] indicated that the velocity measured by Shiren was in reality that for the first precursor and not the signal. Subsequent research by Handelsman and Bleistein [23] in 1969 provided a uniform asymptotic description of the arrival and initial evolution of the signal front. The first experimental measurements of the precursor fields originally described by Sommerfeld [10] and Brillouin [12, 13] were then published by Pleshko and Palóczi [24] who first referred to the first and second precursors as the Sommerfeld and Brillouin precursors, respectively. Their experimental results established the physical propriety of the asymptotic approach.

The establishment of the equivalence between the group velocity and the energy transport velocity in loss-free media [25-27] provided a physical basis for the group velocity in lossless systems. The precise formulation of the quasimonochromatic or slowly-varying envelope approximation by Born and Wolf [28] in the context of partial coherence theory then completed the mathematical and physical basis for the group velocity approximation, which was then generalized [29] and extended [30, 31] to any order of dispersion. The quasimonochromatic or slowly-varying envelope approximation is a hybrid time and frequency domain representation [32] in which the temporal field behaviour is separated into the product of a temporally slowly varying envelope function and an exponential phase term whose angular frequency is centred about some characteristic frequency $\omega_c$ of the pulse. The envelope function is assumed to be slowly varying on the time scale $\Delta t \sim 1/\omega_c$, which is equivalent [33] to the assumption that its spectral bandwidth $\Delta \omega$ satisfies the inequality $\Delta \omega / \omega_c \ll 1$. The frequency dependence of the wavenumber may then be approximated by the first few terms of its Taylor series expansion about the characteristic pulse frequency $\omega_c$ with the assumption [30-32] that improved accuracy can always be obtained through the inclusion of higher-order terms; this assumption has been proven incorrect [34-35], optimal results being obtained using either the quadratic or the cubic dispersion approximation of the wavenumber.

The description of the velocity of energy transport through a causally dispersive medium [12, 13] was reinvestigated by Schulz-DuBois [36] in 1969 and finally by Loudon [37] in 1970 who provided a correct description of the energy velocity in a single resonance Lorentz model dielectric. This description and its extension [38] to a multiple resonance Lorentz model dielectric showed that the energy velocity and group velocity are different in the region of anomalous dispersion. Based upon this critical result, Sherman and Oughstun [39, 40] then presented a complete physical description of dispersive pulse dynamics in a causally dispersive medium in terms of the energy velocity and attenuation of time-harmonic waves. This description reduces to the approximate group velocity description in the limit as the material loss goes to zero. A precise description of the signal velocity was then given by Oughstun and Sherman [41] in 1988 in connection with the modern asymptotic theory of dispersive pulse propagation [41–44]. The physical propriety and related observability of this signal velocity definition was then demonstrated [44, 45] through a numerical experiment, thereby completing the physical interpretation of the asymptotic description.

It is clear that a more physically meaningful pulse velocity measure needs to be considered in order to accurately describe the complicated pulse evolution that occurs in ultrashort dispersive pulse dynamics. One possible measure is given by the
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In the asymptotic theory of dispersive pulse propagation [12, 44] the integral representation given in equation (1) is expressed as

$$A(z, t) = \frac{1}{2\pi} \int \mathcal{F}(\omega) \exp \left[ \frac{(\Delta z/c)\phi(\omega, \theta)}{\omega} \right] d\omega$$

(5)

with complex phase function

$$\phi(\omega, \theta) = i \frac{c}{\Delta z} \left[ \tilde{k}(\omega) \Delta z - \omega t \right] = i\omega[n(\omega) - \theta]$$

(6)

and non-dimensional space–time parameter $\theta \equiv ct/\Delta z$. The fact that this exact integral representation of the propagated optical wave field satisfies relativistic causality is expressed by the following theorem (originally proved by Sommerfeld [9, 10] for a Heaviside unit step function modulated signal in a single resonance Lorentz model dielectric and later extended [39, 44] to an arbitrary plane wave pulse in a general causally dispersive medium):

**Sommerfeld’s Theorem:** If $f(t) = 0$ for all $t < 0$ and if $|\omega[n(\omega) - \theta]| \to -\infty$ as $|\omega| \to \infty$ with $\Im{\omega} = |\omega| \sin(\theta)$ for arbitrarily small $\theta > 0$ for all $\theta < 1$, then $A(z, t) = 0$ for all $\Delta z > 0$ when $\theta < 1$.

This precise statement of the luminal arrival of the signal front then proves that any information that may be present in the signal will follow at some later space–time point with $\theta > 1$.

3. The velocities of a gaussian envelope pulse in Lorentz model dielectrics

The group velocity approximation is a hybrid time-frequency domain representation [32] in which the pulse is separated into the product of a slowly-varying envelope and an exponential phase with angular frequency centred about a characteristic frequency of the initial pulse. With the initial pulse at the plane $z = z_0$ given by $f(t) = u(t) \sin(\omega_c t + \psi)$ with envelope $u(t)$ and fixed carrier frequency $\omega_c$, the propagated plane wave pulse is then given by the Fourier–Laplace integral representation [44]

$$A(z, t) = \frac{1}{2\pi} \Im{\int \bar{u}(\omega - \omega_c) \exp \left[ i \left[ \tilde{k}(\omega) \Delta z - \omega t \right] \right] d\omega}$$

(7)

for all $\Delta z \geq 0$, where $\psi = 0, \pi/2$ for either a cosine or sine wave carrier, respectively. Here $\bar{u}(\omega)$ is the temporal angular frequency spectrum of the initial pulse envelope function $u(t)$. Because of its central importance in optics, a unit amplitude gaussian envelope pulse is considered here, where

$$u(t) = \exp \left( -\frac{t^2}{T^2} \right),$$

(8)

with initial full pulse width $2T > 0$ measured at the $\exp(-1)$ amplitude points. In a multiple resonance Lorentz model [11] dielectric the complex index of refraction is described by [44]

$$n(\omega) = \left( 1 - \sum_{j=0}^{N} \frac{b_{2j}^2}{\omega^2 - \omega_{2j}^2 + 2i\delta_{2j}\omega} \right),$$

(9)
In particular, the cubic dispersion approximation

\[ \beta(\omega) \approx \beta(\omega_c) + \beta^{(1)}(\omega_c)(\omega - \omega_c) + \frac{1}{2!} \beta^{(2)}(\omega_c)(\omega - \omega_c)^2 + \frac{1}{3!} \beta^{(3)}(\omega_c)(\omega - \omega_c)^3 \]  

(14)

is also used because the cubic term introduces a small degree of asymmetry into the propagated pulse. However, recently published research [34, 35] has established that optimal results in the global sense are obtained either with the quadratic dispersion approximation (10) or with the cubic dispersion approximation (14).

The phase velocity \( v_p(\omega) \equiv \omega / \beta(\omega) \) describes the rate at which the co-phased surfaces propagate through the dispersive medium [2]. Since the phase of a spatially coherent optical field can only be measured indirectly [52], this velocity measure does not have any separate, measurable physical meaning in spite of the fact that it plays a central role in the mathematical description of pulse dispersion, as described by the Fourier–Laplace integral representation given in equation (1). In particular, the phase velocity of a pulse is superluminal (i.e. \( v_p(\omega) > c \)) when the input pulse carrier frequency \( \omega_c \) is above the uppermost absorption band of a Lorentz model dielectric, as illustrated in figure 1 for a double resonance Lorentz model dielectric when \( \omega_c > \omega_3 \).

The classical group velocity \( v_g(\omega) \equiv (\delta \beta(\omega)/\delta \omega)^{-1} \) describes the rate at which the envelope of a group of waves travels through the dispersive medium [1-4]. As described by Rayleigh [2], a group of waves is defined as moving beats following each other in a regular pattern as, for example, that obtained from the coherent

![Figure 1. Angular frequency dispersion of the relative phase velocity \( v_p/c \) (dot-dashed curve), relative group velocity \( v_g/c \) (dashed curve) and relative energy velocity (solid curve) in a double resonance Lorentz model dielectric with infrared (\( \omega_0 = 1.74 \times 10^{14} \text{ rs}^{-1}, \delta_0 = 1.22 \times 10^{14} \text{ rs}^{-1}, \delta_3 = 4.96 \times 10^{13} \text{ rs}^{-1} \)) and near ultraviolet (\( \omega_2 = 9.145 \times 10^{15} \text{ rs}^{-1}, \delta_2 = 6.72 \times 10^{15} \text{ rs}^{-1}, \delta_2 = 1.434 \times 10^{15} \text{ rs}^{-1} \)) resonance lines.](image-url)
corresponds to a generalized Brillouin precursor (describing the low-frequency response of the medium below the lowermost absorption band), and the field component $A_m(z, t)$, if it is present, corresponds to a generalized middle precursor (describing the intermediate-frequency response of the medium below the uppermost absorption band). A general condition for the appearance of the middle precursor is given in [42]. Each field component $A_j(z, t)$ contains a gaussian amplitude factor, the peak amplitude point of each propagating at the classical group velocity evaluated at the instantaneous oscillation frequency of that field component at that space–time point [54, 55]. As the pulse evolves, the instantaneous oscillation frequency at each peak amplitude point changes, the change being most rapid during the initial pulse evolution and in the anomalous dispersion regions where the material dispersion is greatest. If the input pulse carrier frequency $\omega_c$ is situated in a region of anomalous dispersion where the classical group velocity is either superluminal or negative (or both), then, as the pulse begins to evolve with increasing propagation distance, its instantaneous oscillation frequency at that peak amplitude point rapidly shifts into a region of normal dispersion where the group velocity is subluminal and approaches the energy transport velocity [55]. Hence, any superluminal or negative movement of the peak pulse amplitude point occurs in the initial pulse evolution and is extremely short-lived. Whether or not this motion has any physical significance is debatable as peak amplitude points in the dynamical pulse evolution are arguably not causally related [56] and may or may not convey any transfer of information [57–59]. Nevertheless, Sommerfeld’s theorem clearly establishes that the front of the electromagnetic field cannot move superluminally. Since the field at some propagation distance can always be separated into two parts, one preceding a given point $t_0$ in time and the other following that point in time, then for all larger propagation distances, Sommerfeld’s theorem states that the field part following that initial point in time cannot move ahead of the propagated space–time point $\theta_f = (c/\Delta z)(t - t_0) \equiv 1$ travelling at the speed of light $c$; that is, peak amplitude points at two different space–time points in the propagated field evolution that are superluminally separated are not causally connected.

It is clear that a more physically meaningful pulse velocity measure needs to be considered in order to more accurately describe the complicated pulse evolution that occurs in ultrashort dispersive pulse dynamics. One possible measure is given by the pulse centrovelocity [46]

$$\nu_{CE} \equiv \left| \nabla \left( \int_{-\infty}^{\infty} t E^2(r, t) \, dt \right) \left/ \int_{-\infty}^{\infty} E^2(r, t) \, dt \right| \right|^{-1}, \quad (19)$$

which describes the evolution of the temporal centre of gravity of the pulse intensity. A more appropriate velocity measure would track the temporal centroid of the Poynting vector of the pulse. This pulse centroid velocity of the Poynting vector was first introduced by Lisak [47] in 1976. Recent descriptions [48–50] of its properties have established its efficacy in describing the evolution of the pulse velocity with propagation distance in a Lorentz model dielectric.

The instantaneous centroid velocity of the pulse Poynting vector is defined as [50]

$$\nu_{CI} = \lim_{\Delta z \to 0} \left( \Delta z / \Delta (t) \right) \quad (20)$$
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I. INTRODUCTION

The dynamical evolution of an ultrawide-band electromagnetic pulse as it propagates through a causally dispersive dielectric is a classical problem [1]–[6] in electromagnetic wave theory with considerable current importance [7]–[11]. The frequency dependent phase and attenuation in a causal medium are interrelated through a Hilbert transform [12]. Because of this, an ultrawide-band pulse undergoes fundamental changes as it propagates through a dispersive material. Each spectral component travels through the dispersive medium with its own phase velocity so that the phasal relationship between the spectral components of the pulse changes with propagation distance, and each spectral component is attenuated at its own rate so that the relative amplitudes between the spectral components of the pulse also change with propagation distance. These two interrelated effects result in a complicated dynamical evolution of the propagated field [6] that is accurately described by the asymptotic theory [13]–[17] as the propagation distance exceeds a value set by the material absorption depth at the input pulse carrier frequency [18]. For an ultrawide-band pulse, these combined effects manifest themselves through the formation of well-defined precursor fields which asymptotically dominate the dynamical field behavior in the mature dispersion regime [19], [20]. Notice that an ultrawide-band pulse need not be ultrashort; for example, a rectangular envelope modulated pulse of temporal duration \( T > 0 \) has a spectrum that is always ultrawide-band, falling off as \(|\omega|^{-1}\) as \(|\omega| \to \infty\), while the pulse itself may not be ultrashort.

The precursor fields are a characteristic of the material dispersion [20], the input pulse merely providing the requisite spectral energy in the appropriate frequency domain. For the Lorentz model [21] of resonance polarization phenomena, used in the classical theory of dispersive pulse propagation [1]–[6], both a high-frequency (above resonance) Sommerfeld precursor and a low-frequency (below resonance) Brillouin precursor are present in the propagated field structure when the input pulse is ultrawideband. Additional precursor fields may also exist for a multiple resonance Lorentz model dielectric [22]. For both the Debye model [23] of orientational polarization phenomena [24] and the Rocard–Powles extension [25] of the Debye model, only the Brillouin precursor field is present in the propagated field structure [20]. Because of its unique nonexponential peak decay, the Brillouin precursor has direct application to foliage and ground penetrating radar, remote sensing and wireless communications in adverse environments. However, its efficacy depends upon its physical frequency structure about this peak amplitude point.

For carrier frequencies in the radio spectrum and below \((f_c \leq 300 \text{ GHz})\) the material response is typically dominated by orientational polarization effects [24]. Above this frequency, resonance polarization effects begin to dominate the material dispersion. The focus of this paper is on the Brillouin precursor in Rocard–Powles–Debye model dielectrics when the input ultrawide-band pulse has a carrier frequency that is sufficiently small that resonance polarization effects are entirely negligible.

II. PLANE WAVE PULSE PROPAGATION IN TEMPORALLY DISPERSIVE DIELECTRICS

The angular frequency domain form of Maxwell’s equations in source-free regions of a temporally dispersive dielectric is given by the pair of equations (with \( i \equiv \sqrt{-1} \))

\[
\nabla \times \mathbf{E}(r, \omega) = i\omega\mu\mathbf{H}(r, \omega)
\]

\[
\nabla \times \mathbf{H}(r, \omega) = -i\omega\epsilon(\omega)\mathbf{E}(r, \omega)
\]

(1)

where \( \epsilon(\omega) = \epsilon_r(\omega) + i\epsilon_i(\omega) \) is the complex-valued dielectric permittivity whose real part \( \epsilon_r(\omega) = \Re\{\epsilon(\omega)\} \) and imaginary part \( \epsilon_i(\omega) = \Im\{\epsilon(\omega)\} \) form a Hilbert transform pair [12] and
For $\theta > \theta_\infty$, the asymptotic description of the propagated field in a Debye-type dielectric may be expressed in the form [20]

$$A(z,t) \sim A_B(z,t) + A_c(z,t) \quad (13)$$

as $\Delta z \to \infty$, or else in a form that is a superposition of expressions of the form given in (13). For example, an input rectangular envelope pulse of temporal duration $T$ may be expressed as the difference between two Heaviside unit-step-function signals displaced in time by $T$, each propagated signal being described by the asymptotic expression given in (13), the first being referred to as the leading-edge signal and the latter as the trailing-edge signal. Similar representations hold for other initially symmetric pulse shapes. The field quantity $A_B(z,t)$ is due to the asymptotic contribution from the near saddle point and is referred to as the Brillouin precursor [20]. The field contribution $A_c(z,t)$ is due to the pole contributions (if any) and is referred to as the signal component [1]–[6].

The asymptotic description of the Brillouin precursor in a Rodcard–Powles–Debye model dielectric is obtained through a direct application [6] of Olver’s theorem [28] to the contour integral obtained from (8) by deforming the contour $C$ to an Oliver-type path through the near saddle point, with the result shown in (14) at the bottom of the page, as $\Delta z \to \infty$ with $\theta > \theta_\infty$, where $\omega_N(\theta)$ denotes the near saddle point location and where $\phi''(\omega) \equiv \partial^2 \phi(\omega, \theta) / \partial \omega^2 = i \omega_n''(\omega)$. Unlike that for a Lorentz model dielectric where there are two neighboring near saddle points that coalesce into a single second-order saddle point, thereby requiring uniform [6], [14] and transitional [29] asymptotic expansion techniques, the asymptotic expression given in (14) is uniformly valid for all finite $\theta > \theta_\infty$ provided that any pole singularities of the spectral function $	ilde{u}(\omega_N(\theta) - \omega_c)$ are sufficiently well-removed from the near saddle point location. In that case, the pole contribution $A_c(z,t)$ is given by a direct application of the residue theorem.

For example, for a Heaviside unit-step-function signal, $\tilde{u}(\omega - \omega_c) = \delta(\omega_c - \omega)$ so that there is a simple pole singularity situated along the positive real frequency axis at the input carrier value $\theta_\infty$. If $\theta_s$ denotes the space-time value when the Oliver-type path $P(\theta)$ crosses the pole, then [6], [13]–[15], shown in (15) at the bottom of the following page, as $\Delta z \to \infty$ with $\theta > \theta_\infty$. The uniform asymptotic theory [6], [14], [30] describing the interaction between a saddle point and a simple pole singularity of the integrand identifies $\theta_s$ as the space-time value $\theta$ at which the stepeeepest descent path through the near saddle point crosses the simple pole singularity at $\omega = \omega_c$.

**IV. DYNAMICAL EVOLUTION OF THE BRILLOUIN PRECURSOR**

The dynamical structure of the Brillouin precursor in a single relaxation time Rodcard–Powles–Debye model dielectric when
When the propagation distance exceeds a single absorption depth at the pulse carrier frequency. This is illustrated in the sequence of graphs presented in Fig. 3 for an input ten cycle rectangular envelope pulse with 1 GHz carrier frequency and $T = 10\, \text{ns}$ initial pulsewidth at one, three, five, seven, and nine absorption depths in water. Notice that the leading and trailing-edge Brillouin precursors persist long after the 1 GHz signal has been significantly attenuated by the medium. Although these two Brillouin precursors penetrate very far into the material, they only carry a small fraction of the initial pulse energy in the particular case illustrated here. The leading-edge Brillouin precursor is essentially a remnant of the first half cycle of the initial pulse while the trailing-edge Brillouin precursor is a remnant of the last half cycle. The input pulse energy available to the leading and trailing-edge Brillouin precursors is then limited to that contained in a single cycle of the input rectangular envelope pulse. For a ten cycle pulse as illustrated in Fig. 3, this means that, at most, only ten percent of the input pulse energy is available to this precursor pair [33].

A more efficient way to generate a Brillouin precursor pair in a dispersive material is with a single cycle pulse. The pulse sequence presented in Fig. 4 illustrates the dynamical pulse evolution as a unit amplitude, rectangular envelope single cycle pulse with $f_c = 1\, \text{GHz}$ penetrates into water with $\Delta z/z_d = 0, 1, 2, \ldots, 10$. The evolution of the pulse into a pair of leading and trailing-edge Brillouin precursors is clearly evident as the propagation distance exceeds a single absorption depth ($\Delta z/z_d > 1$) and the peak amplitude attenuation goes from exponential decay to the $(\Delta z)^{-1/2}$ algebraic decay described in (16). This transition is illustrated in Fig. 5 which presents the peak amplitude decay as a function of the relative propagation distance $\Delta z/z_d$. The solid curve in the figure describes the behavior of the function $\exp(-\Delta z/z_d)$ which represents pure exponential decay. The numerically determined peak amplitude decay for three different input single cycle pulses with carrier frequencies $f_c = 0.1\, \text{GHz}$, $f_c = 1\, \text{GHz}$, and $f_c = 10\, \text{GHz}$ is presented in this figure by the $\ast$, $\circ$, and $+$ symbols, respectively, each data set connected by a cubic spline fit.

The temporal width of the leading-edge Brillouin precursor as a function of the propagation distance is illustrated in Fig. 6. Part (a) of the figure is plotted in terms of the absolute propagation distance in meters while (b) is plotted in terms of the relative propagation distance $\Delta z/z_d$. The dependence of the absorption depth $z_d = \alpha^{-1}(\omega_c)$ on the carrier frequency of the pulse is reflected in the individual curves appearing in Fig. 6(b). The solid curves in the figure describe the asymptotic result given in (20) and the three sets of data points present numerical results for the $f_c = 0.1\, \text{GHz}$, $f_c = 1\, \text{GHz}$, and $f_c = 10\, \text{GHz}$ single cycle pulse cases, each data set connected by a cubic spline fit. Notice
penetrate a finite distance into a given dispersive dielectric. The results presented in Figs. 4 and 5 indicate that the pulse that will provide near-optimal, if not indeed optimal, penetration is comprised of a pair of Brillouin precursor structures with the second precursor delayed in time and π phase shifted from the first. This so-called Brillouin pulse is obtained from (14) with \( \Delta z = z_d = \alpha^{-1/2}(\omega_c) \) in the exponential, the other factors not appearing in the exponential set equal to unity, and is given by

\[
f_{BP}(t) = \exp\left[ \frac{\phi(\omega_N(\theta), \theta)}{\omega_c n_1(\omega_c)} \right] - \exp\left[ \frac{\phi(\omega_N(\theta_T), \theta_T)}{\omega_c n_1(\omega_c)} \right]
\]  

(22)

where \( \theta_T = \theta - cT/z_d \) with \( T > 0 \) describing the fixed time delay between the leading and trailing-edge Brillouin precursors. If \( T \) is chosen too small then there will be significant destructive interference between the leading and trailing-edges and the pulse will be rapidly extinguished. For practical reasons, \( 2T \) should be chosen near to the inverse of the operating frequency \( f_c \) of the antenna used to radiate this Brillouin pulse.

With \( T = 1/(2f_c) \) the input Brillouin pulse is approximately a single cycle pulse with effective oscillation frequency equal to \( f_c \). The input Brillouin pulse when \( f_c = 1 \) GHz is depicted in Fig. 9: part (a) of the figure shows the separate leading and trailing-edge Brillouin precursor structures while part (b) of the figure shows the final pulse obtained from the superposition of these two parts, as described by (22). The initial rise and fall time for this pulse is \( \approx 0.6 \) ns. The dynamical evolution of this input Brillouin pulse in triply-distilled water is illustrated by the pulse sequence given in Fig. 10 with \( \Delta z/z_d = 0, 1, 2, \ldots, 10 \). Comparison with the pulse sequence depicted in Fig. 4 for a 1 GHz single cycle rectangular envelope pulse shows that the Brillouin pulse decays much slower with propagation distance. Improved results are obtained when the delay is doubled to the value \( T = 1/f_c \). In this case there is a noticeable “dead-time” between the leading and trailing-edge Brillouin precursor structures which decreases the effects of destructive interference between these two components of the Brillouin pulse, resulting in improved penetration into the dispersive, absorptive material. However, this destructive interference can never be completely eliminated for all propagation distances since the time delay between the peak amplitude points for the leading and trailing-edge Brillouin precursors decreases with the inverse of the propagation distance [6], [15]. Nevertheless, it can be effectively eliminated over a given finite propagation distance by choosing the time delay \( T \) sufficiently large. The tradeoff in doing this is to decrease the effective oscillation frequency of the radiated pulse.

The numerically determined peak amplitude decay with relative propagation distance \( \Delta z/z_d \) is presented in Fig. 11. The lower solid curve depicts the exponential attenuation described by the function \( \exp(-\Delta z/z_d) \), and the lower dashed curve describes the peak amplitude decay for a single cycle rectangular envelope pulse with \( f_c = 1 \) GHz. Notice that the departure from pure exponential attenuation occurs when \( \Delta z/z_d \approx 0.5 \) as the leading and trailing-edge Brillouin precursors begin to emerge from the pulse. The dashed curve labeled \( BP1 \) describes the peak amplitude decay for the Brillouin pulse with \( T = 1/(2f_c) \), \( BP2 \) describes that for the Brillouin pulse with \( T = 1/f_c \), and \( BP3 \) describes that for \( T = 3/(2f_c) \). There is no noticeable improvement in the peak amplitude decay as the delay time \( T \) is increased beyond \( 3/(2f_c) \) over the illustrated range of propagation distances. Notice that at ten absorption depths, \( \exp(-\Delta z/z_d) = \exp(-10) \approx 4.54 \times 10^{-5} \), the peak amplitude of the single cycle pulse is 0.0718, the peak amplitude of the Brillouin pulse \( BP1 \) is 0.2123, the peak amplitude of the Brillouin pulse \( BP2 \) is 0.2943, and the peak amplitude of the Brillouin pulse \( BP3 \) is 0.3015, over three orders of magnitude larger than that expected from simple exponential attenuation.

The power associated with the observed peak amplitude decay presented in Fig. 11 may be accurately determined [34] by plotting the base ten logarithm of the peak amplitude data versus the base ten logarithm of the relative propagation distance. If the algebraic relationship between these two quantities is of the form \( A_{peak} = B(\Delta z/z_d)^p \) where \( B \) is a constant, then
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Chapter 20

Several Controversial Topics in Contemporary Optics: Dispersive Pulse Dynamics and the Question of Superluminal Pulse Velocities
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The signal velocity does not differ from the group velocity, except in the region of anomalous dispersion. There the group velocity becomes greater than the velocity in vacuum if the reciprocal $c/U < 1$; it even becomes negative... Naturally, the group velocity has a meaning only so long as it agrees with the signal velocity. The negative parts of the group velocity have no physical meaning... The signal velocity is always less than or at most equal to the velocity of light in vacuum.” This research then established the asymptotic theory of pulse propagation in dispersive, absorptive media. An essential feature of this approach is its’ adherence to relativistic causality through careful treatment of the dispersive properties of both the real and imaginary parts of the complex index of refraction.

At approximately the same time, Havelock completed his research on wave propagation in dispersive media based upon Kelvin’s stationary phase method. It appears that Havelock was the first to employ the Taylor series expansion of the wave number ($\kappa$ in Havelock’s notation) about a given wavenumber value $\kappa_0$ that the spectrum of the wave group is clustered about, referring to this approach as the group method. In addition, Havelock stated that “The range of integration is supposed to be small and the amplitude, phase and velocity of the members of the group are assumed to be continuous, slowly varying, functions of $\kappa$.” This research then established the group velocity method for dispersive wave propagation. Since the method of stationary phase requires that the wavenumber be real-valued, this method cannot properly treat causally dispersive, attenuative media. Furthermore, notice that Havelock’s group velocity method is a significant departure from Kelvin’s stationary phase method with regard to the wavenumber value $\kappa_0$ about which the Taylor series expansion is taken. In Kelvin’s method, $\kappa_0$ is the stationary phase point of the wavenumber $\kappa$ while in Havelock’s method $\kappa_0$ describes the wavenumber value about which the wave group spectrum is peaked. This apparently subtle change in the value of $\kappa_0$ results in significant consequences for the accuracy of the resulting group velocity description.

There were then two different approaches to the problem of dispersive pulse propagation: the asymptotic approach (based upon Debye’s method of steepest descent) which provided a proper accounting of causality but was considered to be mathematically unwieldy without any simple, physical interpretation, and Havelock’s group velocity approximation (based upon Havelock’s reformulation of Kelvin’s asymptotic method of stationary phase) which violates causality but possesses a simple, physically appealing interpretation. It is interesting to note that both methods are based upon an asymptotic expansion technique but with two very different approaches, the method of stationary phase relying upon coherent interference and the method of steepest descent relying upon attenuation.

The asymptotic approach was revisited by Baerwald in 1930 who reconsidered Brillouin’s description of the signal velocity in causally dispersive systems, and also by Stratton in 1941, who reformulated the problem in terms of the Laplace transform and derived an alternate contour integral representation of the propagated signal. Stratton appears to have first referred to the forerunners described by Sommerfeld and Brillouin as precursors. The first experimental measurement of the signal velocity was attempted by Shiren in 1962 using pulsed microwave ultrasonic waves within a narrow absorption band. His experimental results were “found to lie within theoretical limits established by calculations of Brillouin and Baerwald.” However, a more detailed analysis of these experimental results by Weber and Trizna indicated that the velocity measured by Shiren was in reality that for the first precursor and not the signal. Subsequent research by Handelsman and Bleistein in 1969 provided a uniform asymptotic description of the arrival and initial evolution of the signal front. The first experimental measurements of the
\( \Delta \omega / \omega_c << 1 \) is satisfied. The frequency dependence of the wavenumber may then be approximated by the first few terms of its Taylor series expansion about the characteristic pulse frequency \( \omega_c \) with the assumption\(^{35,36,50} \) that improved accuracy can always be obtained through the inclusion of higher-order terms; this assumption has been proven incorrect\(^{38,49} \), optimal results being obtained using either the quadratic or the cubic dispersion approximation of the wavenumber.

Because of the slowly-varying envelope approximation together with the neglect of the frequency dispersion of the material attenuation, the group velocity approximation is invalid in the ultrashort pulse regime in a causally dispersive material or system, its' accuracy decreasing as the propagation distance \( \Delta z \) increases. This is in contrast with the modern asymptotic description whose accuracy increases in the sense of Poincaré\(^{17} \) as the propagation distance increases. There is then a critical propagation distance \( z_c > 0 \) such that the group velocity description using either the quadratic or cubic dispersion approximation provides an accurate description of the pulse dynamics when \( 0 \leq \Delta z < z_c \), the accuracy increasing as \( \Delta z \to 0 \), while the modern asymptotic theory provides an accurate description when \( \Delta z > z_c \), the accuracy increasing as \( \Delta z \to \infty \). This critical distance \( z_c \) depends upon both the dispersive material and the input pulse characteristics including the pulse shape, temporal width and characteristic angular frequency \( \omega_c \). For example, \( z_c = \infty \) for the trivial case of vacuum for all pulse shapes, whereas \( z_c \approx z_d \) for an ultrashort, ultrawideband pulse in a causally dispersive dielectric with \( c^{-1} \) penetration depth \( z_d \) at the characteristic frequency \( \omega_c \) of the input pulse.

In spite of these results, the group velocity approximation remains central to the description of ultrashort pulse dynamics in both linear and nonlinear optics with little regard to its domain of validity. This is seemingly supported by the apparent agreement between experimental measurements and results predicted by the group velocity approximation. Herein lies the central controversy considered in this paper. Related to this is the controversy regarding the possibility of superluminal pulse velocities since the group velocity can assume any value between \( -\infty \) and \( +\infty \) in a region of anomalous dispersion.

### 20.2. Integral Representation of the Propagated Pulse and Causality

The propagated plane wave, pulsed optical field \( \tilde{A}(z,t) \) that results from the initial pulse \( \tilde{A}(z_0,t) = f(t) \) at the plane \( z = z_0 \) is given by the Fourier-Laplace integral representation\(^{46} \)

\[
\tilde{A}(z,t) = \frac{1}{2\pi i} \int_C \tilde{f}(\omega)e^{i\int \tilde{k}(\omega)\Delta z - \omega t}d\omega \quad (20.1)
\]

for all \( \Delta z \geq 0 \). Here \( \tilde{f}(\omega) \) is the temporal angular frequency spectrum of the initial pulse function \( f(t) \), \( C \) denotes the contour of integration \( \omega = \omega' + ia \) where \( \omega' = Re\{\omega\} \) ranges from negative to positive infinity, and \( a \) is a constant greater than the abscissa of absolute convergence for \( f(t) \). The spectrum \( \tilde{A}(z,\omega) \) of the optical field \( \tilde{A}(z,t) \) satisfies the Helmholtz equation

\[
\left[ \nabla^2 + k^2(\omega) \right] \tilde{A}(z,\omega) = 0, \quad (20.2)
\]

where
20.3. Havelock’s Classical Group Velocity Approximation

The group velocity approximation is a hybrid time and frequency domain representation in which the temporal pulse behavior is separated into the product of a slowly-varying envelope function and an exponential phase term whose angular frequency is centered about some fixed characteristic frequency of the initial pulse. Consider then the specific form of the initial pulse at the plane \( z = z_0 \) that is given by \( f(t) = u(t) \sin(\omega t + \psi) \) with envelope \( u(t) \) and constant carrier frequency \( \omega_c \). The propagated plane wave pulse is then given by the Fourier-Laplace integral representation

\[
A(z, t) = \frac{1}{2\pi} \text{Re} \left\{ \int_0^\infty \tilde{u}(\omega - \omega_c) e^{i(k_c z - \omega t)} d\omega \right\}
\]  

(20.7)

for all \( \Delta z \geq 0 \), where \( \psi = 0, \pi/2 \) for either a cosine or sine wave carrier, respectively. Here \( \tilde{u}(\omega) \) is the temporal angular frequency spectrum of the initial pulse envelope function \( u(t) \). In the slowly-varying envelope approximation, the envelope function \( u(t) \) is assumed to be slowly-varying on the time scale \( \Delta t_c \sim 1/\omega_c \), which is equivalent to the quasimonochromatic approximation that the spectral bandwidth \( \Delta \omega \) of \( \tilde{u}(\omega) \) is sufficiently narrow that the inequality \( \Delta \omega/\omega_c << 1 \) is satisfied. The complex wavenumber \( k(\omega) \) is then expanded in a Taylor series about the carrier frequency \( \omega_c \) with the assumption that this series may be truncated after a few terms with some undefined error. It is typically assumed that the attenuation coefficient \( \alpha(\omega) = \Im \{ k(\omega) \} \) is sufficiently small that its frequency dispersion is entirely negligible in comparison to that for the propagation factor \( \beta(\omega) = \Re \{ k(\omega) \} \), so that \( \alpha(\omega) = \alpha(\omega_c) \); this is entirely compatible with the stationary phase foundation of the group velocity description which requires that the wavenumber be real-valued since this frequency independent attenuation factor may then be taken outside of the integration. In addition, the propagation factor \( \beta(\omega) \) is typically represented by the quadratic dispersion approximation

\[
\beta(\omega) = \beta(\omega_c) + \beta^{(1)}(\omega_c)(\omega - \omega_c) + \frac{1}{2!} \beta^{(2)}(\omega_c)(\omega - \omega_c)^2,
\]

(20.8)

where \( \beta^{(j)}(\omega) = \partial^j \beta(\omega) / \partial \omega^j \). The coefficient \( \beta^{(1)}(\omega_c) \) is the inverse of the group velocity evaluated at the carrier frequency, while the coefficient \( \beta^{(2)}(\omega_c) \) describes the so-called group velocity dispersion. With this substitution, Eq. (20.7) becomes

\[
A(z, t) = e^{-\alpha(\omega_c) \Delta z} \left[ \frac{1}{2\pi \beta^{(2)}(\omega_c) \Delta z} \right]^{1/2} \text{Re} \left\{ \int_0^\infty u(t') e^{i \left[ \beta^{(0)}(\omega_c) \Delta z - \omega_c t' - \psi - 3\pi/4 \right]} \int_0^\infty \exp \left[ -i \left( \frac{(\beta^{(0)}(\omega_c) \Delta z + t' - t)^2}{2\beta^{(2)}(\omega_c) \Delta z} \right) \right] dt' \right\},
\]

(20.9)

and the pulse phase propagates through the dispersive medium at the phase velocity

\[
v_p(\omega) = \frac{\omega}{\beta(\omega)},
\]

(20.10)

while the pulse envelope propagates through the dispersive medium at the group velocity
field. A complete understanding of these saddle point dynamics together with the manner in which they interact with the initial pulse spectrum provides a detailed, accurate description of the entire dynamical evolution of the propagated pulse in the dispersive, absorptive medium for all \( \Delta z > z_c \), the accuracy of this approximation increasing in the sense of Poincaré\(^\text{17} \) as the propagation distance increases above some critical propagation distance \( z_c > 0 \).

The set of saddle points of the complex phase function \( \phi(\omega, \theta) = i\omega[n(\omega) - \theta] \) is determined by the condition that \( \phi(\omega, \theta) \) be stationary at a saddle point, in which case \( \phi'(\omega, \theta) = 0 \), where the prime denotes differentiation with respect to \( \omega \), so that

\[
n(\omega) + \omega n'(\omega) = \theta \quad \text{(20.14)}
\]

The solutions of this saddle point equation then give the desired saddle point locations in the complex \( \omega \)-plane as a function of the space-time parameter \( \theta = ct/\Delta z \). The saddle points will then evolve with time at any fixed propagation distance \( \Delta z \). Because of the general symmetry relations \( n(-\omega) = n^*(\omega) \) and \( \phi(-\omega, \theta) = \phi^*(\omega, \theta) \) that are satisfied by a causal medium, if \( \omega_j(\theta) \) is saddle point of \( \phi(\omega, \theta) \), then so also is \( -\omega_j(\theta) \).

An appreciation of the physical significance of the saddle points can be obtained from the relation \( (\Delta z/c)\phi(\omega, \theta) = i\left(\tilde{k}(\omega)\Delta z - \alpha \right) \) for the complex phase function. Upon differentiating this expression with respect to \( \omega \), one obtains \( \frac{\Delta z}{c}\phi'(\omega, \theta) = i\left(\frac{\partial \tilde{k}(\omega)}{\partial \omega}\right)\Delta z - t \). Since \( \phi'(\omega, \theta) = 0 \) at each saddle point \( \omega_j(\theta) \) of \( \phi \), then

\[
\Delta z = \frac{1}{\left(\frac{\partial \tilde{k}(\omega)}{\partial \omega}\right)_{\omega = \omega_j}} = \bar{v}_x(\omega_j) \quad \text{(20.15)}
\]

and the complex group velocity is real-valued at the saddle points.

With the saddle point locations known for \( \theta \geq 1 \), the asymptotic analysis then proceeds by expressing the integral representation given in Eq. (20.5) in terms of an integral \( I(z, \theta) \) with the same integrand but with a new contour of integration \( P(\theta) \) to which the original contour \( C \) may be deformed\(^{43-46} \). By Cauchy's residue theorem, the integral representation (20.5) of \( A(z, t) \) and the contour integral \( I(z, \theta) \) are related by

\[
A(z, t) = I(z, \theta) - \Re\left\{2\pi i \Lambda(\theta)\right\} \quad \text{(20.16)}
\]

where

\[
\Lambda(\theta) = \sum_{\rho} \text{Res}_{\omega = \omega_\rho} \left\{ \frac{1}{2\pi i} \tilde{f}(\omega) \exp\left[(\Delta z/c)\phi(\omega, \theta)\right] \right\} \quad \text{(20.17)}
\]

is the sum of the residues of the poles that were crossed in the deformation from \( C \) to \( P(\theta) \), and where

\[
\text{Res}_{\omega = \omega_\rho}\left\{ \frac{1}{2\pi i} \tilde{f}(\omega) \exp\left[(\Delta z/c)\phi(\omega, \theta)\right] \right\}
\]
values of $z > z_0$ for sufficiently large $t$. As a result, this contribution to the asymptotic behavior of the propagated field describes the steady-state behavior of the signal. The arrival of this signal contribution is determined by the dynamics of that dominant saddle point that becomes exponentially negligible in comparison to the pole contribution. A detailed knowledge of the saddle point dynamics for a given dispersive material is then seen to be a critical ingredient for a detailed description of dispersive pulse propagation in that material, not just for the transient field behavior described by Eq. (20.19), but also for the steady-state behavior described in Eq. (20.20).

In a multiple resonance Lorentz model dielectric the complex index of refraction is described by

$$n(\omega) = \left(1 - \sum_{j=0}^{N} \frac{b_{2j}^2}{\omega^2 - \omega_{2j}^2 + 2i\delta_{2j}\omega}\right)^{1/2}, \quad (20.21)$$

where $\omega_{2j}$ is the undamped resonance frequency, $b_{2j}$ is the plasma frequency, and $\delta_{2j}$ the phenomenological damping constant for the $(2j)^{th}$ resonance line of the dielectric material. This causal model provides an accurate description of both the normal and anomalous dispersion phenomena observed in homogeneous, isotropic, locally linear optical materials. The regions of anomalous dispersion approximately extend over each frequency domain $(\omega_{2j}, \omega_{2j+1})$, where

$$\omega_{2j+1} = \sqrt{\omega_{2j}^2 + b_{2j}^2}. \quad (20.21)$$

In this case the saddle point equation (20.14) has at least two sets of saddle points that are symmetrically situated about the imaginary axis. One pair of saddle points (the distant saddle points) evolve in the high-frequency region $|\omega| > \omega_{2N+1}$ of the complex $\omega$-plane above the uppermost absorption band of the material, while another pair of saddle points (the near saddle points) evolve in the low-frequency region $|\omega| \leq \omega_0$ of the complex $\omega$-plane below the lowermost absorption band of the dielectric. If the dielectric material is described by multiple resonance lines, then additional middle saddle points will appear in the region $|\omega| < \omega_{2N}$ below the uppermost absorption of the dielectric. The asymptotic description of the propagated pulse may then be expressed either in the form

$$A(z,t) \sim A_s(z,t) + A_u(z,t) + A_n(z,t) + A_i(z,t) \quad (20.22)$$

as $\Delta z \to \infty$, or by an expression that is a superposition of expressions of the form given in Eq. (20.22).

Here $A_s(z,t)$ denotes the contribution from the distant saddle points with nonuniform asymptotic approximation given by Eq. (20.19) for $\theta > 1$ and is referred to as the first or Sommerfeld precursor. This nonuniform approximation breaks down at $\theta = 1$ when the distant saddle points are at infinity. The uniform asymptotic description of the Sommerfeld precursor, uniformly valid in the space-time parameter $\theta = ct/\Delta z$ for all $\theta \geq 1$, must then be used in place of Eq. (20.19) for the initial pulse evolution. The instantaneous angular oscillation frequency of the Sommerfeld precursor is approximately given by the real part of the distant saddle point location in the right-half of the complex $\omega$-plane. The Sommerfeld precursor then describes the signal front which arrives at $\theta = 1$ with infinite oscillation frequency (but zero amplitude for a finite energy input pulse) and consequently propagates at the speed of light $c$ in vacuum. As $\theta$ increases away from unity, the amplitude of the Sommerfeld precursor rapidly increases to a maximum value and then decreases monotonically for all larger $\theta$ while the instantaneous
20.5. Accuracy of the Group Velocity Description of Ultrashort Pulse Dynamics

The accuracy of the group velocity approximation of ultrashort pulse dispersion is now considered in order to establish the space-time domain over which this approximate description is valid. A double resonance Lorentz model of a fluoride-type glass with infrared \((\omega_0 = 1.74 \times 10^{14} \text{ r/s}, \ b_0 = 1.22 \times 10^{14} \text{ r/s}, \ \delta_0 = 4.96 \times 10^{13} \text{ r/s})\) and near ultraviolet \((\omega_2 = 9.145 \times 10^{15} \text{ r/s}, \ b_2 = 6.72 \times 10^{15} \text{ r/s}, \ \delta_2 = 1.434 \times 10^{15} \text{ r/s})\) resonance lines is considered with complex index of refraction given by Eq. (20.21) with \(N = 2\). The angular frequency dispersion of the real and imaginary parts of the complex wavenumber \(\tilde{k}(\omega) = (\omega/c)n(\omega)\) for this double resonance Lorentz model dielectric is illustrated in Figure 1. The upper and lower solid curves in each part of the figure describe the exact frequency dependence of \(\beta(\omega) = \Re\{\tilde{k}(\omega)\}\) and \(\alpha(\omega) = \Im\{\tilde{k}(\omega)\}\), respectively, while the dashed red curves describe the cubic dispersion approximation when (a) \(\omega_c = \omega_{\text{min}} = 1.615 \times 10^{15} \text{ r/s}\) and (b) \(\omega_c = 0.87\omega_2 = 8.0 \times 10^{15} \text{ r/s}\). The cubic dispersion approximation is seen to provide a reasonably accurate estimate of the local frequency dispersion of the propagation factor \(\beta(\omega)\) about the carrier frequency within the passband where the dispersion is normal when \(\omega_c = \omega_{\text{min}}\), but the accuracy of this approximation is seen to decrease\(^{48,49}\) as \(\omega_c\) is shifted toward either absorption band where the dispersion becomes anomalous. The inclusion of higher-order terms in the Taylor series approximation of the complex wavenumber only serves to further decrease its accuracy in a global sense\(^{48,49}\). The cubic dispersion approximation of the attenuation coefficient is not as accurate as that for the propagation factor making the necessity of the approximation \(\alpha(\omega) = \alpha(\omega_c)\) used in the group velocity description all the more important.

Cubic Dispersion Approximation of the Complex Wavenumber

\[
\omega_c = \omega_{\text{min}} = 1.615 \times 10^{15} \text{ r/s}
\]

(a) Angular Frequency Dependence of the Complex Wavenumber

\[
\omega_c = \omega_2 = 9.145 \times 10^{15} \text{ r/s}
\]

(b) Angular Frequency Dependence of the Complex Wavenumber

Figure 1. Angular frequency dependence of the real (upper solid curves) and imaginary (lower solid curves) parts of the complex wavenumber for a double resonance Lorentz model of a fluoride-type glass with infrared and near ultraviolet resonance lines. In part (a) the dashed curves describe the cubic dispersion approximation about the minimum dispersion point in the passband between the absorption bands and in part (b) they describe that approximation about the upper resonance frequency.

Because of its central importance in ultrashort optical pulse technology, a unit amplitude gaussian envelope pulse \(f(t) = u(t)\sin(\omega_c t + \pi/2)\) is considered, where
superluminal and negative. Part (a) of the figure illustrates the approximate group velocity and actual pulses at one absorption depth \( \Delta z = z_d \) in the medium, where \( z_d = \alpha^{-1}(\omega_c) \); the actual pulse is clearly not travelling at a rate given by the classical group velocity \( v_g(\omega_c) = 1/\beta'(\omega_c) \).

Part (b) of the figure illustrates the actual and approximate pulses when the approximate group velocity pulse (dashed curve) has been temporally shifted such that its peak amplitude point is coincident with that for the actual pulse (solid curve). The error between these two pulses is then computed in two different ways. The first error measure (error1) is given by the integral of the square of the difference between the two aligned pulses. This error then measures both shape and energy differences. The second error measure (error2) is obtained by first renormalizing both pulses by the square root of their respective pulse energies and then taking the integral of the square of their differences. This error then measures the shape difference between the two aligned pulses at a given fixed propagation distance.

The numerical results for these two error measures are depicted in Figure 3 as a function of the relative propagation distance \( \Delta z/z_d \) when the input pulse carrier angular frequency \( \omega_c \) is equal to the angular frequency \( \omega_{\min} \) at the minimum dispersion point in the passband between the two absorption bands of the double resonance Lorentz model dielectric. The results are presented for four different values of the input gaussian envelope pulse width \( 2T \). The results clearly show that, as expected, the error decreases with increasing initial pulse width at any fixed value of the propagation distance. The first error measure (error1) is seen in part (a) of the figure to initially increase with increasing propagation distance, reaching a peak value at approximately one absorption depth (\( \Delta z/z_d \sim 1 \)), and then decreasing to zero as the relative propagation distance \( \Delta z/z_d \) increases above unity. This behavior is due to the fact that the group velocity approximate pulse amplitude decays exponentially with penetration distance at a faster rate than does the actual ultrashort pulse so that the observed monotonic decrease in error with increasing propagation distance \( \Delta z/z_d > 1 \) primarily describes the slow, nonexponential amplitude decay with propagation distance of the actual pulse in the lossy dielectric. This difference between the
20.6. The Question of Superluminal Pulse Velocities

A number of velocity measures have been introduced for the purpose of describing the rate at which some particular feature of a pulse travels through a dispersive material. The most important of these are the phase\(^{3}\), group\(^{1,4,30-32}\), energy\(^{38,41}\), signal\(^{5-12,18,43-47}\), and centroid\(^{61-65}\) velocities. Each of these velocity measures in free space equals the velocity of light \(c\) in vacuum, but they are in general different in a causally dispersive material such as that described by the Lorentz model.

The phase velocity \(v_p(\omega) = \omega/\beta(\omega)\) describes the rate at which the co-phasal surfaces propagate through the dispersive medium\(^3\) [cf. Eqs. (20.9)-(20.10)]. Since the phase of a spatially coherent optical field can only be measured indirectly\(^{66}\), this velocity measure does not have any separate, measurable physical meaning in spite of the fact that it plays a central role in the mathematical description of pulse dispersion, as described by Eq. (20.1). In particular, the phase velocity of a pulse is superluminal [i.e. \(v_p(\omega_p) > c\)] when the input pulse carrier frequency \(\omega_p\) is above the uppermost absorption band of a Lorentz model dielectric, as illustrated in Fig. 5(a) for a single resonance Lorentz model dielectric when \(\omega_p > \omega_1\). For an ultrashort pulse with above resonance carrier frequency whose temporal energy centroid is moving subluminally, the phase velocity is then seen to describe the motion of a space-time point where there is negligible pulse energy.

![Figure 5. Frequency dependence of (a) the relative phase velocity (dashed curve), group velocity (dash-dot curve) and energy velocity (solid curve) and (b) the relative energy velocity (solid curve) and signal velocity (open circles) in a single resonance Lorentz model dielectric.](image)

The group velocity \(v_g(\omega) = (\partial\beta(\omega)/\partial\omega)^{-1}\) describes the rate at which the envelope of a group of waves travels through the dispersive medium\(^{1,4}\) [cf. Eqs. (20.9) and (20.11)]. As described by Rayleigh\(^3\), a group of waves is defined as moving beats following each other in a regular pattern as, for example, that obtained from the coherent superposition of two monochromatic waves with slightly different amplitudes and frequencies. Although the group velocity does indeed describe the beat velocity of such an infinite wave group, its extension to the description of the velocity of an ultrashort pulse in a causally dispersive medium is invalid. This is readily evident in Fig. 2(a) where the group velocity approximate pulse is seen to be moving at a faster rate than is the actual pulse. This example illustrates the extreme dispersion case when \(\omega_c = \omega_2\). The group velocity value \(v_g(\omega_2)\) is then seen to be a poor measure of the actual pulse velocity when the material loss is not negligible, although it can describe the initial pulse evolution when the material loss is near
For the numerical gaussian pulse example illustrated in Fig. 2, the peak amplitude point of the actual pulse is moving with the average velocity \( v_{\text{peak}} = 0.91c \) and the peak amplitude point of the group velocity approximate pulse is moving with the average velocity \( v_{\text{app\,peak}} = -0.30c \), while the phase velocity is given by \( v_p(\omega_c) = 0.82c \), the group velocity is given by \( v_g(\omega_c) = -0.41c \), and the energy velocity is given by \( v_E(\omega_c) = 0.18c \) at the input pulse carrier angular frequency \( \omega_c = \omega_c = 9.145 \times 10^{15} \text{ r/s} \). The peak amplitude values reported here are “time-of-flight” values that result from numerical measurements of the initial and final pulse positions. This average peak amplitude velocity measure changes as the propagation distance into the dispersive dielectric increases, as does the instantaneous peak amplitude velocity. The instantaneous peak amplitude velocity of an ultrashort gaussian pulse has been shown\(^{59,60}\) to evolve with increasing propagation distance along the group velocity curve toward the energy velocity curve as the instantaneous oscillation frequency at the peak amplitude point shifts away from the region of anomalous dispersion and into the normal dispersion region either above or below that absorption band. It is then not surprising that the numerical velocity values given above are all significantly different as each describes a different feature of the pulse that may only be valid either in the limit of vanishingly small propagation distance (the group velocity) or else in the large propagation distance asymptotic limit (the energy velocity).

\[ v_{\text{centro}} \equiv \left| \nabla \left( \frac{\int_{-\infty}^{\infty} tE^2(r,t)dt}{\int_{-\infty}^{\infty} E^2(r,t)dt} \right) \right|^{-1}, \]  

(20.26)

which describes the temporal center of gravity of the pulse intensity. A more appropriate velocity measure would track the temporal centroid of the Poynting vector of the pulse. This pulse centroid velocity of the Poynting vector was first introduced by Lisak\(^{62}\) in 1976. Recent descriptions\(^{63,65}\) of its properties have established its efficacy in describing the evolution of the pulse.

Figure 6. Frequency dependence of the relative phase velocity (dashed curves), group velocity (dash-dot curves) and energy velocity (solid curves) for (a) the double resonance Lorentz model dielectric considered in Fig. 1 and (b) the same double resonance Lorentz model dielectric when each of the phenomenological damping constants have been reduced by a factor of ten.

It is clear that a more physically meaningful pulse velocity measure needs to be considered in order to accurately describe the complicated pulse evolution that occurs in ultrashort dispersive pulse dynamics. One possible measure is given by the pulse centrovelocity\(^{61}\)

\[ v_{\text{centro}} \equiv \left| \nabla \left( \frac{\int_{-\infty}^{\infty} tE^2(r,t)dt}{\int_{-\infty}^{\infty} E^2(r,t)dt} \right) \right|^{-1}, \]  

(20.26)

which describes the temporal center of gravity of the pulse intensity. A more appropriate velocity measure would track the temporal centroid of the Poynting vector of the pulse. This pulse centroid velocity of the Poynting vector was first introduced by Lisak\(^{62}\) in 1976. Recent descriptions\(^{63,65}\) of its properties have established its efficacy in describing the evolution of the pulse.
distances to its asymptotic behavior for large propagation distances. The minimum point in this dip occurs at a propagation distance whose value increases with increasing initial pulse width while the minimum value decreases with increasing initial pulse width. At the leading edge of each dip when the centrovelocity rapidly decreases, the pulse begins to separate into a pair of middle and Brillouin precursors and the temporal pulse centroid is found to occur at a space-time point between these two pulse components where the pulse energy is minimal. Finally, notice that the centrovelocity for a gaussian pulse is subluminal and nonnegative (i.e., $0 \leq v_{ci} \leq c$) for all propagation distances at this input carrier frequency.

In Fig. 7(b) the input pulse carrier frequency is set equal to the upper resonance frequency $\omega_z$ of the double resonance Lorentz model dielectric where the dispersion is anomalous. The classical group velocity limit $v_{g} (\omega_z) = -0.4076c$ is again approached at a sufficiently small propagation distance in the limit as the initial pulse width increases and the initial pulse spectrum narrows about the carrier frequency $\omega_z$, but at a much slower rate than that obtained at the minimum dispersion point. However, notice that if the initial pulse width is sufficiently small (as it is for the 1.37fs pulse case), then the initial pulse spectrum is extremely ultrawideband such that the classical group velocity limit is not obtained as $\Delta z \rightarrow 0$ and the centrovelocity remains positive for all propagation distances $\Delta z \geq 0$. In the opposite limit as $\Delta z/z_d \rightarrow \infty$ the centroid velocity is again found to approach the velocity $v_{cg} = c/n(0)$ that the peak amplitude point in the Brillouin precursor travels at through the dispersive material. For a sufficiently long initial pulse width, the transition of the ultrawideband pulse centroid velocity between these two limits is marked by a rapid decrease in centrovelocity to $-\infty$ and then from $+\infty$ to subluminal values before approaching the asymptotic limit $v_{g} = c/n(0)$ set by the peak amplitude point of the Brillouin precursor. The discontinuous jump in the centrovelocity from $-\infty$ to $+\infty$ is found to occur at a relative propagation distance whose value increases with increasing pulse width provided that the initial pulse spectrum is ultrawideband.

In spite of the fact that the instantaneous centrovelocity of the pulse Poynting vector can take on both negative and superluminal values for sufficiently small relative propagation distances, the pulse itself is found to only undergo a slight change in shape. There isn’t any superluminal movement of the pulse when the instantaneous pulse centrovelocity is superluminal, nor is there any retrogression in position when the pulse centrovelocity is negative. Sommerfeld’s theorem firmly establishes that electromagnetic field energy cannot move forward of any space-time point in the pulse at a superluminal rate. Finally, notice that this seemingly nonphysical behavior only occurs in the immature dispersion regime ($0 \leq \Delta z < z_c$) where the group velocity approximation applies in the limit as $\Delta z \rightarrow 0$.

20.7. Conclusions

The analysis and numerical results presented in this paper have established the following results: (1) The group velocity approximation is valid only in the immature dispersion regime $0 \leq \Delta z < z_c$, its accuracy increasing as $\Delta z \rightarrow 0$. The asymptotic description is valid in the mature dispersion regime $\Delta z > z_c$, its accuracy increasing in the sense of Poincare as $\Delta z \rightarrow \infty$. The critical distance $z_c$ depends upon the input pulse type and initial pulse length, as well as upon the input pulse carrier frequency for a given dispersive material. (2) The instantaneous centrovelocity of the pulse Poynting vector is a convenient, albeit sometimes misleading, measure of the pulse evolution in a dispersive medium for input gaussian envelope pulses. Although this velocity measure can take on both negative and superluminal values for relative propagation distances in
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The classical Lorentz model of dielectric dispersion is based on the microscopic Lorentz force relation and Newton's second law of motion for an ensemble of harmonically bound electrons. The magnetic field contribution in the Lorentz force relation is neglected because it is typically small in comparison with the electric field contribution. Inclusion of this term leads to a microscopic polarization density that contains both perpendicular and parallel components relative to the plane wave propagation vector. The modified parallel and perpendicular polarizabilities are both nonlinear in the local electric field strength. © 2006 Optical Society of America

1. INTRODUCTION

The Lorentz model\(^{1-3}\) of resonant dispersion phenomena in dielectric materials is a classical model of central importance in optics\(^{4,5}\) as well as in the broader discipline of electromagnetics.\(^{6}\) It is a causal model\(^{6,7}\) that describes both normal and anomalous dispersion phenomena from the infrared through the optical regions of the electromagnetic spectrum. This model is based on the microscopic Lorentz force relation

\[
f(r,t) = \rho(r,t) \mathbf{e}(r,t) + \frac{1}{|c|^2} \mathbf{j}(r,t) \times \mathbf{b}(r,t),
\]

where \(\rho(r,t)\) is the microscopic change density and \(\mathbf{j}(r,t) = \rho(r,t) \mathbf{dr}/\mathbf{dt}\) the microscopic current density of the charged particle at the space–time point \((r,t)\) and where \(f(r,t)\) is the microscopic force density exerted on the charged particle by the electromagnetic field with microscopic electric intensity vector \(\mathbf{e}(r,t)\) and magnetic induction vector \(\mathbf{b}(r,t)\). The quantity \(\ast\) appearing in the double brackets \(|\ast|\) in any equation here is used as a conversion factor between cgs and MKS units.\(^{6,8}\) If that factor is included in that equation, then the equation is in cgs units, while if the factor is omitted from that equation, then it is in MKS units. If no such factor appears in a given equation, then that equation is correct in either system of units.

The magnetic field contribution appearing on the righthand side of Eq. (1) is typically assumed to be negligible in comparison with the electric field contribution for sufficiently small field strengths and values of the relative velocity \(v/c\) of the charged particle, where \(v=|\mathbf{dr}/\mathbf{dt}|\). This assumption then leads to the classical Lorentz theory of dielectric dispersion in which electric field effects alone are considered. The question then remains as to what effects are introduced by the inclusion of the magnetic field contribution in the Lorentz theory. The solution of this important problem has been partially addressed\(^{9-11}\) for the special case of a chiral molecule, where it has been shown\(^{11}\) that the magnitude of the magnetic response of the induced second-order optical activity can be comparable to the magnitude of the electric response alone. However, as we have been unable to find any previously published general solution of this problem, it is addressed in this paper.

2. MODIFIED LORENTZ MODEL OF DIELECTRIC DISPERSION

With the complete Lorentz force relation given in Eq. (1) as the driving force, the equation of motion of a harmonically bound electron is given by

\[
\frac{d^2 \mathbf{r}_j}{dt^2} + 2\omega_d \frac{d\mathbf{r}_j}{dt} + \omega_d^2 \mathbf{r}_j = - \frac{q_e}{m} \left( \mathbf{E}_{\text{eff}}(r,t) + \frac{1}{|\mathbf{c}|} \frac{d \mathbf{r}_j}{dt} \times \mathbf{B}_{\text{eff}}(r,t) \right),
\]

where \(\mathbf{E}_{\text{eff}}(r,t)\) is the effective local electric field intensity and \(\mathbf{B}_{\text{eff}}(r,t)\) is the effective local magnetic induction field at the space–time point \((r,t)\) and where \(\mathbf{r}_j = \mathbf{r}_j(r,t)\) describes the displacement of the electron from its equilibrium position. Here \(q_e\) denotes the magnitude of the charge and \(m\) the mass of the harmonically bound electron with undamped resonance frequency \(\omega_d\) and phenomenological damping constant \(\delta\). The temporal Fourier integral representation of the electric and magnetic field vectors of the effective local plane electromagnetic wave is given by\(^6\)

\[
\hat{\mathbf{E}}_{\text{eff}}(r,\omega) = \int_{-\infty}^{\infty} \mathbf{E}_{\text{eff}}(r,t) e^{i\omega t} dt,
\]
when magnetic field effects are neglected, and
\[
\alpha_p(\omega, E_{\text{eff}}) = \frac{(q/\hbar)^2 E_{\text{eff}}^2}{(\omega^2 - \omega_o^2 + 2i \delta \omega)^2 - (q/\hbar)^2 E_{\text{eff}}^2 \omega^2}
\]  
(18)

is defined here as the parallel component of the atomic polarizability, where \(\alpha_p(\omega, 0) = 0\).

3. CRITICAL FIELD STRENGTH

The atomic polarizability is then seen to be nonlinear in the local electric field strength when magnetic field effects are included. The nonlinear term \(\alpha_p(\omega, E_{\text{eff}})\) appearing in Eq. (17) will be negligible in comparison with the linear term \(\alpha_p(\omega)\) when the local electric field strength is sufficiently smaller than the critical field strength \(E_{\text{crit}}\) defined by the condition
\[
\frac{(q/\hbar)^2 E_{\text{crit}}^2 \omega^2}{(\omega^2 - \omega_o^2 + 2i \delta \omega)^2 - (q/\hbar)^2 E_{\text{crit}}^2 \omega^2} = 1,
\]
with solution
\[
E_{\text{crit}}(\omega) = \frac{mc}{\sqrt{2Q}} \left( \omega^2 - \omega_o^2 + 4 \delta \omega^2 \right)^{1/2}.
\]  
(19)

When \(E_{\text{eff}} \ll E_{\text{crit}}\), the linear term in Eq. (17) dominates the nonlinear term so that \(\alpha_p(\omega, E_{\text{eff}}) = \alpha_p(\omega)\). Notice that this critical electric field strength depends on the value of the applied angular frequency \(\omega\) of the electromagnetic wave field. Furthermore, notice that this critical field strength is undefined in the angular frequency band \(\omega \in [\omega_j, \omega_j^*]\), where
\[
\omega_j^* = \left( \omega_j^2 + 2 \delta_j^* \pm 2 \delta_j \sqrt{\omega_j^2 + \delta_j^2} \right)^{1/2}
\]  
(20)

for each resonance feature \(j\), where \(\omega_j \in [\omega_j^*, \omega_j]*\). Finally, a rough estimate of the minimum value for this critical field strength is seen to be given by
\[
(E_{\text{crit}})_{\text{min}} = \frac{mc}{\sqrt{2Q}} \omega_j = \frac{\hbar \omega_j}{\sqrt{2\mu_B}}
\]  
(21)

for each resonance feature, where \(\mu_B = q_e \hbar / 2mc\) is the Bohr magneton. The quantity \(\hbar \omega_j\) is recognized as the energy level state of the harmonically bound electron.

4. NUMERICAL EXAMPLE

Consider a single resonance Lorentz model dielectric \((j = 0)\) with material parameters representative of the near-infrared line in triply distilled water at 25 °C, where \(\omega_0 = 6.19 \times 10^{14} \text{ r/s}\) and \(\delta_0 = 2.86 \times 10^{13} \text{ r/s}\). The angular frequency dependence of the real and imaginary parts of the linear atomic polarizability \(\alpha_p(\omega)\) for this single resonance line is presented in Fig. 1, and the angular frequency dependence of the critical field strength described by Eq. (19) is illustrated in Fig. 2, where \(\omega_0 = 5.91 \times 10^{14} \text{ r/s}\) and \(\omega_0^* = 6.48 \times 10^{14} \text{ r/s}\). The minimum critical electric field strength \((E_{\text{crit}})_{\text{min}} = 1.38 \times 10^{11} \text{ V/m}\) is seen to occur at the two points just below and above the frequency band \([\omega_0^*, \omega_0]\) where the critical field strength is undefined; the estimate given by Eq. (21) yields an approximate value of \(7.5 \times 10^{11} \text{ V/m}\). Notice that \(E_{\text{crit}} \to \infty\) at both of the near-resonance values \(\omega_0^*\) and \(\omega_0\) as well as when \(\omega \to 0\) or \(\omega \to \infty\). Notice also that since megavolt per meter electric field strengths are produced by ultrashort pulsed terawatt laser systems, the minimum critical field strength for this example is at least five orders of magnitude greater than that which is currently available.

The angular frequency dependence of the relative correction factor \(\alpha_p(\omega, E_{\text{eff}}) / \alpha_p(\omega)\) for the perpendicular atomic polarizability given in Eq. (17) is illustrated in Fig. 3 for the near-infrared resonance line of triply distilled water for several values of the relative local electric field intensity about unity. Notice that this correction factor reaches its peak value at the resonance frequency \(\omega_0\) when \(E_{\text{eff}}(E_{\text{crit}})_{\text{min}} < 1\) and that this peak value bifurcates into a pair of symmetric peaks about this resonance frequency when \(E_{\text{eff}}(E_{\text{crit}})_{\text{min}} > 1\), a local minimum now

![Fig. 1. Real (solid curve) and imaginary (dashed curve) parts of the linear atomic polarizability for the near-infrared resonance line in water.](image-url)

![Fig. 2. Angular frequency dependence of the critical local electric field strength (in volts per meter) for the near-infrared resonance line in water.](image-url)
resonance about the undamped resonance frequency $\omega_0$ when the local electric field strength is equal to or less than the minimum critical field strength $E_{\text{crit}}$ given in Eq. (21). However, as the local field strength exceeds this minimum critical value, this single resonance peak is found to split into a pair of resonance structures, one downshifted and the other upshifted in angular frequency from the characteristic resonance frequency $\omega_0$ of the Lorentz model dielectric.

5. DISCUSSION
The results presented here show the precise manner in which the magnetic field influences the atomic polarization in the Lorentz model of resonance polarization. Inclusion of the magnetic field in the Lorentz force relation results in a microscopic polarization density that contains both perpendicular and parallel components relative to the plane wave propagation vector of the local driving field that are both nonlinear in the local electrical field strength. This nonlinearity becomes significant when the local applied electric field strength exceeds a minimum critical field strength whose value increases linearly with the resonance frequency. Numerical calculations show that these nonlinear terms are entirely negligible for effective field strengths that are typically less than $-10^{12}$ V/m and that they begin to have a significant contribution for field strengths that are typically greater than $-10^{10}$ V/m for a highly absorptive material. Fortunately, this critical field strength is at least five orders of magnitude greater than that which is currently available in ultrashort pulsed terawatt laser systems. Although this magnetic field effect is negligible in most practical situations, it has been shown to be significant in materials exhibiting chirality, and it may also become important for artificial materials. Nevertheless, seemingly excessive electric field strengths commonly occur in nature; for example, it is estimated that the critical field strength for the alignment of water molecules for crystallization into polar ice crystals is greater than $10^9$ V/m.

Fig. 6. Angular frequency dependence of the real part of the longitudinal atomic polarizability for critical and subcritical values of the local electric field strength.

Fig. 7. Angular frequency dependence of the imaginary part of the longitudinal atomic polarizability for critical and subcritical values of the local electric field strength.

$$\omega_+ = \frac{\hbar \omega_0^2}{2 \mu_0 E_{\text{eff}}} + \frac{2 \mu_0 E_{\text{eff}}}{\hbar},$$

$$\omega_- = \frac{\hbar \omega_0^2}{2 \mu_0 E_{\text{eff}}},$$

are obtained.

Similar results are obtained for the frequency dependence of the nonlinear character of the parallel atomic polarizability given in Eq. (18). Although this parallel component of the atomic polarizability vanishes as $E_{\text{eff}} \rightarrow 0$, it can exceed the strength of the transverse component of the atomic polarizability when $E_{\text{eff}}$ exceeds the minimum critical field strength. The frequency dependence of the real part of the longitudinal (parallel) component is presented in Fig. 6 and the imaginary part in Fig. 7 for two values of the local electric field strength. Both the real and the imaginary parts are seen to exhibit a pronounced

Fig. 8. Angular frequency dependence of the relative phasor velocity magnitude of the harmonically bound electron in the Lorentz model.
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Abstract. A canonical problem of central importance in the theory of ultrawideband pulse propagation through temporally dispersive, absorptive materials is the propagation of a Heaviside step-function signal through a medium that exhibits anomalous dispersion. This problem is rich in the use of asymptotic theory. Sommerfeld and Brillouin provided the first (qualitatively accurate but quantitatively inaccurate) closed-form approximations of the dynamic evolution of this waveform through a single-resonance Lorentz model dielectric based upon Debye's method of steepest descent. An improved approximation has since been provided by Oughstun and Sherman using modern, uniform asymptotic methods that rely upon the saddle-point method. An accurate, uniform asymptotic approximation describing the dynamical evolution of the unit step-function modulated sine wave signal through a single-resonance Lorentz model dielectric is presented here based upon their work. This refined asymptotic description results in a continuous evolution of the propagated field for all space-time points.
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I. Introduction. Asymptotic analysis is widely used in the study of pulse propagation in electromagnetics, optics, and acoustics. Typical applications include the study of the propagated pulse evolution as either the propagation distance or the wavelength becomes either large or small. Here, we study two-dimensional (space and time) electromagnetic pulse propagation through an unbounded dielectric material and show that many facets of uniform asymptotic theory are drawn upon in order to provide a continuous asymptotic approximation to the propagated pulse.

Consider a linearly polarized plane-wave electromagnetic pulse traveling in the positive z-direction. The material through which the pulse travels is a linear dielectric whose relative magnetic permeability μ is unity and whose relative dielectric permittivity ε(ω) is given by the single-resonance Lorentz [18] dielectric model so that the complex index of refraction n(ω) = \sqrt{\mu_\varepsilon} is given by

\[
n(\omega) = \left(1 - \frac{\omega_p^2}{\omega^2 - \omega_0^2 + 2i\Delta\omega}\right)^{1/2}
\]
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Brillouin found two sets of saddle points: the contributions from the \textit{distant saddle points} are responsible for the first forerunner, which had been evaluated for small \( \theta \geq 1 \) by Sommerfeld; the contributions from the \textit{near saddle points} give rise to a second forerunner which begins after the arrival of the first forerunner. Brillouin also identified the main signal, characterized by its harmonic oscillation at the carrier frequency \( \omega_c \) of the input pulse, which arrives after the second forerunner. Sommerfeld and Brillouin mistakenly concluded that both forerunners are of negligible amplitude in comparison to the amplitude of the main signal.

Although Sommerfeld and Brillouin correctly predicted the existence of the first and second forerunners, they did not accurately describe their behavior. It wasn't until 1975 when Oughstun and Sherman \[25, 26\] examined Sommerfeld's and Brillouin's seminal works that an accurate description of these two forerunners (now known as the Sommerfeld and Brillouin precursors) and the main signal was given based upon uniform asymptotic expansion techniques. Of significant importance, Oughstun \[22\] proved that the Brillouin precursor can be of significant amplitude when the rise time of the pulse is faster than the relaxation time of the material. This analysis showed that, asymptotically, the Brillouin precursor achieves a peak amplitude at the space-time point \( ct/z = n(0) \), where \( n(0) \) is the static refractive index of the material, and that the amplitude of this point decays only algebraically as \( z^{-1/2} \) with propagation distance \( z \), whereas the amplitudes of the Sommerfeld precursor and the main signal decay exponentially. The relatively slow decay rate of the peak amplitude point of the Brillouin precursor has important practical applications to biomedical imaging as well as to ground- and foliage-penetrating radar systems (see the proceedings series titled \textit{Ultra-Wideband Short-Pulse Electromagnetics} \[1, 2, 7, 19, 34, 35\]).

The exponential appearing in \((1.2)\) may be written in terms of the complex phase function defined in \((1.3)\) so that, with some algebraic manipulation, the integral representation of the propagated pulse may be expressed as \[29\]

\[
E(z, t) = \frac{1}{2\pi} \mathcal{R} \left\{ i \int_{-\infty}^{\infty} \frac{\exp \left[ i \frac{x}{\omega_c} \right]}{\sqrt{\omega - \omega_c}} \, d\omega \right\}
\]

for the input step-function modulated sine wave pulse with fixed carrier frequency \( \omega_c > 0 \). Because of the exponential appearing in the integrand of \((1.4)\), the Fourier-Laplace representation is ideally suited for analysis by asymptotic expansion techniques that are valid as \( z \to \infty \) (i.e., as the propagation distance becomes large), as was originally done by Brillouin. In fact, this problem is much richer in asymptotic theory than the direct application of the method of steepest descent. In order to find a continuous asymptotic approximation to the propagated field \( E(z, t) \), three different uniform asymptotic theories are required: a method for two saddle points symmetrically located about the imaginary axis whose real parts are located at plus and minus infinity; a method for two first-order saddle points that coalesce into one second-order saddle point at some fixed space-time point and then separate into first-order saddle points again; and finally, a method for first-order saddle points in the vicinity of a simple pole. These methods have been used extensively by Oughstun and Sherman to study pulse propagation through Lorentz model dielectric materials \[21, 25, 26, 27, 28, 29\]; their results form the basis of this paper.

The material parameters (\( \omega_0 = 4.0 \times 10^{18}/s, \omega_p^2 = 2.0.0 \times 10^{22}/s^2, \delta = 0.28 \times 10^{18}/s \)) used here are the same as those used by Sommerfeld and Brillouin \[6\]. The real and imaginary parts of the complex index of refraction \( n(\omega) \) for the single-resonance Lorentz model dielectric with these parameters are illustrated in Figure 1.1. This choice of medium parameters corresponds to an extremely absorptive medium. Nev-
a maximum at \( \omega_{SP} \); and this maximum becomes more pronounced as \( z \to \infty \). Hence, the integral appearing in (2.1) may be approximated by the contribution due to a neighborhood of \( \omega_{SP} \), the accuracy of this approximation increasing in the sense of Poincaré [31] as \( z \to \infty \). This then forms the principle upon which the saddle-point method is based. The saddle-point method may be directly extended to integrals of the type (see Chapter 5 of [29]).

\[
I(z, \theta) = \int_{C} f(\omega) \exp[zg(\omega, \theta)] \, d\omega,
\]

in which the position of the saddle point of the exponential function \( g(\omega, \theta) \) is a function of the real-valued parameter \( \theta \), as is the case in this paper. This is achieved by choosing a path of integration which moves in a continuous manner as \( \theta \) varies continuously over some specified space-time domain.

3. Behavior of the Complex Phase Function. In order to apply the saddle-point method to the integral appearing in the integral representation (1.4) of the propagated electric field component of a step-function modulated sine wave signal, the behavior of the complex phase function \( \phi(\omega, \theta) = \omega|n(\omega) - \theta| \) must be known in the complex \( \omega \)-plane [6, 29, 36] as a function of the real parameter \( \theta \). For the single-resonance Lorentz model dielectric [18], the complex phase function \( \phi(\omega, \theta) \) is analytic in the \( \omega \)-plane formed by the two branch cuts in the lower half of the \( \omega \)-plane symmetrically located about the imaginary axis. In the right half plane, the branch cut extends from \( \omega_+ = \sqrt{\omega_0^2 - \delta^2 + i\delta} \) to \( \omega_1' = \sqrt{\omega_0^2 + \omega_p^2 - \delta^2 - i\delta} \).

The saddle points of \( \phi \) are solutions of the equation \( \phi(\omega, \theta) = 0 \), which need only be solved for \( \theta > 1 \) since the field given by (1.4) identically vanishes for all \( \theta \leq 1 \). Brillouin [6] first showed that \( \phi \) possesses two sets of saddle points and provided first-order approximations of the locations of these saddle points; more accurate approximations have since been provided by Oughstun and Sherman [29]. The first set, referred to as the distant saddle points and denoted by \( \omega_{SPD}^n(\theta) \), consists of two first-order saddle points. As \( \theta \to 1^+ \),

\[
\lim_{\theta \to 1^+} \omega_{SPD}^n = \pm \infty - i2\delta,
\]

while in the opposite limit as \( \theta \to \infty \), the distant saddle points approach the outer branch points

\[
\lim_{\theta \to \infty} \omega_{SPD}^n = \mp \sqrt{\omega_0^2 + \omega_p^2 - \delta^2 - i\delta} = \omega_1',
\]

respectively, so that \( |\omega_{SPD}^n(\theta)| \geq \sqrt{\omega_0^2 + \omega_p^2} \) for all \( \theta > 1 \).

The second set of saddle points, referred to as the near saddle points and denoted by \( \omega_{SPN}^n(\theta) \), consists of two first-order saddle points that lie on the imaginary axis for values of \( \theta \) less than \( \theta_1 \), coalesce into a single second-order saddle point when \( \theta = \theta_1 \), and separate into two first-order saddle points symmetrically located about the imaginary axis for \( \theta > \theta_1 \), where \( \theta_1 = \theta_0 + 2\delta^2 \omega_0^2 / 3\theta_0 \omega_0^2 \), so that \( \theta_1 \approx 1.502 \) for the material parameters used here. As \( \theta \to \infty \), the locations of the near saddle points approach the inner branch points

\[
\lim_{\theta \to \infty} \omega_{SPD}^n = \pm \sqrt{\omega_0^2 - \delta^2 - i\delta} = \omega_1',
\]

respectively. Of particular interest in this evolution is the space-time point \( \theta = \theta_0 = n(0) \), where \( \theta_0 = 1.5 \) for the material parameters considered here, at which the
Fig. 3.2 Contours of $R(\phi(\omega, \theta))$ for $\theta = 1.25$ in the complex $\omega$-plane along with an acceptable deformed path of integration $P(\omega, \theta)$. Notice that the original and deformed contours lie on the same side of the pole.

Fig. 3.3 Contours of $R(\phi(\omega, \theta))$ for $\theta = \theta_1$ in the complex $\omega$-plane along with an acceptable deformed path of integration $P(\omega, \theta)$. Notice that the original and deformed contours lie on the same side of the pole.
introduced a change of variable such that the saddle points of the transformed phase function retain the limiting values of the original saddle points and then expanded the amplitude function as a finite number of terms plus a remainder term, the remainder term being regular and equal to zero at the saddle points of the transformed phase function. Here, the transformation that retains the essential behavior of the distant saddle points is given by

$$\phi(\omega, \theta) = \alpha_d(\theta)s + \beta_d(\theta) + \frac{1}{4s},$$

where $\alpha_d(\theta)$ and $\beta_d(\theta)$ are functions to be determined. The amplitude function is then written as

$$\frac{i}{\omega - \omega_c} \frac{d\omega}{ds} = \gamma_0(\theta) + \gamma_1(\theta)s + \left[\alpha_d^2(\theta) - \frac{1}{4s}\right] H_0(s, \theta),$$

where $H_0(s, \theta)$ is regular and equal to zero at $s = (\pm 1/\alpha_d)$. Substitution of (4.1) and (4.2) into (1.4) results in the uniform asymptotic description of the Sommerfeld precursor $E_S(z, t)$ for the step-function modulated sine wave [29],

$$E_S(z, t) \sim R\{-i\frac{z}{c}\beta_d(\theta)\left[\gamma_0(\theta)J_0\left(\frac{z}{c}\alpha_d(\theta)\right) + 2\alpha_d(\theta)e^{-in/2}\gamma_1(\theta)I_1\left(\frac{z}{c}\alpha_d(\theta)\right)\right] + R(z, \theta)\}$$

as $z \to \infty$ for all $\theta \geq 1$, where $J_n(\xi)$ denotes the Bessel function of the first kind of integer order $n$. The magnitude of the remainder term is bounded as

$$|R(z, \theta)| \leq \frac{2\pi|\alpha_d(\theta)|}{z} \left[|J_1\left(\alpha_d(\theta)\frac{z}{c}\right)| + |J_2\left(\alpha_d(\theta)\frac{z}{c}\right)|\right]$$

for $z \geq Z > 0$ and $\theta \geq 1$, where $K > 0$ is a constant independent of $\theta$ and $z$. The coefficients appearing in (4.3) are given by

$$a_d(\theta) = \frac{i}{2} \phi(\omega_{SP}^+, \theta) - \phi(\omega_{SP}^-, \theta) = -\Re\left\{\phi(\omega_{SP}^+, \theta)\right\},$$

$$\beta_d(\theta) = \frac{i}{2} \phi(\omega_{SP}^+, \theta) + \phi(\omega_{SP}^-, \theta) = i\Re\left\{\phi(\omega_{SP}^+, \theta)\right\},$$

$$\gamma_0(\theta) = \frac{1}{2} \left[\frac{i}{\omega_{SP}^+ - \omega_c} \left(\frac{1}{2\alpha_d(\theta)}\left(\frac{4\alpha_d^2(\theta)}{1 + \alpha_d(\theta)^2(\omega_{SP}^+, \theta)}\right)\right)^{1/2}
$$

$$+ \frac{i}{\omega_{SP}^- - \omega_c} \left(-\frac{1}{2\alpha_d(\theta)}\left(-\frac{4\alpha_d^2(\theta)}{1 + \alpha_d(\theta)^2(\omega_{SP}^-, \theta)}\right)\right)^{1/2}\right],$$

$$\gamma_1(\theta) = \frac{1}{4\alpha_d(\theta)} \left[\frac{i}{\omega_{SP}^+ - \omega_c} \left(\frac{1}{2\alpha_d(\theta)}\left(\frac{4\alpha_d^2(\theta)}{1 + \alpha_d(\theta)^2(\omega_{SP}^+, \theta)}\right)\right)^{1/2}
$$

$$- \frac{i}{\omega_{SP}^- - \omega_c} \left(-\frac{1}{2\alpha_d(\theta)}\left(-\frac{4\alpha_d^2(\theta)}{1 + \alpha_d(\theta)^2(\omega_{SP}^-, \theta)}\right)\right)^{1/2}\right].$$

For values of $\theta$ bounded away from 1 such that $(z/c)|\alpha_d(\theta)| \gg 1$, the large argument asymptotic expansion of the Bessel function may be substituted into (4.3). This
would be bounded by

\[ |R_N| \leq A|x|^{-(2N+\lambda)/2} + B \exp \left[ \mathcal{R}\{z[\phi(\omega_j, \theta) - g(\omega_i, \theta)]\} \right], \]

where \( A, B \) are some constants independent of \( z \), and where \( \omega_i \) is the dominant saddle point while \( \omega_j \) is the other saddle point, i.e., \( \mathcal{R}\{\omega_i\} < \mathcal{R}\{\omega_j\} \). Because \( \omega_i \) is the dominant saddle point, the second term in (5.1) is negligible in comparison to the first, for large enough \( |z| \). However, as \( \theta \to \theta_1 \), \( \mathcal{R}\{\omega_i\} \to \mathcal{R}\{\omega_j\} \) and \( |z| \) must increase without bound in order for the second term in (5.1) to remain negligible compared to the first.

A uniform expansion of the Brillouin precursor, valid for all \( \theta > 1 \), is obtained through use of the theorem [9, 12, 29] originally due to Chester, Friedman, and Ursell [9]. Here, the transformation that retains the behavior of the saddle points about \( \theta = \theta_1 \) is given by

\[ \frac{1}{3} \nu^3 - \alpha_1(\theta) \nu - \alpha_0(\theta) + \phi(\omega, \theta) = 0, \]

where \( \alpha_0, \alpha_1 \) are functions to be determined. Note that there are three possible branches of the inverse function. Chester, Friedman, and Ursell [9] proved that only one branch of the transformation defines a conformal mapping of some disc that contains both saddle points. It is this branch which must be used, as shown by Bleistein and Handelsman [4]. As before, the amplitude function is expanded as a finite number of terms plus a remainder that is regular and equal to zero at the transformed saddle points. This is obtained using the expansion

\[ \frac{i}{\omega - \omega_c} \mu = \tilde{G}(\nu, \theta) = h_1(\theta) + h_2(\theta) \nu + (\nu^2 - \alpha_1(\theta))^2 H_0(\nu, \theta), \]

where \( h_1, h_2, \) and \( H_0 \) are to be determined. Substitution of (5.2) and (5.3) into (1.4) results in the uniform asymptotic expansion of the Brillouin precursor \( E_B(z, t) \) for the step-function modulated sine wave [29]

\[ E_B(z, t) = -\Re \left\{ \exp \left[ \frac{i}{c} \alpha_0(\theta) \right] \right\} \left( \left( \frac{c}{z} \right)^{1/3} e^{-i2\pi/3} \cdot \text{At} \left( \alpha_1(\theta) e^{-i2\pi/3} \left( \frac{c}{z} \right)^{2/3} \right) \right. \]
\[ \left. \left\{ \frac{1}{2} \left[ \frac{i}{\omega_{SP^+} - \omega_c} h_+^2(\theta) + \frac{i}{\omega_{SP^-} - \omega_c} h_-^2(\theta) \right] + O \left( \frac{1}{z} \right) \right\} \right\} \]
\[ + \left\{ \frac{1}{2} \alpha_1^{1/2}(\theta) \left[ \frac{i}{\omega_{SP^+} - \omega_c} h_+^2(\theta) - \frac{i}{\omega_{SP^-} - \omega_c} h_-^2(\theta) \right] + O \left( \frac{1}{z} \right) \right\}, \]

where \( \text{At}(\xi) \) denotes the Airy function and the coefficients appearing in (5.4) are given by

\[ \alpha_0(\theta) = \frac{1}{2} \left[ \phi(\omega_{SP^+}, \theta) + \phi(\omega_{SP^-}, \theta) \right], \]
\[ \alpha_1^{1/2}(\theta) = \left\{ \frac{3}{4} \left[ \phi(\omega_{SP^+}, \theta) - \phi(\omega_{SP^-}, \theta) \right] \right\}^{1/3}, \]
\[ h_\pm(\theta) = \left( \pm \alpha_1^{1/2}(\theta) \phi(2\pi)(\omega_{SP^\pm}, \theta) \right)^{1/2}. \]
total field evolution as \( z \to \infty \). The instantaneous angular frequency of oscillation of the Brillouin precursor starts at zero when \( \theta = \theta_1 \) and monotonically increases to approach the value \( \sqrt{\omega_0^2 - \theta^2} \) with increasing \( \theta \).

Previous work [29, 36] exhibited a discontinuity in the uniform asymptotic approximation of the Brillouin precursor about the space-time point \( \theta = \theta_1 \), which the authors attributed to numerical instabilities. These numerical instabilities are now known to be caused by the use of an unnecessary approximation of the lower near saddle-point location \( \omega_{SP-}(\theta) \) and incorrect phase values for the coefficients \( h_{ \pm}(\theta) \) for all \( \theta > \theta_1 \). Here, all saddle-point locations and coefficients are numerically determined so that this approximation error is avoided, resulting in a continuous evolution of the Brillouin precursor for all \( \theta > 1 \).

6. The Signal Contribution. The signal contribution to the propagated field of the step-function modulated sine wave is due to the simple pole singularity at \( \omega = \omega_c \) appearing in the integrand of (1.4). It is assumed here that \( \omega_c \) is real, positive, and finite (as all physical frequencies must be). The simple pole located at \( \omega_c \) may influence the value of \( E(z, t) \) if the path \( P(\omega, \theta) \) crosses the pole singularity, or if either of the saddle points \( \omega_{SP+}(\theta) \) comes within close proximity of the pole, or both.

Let the path \( P(\omega, \theta) \) comprise the portions of the steepest descent paths emanating from \( \omega_{SP+}(\theta) \) and \( \omega_{SP-}(\theta) \) and continuing into the upper half plane. In the deformation of the original path of integration appearing in (1.4) into the path \( \mathcal{P}(\omega, \theta) \), the simple pole located at \( \omega_c \) is crossed at some space-time point \( \theta = \theta_s \geq 1 \).

Hence, the original integral and the integral

\[
E_{SDP}(z, t) = \frac{1}{2\pi} \mathbb{R} \left\{ i \int_{\mathcal{P}(\omega, \theta)} \frac{\exp \left[ i \phi(\omega, \theta) \right]}{\omega - \omega_c} \, d\omega \right\}
\]

along the deformed contour are related by

\[
E(z, t) = E_{SDP}(z, t) \quad \text{for } \theta < \theta_s,
\]

\[
E(z, t) = E_{SDP}(z, t) - \pi i \gamma e^{i\theta_c(\theta)} \quad \text{for } \theta = \theta_s,
\]

\[
E(z, t) = E_{SDP}(z, t) - 2\pi i \gamma e^{i\theta_c(\theta)} \quad \text{for } \theta > \theta_s,
\]

where

\[
\gamma = \lim_{\omega \to \omega_c} \left( \frac{i}{\omega - \omega_c} \right)
\]

is the residue of the amplitude function at the simple pole \( \omega_c \). Direct application of the saddle-point method to \( E_{SP}(z, t) \) yields a uniform expansion. However, it does not provide a uniform expansion for \( E(z, t) \). In order to see this, let \( \theta_s \) denote the space-time point at which the pole becomes dominant over the saddle point \( \omega_{SP} \) in the sense that \( \Re\{\phi(\omega, \theta)\} > \Re\{\phi(\omega_{SP}, \theta)\} \). Because the path \( \mathcal{P}(\omega, \theta) \) lies in the valleys of \( \omega_{SP} \), it necessarily follows that \( \theta_s < \theta_c \). From (6.2), it is obvious that \( E(z, t) \) changes discontinuously about \( \theta = \theta_s \) when the saddle-point method is applied to \( E_{SP}(z, t) \). However, because the simple pole lies in the valley of the saddle point, the residue contributions appearing in (6.2) are exponentially smaller than \( E_{SP}(z, t) \) and pose no problem in obtaining a uniform approximation to \( E(z, t) \).

This is not the case at \( \theta = \theta_s \) when the simple pole \( \omega_c \) becomes dominant over the saddle point \( \omega_{SP} \). Here, \( \Re\{\phi(\omega_{SP}, \theta)\} < \Re\{\phi(\omega_c, \theta)\} \) for \( \theta_s < \theta < \theta_c \) and the
while $\theta_s$ and the appropriate residue contribution are determined by the saddle point whose path of steepest descent crosses the simple pole located at $\omega_c$. The space-time point $\theta_s$ at which the path $\mathcal{P}(\omega, \theta)$ crosses the simple pole located at $\omega_c$ is determined by the equation

$$Y(\omega_c, \theta_s) = Y(\omega_{SP}, \theta_s),$$

where $Y \equiv \Im(\phi)$ and $\omega_{SP}$ denotes either $\omega_{SP}^+(\theta)$ or $\omega_{SP}^-(\theta)$. We have found (by inspection) that the deciding factor as to which saddle point determines the value of $\theta_s$ is the value of $Y(\omega_c, \theta)$ at $\theta = 1$. If $Y(\omega_c, 1) > 0$, the steepest descent path emanating from the near saddle point $\omega_{SP}^+(\theta)$ is used to determine the value $\theta_s$. If $Y(\omega_c, 1) < 0$, the steepest descent path emanating from the distant saddle point $\omega_{SP}^-(\theta)$ is used to determine the value $\theta_s$. If $Y(\omega_c, 1) = 0$, then $\theta_s = 1$. The value of $\omega_c = \omega_Y$ which separates the two cases is given approximately by $\omega_Y \approx 4.2925 \times 10^{18}$ rad/s for the material parameters considered here. As a consequence, we have applied the uniform theory to account for two first-order saddle points with a nearby simple pole singularity. As an example, for angular frequencies $\omega_c$ satisfying $Y(\omega_c, 1) > 0$, the uniform signal contribution is given by

$$E_c(x, t) = \frac{1}{2\pi} \{ i\gamma_u \left[ -i\exp \left( i\Delta_D(\theta) \sqrt{\frac{\zeta}{c}} \right) \exp \left[ \frac{\zeta}{c} \phi(\omega_c, \theta) \right] \right. \}
+ i\gamma_u \left[ -i\exp \left( i\Delta_N(\theta) \sqrt{\frac{\zeta}{c}} \right) \exp \left[ \frac{\zeta}{c} \phi(\omega_c, \theta) \right] \right. \}
\right\}, \quad \theta < \theta_s,$$

(6.8a)

$$E_c(x, t) = \frac{1}{2\pi} \{ i\gamma_u \left[ -i\exp \left( i\Delta_D(\theta) \sqrt{\frac{\zeta}{c}} \right) \exp \left[ \frac{\zeta}{c} \phi(\omega_c, \theta) \right] \right. \}
+ i\gamma_u \left[ -i\exp \left( i\Delta_N(\theta) \sqrt{\frac{\zeta}{c}} \right) \exp \left[ \frac{\zeta}{c} \phi(\omega_c, \theta) \right] \right. \}
\right\}, \quad \theta > \theta_s,$$

(6.8b)

as $x \to \infty$. Here, $\gamma_u = i$ is the residue of the amplitude function $i(\omega - \omega_c)$ at $\omega_c$, $\text{erfc}(\zeta)$ is the complementary error function, and

$$\Delta_{D,N}(\theta) = \left[ \phi(\omega_{SP}^{+,-}(\theta), \theta) - \phi(\omega_c, \theta) \right]^{1/2}.$$  

(6.9)

A similar expression may be given for the uniform signal contribution for carrier frequencies $\omega_c$ satisfying $Y(\omega_c, 1) < 0$ [8].

Questions about the accuracy of this uniform expansion as it applies to the classical problem of a step-function modulated sine wave signal have persisted because, until now, it has been difficult to isolate the leading edge of the pole contribution from the remainder of the field. For all values of $\omega_c$, either the Sommerfeld or the
at a propagation distance of $z = 5.3x_d$. In Figure 6.2 (b), the asymptotic approximation of the pole contribution (dashed curve) is calculated using both $\omega_{SP_+}(\theta)$ and $\omega_{SP_-}(\theta)$. The open circle denotes the space-time value $\theta_s$ when the path $P(\omega, \theta)$ crosses $\omega_c$. A comparison of the two figures shows that the contribution from the near saddle point $\omega_{SP_+}(\theta)$ is minimal. However, these figures again confirm that the uniform asymptotic theory provides the correct approximation to the pole contribution. This is in contrast to the previous hypothesis [29] that both saddle points $\omega_{SP_+}(\theta)$ and $\omega_{SP_-}(\theta)$ are sufficiently removed from $\omega_c$ when $\omega_c$ is within the absorption band of the material so that $E_d(z, t)$ is composed solely of the residue term which abruptly begins at $\theta = \theta_s$.

7. Conclusions. The propagated electric field component of a linearly polarized, plane-wave, step-function modulated sine wave signal of applied carrier frequency $\omega_c$ traveling through a single-resonance Lorentz dielectric has been studied in this paper. An analytic, asymptotic approximation of the propagated wave field requires the application of three uniform theories in the subject of asymptotic expansions of integrals. The results presented here provide the first correct description of the pole contribution of the field (1.4) for applied carrier frequencies that lie within and above the absorption band of the material. Previous attempts to isolate the pole contribution from the rest of the field were unsuccessful due to inaccurate asymptotic results for the Brillouin precursor about the space-time point $\theta = \theta_1$ and an incorrect asymptotic representation of the pole contribution for applied carrier frequencies in the range $\omega_c > \sqrt{\omega_0^2 + \omega_p^2 - \delta^2}$.

Four different carrier frequencies of the step-function modulated sine wave signal were considered in this paper: the below-resonance carrier frequency $\omega_c = 0.5\omega_0$, the intra-absorption band carrier frequencies $\omega_c = \omega_0$ and $\omega_c = 1.25\omega_0$, and the above-resonance carrier frequency $\omega_c = 2.5\omega_0$. The total asymptotic field, which is the sum of the three asymptotic components, $E(z, t) = E_S(z, t) + E_B(z, t) + E_d(z, t)$, is presented for each applied carrier frequency as the dashed curves in the upper plots of Figures 7.1–7.4. The solid curves appearing in these figures represent the
Fig. 7.3 The total asymptotic (dashed curve) and numerical (solid curve) fields of the step-function modulated sine wave signal with intra-absorption band applied carrier frequency $\omega_c = 1.25\omega_0$ rad/s at a distance of $z = 3 \times 10^{-3}$ m = 5.3$\lambda_d$ into the single-resonance Lorentz dielectric. The lower figure shows the difference between the two results.

Fig. 7.4 The total asymptotic (dashed curve) and numerical (solid curve) fields of the step-function modulated sine wave signal with above-absorption band applied carrier frequency $\omega_c = 2.5\omega_0$ at a distance of $z = 9 \times 10^{-3}$ m = 2.7$\lambda_d$ into the single-resonance Lorentz dielectric. The lower figure shows the difference between the two results.
[33] B. Riemann, Riemann's "gesammelte mathematische werke," 2nd ed., Zweite Auflage, 1892, pp. 424-430. (This paper, dated October 1863, was reconstructed from notes by H.A. Schwarz.)