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Abstract 
We have completed implementation of a variety of numerical optimization methods, 
including multi-directional search (MDS), differential evolution (DE), the Powell 
conjugate gradient method, and a zero-crossing technique.  These methods have been 
extensively tested on several guns and collectors. 
The user interface to these techniques in Analyst has been completed and is included in 
Analyst Version 10.  We have also completed development of a system for computing the 
manufacturing sensitivity of a design point.   

To support collector optimization we have recently created capabilities for the Analyst 
magnetostatics solver (MS3P) to output magnetic field files in a format that MICHELLE 
can read, and we have worked with SAIC on modifications to MICHELLE to use these 
files. 

In February 2007 we were granted an extension of the period-of-performance of the base 
program until the end of April 2007.  Through April 30, 2007 we have spent all of the 
funds in the base plan ($449k).   
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Executive Summary 
The following items have been accomplished during this project and are currently 
available in the latest release of Analyst (Version 10). 

• “Wizard-like” optimization user-interface extensions in Analyst for configuring 
and monitoring an optimization.  Results of an optimization are presented real-
time in spreadsheet-like controls and x-y plots.   

• Architecture support in Analyst for optimization including caching of parameter 
vectors and associated metric values, scriptable constraint and metric functions, 
etc.  Additionally, all optimizations can be asynchronously aborted and restarted 
if desired. 

• Implementations of multidirectional search (MDS)1, differential evolution (DE2), 
and Powell conjugate gradient3 methods have been completed. 

• Support for sensitivity analysis has been added to Analyst.  This can be performed 
from any design point, but would typically be done on the result of an 
optimization. 

• An extensive round of testing on all of the optimization algorithms has been 
completed. 

• The Analyst user interface to MICHELLE is sufficiently complete to allow gun 
and collector optimizations, including support for external magnetic field 
calculation using the MS3P solver in Analyst. 

• Validation via several gun and collector optimizations. 
• Generation of full documentation of the Analyst/MICHELLE support including 

several self-contained examples for guns and collectors. 
• A MICHELLE/Analyst training session was held in April 2007 introducing this 

technology to a select group of users.  Industrial participants included CPII, L-3 
ETI, L-3 ED, Northrop Grumman, Teledyne, and Beam Wave Research. 

All of the tasks outlined for the base program in the original proposal have been 
completed except for the Analyst/CHRISTINE interface which was removed from the 
project by the program manager in exchange for a broadening the application of the 
optimization work on guns and collectors.  These activities are discussed in more detail in 
the following sections. 

Optimization User Interface 
The user interface to the optimization capabilities takes the form of a “wizard”, which is a 
set of panels that are navigated via “Next” and “Back” buttons.  This format allows 
control over the setup process, walking the user through the following steps: 

1. Metric Specification.  A metric is represented by a Python module that takes a result 
database and list of geometric parameters and returns a real number representing the 

                                                
1 V. Torczon, Multi-Directional Search: A Direct Search Algorithm for Parallel Machines, Ph. D. thesis, 
Rice University, Houston, TX, May, 1989. 
2 R. Storn and K. Price, “Differential evolution – a simple and efficient heuristic for global optimization 
over continuous spaces,” J. Global Optim., 11, 1997, pp. 341-359. 
3 M. J. D. Powell, "An efficient method for finding the minimum of a function of several variables without 
calculating derivatives," Compute J., 7, pp. 155-162, July 1964. 
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quality of the design.  Several predefined functions are included, and the user can also 
define their own.  A metric may contain configuration parameters such as target 
values, etc., and these parameters can be modified in this step. 

 
Fig. 1.  The metric specification step in the optimization wizard. 

2. Method Specification.  Selection of the method (algorithm), and definition of values 
that control the method, e.g., the maximum number of analyses, stopping criteria, etc. 
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Fig. 2.  The method specification step in the optimization wizard. 

3. Parameter Selection.  The user is presented with a list of all parameters of the model 
(these include geometric, attribute/material, solver, and mesher parameters).  
Parameters are included via a checkbox next to the name, and the user can also modify 
a short code for each parameter that is used in the constraint definition. 
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Fig. 3.  The parameter selection step in the optimization wizard. 

4. Constraint Definition.  This includes defining both a range of validity for each selected 
parameter, and also an optional global constraint (via a Python function) that further 
restricts the domain. 
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Fig. 4.  The constraint definition step in the optimization wizard. 

5. Execution of Optimization.  Progress information is displayed in several different 
formats.  A log tab shows the progress of every analysis (Fig. 5).  The best case is 
retained, while all other cases are deleted during the optimization to avoid 
accumulation of unnecessary files and data.  Moreover, the complete history of the 
experiments and resulting metric values can be copied from the Experiment Details 
table (Fig. 6) and pasted into an Excel spreadsheet for review or further manipulation 
(such as curve-fitting or other analysis).   There are also XY plots of data such as 
metric progression versus iteration, etc.  The data shown in these tables and plots can 
be fully customized via an optional specification in the metric script (this is covered in 
a later section).  There is also an option for aborting the analysis. 
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Fig. 5.  A log of the solver messages is shown in the optimization wizard. 

Architecture 
Caching 

The optimization architecture in Analyst includes support for caching of parameter 
vectors and associated metric values.  This cache is used to determine if an experiment 
(parameter vector) was previously analyzed.  If so, its metric value is retrieved from the 
cache without the cost of an analysis.   

This support is also utilized if an optimization is aborted and later restarted.  If it is 
restarted without modification to the analysis or optimization settings (other than the 
stopping criteria), the optimization will continue from where it was aborted.   
Constraints 

In practice, all parameters associated with device optimization must, at a minimum, have 
a range of acceptable values.  If an optimization method requests evaluation of an 
experiment that falls outside the valid parameter space, Analyst returns an infinite metric 
value and continues. 
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Fig. 6.  A table of experiments is shown in the optimization wizard. 

Analyst offers two ways to define parameter constraints.  The first and most commonly 
used is the specification of a minimum and maximum value for each parameter.  These 
values can be set in one of the steps of the optimization wizard.  
The second and more complex is a Python based global constraint.  This functionally is 
useful if the parameter space is more difficult to define.  For example, if you are varying 
the axial location of two adjacent plates in a collector, you need to make sure that they do 
not intersect each other.  If you need to allow for large range in these locations, simply 
specifying a range for each parameter will not be sufficient, because much of that 
parameter space will cause the two plates to overlap.  A global constraint script can be 
used instead to deal with this situation.   

There are 3 functions that can be defined in a global constraint script: 
• Test() - This function is called to determine if an experiment is allowed to be 

executed. 
• UpdateParameters() - This function is called to update the metrics parameters. 
• ValueChanged() - This function is called whenever a parameter value is changed. 

Its purpose is to allow conditional parameters.  The main utility that this function 
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provides is a mechanism to control parameter visibility based on the value of 
specific parameter.  

A template global constraint script is provided with Analyst and there is a simple user-
interface that can be used to define and install new scripts. 

Metrics 
The metric (goal function) is used to assign a single value to the results of an experiment.  
Analyst is configured to always minimize the metric value and all metrics in Analyst are 
written as Python scripts.  These scripts can identify parameters that are displayed to the 
user to specify weighting factors, stopping criteria, etc. 
There are 5 functions that can be defined in a metric script: 

• IsCompatible() - This function is called to determine if this metric is compatible 
with the model being optimized.  This decision is typically based on the model's 
analysis type, but any accessible attribute of the model could be used to make this 
determination. 

• Execute() - This function is called  after a case is analyzed to compute the metric 
value.    

• UpdateParameters() - This function is called to update the metrics parameters. 
• ValueChanged() - This function is called whenever a parameter value is changed. 
• GetSupplementalDataInfo() - This function is used to define additional custom data 

that the user is interested in seeing in tables/plots versus experiment and/or 
iteration.   

A template metric script is provided with Analyst and there is a simple user-interface that 
can be used to define and install new scripts. 
An important aspect of optimization of beam devices using the MICHELLE code is the 
creation of metric functions that capture the relevant characteristics of the beam.  To this 
end we have created metrics for specific classes of design problems currently including 
guns and collectors.  The one suitable for use in gun optimization includes terms related 
to the following beam quantities: 

• Beam Waist for various current enclosed fractions: 
o Beam waist radius (or x & y transverse dimensions for sheet beams) 
o Associated axial positions 
o Current enclosed at beam waist (beam interception before the beam 

waist will not have the full current enclosed fraction) 
• Laminarity: 

o Various quantities based on ||vv⊥ as metrics for laminarity: 
� Mainly used for gun design without B-fields. 

o Metric for beam scalloping amplitude: 
� For gun design in the presence of B-fields. 

• Total Current: 
o Metric for understanding where the beam interception occurs. 

• Emission Current Density: 
o  Maximum and minimum values for the emitted current density. 

• Beam Ripple: 
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o Ripple amplitude. 
o Ripple average radius. 

This metric function allows the user to specify overall weight, target value, and 
acceptable error for each of these terms.  The weights are used to combine the terms into 
a single metric value.  If the acceptable error is met for each of the terms in the metric, a 
metric of zero is returned and the optimization stops. 

We have also developed a metric for optimization of collectors that involves maximizing 
the collection efficiency. 

Optimization Methods 
The final implementations of DE, MDS, and Powell are now complete.  The 
implementations are composed of a set of C++ classes that are integrated into the Analyst 
package. 

The optimization package is architected so that it may be used to control a generic 
optimization process.  As such, method-specific functions are declared as virtual or pure 
virtual in base classes, and are overloaded as necessary in derived classes that are 
specialized to a particular method.  This architecture will make it very easy to add other 
methods to the library, without having to modify core functionality like process control, 
previous result lookup, and interactions with the analysis package.   

MDS Algorithm 
This approach is a direct search simplex method that is closely related to the Nelder-
Mead method4 in which a non-degenerate simplex of dimension n+1 is updated (for an n-
dimensional parameter vector) at each step. The volume enclosed by the simplex reduces 
until it encloses an extremum of the objective function. 
A step in the process begins with stored values of the simplex vertices (parameter 
vectors) and the associated objective function values.  The vertex with the best 
(minimum) value of the objective function is identified, and a set of n search directions is 
defined by the edges that connect the best vertex to the remaining vertices in the simplex.  
The length of each edge defines the length of the associated step in that direction, i.e., the 
new sample points are obtained by “reflecting” each vertex about the best vertex, with the 
connecting edge defining the reflection plane normal.  The new sample points, together 
with the previous best vertex, form a new simplex that is accepted for the next iteration if 
at least one of its vertices has a better objective function value than does the previous best 
vertex.  If the simplex is not accepted there are is a simple set of expansion and/or 
contraction steps (wherein the search directions are maintained but the step-size is 
changed) that are performed to find an acceptable new simplex.  The process terminates 
when the simplex nodes, and the corresponding goal function values, become “close 
enough”.  More precisely, the two criteria are: 

( ) ( )( ) δ≤− = NESiibest XFXF ...1|max
rr

 

                                                
4 Nelder, J. A. and Mead, R. "A Simplex Method for Function Minimization." Comput. J. 7, 308-313, 1965. 
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δ≤
−∑ =

NES
XXNES

k meank1
2||||

rr

 

where δ  is a user defined parameter, and NES is the number of experiments in one 
iteration. 

One advantage this method has over Nelder-Mead and some other direct search 
approaches is that it is inherently parallel, because the processing and function 
evaluations associated with the different search directions are independent and can be 
performed simultaneously on different processors.  This feature will be exploited later on 
in Option 1 of the project when we enable Analyst to distribute independent MICHELLE 
analyses on individual processors of a cluster. 

Analyst exposes several parameters for MDS: 
• Reflection Scale Factor - Must be greater than 0.  Default values is 2.0. 
• Contraction Scale Factor - Must be between 0 and 1.  Default values is 0.5. 
• Expansion Scale Factor - Must be greater than 1.  Default values is 2.0 

DE Algorithm 

The Differential Evolution (DE) method comes from a class of algorithms based upon 
evolutionary principles.  To start the process, an initial “population” of random vectors 
{pk,0} is created that all satisfy the parameter constraints.  At each iteration (called a 
“generation”) of the process, new vectors are obtained from the previous set using the 
following concepts: 

• Mutation.  A new vector is formed via a combination of existing vectors of the 
form 

( )1 2 3, 1 , , ,i G r G r G r Gα+ = + −v p p p  

 
where r1, r2, and r3 are randomly chosen integers. 

• Recombination (also called crossover).  A candidate “child” vector is formed by 
taking some (randomly selected) parameter values directly from the parent pG, 
and the rest from the differential combination vector vG i.e., 

,
, 1

,

,
,

i G
i G

i G

i S
i S+

∈
=  ∉

v
u

p
 

• Selection.  A parent vector is replaced with a child vector if the objective function 
is reduced.  Otherwise, additional children are created and tested until either one 
is found that reduces the objective function or some maximum number of 
offspring is reached.  If no child is more “fit” than the parent, the parent passes to 
the new generation (if they are not eliminated by the aging criterion below). 

• Aging.  A vector can only “survive” for a limited number of generations, 
regardless of its “fitness”. 



                            Simulation Technology & Applied Research, Inc. 
Contract Number: N00014-05-C-0375  Base Plan Final Report 

 11 

In addition to the basic DE algorithm (named DE/rand/1), we implemented several 
different schemes that determine how the subsequent generation is constructed (r1, r2, r3, 
and r4 are randomly chosen integers). 

Table 1.  DE schemes and expressions for subsequent generation construction. 

Scheme Name Expression 

DE/best/1 ( )1 2, 1 , , ,i G best G r G r Gα+ = + −v p p p  

DE/best/2 ( )1 2 3 4, 1 , , , , ,i G best G r G r G r G r Gα+ = + + − −v p p p p p  

DE/rand-to-best/1 ( ) ( )2 3, 1 , , , , ,i G i G best G i G r G r Gλ α+ = + − + −v p p p p p  

Analyst exposes several parameters for DE: 
• Scheme – see Table 1. 
• Number of Experiments Per Iteration Per Parameter - determines the size of the 

population of a generation.  It is expressed in terms of the size of the population per 
parameter (dimension).  So if you are optimizing over 2 parameters, and this value 
is 5, there will be 10 experiments per iteration.  Making this number too small (< 3) 
can significantly reduce the number of potential trial experiments and therefore 
increase the likelihood of stagnation. 

• Amplification Factor - α  in the above table.  This value determines how many of 
the potential trial experiments differ from each other.  This number is typically 
between 0.0 and 2.0.  It is not recommended to set this value to exactly 1.0 as this 
reduces the number of different potential experiments.  A larger amplification 
factor increases the probability for escaping a local optimum, but a value of > 1.0 
can cause the convergence speed to decrease.  If one suspects a local optimum has 
been found, the amplification factor should be increased. 

• Crossover Probability - use in the recombination portion of the algorithm.  Typical 
values are between 0.0 and 1.0, but it is not recommended to set it to 1.0 exactly as 
the risk of permanent stagnation is increased.  A larger crossover probability often 
speeds up convergence.   

• Greediness - λ  in the above table.  Only used for the DE/rand-to-best/1 scheme. 

Powell Conjugate Gradient Algorithm 
DE is a reliable statistical method for use in design optimization, and it has the ability to 
escape from local minima in order to find a more optimal solution.  However, DE is 
relatively expensive in terms of the number of metric function evaluations required to 
achieve a converged result.  In cases where a local minimum will suffice, more efficient 
methods are available that rely on local derivative information or on the ability to find 
minima along specified lines through parameter space. 
Steepest descent methods are commonly used to find local minima, but they have the 
disadvantage that they can be very slow to converge in some cases.  An example that 
illustrates this is one that has two parameters and the desired optimum lies along a long 
narrow “valley” in the metric function value.  In this situation steepest descent tends to 
oscillate across the valley instead of moving down the valley. 
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A method for overcoming this limitation was developed by Powell, in which subsequent 
search directions are orthogonal to each other and the optimization proceeds by line 
minimization in the new direction starting from the best point from the previous iteration.  
Searching along “conjugate” directions dramatically improves the performance of 
descent algorithms in many cases, and we have implemented the Powell method for use 
in the Analyst optimization library.  Preliminary tests show good performance on simple 
gun problems, with total number of analyses substantially reduced as compared with DE 
and MDS.  We will be doing more testing on this method over the next few weeks. 

The Powell method is an algorithm that searches for a local minimum of an objective 
function for a set of linearly independent direction vectors without knowledge of the 
derivatives.  It is one of several algorithms classified at conjugate direction methods.  
The implementation in Analyst is based on the description found in Numerical Recipes in 
C5.  It makes use of Brent's6 method for line minimization. 

Sensitivity (Manufacturing Tolerance) 
Optimal design points must necessarily be manufacturable to be useful, and extreme 
sensitivity to parameter values usually leads to production problems.  In order to 
determine the sensitivity of a design we have implemented an analysis sequence that uses 
solutions in the neighborhood of the design point to estimate metric derivatives.  The 
metric function is expanded in a Taylor series about the design point using the first and 
second order finite-difference derivatives, and the series is examined to determine the 
parameter space that keeps the metric within an acceptable degradation from its value at 
the design point. 

The sensitivity calculation is accessed via the optimization panels, and is treated as 
another kind of optimization sequence in the sense that it is selected and configured on 
the same panel that is used for optimization procedures. 
The sensitivity calculation has two setup parameters: (1) a parameter delta that is used to 
compute the finite-difference derivatives about the design point, and (2) the degradation 
in the metric function that can be tolerated.  The analysis sequence will generally involve 
2n calculations, where n is the number of parameters, and the results of these calculations 
are used to estimate the first and second order derivatives of the metric function about the 
design point.  The 2n calculations are all independent, and thus may be done 
simultaneously on a cluster or parallel computer, and support for this approach will be 
implemented in the Option portion of the project. 
To determine manufacturing sensitivity we compute the range of parameter values that 
keep the metric within acceptable bounds. The control parameters for this method are a 
maximum acceptable deviation of the metric value (ε ) and a fraction of the range for 
each parameter (f). The fraction of range gets multiplied by the parameter range to get a 
∆  that is used to estimate local derivatives of the goal function near the design point.  
Variables that are used in the following discussion are described in the following tables. 
                                                
5 William H. Press, Saul A. Teukolsky, William T. Vetterling, Brian P. Flannery, Numerical Recipes in C: 
The Art of Scientific Computing , 2nd edition, Cambridge Univ. Press, N.Y., 1992. 
6 Brent, R.P. 1973, Algorithms for Minimization without Derivatives (Englewood Cliffs, NJ: Prentice-Hall), 
Chapter 7. 
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Table 2.  Known variables in the sensitivity calculation. 
Name Description 

p0 Parameter value at design point. 
G0 Metric value at design point. 

pmax Maximum parameter value. 
pmin Minimum parameter value. 

f  Fraction of parameter range used to compute ∆ . 
ε   Maximum acceptable deviation of the metric value. 

Table 3.  Unknown variables in the sensitivity calculation. 
Name Description 

∆ p+ 
Maximum acceptable deviations in parameter value to keep 

metric within ε . 

∆ p- 
Maximum acceptable deviation in negative direction in 

parameter value to keep metric within ε . 

Table 4.  Sensitivity calculation derived result quantities. 
Name Description 
∆ Used for estimation of local derivatives.  ∆  = f (pmax-pmin)  

Gmfg Maximum acceptable metric value.  Gmfg = G0 + ε . 
D1 First order derivative. 
D2 Second order derivative. 
p- Minimum acceptable parameter value. p- = p0 + ∆ p- 
p+ Maximum acceptable parameter value. p+ = p0 + ∆ p+ 
R Manufacturing tolerance range. R = | ∆ p-| + | ∆ p+| 

Generic sensitivity example
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Fig.7.  Illustration of sensitivity calculation. 
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To compute the unknowns ∆ p+ and ∆ p- first compute the 1st and 2nd order derivatives 
(D1, D2) using the finite-difference approximation.  They are obtained by solving the 
following quadratic equation: 

2 1
2 1 02( ) ( ) ( ) 0p D p D G ε∆ + ∆ + − =  

which has solutions of the form 
2 1

1 1 2 02

2

4( )( )D D D G
p

D
ε± − −

∆ =  

The two solutions to the quadratic equation are added on either side of the design point to 
form the manufacturing tolerance range. This indicates how accurate the manufacturing 
must be to ensure the metric value stays within an acceptable deviation from the design 
point.  

Algorithm Testing 
We have tested the algorithms on a variety of analytic functions, including: 

1. Simple quadratic in two dimensions. 
2. A discrete function of two parameters of the form: 

( ) ( )




∞
≤=≤−≤=≤−

=
otherwise

dyyjdxxirand
yxR ji 100)/int(100,100)/int(100)1,0(
],[ ,  

where rand(0,1)i,j is a random number in the range [0,1] that is generated for each 
i,j position on the grid. 

3. The square root of R defined above. 
4. The square of R defined above. 
5. A sum of squares of thirty variables. 

These functions were chosen to stress the algorithms and reveal any problems in the 
implementation, not because they are representative of real-world design optimization 
problems.  Based on these tests we believe that all of the methods are now working 
properly.   

Magnetic Field Support 
In anticipation of the need to manipulate external magnetic fields to optimize collector 
efficiency, we have added support to Analyst to export magnetic fields in a form that can 
be used by MICHELLE.  Although MICHELLE previously supported external magnetic 
fields, the requirement that the fields be specified at the nodes of the MICHELLE mesh 
was too restrictive for simple use within the Analyst framework, primarily because the 
mesh for MICHELLE is not necessarily the mesh used in the magnetic field computation.   

Analyst was extended to drive one of the MICHELLE input translators that allows for the 
specification of the magnetic field on a regular grid, from which it interpolates the fields 
at the nodes of the MICHELLE mesh.  This allows the particle and magnetic field 
calculations to be completely independent of each other.   
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MICHELLE Interface in Analyst 
The user interface to MICHELLE within Analyst is essentially complete.  The setup 
panels for MICHELLE have been reworked several times since their original 
implementation, and have converged on a reasonable compromise between simplicity of 
presentation and ready access to most parameters.   
The MICHELLE setup is covered by a tabbed dialog in which the majority of the 
parameters that are typically modified are covered in the first tab (Fig. 8).  The remaining 
tabs contain more advanced options for magnetic fields, secondary controls, automatic 
mesh refinement settings, etc. 

 
Fig. 8. Basic setup tab for MICHELLE in Analyst. 

Gun Optimization 
Two guns were investigated during the base project.  Only 2D structures were explored to 
minimize runtimes (support for 3D optimization is complete and has been tested).   
The CPI XK-8050 gun was chosen as it is a well understood problem.  We followed 
several design steps that an engineer would ordinarily use as they develop a new gun 
using the MICHELLE code.  At each step, the Analyst optimizer was used to adjust 
geometry and other parameters to meet the objectives of that step.  We used a variation of 
the XK-8050 gun design as a starting point (see Fig. 9). 

The MICHELLE runs were configured to run for 55 relaxation cycles with a cycle-to-
cycle averaging factor of 0.3.    The geometry was subdivided into 3 regions for meshing 
purposes and a final mesh of approximately 80,000 elements (Fig. 10) was used 
throughout the optimizations resulting in an average analysis time of 90 seconds per run. 

The initial pre-optimized case is shown in Fig. 11, where the current was about 40% too 
low and the beam radius was out of the range of specification.  The four cases 1, 2, 3a & 
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3b are outlined below and they cover starting with the initial design and getting the right 
current, to adding a magnetic field and reducing the beam ripple in that field.   

Fig. 9. CPI XK-8050 gun geometry.  This shortened geometry was sufficient for optimizing the target 
current and target beam waist radius.  A longer beam pipe was included when beam ripple was the object 

of the optimization. 

 

 
Fig. 10. A typical mesh of the XK-8050 gun consisting of ~80,000 elements. 
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Fig. 11. Particle beam – initial design point. Here the beam current was about 75% of the target current 

and the beam waist was much smaller than the optimal value near 50% of the beam pipe radius. 

Step 1: With no applied B-field, vary the anode-cathode gap to produce a desired 
current.  The beam radius needed to be in some range, and that it fell into that range was 
a requirement to move forward to the next step.  But it was not set as a specific 
constraint, although the designer may choose to do so. The results are shown in Table 5 
and Fig. 12.  With the initial gap spacing, the current was 0.60 of the desired current.  
After optimization using the Powell conjugate-gradient method, the gap spacing was 0.76 
of the initial gap spacing to get a target current within 0.015% of the target current.  It 
found this result within 17 MICHELLE runs.    

Table 5.  Results of XK-8050 gun optimization for step 1 using the Powell conjugate-gradient method.  
The anode-cathode gap was varied to obtain a specified current.   

 Initial Optimal 

Normalized Anode-Cathode Gap 1.0 0.7590452 

Actual Current/Target Current 0.596669 1.00015 

Number of Analyses - 17 
 

 
Fig. 12. Particle beam – design point resulting from step 1. 
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Step 2: With no applied B-field, vary the focus electrode angle, radius, and length to 
improve the laminarity of the beam at the 95% current enclosed beam waist radius axial 
position while maintaining the current and target beam waist radius obtained in step 1.  
As before, the beam radius needed to be in some range, that it fell into that range was a 
requirement to move forward to the next step, and it was not set as a specific constraint. 
The laminarity is an integrated measure of the beam’s radial velocity over the axial 
velocity at the axial location of the beam minimum – chosen at the 95% current enclosed 
beam waist. 

Laminarity for axisymmetric systems is defined with the following equation, where  
l - laminarity at beam waist 
i – particle index 
w – macroparticle weight 
v_r – radial velocity 
v_z – axial velocity 

The results are shown in Table 6 and Fig. 13.  In this case, the laminarity was improved 
to 61.5% of its original value by modifying the focus electrodes while maintaining the 
current obtained in step 1.  This result took 583 steps to achieve because the DE method 
was used.  Powell was first used, but it fell into a local minimum and was not effective.   

Table 6.  Results of XK-8050 gun optimization for step 2.  This optimization was done using the DE 
method as the Powell method immediately fell into a local minimum.  The focus electrode angle, radius, 

and length were varied to improve beam laminarity while maintaining a specified current.   

 Initial Optimal 

Normalized Focus Angle 1.0 1.09303 

Normalized Focus Length  1.0 0.546376 

Normalized Focus Radius 1.0 1.371066 

Normalized Laminarity  
(95% current enclosed) 1.0 0.615 

Actual Current/Target Current 1.00015 1.000266 

Number of Analyses - 583 

Step 3: Add in external magnetic field and reduce beam ripple while maintaining current 
and average beam radius by  

a. varying the focus electrode angle, radius, and length, or 
b. varying the magnetic field location and strength. 

Steps 1 & 2 are used by designers as a way to converge towards step 3.  Step 3, with the 
addition of a magnetic field, is the final design step because it captures the beam and 
transports it to the interaction cavity.  
In step 2, the designer made changes to maximize beam laminarity so that an applied 
magnetic field will have a better chance of transporting that beam with minimum beam 
ripple.  In that case, the focus electrode was modified using the three geometric 
parameters described in Table 6.  It is expected that a beam with high laminarity near its 
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beam waist with no magnetic field will have low ripple when the magnetic field is 
applied.  In Step 3a, in the presence of a solenoidal magnetic field, the same parameters 
are varied.  However, here we also choose a final average beam radius. 

 
Fig. 13. Particle beam – design point resulting from step 2. 

The results are shown in Table 7 and Fig. 14.  The beam ripple is calculated by choosing 
the peaks and valleys of the beam after it has been focused and is fully inside the 
magnetic field.  The 95% current–enclosed profile is used, and the value is calculated as 
½ that peak value minus the valley value, and the average radius is the average of those 
same data.  We have several ways to determine this.  One way is by choosing the 
absolute peak and absolute minimum, another by averaging all peaks and averaging all 
minimums, and a third by using Fourier transforms of the data to resolve the ripple 
amplitude and average radius.  The table shows that the ripple was reduced about 13%, 
and that the focus electrode geometric parameters were modified fairly substantially.  
Although the beam ripple was reduced, it was still noticeable.   

Table 7.  Results of XK-8050 gun optimization for step 3a using DE.  An external magnetic field was 
introduced and the focus electrode angle, radius, and length were varied to reduce beam.   

 Initial Optimal 

Normalized Focus Angle 1.09303 0.98787 

Normalized Focus Length  0.546376 0.982649 

Normalized Focus Radius 1.371066 1.012328 

Normalized Beam Ripple 1.0 0.87 

Actual Current/Target Current 1.000266 0.9999 

Number of Analyses - 324 

Step 3b fixed the focus electrode at the geometry resulting from step 2, but added the 
magnetic field.  However, in this case the magnetic field was allowed to vary in 
magnitude and also location along the axis.   Otherwise, the field shape was not changed.  
Again, minimizing beam ripple was the goal, with the same average beam radius chosen. 
The results are shown in Table 8 and Fig. 15.  The figure shows that the beam ripple is 
almost unnoticeable.  The table indicates that reducing the strength by 14% and shifting 
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the field location 0.01759 in. closer to the cathode reduced the beam ripple to ¼ of its 
original value.   

 
Fig. 14.  Result of introducing magnetic field onto the result from step 2 (Fig. 13) and modifying the 

three focus element geometric parameters to achieve minimum beam ripple with a given average beam 
radius. 

It is clear that Step 3b produced the most significant reduction in beam ripple (~75%).  
Fig. 16 shows the ripple of the initial geometry and the optimal geometry.   It is important 
to note that the starting geometry was the result of an actual design.  The optimization 
improved its performance. 

Table 8.  Results of XK-8050 gun optimization for step 3a using DE.  An external magnetic field was 
introduced and the magnitude of the field was modified and the field was shifted along the axis to 

achieve minimum beam ripple with a given average beam radius. 

 Initial Optimal 

Magnetic Field Strength 1.0 0.8649 

Magnetic Field Offset (inches)  0.0 -0.01759 

Normalized Beam Ripple 1.0 0.247 

Number of Analyses - 123 

 

 
Fig. 15.  Result of introducing magnetic field onto the result from step 2 (Fig. 13) and modifying the 

magnitude of the field and shifting the field along the axis to achieve minimum beam ripple with a given 
average beam radius. 
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Fig. 16. A comparison of beam ripple for the initial and optimal design points. 

Collector Optimization 
Two collectors were investigated during the base project.  The first problem was a 2D 
axisymmetric two-stage collector shown in Fig. 17. 

 
Fig. 17. Simple two stage collector that was optimized. 

To facilitate this problem, a scripted solid capable of producing a simple collector 
geometry complete with boundary conditions was created.  This scripted solid allows the 
user to control the number of stages (1-5), axial position of the stages, aperture sizes, and 
stage voltages (Fig. 18). 
The goal of this optimization was to improve on the efficiency of the default geometry 
(current collector efficiency 76.39%) by first varying just the voltage of the 1st stage and 
then by varying the voltages of both stages.  Both of these optimizations were performed 
using DE, MDS, and Powell to better understand how the various algorithms performed 
on collectors.   Tables 9 and 10 illustrate the results.  These optimizations were run until 
stagnation was detected.  V1 was allowed to vary from -4000 V to -1000 V and V2 was 
allowed to vary from -6000 V to -2000 V. 
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Fig. 18. Specification window for variable stage collector scripted solid. 

In both optimizations, DE resulted in a better design point than MDS or Powell, but at a 
much higher cost.  It is likely that both MDS and Powell fell into local minima, while DE 
eventually found the global minimum. 
Table 9.  Results of optimizing the two stage collector by varying only the voltage of the first stage.  The 

initial value of this voltage was -2327 V. 

 DE MDS Powell 

Efficiency 
Improvement 2.37% 1.97% 1.97% 

Number of 
Analyses 114 22 3 

Overall Time (m) 67 12 1.5 

Optimal V1 -3012.45 -2787.25 -2792.4 

Next, a four stage collector model provided by L3-ETI was investigated at to provide 
experience with a production level device.  The profile of this proprietary axisymmetric 
collector is quite complex (a facsimile is shown in Fig. 19).  L3-ETI provided the 
geometry for the structure which was already manually optimized and had been tested 
experimentally on TWTs.  STAAR created a scripted solid that allows for the variation of 
the axial positions, aperture radii, and voltages of several of the stages.  In total, there 
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were 8 (6 geometric and 2 voltage) parameters involved in the optimization process.  The 
goal was to improve the collection efficiency.  The application of these tubes to space 
qualified hardware means that even a small improvement of 1% in efficiency would be 
considered significant. 

Table 10.  Results of optimizing the two stage collector by varying voltages of both stages.  The initial 
values of these voltages were -2327 V and -3421.25 V respectively. 

 DE MDS Powell 

Efficiency 
Improvement 6.78% 6.48% 6.61% 

Number of 
Analyses 557 56 61 

Overall Time (min) 325 33 35 

Optimal V1 -3078.09 -3034.59 -3046.52 

Optimal V2 -3759.17 -3771.26 -3769.12 

 
Fig. 19 . Facsimile of actual geometry. 

A reasonable mesh (135k elements) was used resulting in each analysis (including only 
primaries and an axial magnetic field) taking approximately 4 minutes.  Finer meshes 
were then run on the optimal design points to confirm the results.  The results listed in 
Table 11 show that Powell, after 128 MICHELLE solutions, resulted in the best 
improvement in efficiency, 1.76%.  This is a dramatic improvement over what was 
achieved manually. 

Table 11.  Results of optimizing L3-ETI four stage collector containing 6 geometric and 2 voltage 
parameters. 

 DE MDS Powell 

Efficiency 
Improvement 1.45% 1.50% 1.76% 

Number of 
Analyses 298 128 178 

Overall Time (hrs) 19.9 8.5 11.8 

The initial and optimal design points were subsequently run using very fine meshes (1.6 
million elements) to confirm the results of the optimization using a courser mesh.  Table 
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12 illustrates minimal differences in the results of the 2 meshes.  Note average runtimes 
for the courser mesh of 4 minutes and 50 minutes for the finer mesh. 
 Table 12.  Effect on efficiency of various design points in moving from 135,000 elements to 1.6 million 

elements. 

 Initial DE Best MDS 
Best 

Powell 
Best 

Absolute Change 
in Efficiency 0.02% -0.05% -0.20% -0.21% 

Corrected 
Efficiency 

Improvement 
- 1.47% 1.30% 1.55% 

The Powell solution (1.55% improvement) optimized design point has been provided to 
L3-ETI for further studies.  It is anticipated that this design will be incorporated into their 
next production model. 

Documentation 
Substantial documentation was generated during this project covering all of the 
MICHELLE setup panels, the optimization process including descriptions of the 
methods, information on writing metrics and constraints, and several start-to-finish gun 
and collector examples.  These additions will assist new and existing Analyst users in 
becoming familiar with MICHELLE and optimizations in general. 
 


