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Abstract: Software architecture analysis is a cost-effective means of controlling risk and
maintaining system quality throughout the processes of software design, development and
maintenance. This paper presents a sequence of steps that maps architectural quality
goals into scenarios that measure the goals, mechanisms that realize the scenarios and
analytic models that measure the results. This mapping ensures that design decisions and
their rationale are documented in such a fashion that they can be systematically explored,
varied, and potentially traded off against each other. As systems evolve, the analytic
models can be used to assess the impact of architectural changes, relative to the system'’s
changing quality goals. Although scenarios have been extensively used in software design
to understand the ways in which a system meets its operational requirements, there has
been little systematic use of scenarios to support analysis, particularly analysis of a
software architecture’s quality attributes: modifiability, portability, extensibility, security,
availability, and so forth. In this paper we present a unified approach to using scenarios to
support both the design, analysis and maintenance of software architectures, and
examples from large-scale software development projects where we have applied the
approach. We also present a tool, called Brie, that aids in: scenario capture, mapping
scenarios to software architectures, and the association of analytic models with particular
portions of architectures. The approach that we have devised, and that Brie supports, is a
foundation for a discipline of architectural engineering. Architectural engineering is an
iterative method of design, analysis and maintenance where design decisions are
motivated by scenarios, and are supported by documented analyses.

1 Introduction

Scenario-based analysis of software architecture is increasingly seen as an elegant, cost-effective means
of controlling the risks inherent in architectural design [1]. For the past five years, software engineers at the
Software Engineering Institute (SEI) have been using scenarios to guide in the design and analysis of soft-
ware architectures, to help in the acquisition of such systems, and to help assess the impacts of architec-
tural evolution. This work began initially with the development of the Software Architecture Analysis Method
(SAAM) ([15], [16]), and later continued as an integral part of the Architecture Tradeoff Analysis Method
(ATAM) [17]. We use architectural analysis to validate designs of complex hardware and software systems
that are under consideration (either when a system is being first designed, or later in its life cycle), or to help
in the acquisition of such systems. We say “design and analysis” of architectures, because we believe that
the two are inseparable. Designs must be validated as early as possible in the development life cycle, and
analysis techniques at the level of a software or system architecture can provide the necessary insight. Our
view is that the use of scenarios to guide design and its associated analysis is a foundation for a discipline
of architectural engineering.
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The architectures of long-lived systems are not static: they grow and change over their lifetimes in response
to changing requirements and technology. So, too, must the architectural analyses grow and change, so
that the modifications that an architecture undergoes are advisable ones; that is, ones that ensure that the
system will meet its quality goals [22]. Analysis can provide the rationale for determining which design op-
tions to pursue and which to discard.

However, an architectural analysis is only as good as the set of requirements for which it is validated. When
we first began doing analyses of software architectures we used scenarios as a means of eliciting these
requirements. A scenario, in our use of the term, is a brief description of a single interaction of a stakeholder
with a system. This concept is similar to the notion of use cases prevalent in the object-oriented community.
However, use cases focus on run-time behavior where the stakeholder is the user. Scenarios encompass
other interactions with the system as well, such as a maintainer carrying out a modification. Now, what is
the relationship between scenarios and requirements? Given that scenarios represent a single, end-to-end
interaction of a user with the system, they may encompass many requirements. We typically use scenarios
to operationalize requirements, so that we can understand their mapping onto the architecture, their im-
pacts, and their interactions. Scenarios are also used for brainstorming uses of the system, which frequently
results in the creation of new requirements.

As it turns out, scenarios have many other uses beyond requirements elicitation and validation, such as aid-
ing in stakeholder understanding and buy-in, and in eliciting a variety of architectural views. When evaluat-
ing an architecture we gather as many representatives of different stakeholder groups as we can into a room
for a one or two day session of scenario elicitation. Elicitation of major uses of the system is often needed
for documenting an appropriate representation of the architecture.

Additional scenarios capture changes to the system and other uses of the system. Once we have elicited
an adequate set of scenarios, as determined by consensus among the system stakeholders, we map them
onto the documented views of the architecture. The views that we use depend on the qualities that we are
analyzing; for example: a run-time view for evaluating performance and availability, a source view for eval-
uating development qualities such as modifiability and portability, and a “uses” view [3] for evaluating the
ability to create system subsets or supersets.

Once the views and scenarios have been elicited and we've mapped the scenarios onto the views, we build
analytic models. We build these models to more precisely understand and document the structural deci-
sions we've made in the software and system architectures. This paper describes our methods for eliciting
scenarios, mapping them onto architectures, and building analytic models of their impacts. One of the by-
products of doing architectural analyses on a regular basis is that we have built a tool, called Brie, to support
this process. We needed to create a tool because the software intensive systems that we evaluate are com-
plex, they have many stakeholders and many scenarios, and they require many analytic models of their
gualities. Another source of complexity in this process comes from the fact that these scenarios and their
models interact: optimizing one quality comes at the expense of another. So, for example, increasing per-
formance typically comes at the expense of modifiability, increasing reliability frequently comes at the ex-
pense of performance, and increasing security typically reduces a system’s interoperability.

These are not hard and fast rules, of course. As a consequence we use analytic models of an architecture
to understand it and to document our understanding. Using these models we are able to run many different
scenarios (“what if” scenarios) over the architecture to compare their effects: to see where changing one
aspect of an architecture—say, the insertion of a resource manager through which all file accesses must
flow, or the increase in the number of servers in a client-server architecture—affects the qualities of the ar-
chitecture along many dimensions. Using scenarios, we build analytic models of a use of, or change to, the
architecture to understand the performance impacts, security impacts, modifiability impacts, and so forth.
But managing so much architectural information, so many scenarios, and so many interrelated models is an



enormous bookkeeping problem. For this reason, we require a tool to help us manage the mountains of in-
formation and the constraints among the pieces.

2 Using Scenarios in Architecture Analysis

The scenarios that we use in architectural analyses are of two types, which we label direct and indirect. Di-
rect scenarios represent uses of a system built from a software architecture, where the system is viewed
from an external perspective; that is a direct scenario is initiated by the arrival of some stimulus at the sys-
tem and continues until the system has processed this stimulus to completion. Examples include the pro-
cessing and transmission of an operator command from a satellite ground station, arrival and processing of
a transaction in a transaction processing system, a user dialing a telephone and making a connection, a
process control system reading a set of state variables and adjusting settings on the system that it is con-
trolling, and so forth. Indirect scenarios represent changes to the existing architecture, and hence to the sys-
tem or systems built from it. These include porting to a new hardware or software platform, adding a new
feature, integrating with a new piece of software, replacing some existing functionality with a new version
(changing from a home-grown distributed object communication infrastructure to CORBA, for example),
scaling the system to handle greater volume, and other similar kinds of changes to what the system does.

We use direct and indirect scenarios in different ways in our architectural analyses, and at different phases.
Direct scenarios are used early in an analysis. For example, we can use them to create an appropriate ar-
chitectural representation, because we commonly find that organizations either do not know what the archi-
tecture of their system is, or they know but haven’t documented the architecture, or they have documented
it but not in a way that supports analysis. As one example, we frequently find that organizations will have a
set of object diagrams, but little or no notion of how these objects interact or how the system infrastructure
supports this interaction. Mapping a set of direct scenarios onto a set of objects elicits precisely this kind of
information. In doing the mapping, we cause the architects to reveal how data and control flow through the
system: we in fact cause the architecture underlying the objects to be revealed and documented. From this
information, we can determine the prototypical flows—which define the major functions of the system—and
distinguish these from the idiosyncratic ones.

An important point to note here is that this activity allows us to raise to the architectural level the set of in-
frastructure services. These services determine issues such as: how system activities are scheduled and
coordinated, how data moves through the system, how faults are propagated and handled, how security is
achieved, how performance goals are measured and met, how new components are integrated, and how
the system scales. It is this set of infrastructure services, far more than the functional goals of the system,
that determine the form of the architecture. And yet this aspect of the architecture is frequently not docu-
mented, or passed over as “just implementation details”. So, the use of direct scenarios to elicit this infor-
mation has become an essential part of architectural analysis.

Once we have an appropriately represented software architecture and have mapped a set of direct scenar-
ios onto it, we can begin to consider the indirect scenarios: representations of proposed and anticipated
changes to the system. We use the analysis of these scenarios as a form of risk mitigation. The indirect
scenarios are collected from as broad a group of system stakeholders (e.g. system owner, program man-
ager, development contractor, potential reuser, component engineer, maintainer, software librarian, end us-
er, system administrator) as possible. The scenarios are mapped onto the architecture, one at a time. In this
mapping, a determination must be made by the architects as to what changes are necessary to satisfy the
scenario. This determination takes the form of a set of changes to interfaces, component internals, data con-
nections, and control connections. In addition, and more importantly, we look at the interaction of these sce-
narios: areas of the software architecture that are host to scenarios of different types.



Examining scenario interaction identifies important areas of the architecture: areas that have not been prop-
erly modularized with respect to the chosen set of scenarios, or which are architectural tradeoff points. Sce-
nario interaction is a focused coupling and cohesion measure [5]. But unlike traditional coupling and
cohesion measures, scenario interaction determines the coupling and cohesion of components with respect
to a set of anticipated changes. Portions of the architecture that are host to large numbers of distinct sce-
narios represent areas of anticipated high future (or even high current) complexity. These then become ar-
eas for discussion of refactorization of functionality.?

Therefore, indirect scenarios are a guide to risk management, where the risks being managed are those
related to controlling the complexity of the software architecture, and hence the robustness and maintain-
ability of products derived from the architecture. For example, understanding the interaction of scenarios
can cause today’'s enhancements to be met in such a way that they support, rather than hinder, the achieve-
ment of tomorrow’s. Mapping the scenarios onto an architecture is simply a technique for addressing “what
if” questions. The choice of which scenarios to consider, and in what order, is a matter of how the stake-
holders prioritize their various indirect scenarios.

2.1 The Benefits of Using Scenarios in Analysis of Architectures

We have found a number of other benefits that accrue to the collection and analysis of scenarios. Initially,
in doing architectural analyses, we gathered scenarios in an ad hoc fashion. However, as time went on, one
of the significant ways in which our expertise in architecture analysis grew was in our sophistication with
eliciting, recording, and grouping scenarios, and associating these with architectural artifacts. We have
come to realize that scenarios are significant for several reasons:

Better understanding of requirements: the mapping of direct and indirect scenarios onto an architecture fre-
guently reveals implied requirements and conflicting requirements and sheds light on how requirements in-
teract in the implemented system

Stakeholder buy-in and shared understanding: allowing stakeholders to see how their scenarios are fulfilled
by the architecture, or could be accommodated by the architecture, increase a stakeholder’s confidence that
the architecture would support them. This then increases their understanding of the architecture. The archi-
tecture is a common reference point from which many different needs are understood and many different
perspectives (e.g. user, administrator, maintainer) are integrated.

Better documentation: scenarios can help in eliciting the architecture of an existing system, by having the
system’s designer “walk through” a number of common direct scenarios, explaining the mapping of these
scenarios to system components. This can also be used to elicit the architecture of a system that is being
built, but which has not had any architectural documentation. Furthermore, since part of an architecture’s
power is that it is abstract, it is not always obvious what the right level of abstraction is to adequately repre-
sent the architecture—too much detail is burdensome, while not enough is inadequate. The mapping of sce-
narios helps to determine the appropriate level of architectural representation, which is the level at which
the impact of these scenarios can be adequately assessed [16].

Requirements traceability at the architectural level: the satisfaction of requirements is frequently not attrib-
utable to a single software component, or even a small set of components. Requirements are best under-
stood when mapped onto the architecture as a whole. To do this we realize requirements as scenarios and
map these scenarios onto the architectural representations. The satisfaction of some requirements, partic-
ularly those related to system quality attributes—security, portability, maintainability, and so forth ([2],

2 see [16] and [3] for amore extensive discussion of this point.



[22])—crucially depends upon architectural decisions. As a result these requirements must be traced at the
architectural level, requiring an understanding of both application-specific and infrastructure software [21].

Analysis of quality attributes: stakeholders are frequently not the initial creators of a software product, but
rather purchasers, integrators, testers, and maintenance programmers: the people who are going to have
to adapt an architecture, maintain it, or integrate with it. The concerns of these stakeholders are with per-
formance, availability, integrability and so forth as much as they are with a system’s function. For these
stakeholders, seeing how scenarios (that are representative of their modification, integration and mainte-
nance activities) are fulfilled by the architecture has many benefits. These benefits accrue because mapping
the scenarios onto an architecture aids them in seeing how easy or difficult the scenarios will be to achieve.
Thus, it helps the stakeholders manage risk, plan resource allocation, determine an ordering of activities
based upon their achievability, and reason about the tradeoffs that inevitably occur when design decisions
are being made. The most important impact of analyzing quality attributes is on cost; scenario-based archi-
tectural analysis has been proven to uncover architectural faults early in the software development lifecycle
[1]. Architectural analysis also provides insight into the relative cost of achieving various system quality
goals by manifesting the mechanisms by which those goals are realized. Frequently these mechanisms are
not represented or analyzed because no requirement is directly traceable to them; they are considered “just
infrastructure”.

While some of these benefits accrue to other analysis techniques such as requirements engineering [8] and
domain analysis [25], scenario-based analyses are highly cost-effective and focus the stakeholders on ar-
eas where scenarios interact. These areas of interaction are where engineering tradeoffs must be made in
the architecture.

We will examine these benefits of scenario-based analysis in more detail this paper. In doing these analy-
ses, we have come to realize that scenarios were themselves important artifacts in the development of com-
plex software systems, and these artifacts needed to be managed. For this reason, we have developed the
Brie architectural representation and manipulation environment, which represents scenarios as first-class
entities, and not just as annotations to the architecture. Scenarios can be represented alongside architec-
tural artifacts and, crucially, can be associated with these artifacts.

2.2 Abstract Scenarios for a Reusable Software Architecture

Scenarios can also play an important role in capturing requirements for a family of systems, often called a
“product line” [27], an application framework, or a reusable toolkit. In product lines, the architecture is the
central reusable asset shared among the systems. These requirements are different from those traditionally
collected for single-use systems. Consider the following example scenario:

Database updates are propagated to clients within a bounded amount of time

This direct scenario—propagating database updates to clients—embodies a requirement that can only be
specified in an oblique fashion—a bounded amount of time. This is because the scenario applies to a family
of systems, rather than a single system, and so few assumptions can be made about the hardware platform,
the environment in which the system is running, other tasks competing for resources, and so forth. Given
the variability inherent in a family of systems, the stakeholders must resort to a generic requirement, repre-
sented by an abstract scenario. Traditional requirements of the form “the system shall do such and such”
are frequently inappropriate for families of systems. They are replaced with abstract scenarios that repre-
sent entire classes of system-specific scenarios, appropriately parameterized. This has several important
implications:



¢ an architectural analysis for a product line must identify infrastructure mechanisms for
ensuring that this scenario can be met in general. To meet this scenario in general, an
appropriate infrastructure for meeting performance deadlines must be put into the
architecture. This would include mechanisms such as performance monitoring, task
scheduling and potentially the support of multiple scheduling policies, as well as the
ability to prioritize and preempt tasks. These mechanisms are necessary in a product line
architecture, because other forms of meeting performance deadlines that are appropriate
in a single system (such as manual performance optimization) do not scale up to a family
of systems.

e tracing abstract scenarios from their original statement, through a specific version for a
specific realization of the architecture to a single realized system is much more complex
than the equivalent tracing activity for a traditional single-use architecture. But we need
to maintain the scenario at this level of abstraction because it is only here that it becomes
a constraint on the architecture as a reusable asset rather than a system-specific goal
that might be met, in a single-use architecture, through more traditional means such as
code optimization or manual load balancing.

* because tracing an abstract scenario is more complex than tracing a scenario mapped
onto a single-use architecture, it suggests a need for tool support. Such support for
tracing abstract scenarios and for managing the constraints that they impose upon a
product line architecture (and all its instances) will be discussed in Section 5.

3 A Scenario Elicitation Matrix

Architectural analysis is motivated by various quality attributes [22] and needs input from many stakehold-
ers. Why is this? No single stakeholder represents all the ways in which a system will be used. No single
stakeholder will understand the future pressures that a system will have to withstand. Each of these con-
cerns must be reflected by the scenarios that we collect.

We now have a complex problem however. We have multiple stakeholders, each of whom might have mul-
tiple scenarios of concern to them. They would rightly like to be reassured that the architecture satisfies all
of these scenarios in an acceptable fashion. And many of these scenarios will have implications for multiple
system qualities, such as maintainability, performance, security, modifiability, and availability.

We need to reflect these scenarios in the architectural views that we document and the architectures that
we build. We need to be able to understand the impacts of the scenarios on the software architecture. We
further need to trace the connections from a scenario to other scenarios, to the analytic models of the ar-
chitecture that we construct, and to the architecture itself (this will be discussed in detail in Section 4). As a
consequence, understanding the architecture’s satisfaction of the scenario depends on having a framework
that helps us to ask the right questions of the architecture.



To use scenarios appropriately, we typically work from a 3 dimensional matrix, as shown in Figure 1:
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Figure 1: A Generic Scenario Elicitation Matrix

Having an explicit matrix helps us to elicit and document scenarios that we might otherwise overlook, and
causes us to consider their implications from the perspectives of multiple stakeholders and multiple quali-
ties. The matrix is, in practice, typically sparse. However, the fact that we create the matrix and reason about
its population ensures that the identified stakeholders are included in the scenario elicitation process on an
equal basis. The existence of the matrix makes us consider each scenario from each stakeholder’s perspec-
tive, and from the perspective of each quality of interest.

The qualities, however, are included only as placeholders. You cannot directly evaluate an architecture for
the generic quality of flexibility, modifiability, or performance, despite the fact that these sorts of qualities are
regularly stipulated in requirements documents (e.g. “The architecture shall be flexible and robust”). These
qualities, as stated, are too vague to be directly evaluable: an architecture cannot be flexible with respect
to all possible uses and modifications, for example. Every architecture embodies some decisions that re-
strict flexibility. Thus, we cannot say that an architecture is flexible, but only that it is appropriately flexible
with respect to an anticipated set of uses which we characterize using scenarios.

Thus, we use scenarios to illustrate and realize specific aspects of these qualities—the particular instantia-
tions of the quality that are important to the stakeholders. So why do we include these categories in the ma-
trix? We do it for the purposes of stimulating discussion among the stakeholders, and for seeding the set of
concepts under consideration. Furthermore, a single scenario does not necessarily have a single related
quality attribute. A portability scenario may have implications for security; an integrability scenario may have
implications for performance. But simply having the categories explicitly placed in the matrix causes the
stakeholders to consider the potential implications of each quality for each scenario.



Consider the following example of a product that is to be ported to several different hardware/software plat-
forms. In doing an architectural analysis of the product, we would consider the ramifications of this scenario
from multiple perspectives, as shown in Figure 2:
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Figure 2: A Single Scenario from Three Stakeholder Perspectives

The issues that arise from the elicitation process have different ramifications for different stakeholders. Con-
sider the example above. The performance and maintainability issues for the end user are demonstrable by
acquiring and running the system. They are direct scenarios for the end user and are satisfied if the system
is maintainable (for the end user this simply means that new versions are “installable”) and runs “fast
enough”.

For the administrator, the effects of the scenario are less obvious. The administrator is responsible for in-
stalling the latest version of the software on the three platforms, and so is, in this sense, maintaining the
software. For example, the software might be highly configurable and this configuration is entirely contained
within and managed by an installation program, in which case the scenario is direct. Or the installation might
be manual, requiring extensive tailoring of resource files and possibly programming to achieve, in which
case the scenario is indirect.

Finally, this scenario is clearly indirect for the programmer. But the means of making the software available
on all three platforms are not specified in the scenario. This is as it should be: the scenario is a statement
of an expectation and should not constrain how that expectation is to be met. So, the programmer has a
tradeoff to make between modifiability and performance. He might choose to develop and maintain three
distinct but functionally identical products, one at a time. In this case each product can be tuned for optimal
performance on each specific platform. Or he might only develop a single software base that includes a port-
ability service (typically implemented as a layer). Once this service is constructed, all that remains is to com-
pile and test the resulting system on each platform. In this latter case, however, there is a performance issue
that the programmer must face as the use of a portability service has a run-time cost, and typically precludes
specialized platform-specific performance tuning. This issue might then catalyze a discussion between the
stakeholders that have a stake in the performance of the system: the end user and the programmer.

In our experience, the existence of multiple quality attribute categories in the matrix prompts the system’s
stakeholders to consider just such issues that cross categories. Once we have elicited scenarios from the
stakeholders, using the elicitation matrix to stimulate questions and discussion, our next step in doing ar-
chitectural analyses is to map these scenarios onto an architectural representation.



4 Mapping Scenarios

Mapping scenarios onto an architectural representation sounds, at first blush, like a simple task. And in
some cases it is: where the architecture already exists in an adequately documented form and we want to
understand, for example, the effects of a set of indirect scenarios. In such a case we simply associate the
scenario with the portion of the architecture that it affects, and use this to guide an evaluation, as described
in [2] and [16]. In such a case we present the architecture, along with a mapping of a set of scenarios onto
structural elements (components, connections, and interfaces) that they affect, as exemplified in Figure 3.
This mapping then catalyzes a set of discussions with the stakeholders regarding the impact of the proposed
set of changes. The impacts can be analyzed individually, and their interactions can be assessed, as de-
scribed in Section 2.
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Figure 3: An Air Traffic Control Design with 2 Mapped Change Scenarios (from [24])

However, the mapping of scenarios in many architectural analyses is more complex than this. For example,
a scenario may be generic, representing a class of constraints on a system or family of systems, as ex-
plained in Section 2.2. In such a case the abstract scenario must be “realized” as one or more derived sce-
narios, which are then mapped onto the architecture or architectures.

In a maintenance context, the architect must perturb an existing architecture to meet new functional and
quality requirements, while not negatively impacting requirements that have not changed.

Sometimes the architecture does not yet exist, or it only partially exists. In such cases we use the techniques
presented here as part of an architectural engineering process during the initial design phase, or during a
major design overhaul. In this process, we use scenarios to suggest and constrain various design alterna-



tives. The scenarios, and the mechanisms used to satisfy them, define the form of an analytic model. This
process is described in Figure 4.

Generic Quality
(Abstract Scenario)

Derived/Specific Scenario

v

(Generic Mechanism)

Specific Mechanism

v

Analytic Model
Figure 4. Artifacts and their Translations for Mapping Scenarios

The steps shown in this figure are a means of translating from the generic quality goals to specific architec-
tural mechanisms and their associated analyses. Some of these steps are optional, indicated by the paren-
theses, as will be explained below.

4.1 Generic Qualities

Recall that the elicitation matrix that we use to generate our initial set of scenarios only categorizes these
scenarios with respect to generic quality goals: performance, availability, modifiability, and so forth. While
these goals are useful for elicitation, they are too general to be useful in any practical architectural design
and analysis.

The first step in translating from these generic statements of desired qualities to a more usable form is to
map them to scenarios; either abstract scenarios such as those described in Section 2.2, or directly to spe-
cific scenarios.

4.2 Abstract and Derived/Specific Scenarios

If we translate generic qualities to abstract scenarios—scenarios representing a class of requirements, of-
ten for a class of related systems that will be derived from the architecture—we must then instantiate these
abstract scenarios. We do this for the same reason that we are unable to use generic qualities: because
abstract scenarios cannot be directly analyzed; they are too abstract. So, we instantiate them as specific
derived scenarios. This mapping process entails making some assumptions about the environment and
constraints under which the scenario is valid, and these must be documented.

If we are only worried about a single system derived from the software architecture, then we can translate
a generic quality directly into a specific scenario, and this scenario will then directly contain all assumptions
about its applicability, such as the preconditions under which it is applicable. This is the way that “use cases”
are currently applied in some forms of object oriented design, for example [14].

4.3 Generic Mechanism

The next step in the architectural engineering process is to propose a mechanism for responding to this sce-
nario or class of scenarios. This mechanism can, once again, be generic. There are, for example, sets of
engineering design principles for dealing with performance constraints, or modifiability, or fault tolerance.

10



For example: if one needs to meet end-to-end deadlines across distributed resources, one approach to
achieve this is through priority-based preemptive scheduling. If one wants to build a system such that it can
use multiple user interface toolkits, an approach is to have the application directly reference a virtual toolkit,
which then mediates the interaction with any number of specific toolkits. If one wants to achieve high reli-
ability, an approach is to use redundant components with voting; and so forth.

However, each of these is a generic mechanism; a response to a generic statement of need. To be truly
useful in a design, it must be tailored to fit into the proposed design and to meet the specific set of competing
guality goals and constraints in this design. This is the next step in an engineering process.

Of course, if an architecture is not being built with reusability or product lines in mind, the generic mecha-
nism step is typically skipped (as indicated in Figure 4), with designers moving to directly build specific ar-
chitectural mechanisms.

4.4 Specific mechanism

Once the mechanism (generic or not) has been decided upon, it must be instantiated within the constraints
of the architecture being built. These constraints include those of cost, interoperation with other systems,
mandated use of COTS (Commercial Off-The-Shelf) or standard interfaces, integration with legacy software
and the environment in which the system is to operate (e.g. rate and distribution of service request arrivals,
frequency of power outages, and so forth).

Within these bounds, a mechanism is chosen and tailored. For example, an architecture for a system that
needs to decouple producers and consumers of information might choose as a generic mechanism a pub-
lish-subscribe scheme. As a specific mechanism this architect might choose to make use of CORBA's event
notification service [26], because COTS products supporting this service can be readily purchased. Or, per-
haps the system has stringent performance requirements that an off-the-shelf package is unlikely to meet;
in this case the architect could design a custom event notification package. Such a package might provide
for event priorities so that performance tuning is more easily achieved, or could implement a send-only-once
protocol, which would have good performance, but with no provision for re-sending events (for fault toler-
ance). Only the specific environmental constraints will determine which specific mechanism to buy or to
build.

4.5 Analytic model

Once a number of scenarios, and a mechanism for satisfying them has been chosen, an associated analytic
model must be built. This is a key tenet of architectural engineering. The process of architectural engineer-
ing is so complex and involves to many competing factors that analytic models for all attributes of interest
in all risk areas must be created. While this sounds like an enormous amount of additional work (that is, this
model building is in addition to the job of building the actual system) it is both necessary and tractable.

It is necessary because there is simply no other way to mitigate risk in complex systems, where the struc-
tural decisions cause tradeoffs among various attributes: modifiability for performance, fault tolerance for
time to market, security for usability, and so forth. To maintain intellectual control over the myriad possibili-
ties, models must be built. But these models must also be interconnected, to represent the tradeoffs that
live within the structure of the software (and system) architecture.

Analytic model building is tractable because one doesn’t build a model for every part of a system. This is an
iterative, risk driven process. Models are only built for areas of the system that, at a coarse level of analysis,
appear to be potential risks.
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The analytic models that we use at this point in the process are not novel. They have existed for years within
specialized software engineering subcommunities. So, for example, we use RMA for performance analysis
[20] and Markov modeling for analysis of availability. Our analysis for modifiability is a predictive coupling
measure [5]. And so forth. The point is that this process of architectural engineering does not require radical
new thinking; it is the amalgam of many good software engineering practices that have preceded it, but is
motivated by scenarios as the central concept driving requirements and design.

Each analytic model is instantiated by the scenario under consideration. For example, an analytic perfor-
mance model for priority-based preemptive scheduling is generic, and can be taken directly from a book
such as [20]. But for this model to have any meaning, it must be tailored by the particulars of the system
being analyzed. The particulars that “flesh out” the analytic model such as execution times and arrival rates
of requests come from the specific/derived scenario under consideration.

4.6 An Example Mapping for Modifiability

Let us now consider an example of how this mapping process works in practice. This example is taken from
an analysis of a commercial revision control system, originally described in [16], and illustrated in Figure 5.

Generic Quality: Modifiability
Specific Scenario: Change the network software implementation
Generic Mechanism: abs%raction/information hiding
Specific Mechanism: add a network transparency layer

Analytic Model: TC<3

Figure 5: Mapping a Modifiability Scenario

Consider the case where a scenario has been elicited that affects the quality requirement of modifiability.
The specific scenario is indirect: a system is to have its underlying network infrastructure changed. Ideally,
the system should be minimally affected by this scenario, so that several different hardware interfaces and
underlying protocols can be used simultaneously. This is a common requirement in systems today, and is
typically met by the generic mechanism of abstraction or information hiding: the specifics of the networking
infrastructure are encapsulated within an abstract interface, and the implementation details are hidden from
users of the service. This generic mechanism has been realized in implemented systems in numerous ways.
For example, as a network transparency layer in the World-Wide Web'’s original software infrastructure [32],
or as the Abstract Factory design pattern [10].

The analytic model for this mechanism is related to the notion of coupling [5]: it is an attempt to measure
the difficulty of future modifications involving the mechanism. In this model, the difficulty of a modification is
related to the transitive closure (TC) of syntactic and semantic changes required to correctly instantiate a
modification. All other things being equal, the smaller the number of changes, the easier the modification.

This is another way of saying that local changes (changes that only affect a single component) are easier
to make than changes that affect many components in a system. Consider the example presented here.
The scenario is the network infrastructure is changed. The mechanism ensures that this change is mitigated
by a network transparency layer. As a result, we can build a model showing that the transitive closure of
changes related to the scenario is less than or equal to 3. That is, changes to the underlying network infra-
structure affecting the internals of the transparency layer (shown as (a) in Figure 6) might in turn affect the
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layer’s interface (shown as (b)) and this might in turn affect the routines that directly call this layer (shown
as (c)). But this is the full extent of the changes under this scenario, if the abstraction is properly constructed
and used.

c
© System Specific Software
(b)
(a)
Network Transparency Layer

#

—| Network Software Implementation

Figure 6: Propagation of Changes from a Network Transparency Layer

Different approaches to insulating the system-specific software from the various network software imple-
mentations can be modeled and compared in this way, using an analytic model that measures the impact
of a change. In addition to measuring the appropriateness of a particular architecture for supporting predict-
ed modifications, we may use the analytic models that we develop to monitor how architectural evolution
over a system’s lifetime affects its capability to support predicted modifications.

4.7 An Example Mapping for Usability

While usability does not admit analytic models in general, some specific aspects of usability can be mod-
eled, as described in an architectural analysis that we conducted for an air traffic control system [24]. Con-
sider, for example, the direct scenario where an air traffic controller issues a command and expects, not
unreasonably, a response within a bounded amount of time. The assurance that this bounded response
time will in fact be the case reflects a particular aspect of the system’s usability [7].

A generic mechanism for meeting this scenario is to bound the computation time associated with user com-
mands. One potential specific mechanism for realizing this generic mechanism (in the context of a multi-
threaded object oriented design) is to have an independent thread that starts whenever a user command is
issued, and which times out after the bounded amount of time has passed, forcing the system to respond
to the user even if the original command has not yet completed. In the analytic model for this case, following
[20], the response time is computed as the maximum of the computation time associated with the actual
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method invocation (Cy,) and the time out value of the extra thread (Ctg). This mapping is illustrated in Fig-
ure 7.

Generic Quality: Usability
Specific Scenario: Controller issues a command and expects a response within a bounded time
Generic Mechanism: bound computation time for commands
Specific Mechanism: independent thriad that times out method invocations

Analytic Model: response time = Max(Cyq, Cyy)
Figure 7: Mapping a Usability Scenario

While these examples are not individually complex, they exemplify the kinds of reasoning that a scenario
based practice of architectural engineering promotes, and the kinds of documentation that it requires. Man-
aging the scenarios, mechanisms, analytic models, and their mutual constraints is discussed next.

5 Tool Support for Managing Scenarios

Several aspects of the use of scenarios for architectural engineering suggest the need for tool support,
which we have realized in Brie. These aspects include:

* the documentation and capture of architectures, scenarios, mechanisms and analytic
models

* the management of constraints

¢ the management of the specialization of abstract scenarios into specific derived
scenarios

* the mapping of scenarios (both abstract and specific) onto architectures

¢ the documentation and control of the tradeoffs among architectural qualities, as they
affect the software structure of the system being designed

* the management of architectural alternatives
¢ the evolution of the architecture and its associated artifacts
¢ the need for preserving and maintaining the rationale for architectural decisions

A tool to support these activities must provide a representation language that is sufficiently expressive to
capture the various entities in the system model as well as the relationships among them. A system model
includes architectural constructs, such as components and connectors, as well as analysis constructs such
as scenarios, assumptions and analytic models. In addition to an expressive modeling language, a tool must
provide facilities for multi-user access to and revision control of these artifacts.

Ongoing work on software architecture reconstruction at the SEI has led to the development of a work-
bench, called Dali, for capturing and manipulating architectural models [19]. Dali was designed with an
open, “lightweight” integration philosophy to promote the easy incorporation of tools appropriate to particular
tasks of architectural modeling, manipulation and analysis. Although Dali was specifically designed to work
with information extracted from implementation-level artifacts (such as source code, execution traces, build
files, and so forth), its design is centered around a generic repository (an SQL database) that is equally ap-
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propriate to the tasks of scenario-based architectural engineering. Dali's central user interaction facility is
based upon an end-user programmable graph editor (part of the Rigi environment [30]). We have custom-
ized Rigi’'s graph editor for architecture modeling and analysis tasks. For these reasons, Dali was an appro-
priate foundation upon which to build Brie.

Before we may begin considering scenarios for architectural analysis, we must capture a representation of
the architecture with which we are working. A great deal of research has been devoted to the consideration
of architectural representation, primarily in the context of Architecture Description Languages (ADLs; [23] is
a useful survey). For the purposes of scenario-based analysis, we have found that a needs-driven structural
description of the views of the system’s architecture is sufficient. Such a description will depict a software
system’s components and their interconnections, initially at an abstract level. As examples: in the context
of a run-time view, components could be processes interconnected by communication paths; in the context
of a source view, components could be layers or other abstract collections of source code, interconnected
by function calls or message passing. The choice of views is driven by our interest in specific system qual-
ities: a run-time view will allow us to reason about performance and availability, a source view will allow us
to model modifiability, and so forth.

The software architect is in the unfortunate position of requiring a great deal of detail about a system, while
at the same time requiring a high-level view. In general, we manage this conflict by successive user-driven
revelation of detail: as we guide the architect through analyses, they will indicate potential problem areas
where the architect needs to expose more detail. As mentioned above, this is a risk driven process. When
a portion of the architecture is discovered, via some analysis, to harbor a risk, it is modeled at a greater level
of fidelity, potentially including building a simulation or prototype of this portion.

For the purposes of demonstrating the use of Brie in supporting scenario-based architecture engineering,
we will use as an example a remote temperature sensor system as presented in [2]. Briefly, this system
specifies the existence of a set of furnaces and a set of operators; the operators make requests for periodic
updates of the temperatures of a subset of the furnaces. The furnaces are expected to deliver temperature
updates within the specified periods. Our example, as shown in Figure 8 will model architectures in which
a server (serving the furnaces) accepts update requests from clients (representing the operators), performs
the necessary measurements of furnace temperatures and distributes temperature updates to the clients.

LANf g 5| FurnaceClient 1

Furnaces ¢— P Furnace Client 2

—
E# Server <———»
—

Furnace Client n-1

<— P FurnaceClient n

Figure 8: The Remote Temperature Sensor System Architecture

Our lexicon of modeling constructs for the purposes of this example is shown in Table 1. This lexicon com-
prises a relational model, and so indicates architectural elements and their relations. As we will be modeling
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a simple run-time view of the system, our primary element of architectural representation is the Pr ocess, an
autonomous thread of control executing on a piece of computing hardware. Processes are interconnected

by comuni cat es-wi t h relations.

From Relation To
Process communicates-with | Process
M odel assumes Assumptions
Assumptions assumes Assumptions
M odel models Scenario
Model uses-value Value

Table 1: The Modeling L exicon for the Remote Temperature Sensor Example

In addition to the structural elements of architectural representation, we must provide mechanisms for the
annotation of these elements with attributes. For example, servers and clients will have processing latencies
and communication paths will have network latencies. For availability modeling, servers and clients will have
attributes such as mean time to failure and mean time to repair. In the architectural description a system’s
components have named slots for these attributes. As scenarios are realized, these attributes will take on
specific values.

Figure 9 depicts a view of the remote temperature sensor system’s architecture, as captured using Brie.

- [0 x]

E children - 2 Architectural View <<ACTIVE=»
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Clierf 1 Clispt 2 Clieft 2 Client 4 Clignt 5 Client & Clignt 7 Clignt_8 ¥

~ |
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Figure 9: A Run-time View of The Remote Temperature Sensor System Architecture

To support the scenario-based analysis of software architectures, Brie must also model analysis constructs.
For the purposes of our example, these are Scenari os, Assunpti ons, Model s and Val ues. A Scenari o
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represents a generic scenario; it is through the enumeration of Assunpt i ons that generic scenarios become
instantiated as specific derived scenarios. A Model represents the analytic model associated with a generic
scenario. Finally, a val ue is used to represent the computation of a global attribute of the architecture. As
indicated in Table 1, Assunpt i ons may be related hierarchically and Model s may depend on Val ues.

We now proceed with two examples of the application of Brie to the translation of generic qualities into ge-
neric scenarios, the instantiation of generic scenarios as specific derived scenarios, and the mapping of de-
rived scenarios onto our example architecture. Currently, our support environment does not provide
modeling facilities for explicitly capturing and reusing mechanisms. Mechanisms used to realize specific
qualities are captured implicitly in the architecture and the analytic models. In the following discussion, we
will identify this implicit representation.

5.1 Using Brie to Model Performance Scenarios

Figure 10 depicts the translation of the generic quality goal of “performance” into an abstract scenario that
speaks to an aspect of the system’s performance: during the operation of the system, furnaces will be send-
ing updates to operators with a distribution based on the requests of the operators. We are concerned with
the performance of the system with respect to its adequacy to serve the operators’ requests; that is, the pe-
riodic latency of temperature updates. Note that this scenario is not specific to the architecture presented
above; it would apply equally well to a discussion of this aspect of performance in any architecture of a re-
mote temperature sensor system.

Generic Quality: Performance
Abstract Scenario: Furnaces send updates to operators with some distribution.

v
Derived/Specific Scenario 1: Servers send updates to clients with average case distribution.
Derived/Specific Scenario 2: Servers send updates to clients with worst case distribution.

Generic Mechanism: Servers send update messages to clients over network.

Specific Mechanism: Servers send update messages to clients over point-to-point network.

VYR

Analytic Model: L, = —t———
nalytic Mode D NS/Z(LS+Ln)

Figure 10: Mapping a Performance Scenario

The abstract scenario is then mapped onto two derived scenarios that do depend both on the architecture
under consideration and on particular assumptions about this architecture’s context. In this case, the ab-
stract scenario specified the distribution of updates as the key abstraction; the derived scenarios instantiate
the abstract scenario by specifying particular distributions: average case and worst case.

The generic mechanism by which this scenario is accommodated in the architecture is message-passing
over a network. Specifically, the mechanism used in this example is a point-to-point network which serves
requests from the processes in a first-in-first-out sequential fashion [2].

Based on the chosen mechanism, the abstract scenario, and its realization as derived scenarios, we may
now construct an analytic model that computes the periodic latency of temperature updates for a client from
a distribution of client requests. The update distribution is specified as a set of pairs (n;, p;) where n; cli-
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ents have requested updates with a period of p; seconds (each p; in the set is distinct). The formula com-
putes the periodic latency by summing the contributions of each update period to the number of updates
expected in a particular measurement period, P, then dividing by twice the sum of the server latency and
the network latency. For a detailed discussion of the derivation of this formula, see [2].

Again, consideration of architectural evolution is important; as the architecture evolves, we may benchmark
sets of scenarios and their associated analyses to assess how an architectural change affects its quality
attributes. It is also important to point out that changes to an architecture will almost invariably affect more
than one quality attribute. For example, introduction of a network transparency layer (as discussed in Sec-
tion 4.6) will positively impact modifiability (with respect to a particular scenario) but will likely negatively im-
pact performance.

Figure 11 shows a representation of the example mapping in Brie. Our abstract scenario,
Peri odi c_Lat ency_Per for mance_Scenari o, is shown on the left side of the figure. This scenario is mod-
eled by the Peri odi c_Lat ency_Perf or mance_Mdel , which has two associated sets of assumptions,
namely: WCPL_Per f or mance_Assunpt i ons and ACPL_Per f or mance_Assunpt i ons, representing the worst
case distribution and average case distribution derived scenarios respectively. Note that these assumptions
depend on a set of generic performance assumptions, Per f or mance_Assunpt i ons, which simply capture
assumptions common to both derived scenarios. The model also depends on a value, num ser ver s, that
represents the computation of a global attribute of the architecture, the number of servers. This explicit de-
pendency allows recomputation of appropriate analytic models when the architectural model changes:
when the number of servers is changed, the num servers value is first recomputed by Brie, and then de-
pendent models are recomputed.

Associated with each element in the system model is a textual annotation describing the element. For ex-
ample, the abstract  scenario  description is captured in an annotation on
Peri odi c_Lat ency_Performance_Scenari 0. The assumptions that realize derived scenarios comprise a
set of parameters that specify the values of attributes in the architectural model as well as other values that
specify the scenario. For example, associated with Perf or mance_Assunpt i ons are values that give the
server and network latencies that were specified as attributes of the architectural model; associated with
ACPL_Per f or mance_Assunpt i ons is the specific distribution of temperature updates that will realize the av-
erage case scenario. All of these are descriptions of, and static attributes of, architectural elements. To sup-
port understanding of and comparison of these models, and the tradeoffs that they harbor, Brie can
associate an executable script with each model that calculates the values of various attributes of interest.

For example, associated with the Peri odi c_Lat ency_Per f or mance_Model is a script written in a combina-
tion of SQL and Perl. This script executes in three phases: first, it computes the assumption and value de-
pendencies for the model; second, it extracts from the architectural model (as stored in the repository) the
attributes required for computation of the analytic model and maps them to values specified by the assump-
tions; and third, it computes the formula specified by the model for each set of assumptions and stores the
results. Assumptions and values are made available to the formula, written in Perl, as variables in the Perl
environment; this environment is maintained by another Perl script that, in addition, manages the process
of executing the model script phases. In the case of our example, the model execution proceeds as follows:

* the assumptions and values for the analytic model as specified within the analysis model
are identified, extracted from the repository, and added to the environment. In the case
of our example, this would include the num server s value, the network and server
latencies taken from Per f or mance_Assunpt i ons and the update distributions as
specified by the derived scenario assumptions.

* the relevant attributes of the architectural model are extracted and mapped to the
assumptions. In our example the network and server latencies specified in the
architecture would take on the values from the previous step.
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Figure 11: The Periodic Latency Model

¢ the model is computed for each set of assumptions. In this case, the model computes the
formula from Figure 10 from the assumed temperature update distribution, the number
of servers and the assumed latencies. The results are stored in the repository as
attributes of the Peri odi ¢c_ Lat ency_Perf or mance_Mbdel .

Although not currently supported by the tool, the next step in the scenario-driven architectural engineering
process would be validation of the results of the analytic models against requirements. We envision model-
ing requirements as first-class entities within the tool and automating the process of verifying computed val-
ues against them. Similarly, we envision the explicit capture of constraints among various aspects of the
model, such as structural constraints on the architectural representation and value constraints among the
sets of assumptions representing derived scenarios.

In addition, to support a real world architectural engineering process, we need to include facilities for man-
aging architectural evolution. Such facilities would include benchmarking sets of scenarios and their asso-
ciated analyses and then using these benchmarks to assess the architecture as it evolves.

5.2 Using Brie to Model Availability Scenarios

Figure 12 shows the mapping of another generic system quality, availability, to an abstract scenario repre-
senting an aspect of this quality, “System components fail and are repaired”. This scenario embodies our
concern regarding the overall availability of the system, which would typically be specified as a requirement
in terms of yearly downtime. We then realize this abstract scenario as two specific derived scenarios, each
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related to a particular mode of system component failure: a server power supply failure and a server soft-
ware failure. Of course, there are many other possible failure modes, such as client failures, which would
be represented by additional derived scenarios in a complete model of the system.

Generic Quality: Availability
Abstract Scenario: System components fail and are repaired.

v
Derived/Specific Scenario 1: A server suffers a software failure and is rebooted.
Derived/Specific Scenario 2: A server suffers a power supply failure and is replaced.

Generic Mechanism: Redundancy of system components with failover.
Specific Mechanism: Servers are replicated such that any server can assume the services of any other.

Analytic Model: Markov moﬁeling of system availability.

Figure 12: Mapping an Availability Scenario

The generic mechanism by which these scenarios are admitted to the design of the system is redundancy
of system components with failover. This generic mechanism is realized in our architecture by server repli-
cation (not shown in Figure 9) such that, upon failure of a server, another server may begin distributing tem-
perature updates in place of the failed server.

Based on the abstract scenario and the chosen mechanism, an analytic model may now be constructed to
measure system availability in the presence of component failure. A common way to model availability—fail-
ures and repairs in the terms of the abstract scenario—is to use a Markov model. Figure 13(a) shows the
Markov model for the single-server architecture of Figure 9 (this is, of course, a degenerate case of the serv-
er replication mechanism). The system begins operation in state S, with the server operating, and transitions
into the F (failure) state with probability Ag, based on the mean time to failure of the server. The transition
from the F state to the S state occurs with probability pg, based on the mean time to repair of the server.
The server availability is computed by solving the system of differential equations defined by the Markov
model. This analytic model realizes the two derived scenarios given in Figure 12.

It is important to note that the structure of the Markov model will change when servers are added; Figure
13(b) shows the Markov model for a two-server architecture. Although in this case the analytic model could
have been made sufficiently general to accommodate variation in the number of servers, the example illus-
trates an important point; there are occasions when an analytic model will apply only within the bounds of
certain architectural constraints. These could also include constraints on attributes such as “the model only
applies when the server latency is less than the network latency”. Because models sufficiently generic to
handle every circumstance are not realistic, it is important to record these constraints as ranges of applica-
bility for all analytic models. Ideally, a support environment would enforce these constraints.

Figure 14 shows the representation of our availability mapping in Brie. The assumptions specifying the soft-
ware failure derived scenario are shown as Sof t ware_Fai | ure_Avai |l abi | i ty_Assunptions while the
power supply failure scenario is shown as Power _Suppl y_Fai | ure_Avai | ability_Assunpti ons. Current-
ly our availability analytic model is not sufficiently general to support variability in the number of servers; this
explains the absence of a dependency on the num ser ver s value, as was present in the performance ex-
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Figure 13: Markov Models for One and Two Server Architectures

ample. The assumptions representing the derived scenarios specify values for the mean time to failure and
mean time to repair for the server.
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Figure 14: The Availability Latency Model

In the previous example, the analytic model was sufficiently simple to be computed directly by the model
script. However, there are cases for which an external computation engine, such as a pre-existing tool or
mathematics package, is more appropriate. In these cases, the first and second phases of model compu-
tation proceed as described above and the third phase changes as follows: rather than computing the ana-
lytic model directly, the model script exports the appropriate data to some external representation, invokes
an external tool to carry out the computation, and imports the results. The results are then saved to the re-
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pository as before. In the case of the Avai | abi | i ty_Mdel for our example, we used Mathematica to solve
the differential equations from the Markov model [2].

5.3 Building a More Complete Analytic Model of a System

Figure 15 depicts a more complete model of the remote temperature sensor system that includes our two
previous examples, periodic latency and system availability. Also shown are two additional performance-
related scenarios with their models: control latency (how long the server takes to respond to a client’s control
request) and jitter (the maximum delay between consecutive temperature updates). Note that a relationship
is shown between Jitter _Perf_Mbdel and Peri odi c_Lat ency_Per f or rance_Model ; this relationship in-
dicates a direct dependency between the two models, in much the same way as a model depends on a set
of assumptions. In this case, the jitter model is computed from the results of the periodic latency perfor-
mance model. In general, a complete model of a given system will comprise a web of assumptions, scenar-
ios and analytic models.
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Figure 15: A More Complete Remote Temperature Sensor System Model

6 Related Work

While much has been written on the uses of scenarios and use cases in object-oriented analysis and design,
these uses have been constrained almost entirely to a single goal: that of eliciting and validating functional
requirements (e.g. [11]). By way of contrast, little has been written on the use of scenarios in eliciting, driving,
and validating quality requirements, with the exception of the use of scenarios for analyzing a software ar-
chitecture’s modifiability [16].
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Even less has been written on how scenarios shape the requirements for a family, or product line, of sys-
tems. While we have gathered much anecdotal evidence, through architectural reviews and risk assess-
ments, that this is done informally in almost every significant system development, the lack of formality of
the process limits its usefulness. Scenarios do not get created and circulated throughout a large group of
stakeholders, and they seldom form the basis for formal reviews of the software architecture, as we have
advocated ([3], [16]).

Domain analysis activities (e.g. [25]) do collect the uses of and requirements for sets of related components
and architectures, but they do not connect these analyses to architectures. The process described in this
paper is a bridge between domain analysis and architectures.

The most complete set of literature on using scenarios for motivating software design centers around the
practice of object oriented design. The major uses of scenarios and relatives of scenarios in object oriented
design are:

* scenarios as a sequence of related events that represent dialogs between the user and
the system, as exemplified by the widely used OMT notation and its associated design
paradigm [28];

* scenario as a “control flow diagram”, as promulgated by Firesmith et al [9];

* use cases, as employed by Jacobson et al, which include not only the notion of a
scenario as a control flow, but also a set of pre- and post-conditions under which this use
case applies [14];

* use case maps, as defined by Buhr and Casselman, which are a means of representing
and reasoning about the flow of responsibility through a system [6].

Each of these uses of direct scenarios aids the architect in understanding how a software architecture sup-
ports its requirements; they are a means of mapping requirements onto an object oriented design in a way
that lets stakeholders “walk through” their execution.

Kruchten has gone one step further in the “4+1” model, proposing scenarios as the glue that aids in under-
standing a software architecture, in driving the various views needed to represent it, and in binding the views
together [21]. Kruchten's work is most closely related to the architectural engineering process described
here.

Other work has focused on evaluating tradeoffs, the quality of tradeoffs and the perspective of those making
the tradeoffs. Notable examples include Boehm’s Win-Win model [4] which seeks to reconcile customer and
developer expectation and capability differences, and Hauser and Clausing’s “House of Quality” [12] work
on Qualify Function Deployment intended to assure the design quality of a product while it is still in the de-
sign stage.

tradeoffs and qualities and tradeoffs .... ie end goal of analysis and a tool to support analysis ... win-win,
house of quality stuff ... typically from perspective of requirements not design tradeoffs ...

The authors are firm believers in the utility of applying appropriate tools to the process of architectural anal-
ysis. As part of a larger research effort at the Software Engineering Insitute, we have been involved in the
process of applying and maturing a method known as the Architectural Tradeoff Analysis Method (ATAM)
[17]. ATAM seeks to clearly specify both a process and integrated tool support for the task of formally spec-
ifying the impact of software architectural decisions on system quality attributes such as survivability, secu-
rity, performance, dependability, and maintainability. Key aspects of this work include the creation of an
appropriate set of tools to support both the dynamic and static analysis of existing software and mapping to
architectural representations, to accomodate the visualization of large systems, and to adequately repre-
sent the aspects of software systems most related to their particular quality attributes. In recent work we
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have described in more detail the use of tools [19], representations [31], the role of tools in the large process
of architectural evolution [18], and a predecessor ATAM process known as SAAM [3].

7 Conclusions

Five years of experience in performing architectural evaluations at the Software Engineering Institute have
convinced us that scenarios are useful for understanding an architecture, for uncovering its flaws and limi-
tations, for driving us to the appropriate architectural views and the right level of representation of these
views, for mapping requirements onto an architecture, and for understanding the implications of anticipated
changes on the architecture.

Although we have seen many examples of the kinds of reasoning described in this paper used in industry,
it is invariably done in an ad hoc, experience based, “back of the envelope” fashion. While these techniques
have often sufficed in past development efforts, they are becoming less adequate for the ever increasing
size of software systems. Our goal has been to systematize an existing ad hoc practice; to move it from a
craft to an engineering discipline. For example, our elicitation matrix promotes the consideration of a wide
variety of scenarios and stakeholders’ concerns in a systematic fashion. Our mapping from scenarios to
mechanisms to analytic models ensures that design decisions and their rationale are documented in such
a fashion that they can be systematically explored, varied, and potentially traded off against each other. As
systems evolve, the analytic models can be used to assess the impact of architectural changes, relative to
the system’s quality goals. Constructing analytic models to reflect the various scenarios and mechanisms
in the system provides a technique for doing so.The use of scenario driven analytic models has proven to
be both necessary (to make the right design decisions) and tractable (because the process is risk driven;
we only build analytic models in areas deemed to be of high risk).

Finally, the consideration of so many factors and the need for documenting the process has driven us to
create tool support for architectural engineering. This is because the process is complex, with many require-
ments to trace, analyses to consider, and constraints to manage.
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