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ABSTRACT 
 

Innovative weaving and braiding processes open up a new opportunity for making 

3-D textile composites that give significantly damage-tolerant structural response with 

design flexibility for durable joints, near-net shape processing, etc.  To fully understand 

the mechanical behavior of 3-D textile composites, it is essential to perform analyses to 

predict effective material properties and damage initiation and growth. 

In this paper we present a new approach to generating 3D textile composite 

geometric models based on image processing techniques.  The main objectives are to 

visualize, manipulate, and reconstruct textile internal structures based on 

multidimensional image data for the purpose of further mechanics analysis. A software 

code called the ImageScan, is developed to generate geometry models from a set of 

image slices of a textile composite based on image reconstruction technology.  The 

images from an optical microscope or other source can be segmented into objective 

constituents and reconstructed into 3D geometry, which can be input into an appropriate 

mechanics model to predict the material properties and mechanical deformation under a 

specific boundary condition and loadings.  

 
Key words: Composite Modeling, Image reconstruction. 
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1. INTRODUCTION 
 

Highly accurate yarn geometry is critical for computing detailed composite 

performance, such as the local failure mechanism. The failure mechanism of 3D textile 

composites depends on the architecture of fiber reinforcement.  Irregularity of tow 

geometry and undulation has a modest effect on the average elastic module but a strong 

effect on the strength [1].  The strength, notch sensitivity, and delamination resistance 

requires detailed modeling of tow architecture.  In recent years, the image reconstruction 

method has widely been used in the medical industry and is able to produce 3D 

descriptions of various feature such as tissues and organs [2,3,4]. However, the 

applications in the material engineering are very few, especially in the textile composite 

field. However, there are some technical challenges as well. During the image 

reconstruction process, the internal tow geometry can be experimentally described using 

a variety of imaging techniques such as optical microscopy, ultrasonic imaging, and 

computed tomography (CT).  The general image reconstruction practice in the medical 

field easily classifies tissues into categories with a simple grayscale range for each tissue.  

However in textile composites, the resin is everywhere inside of the composite and fibers 

often display roughly the same grayscale regardless of imaging direction with respect to 

fiber direction.  This represents a big challenge for applying image reconstruction of 3D 

textile composites.  Furthermore, to single out each tow, which contains thousands fibers 

surrounded by resin, is still an unsolved problem for image based modeling. Therefore, 

we investigated image based modeling techniques and began to develop a tool, which can 

improve the image quality, detect the yarn edge, remove the noise, reconstruct the yarn 

surface, and generate a 3D mesh ready model   for the traditional finite element analysis 
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(FEA) and the novel B-spline analysis method (BSAM) developed in-house [5].  

The process of this approach is in three steps; image quality improvement, image 

segmentation, and image reconstruction.   

 
2. IMAGE IMPROVEMENT 
 

2.1 Noise removal 

The purpose of the first step is detecting the edge pixels of objects as accurately 

as possible by applying some image quality improvement algorithms such as Gaussian, 

and Histogram Equalization. The Gaussian smoothing operator is used to “blur” images 

and remove detail and noise while a Histogram Equalization is used to enhance the 

contrast of image intensity. At the beginning, a total of 16 slice images of a carbon fiber 

composite were taken with an optical microscope. After initial testing using ImageScan, 

we found that the quality of image plays a big role in the image based modeling. Noise, 

color intensity, and contrast will affect the modeling process. Therefore, the Gaussian 

algorithm was implemented into the programming code to smooth the image and reduce 

the noise while histogram equalization enhanced contrast to obtain a uniform image. In 2-

D, an isotropic (i.e. circularly symmetric) Gaussian has the form:  

 

 

 

This distribution is shown in Figure 1.  
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Figure1. 2-D Gaussian distribution with mean (0, 0) and σ=1  

The goal of Gaussian smoothing is to produce a discrete approximation to 

the Gaussian function.  

2.2 Contrast enhancement 
 

The histogram is constructed from a frequency table and is applicable to 

quantitative data. To construct a frequency table, we begin by dividing the image into an 

arbitrary number of subintervals. The intervals are shown on the X-axis and the number 

of scores in each interval is represented by the height of a rectangle located above the 

interval (Fig. 2). Then we redistribute intensity distributions. This technique can be used 

on a whole image or just on a part of the image. Currently, we are only focused on the 

whole image. 
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Figure 2. A Histogram 

3. SEGMENTATION 
 

3.1 Introduction 
 

 Partitioning of an image into several constituent components is called 

segmentation.  Segmentation is an important part of image reconstruction practice. 

Segmentation should be able to distinguish each object from the others and from the 

background.  For intensity images, there are some popular approaches [6-11]: threshold 

techniques, edge-based methods, region-based techniques, and active contour models.  

Threshold techniques, which make decisions based on the local pixel information, may 

not handle the blurred object boundary very well.  Edge-based methods can automatically 

detect the edges of an object.  However, connecting the edge pixels is the big challenge.  

Region-based methods partition the image into connected regions by grouping 

neighboring pixels of similar intensity levels together. The adjacent regions are merged 

under some criterion.  Therefore, over-merging could occur.  The main idea of the active 

contour model is to start with some initial boundary shape and modify it by applying 

various shrink/expansion operations according the minimum energy function. In this 

paper, the Sobel algorithm, an edge-based method, was implemented to detect the 

boundary of the object, while a graph search algorithm was developed to establish the 
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connectivity of edge. Fully automated segmentation is still quite challenging for most 

applications due to the wide variety of image modalities and object properties. Unlike 

applications in the medical industry, image reconstruction application in textile 

composite does not deal with uniform objects such as tissues and organs, which likely 

have similar intensity levels and can be segmented with existing techniques directly. 

Instead, we are more interested in extracting the tow architecture from the textile 

composite and the tow itself consists of thousands fibers and resin, which means that the 

tow is not a uniform solid and the  intensity  of a tow is not uniform either. Thus, how to 

segment tows from adjacent tows becomes the central problem in the image 

reconstruction of textile composite.  

 

3.2 Yarn classification 
 

In CT X-ray tomography, the image grayscale is determined by the material 

properties. With the grayscale range for each material, the voxels of the image can be 

mapped onto corresponding categories. For example, we can use a grayscale range to 

represent the fibers and use different grayscale to represent the resin. As we know, each 

tow consists of two materials, fibers and resin. Therefore, the description of a tow is not 

clear in the image. Existing fully automated segmentation techniques may not be able to 

handle this situation. However, edge-based approach may be able to detect most 

borderlines of a tow. With some contour tracing help from the user, we can always 

manage to obtain the borderlines with high precision. 
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3.3  Edge detection 
 

The simple and fast Sobel algorithm was implemented in the program to detect 

the yarn boundary by calculating color intensities in all the neighbor points. It is used to 

find the approximate absolute gradient magnitude at each pixel in grayscale. For a 2D 

image, the Sobel uses a pair of 3x3 convolution masks, one calculating the gradient in the 

columns and the other calculating the gradient in the rows, as shown in Fig.3. These 

masks are designed to be applied separately to the input image, to produce separate 

results in each orientation, and to be combined together to find the absolute magnitude of 

the gradient and the orientation at each pixel. Noise removal is achieved by two methods; 

isolated pixel removal and short chain removal. In the first method, any point that is 

isolated can be removed. In the second method, any chain of edge that is short can also be 

removed. So far, the software can handle a variety of image formats, such as Bitmap, 

JPEG, GIF, TIFF, etc. It can detect the yarn boundaries by scanning the image, remove 

the noise, which came either from the original image, image processing, or from software 

conversion, and link the edges using a region weight judgment method. Fig.4 shows a 

result of applying Sobel edge detector and noise removal. 

 

 
 
 

Figure 3. Sobel edge detector 
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Figure 4. Result of edge detect 
 
 
 
 

 
3.4 Edge connection 

 
Sobel detection is used to find the pixels which are located on the borderlines of 

the object. The concept of image segmentation is to use these edge points to construct the 

borderlines and use these borderlines as primitives to obtain the region segments, which, 

in turn, is used to reconstruct the 3D solid model of tows in textile composites. 

Segmentation procedures frequently result in binary format, “1” edge pixel and “0” 
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others. The raster scanning process of the binary permits the edge connectivity result. The 

procedure of edge connecting is: 

1) First, scan each pixel and its 8 neighboring pixels for a mark. If there is no 

mark, then mark this pixel with a new mark representing the new edge. 

2) If there is a mark, there two possibilities; center pixel or others. Both need the 

weight checking algorithm to decide whether it is edge or just noise. 

3) If a center pixel is marked and others are edge pixels judged by the weight 

checking algorithm, then those pixels belong to the same edge and mark those 

pixels with the same value as the center pixel.  

4) If the pixel other than the center pixel is marked, a decision has to be made 

whether it belongs to the previous edge or a new edge by applying the weight 

checking algorithm again. 

After scanning the whole image, each edge pixel has been marked with edge 

number or noise. The pixels, which have the same edge number, are grouped together 

into the borderline. If the borderline is too short, we can treat it as isolated noise and 

remove it from the edge data. The real borderline of the object is most likely broken into 

several sections along the object because the image quality and constituency of image 

contrast. We can use the computer mouse to pick edge segments on the borderline to link 

them together. The region, which is contained inside the borderline, will be marked as the 

cross section of an individual tow.     
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3.5 Edge smooth 
 

Since the yarn geometries are directly generated from scanning the image in great 

detail, the yarn edges may not be smooth enough to be used for the next modeling 

procedure. Therefore, edge smoothing is required to improve the quality of the image. 

What the Sobel algorithm found is a set of edge points on the border of a tow cross-

section. So it is necessary to divide this set of points into two groups: upper bound and 

lower bound.  In order to obtain the upper bound points and lower bound points, an mth 

degree regression algorithm, the least square model, was written and added to the 

ImageScan to determine the center line of a tow. Therefore, any points, which are located 

on the upper half of the center line, belong to the upper bound while the other points 

below the center line belong to the lower bound. The Bezier polynomial was chosen to 

perform the edge smoothing because of its low-order feature, which would give us more 

flexibility. The advantages of staying with low-order polynomials include reduced 

computational time, greater stability and local control of shape. The Bezier polynomial 

does not have first-derivative continuity at its endpoints; therefore, we may only use the 

center segment to represent this part of a curve to improve the continuity of the curve. 

Mth degree polynomial:  

 

to approximate the given set of data, , , ..., , where , 

the best fitting curve has the least square error, i.e.,  
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Bezier polynomial function: 

 

P(t)=(1-t)3p0 + 3t(1-t)2p1 + 3t2(1-t)p2
 +t3 

 

Fig. 5 shows the result after applying the Bezier polynomial to smooth the edge of 

the yarn. 

 

 

 

Figure 5. Applying the Bezier polynomial 

 
3.5 Region classification 

 
The cross section is the encapsulated area by the borderline, as shown in Fig. 6. In 

our software, each cross section of tow is classified with a unique color index. The cross 

sections from all the slides, which belong to the same tow, will have the same color 

index. The color index of the cross sections from the different tow will be different. This 

method can classify each cross section in all the slides to which it belongs.  
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4. RECONSTRUCTION 
 

The images are derived from slice data from a variety of imaging devices. The 

two dimensional slice data is used as input for the three dimensional reconstructions. 

Slices are taken at regular intervals throughout the object. Each slice is first segmented to 

separate the various objects. In textile composites, those objects are tows, which consist 

of thousands fibers and infused resin. The surface extracting algorithms are then used to 

create a three dimensional representation of the tow structures. In this step, we can either 

apply Stoke’s Theorem or use a direct interpolation method to reconstruct the tow 

surface.  

4.1  The Stoke’s theorem approach 

The Stoke’s theorem approach is in three steps: 1) the surface points and their 

vectors are collected and splatted into a voxel grid without needing the adjacency 

relations between the surface points.  2) The voxel grid is convolved with an integration 

filter, the fast Fourier Transform.  3) The reconstructed surface is extracted using the 

Marching Cubes algorithm. The tool used in this project was developed by M. Kazhdan 

[12]. This tool can reconstruct the surface by approximating integration using only the 

surface points and their normals.  The advantages of this tool are that only the surface 

points and their normals are needed, and the result is a water-tight solid model, and points 

on the surface are not necessarily uniformly distributed. In the test run, a total of 16 slices 

were obtained by an optical microscope. The result is very good when the gap between 

subsequent slices is small. When the gap was increased by a factor 2.5, the result is 

rough, as shown in Fig.6. There are two methods available to solve this problem. The 
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first one is to obtain finer slice spacing. For non-destructive image acquisition processes, 

such as CT, this method will be simple and easy. However, it will be catastrophic if the 

image spacing were too large for a set of serial sectioned images, because the sample has 

been destroyed during the imaging process. Considering the possibility of missing or 

incomplete image data, the second method, the interpolating method, becomes essential 

in image reconstruction of textile tows. There are many approaches to interpolating a 

curved surface. These include linear, bi-cubic polynomial, and spline patches. Bezier 

patches are smoother than most. Although splines give even more smoothness, the 

complexity of splines makes Bezier patches more appealing in practice. We approach the 

Bezier surface by applying the blending functions, as shown as below, which blends the 

data at 16 control points. Furthermore, the uniform continuous surface of tow geometry 

has been achieved by modifying the Bezier patches. 
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Figure 6.  Reconstruction from Stoke’s theorem 
 
 
 

  
4.2  Direct interpolation method 

Stokes’ theorem generates the surface definition of a solid tow without any 

information regarding the tow path. As we know, the material property of a fiber tow 

responds anisotropically inside the textile composite. The tow path is an extremely 

important parameter for numerical analysis.  Therefore, extra effort has been made to 

convert the tow geometry to a mechanics model favorable definition, in which the tow is 

represented as a series of cross sections along the tow axis. For most fiber reinforced 

composites, tows are reinforced in three directions, X, Y and Z. In our software, all the 

points are stored in a cubic grid in the XYZ coordinate system after scanning a series of 

images. Since we have defined the tow as a series of cross sections along the tow axis, 

not necessary perpendicular to the tow axis, therefore, a cross section of a tow can be 

simply defined as a set of points, which is in a plane. This plane is a cross section of 3D 
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grid. From these cross sections, we can obtain the tow information. For example, for 2D 

woven, we can have the warp cross section directly from XYZ grid in the X direction and 

the filler cross section data in the Y direction. For most textile composites, such as 2D 

triaxial braided, 3D braided, and 3D ply-to-ply woven, tows are reinforced along X, Y, 

and Z direction.  Therefore, a more effective method, the direct interpolating method was 

developed to reconstruct the tow geometry. The procedure is a simple 2-step process. The 

first step is to redistribute borderline points of a tow in each slice uniformly. The next 

step is to create piecewise facets accordantly, as shown in Fig.7.  Fig.8 shows images that 

were taken by an optical microscope. A total of 50 slices were gathered in this case.  Fig. 

9 shows the results after segmentation. The color represents the identity of the tow. Each 

tow has the same color index.  The 3D solid model generated using the image 

reconstruction method is shown in Fig. 10. Both Stokes’ theorem approach   and the 

interpolating approach are used in this case. 

 

Figure 7. Direct interpolation method 
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Figure 8. 50 slices of image from an optical microscope 

 

 
 
 

Figure 9.  After segmentation 
 
 
 

 
 
 

Figure 10. Image reconstruction result 
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5. FUTURE WORK 
 

As we know, segmentation is the central problem of image reconstruction. It is 

used to single out the object of interest from others and from the background. Fully 

automated segmentation is still quite a challenge for textile composite applications due to 

the wide variety of image modalities and object properties. It is difficult to extract the tow 

architecture from the image because the tow itself consists of thousands fibers and resin, 

which means that the tow is not a uniform solid and the  intensity  of a tow is not uniform 

either. Thus, how to group some individual fibers into several tows effectively becomes 

the central problem in image reconstruction. In the current approach, 80% of the total 

time was spent on image segmentation. In the future, more effective segmentation 

methods will be investigated.   

 
6. SUMMARY 
 
 

Highly accurate yarn geometry is critical to predict composite performance. 

Because of the variable nature of textiles, it becomes necessary to use information 

directly from the textile composite of interest. The internal tow geometry can be 

experimentally described using a variety of imaging techniques, such as optical 

microscopy, ultrasonic imaging, and computed tomography (CT). An image based 

geometry reconstruction method was presented. It can improve the image quality, detect 

the tow edge, remove the noise, reconstruct the yarn surface, and generate a 3D mesh 

ready model for numerical modeling. The image reconstruction based modeling method 

consists of three steps: image improvement, segmentation, and reconstruction. The 

Gaussian algorithm was implemented into the software to smooth the image and reduce 
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the noise while histogram equalization was used to enhance the image contrast. An edge-

based segmentation approach, which detects the yarn boundary by applying the Sobel 

algorithm, was used. Then a raster scanning process of the binary is performed to identify 

the edge pixels which belong to the same edge and connect them into the borderline of 

the tow. Finally the segmented region is defined by its borderline. Edge smoothing is 

performed using a Bezier curve patch. There are two methods of image reconstruction 

used in this project, the Stoke’s theorem and direct interpolating method. The Stoke’s 

theorem takes an oriented point set as input and returns a solid, water-tight model. This 

method reconstructs the surface by approximating integration using only the surface 

points and their normals.  The advantages of this approach are that only the surface points 

and their normals are needed. The disadvantage is the extra effort that has to be made to 

convert the tow geometry generated by the Stoke’s theorem into a numerical model 

favorable format.  Since most fiber reinforced composite, the tows are reinforced along 

the X, Y, Z directions, we can easily obtain the cross section of tow directly from the 

XYZ grid. Therefore, the direct interpolating method could be a more effective method to 

reconstruct geometry from the image. The demonstration of a textile fabric reconstruction 

was made by using image reconstruction method with both Stokes’ theorem and the 

direct interpolating approach. 

 

 

 

 

 



 19

References: 
[1] Cox, B. and Flanagan, G., “Handbook of Analytical Methods for Textile 

Composites,” NASA Contractor Report 4750, March 1997. 
[2]  Samani, A., Bishop J., Yaffe Mj, Plews D, “ Biomechanical 3-D finite element 

modeling of the human breast using MRI data”, IEEE  Trans Med Imaging 2001, 
20:877-885. 

[3]  Azar F., Metaxas D., Schnall M.” Methods for modeling predicting mechanical 
deformations of the breast under external perturbations”, Med Image Anal 2002, 6:1-
27 

[4] Yin H., Sun L, Wang G. etc, “ImageParser: a tool for finite element generation from 
three-dimensional medical images”, BioMedical Enginnering Online, 2004, 3:31. 

[5] Iarve, E.V., “Mesh independent modeling of cracks by using higher order shape 
functions”, Int. J. Numer. Meth. Engng, 2003, v56, 869-882 

[6] R. Gonzalez , and R. Woods, “Digital Image Processing”, Addison Wesley, 1992.  
[7] R. Boyle and R. Thomas, “Computer Vision: A First Course”, Blackwell Scientific 

publication, 1988. 
[8] E. Davies, “Machine Vision: Theory, Algorithms and Practicalities”, Academic Press, 

1990.  
[9] D. Vernon Machine Vision, Prentice-Hall, 1991. 
[10] Raya, S. and Udupa, J., “Shape-Based Interpolation of Multidimensional Objects,” 

IEEE Transactions on Medical Imaging, Vol.9.No.March, 1990. 
[11] A.Schenk, A., Prause, G., and Peitgen, H., “Efficient Semiautomatic Segmentation 

of 3D Objects in Medical Images,” MICCAI 2000, Pittsburgh, Oct.11-14, USA. 
[12] Kazdan, M., “Reconstruction of Solid Models from Oriented Point Sets,” 

Eurographics Symposium on Geometry Processing, 2005. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Impact
    /LucidaConsole
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


