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Executive Summary

The notion oftrustis widely used in secure information systems. For examjdested computing
base” refers to the hardware and software that make up thetyeaf a system; a “trusted system”
is one that is believed to be secure against relevant aftackisso on. However, until recently,
there were no accepted formalism or techniques for the fpestgdn of trust and for reasoning
about it. Secure systems had been built under the premisedheepts like “trusted” or “trust-
worthiness” were well understood, unfortunately withowere agreeing on what “trust” means,
how to measure it, how to compare two trust values and howntpose the same. There was a
lack of a comprehensive mathematical framework for qugintf the amount of trust that can be
placed on complex systems that had been built from smallaponents. This led to considerable
degrees of inferential ambiguities when security relatecigions had to be made based on trust.
Additionally, most researchers had addressed trust telateies from the perspective of access
control in the confidentiality context.

The objective of this effort was to develop a new model oftttiiat allowed one to reason about
trust relationships in information systems with speciapbasis on trust as it related to integrity
and availability. The project has produced the followingulés.

1. It has proposed a formal model to assess multiple leveisusf that is more inclusive than
the current binary models. A major strength of the model & this more in keeping with
the social models of trust used by policy makers.

2. It has defined a notion of degrees of trust and proposeessipns and procedures to eval-
uate and establish the degree of trust of different systems.

3. It has defined procedures to compare information at eiffedegrees of trust.
4. It has developed procedures to determine the trust Iéwslroposed information.

5. It has formulated processes and procedures to managegiatgnships.



Various aspects of the model were subjected to peer-reAemumber of technical papers in
reputable international conferences have resulted inbeegs. A technical paper that details the
complete model is currently being reviewed by the editdy@drd of a top-level journal.

The project investigated the challenges of access comtagpén and distributed environments
in an attempt to determine how this area can benefit from thetmest model. An example of such
an environment is the NAS system of the FAA. Preliminary lissiuiom the investigation shows
promise. Results have been published in major conferekeether investigation is being done.

The project team has identified a number of open issues theddressed, will enhance the
expressive power of the model and make it more usable. Ant@sgtare (i) the proper formulation
of trust context, (ii) the ability to extrapolate trust ridamships and (iii) the definition of and
reasoning with trust chains. We are looking forward to amnid support from the AFRL and the
FAA for this purpose.



Chapter 1
Introduction

Information technology is increasingly driven by the requients of confidentiality, integrity,
availability, usability and digital rights management gtems and information resources. To
ensure that information systems behave according to statpdrements, proper techniques and
procedures need to be used in designing and implementirgygtem. A lot of research has been
done in developing such techniques and in evaluating theedeg which the system will behave
in isolation according to these stated requirements. Hewev systems behavior is frequently
dependent on other systems. To measure the confidence énathase in their decision to accept
the assumed or measured amount of proper behavior of thensystthe face of influence from
other systems, the notion tiustis widely used. However, there are no accepted formalisms or
techniques for the specification and measurement of trust@mreasoning about trust. For the
most part, trust is considered to be a binary entity; confidesa measured in terms of either total
trust or no trust.

This binary model of trust differs considerably in semasfrom the social models of trust used
by policy makers. In sociology, trust means the assuredmedi on the character, ability, strength
or truth of someone or something. This assurance level caof ddferent degrees, leading to
entities being labeled trusted to various levels. Withim domain of computer security, however,
the termtrustedis used strictly to indicate the successful evaluation tfi@tzation requirements
for security-critical actions. This creates inferentiad@guities, for example in the composition of
information gathered from different sources or in the cosian of systems that involve interac-
tion between human and computational devices. As systeatgeg\a significant chasm emerges
between our sociological perception of trust or trustwiokhs and information technology’s view
of trust.

Consider a collaborative network defense system deploytuiva local area network (LAN)
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\ Signals and signs
%¢q  for establishing trust ,s‘

3‘ relationships »

Figure 1.1: Mutual assessment of trustworthiness in alootktive system

as shown in figure..1. A major component of the system is a distributed networkugion de-
tection (NID) module that can gather information from othetwork intrusion detection systems
deployed elsewhere on LANs that are under separate adratiistcontrols. The NID module
monitors the local network for possible intrusion sceraaod also seeks information about in-
trusion alerts from some of the other similar modules degiioy other LANs. The module then
analyzes the information and advises the local LAN adnmaist about the possibility of a net-
work attack in the near future. The NIDs modules belongingtteer LANs behave in a similar
manner. Now the local NID (call it NIR3ca)) can trust the information that it gathers from the local
LAN. However, it may be too naive for the local NID to trust thers completely. Here are sev-
eral situations where this will be the case. Assume that étieearemote NIDs bears a certificate
from an independent testing agency that attests to theHatttie NID application was submitted
by its developer for testing and has been found to be free ditimas code and other defects.
However, the certification agency may not have followed prggocedure in the certification pro-
cess; the certification agency’s own credentials may haee bevoked but the information may
have not trickled down to the end user; or the developer mag tveeaked with the software after
the certification. Under such circumstances although thificate attests to the competence of
the system, it is not authoritative enough. We are left wihrational approach for answering the
following questions: (1) What expectations can the LAN aaistrator have about the usefulness
of the composed information? (2) What critical activiti@st¢he administrator use the information

4
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for without much problem? (3) What are the critical actegtithat the administrator does not want
to fulfill using this information?

These problems arise because there are two aspects to thatevaof trustworthiness of
systems. The first aspect is determining whether a systeomipetent or not. The second aspectis
determining the firmness in the belief about our evaluatidh® system’s competency. A number
of works have looked into the former aspect; however therast neglected, at least within the
computer security and dependability area. We addressebens aspect in the current work.

The above observations motivate us to propose a new “Veatodel of trust. In this trust
is a measurable entity which can have different degrees. p#&feify trust as a vector of numeric
values. Each element of the vector influences the value sff. tiMe identify four such parameters
in our model. We propose methods to determine the valuegsmonding to these parameters.
Substituting values for each of these parameters in theveasor provides a value for trust. This
vector now represents trust of a certain degree. To renderdhcept of different degrees of trust
more intuitive, we associate a numeric value in the rgrge 1] with the trust vector. The value
in the positive region of this range is used to express tmgthat in the negative region is used to
express distrust. Neutrality about trust and distrust essed using the value zero. We also use
a special value, denoted by " to represent “lack of information” about trust. We definesogitors
to map a trust vector to a trust value and vice versa. Nextmuestigate the dynamic nature of
trust — how trust (or distrust) changes over time. We obs#raetrust depends on trust itself —
that is a trust relationship established at some point of imthe past influences the computation
of trust at the current time. We formalize this notion in ousdel. Defining comparison operator
for trust vectors, allows us to make a decision about reddtivustworthiness” of two or more
entities. Finally, we define a mechanism to combine truswiféérent degrees to form a single
trust relationship. This helps us model the evolution ofusttrelationship between a group of
trusters and a group of trustees.

Using our model, on the other hand, we can analyze the situgtiesented in figuré.1 as
follows. Since the crux of the problem lies in an ability totekenine trust among the various
agents, we propose in our model an approach to determine oW trust the local NID (NI1Rcal)
can have on the information collected from other NIDs (sdip \Nand NID,).

The system initiates with Nlfg.5 maintaining a neutral position about the trustworthindss o
NID1 and NID,. As time progress, NlI[dca Will gradually begin to establish trust relationships
with the other two. The degree of trust that NJ&, establishes with another NID will depend on
different factors. For example, N|Ea may become aware that the other NIDs are exactly the
same applications as itself. Thiaowledgdogether with a trust policy that establishes guidelines
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on how to use the knowledge helps N4E to gain some trust on the other two NIDs. Further,
over a period of time NIRca begins to have positivexperiencesvith NID, and some positive
and some negative experiences with NIDNote that the perception of positive experience or
negative experience is quite subjective. We leave it lilket because, after all, the notion of trust
is also very subjective.) At some point then the INUa will (perhaps) evaluate with the help of
our model that NID is trusted to a degree of 0.25 and trust ND degree of 0.75. The local NID
will then consult its policy base to determine how an infotioracorresponding to this trust value
should be used.

The above approach provides a more rational way to evafydtamtrustworthiness of systems.
It has got a number of advantages. The biggest is that thelrafldes a truster to determine a
trust level even in the face of incomplete information abictors that the truster uses to judge
the trustworthiness of the trustee. In the worst case, &iairce, the model will compel the truster
to take aneutralposition. The second major advantage is that the model tak@sonsideration
individual perceptions about trust by way of the notion ofiest evaluation policy. A third major
advantage is that this trust model can neutralize to a gréaethe scenario where a recommender
tells a lie to gain an unfair advantage without using comglame theoretic approaches.

The rest of the report is organized as follows. We preser¥dictor model of trust in chaptex
Chapter3 describes the VTrust trust management system that has beeloged to store, manage
and manipulate trust relationships according to the Vectodel. The VTrust trust management
systems uses a language called TrustQL for accessing anigutaimg the stored information.
The complete syntax of the the TrustQL language is providethapter. In chaptel5 we discuss
how to use the model to address a very important securitylgmglnamely access control in open
and distributed environments. Finally chapgeconcludes the report with a discussion of some
refinement and extensions of the model that we plan to adaréiss future.
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Chapter 2

The Vector Model of Trust

2.1 Overview

Trust is modeled as a measurable entity that can have diffelegrees. We specify trust as a
vector of numeric values. Each element of the vector inflasrtbe value of trust. We identify
three such parameters in our model. We propose methodsdomdee the values corresponding
to these parameters. Substituting values for each of theasengters in the trust vector provides
a value for trust. This vector now represents trust of a cedagree. To render the concept of
different degrees of trust more intuitive, we associateraemnic value in the range-1, 1] with the
trust vector. The value in the positive region of this rangesed to express trust and that in the
negative region is used to express distrust. Neutralityubtrast and distrust is expressed using
the value zero. We also use a special value, denoted_byo’ represent “lack of information”
about trust. We define operators to map a trust vector to avalge and vice versa. Next, we
investigate the dynamic nature of trust — how trust (or d&)rchanges over time. We observe
that trust depends on trust itself — that is a trust relatignestablished at some point of time in
the past influences the computation of trust at the currerg.tiWe formalize this notion in our
model. Defining comparison operator for trust vectorsvedlas to make a decision about relative
“trustworthiness” of two or more entities. Finally, we defia mechanism to combine trusts of
different degrees to form a single trust relationship. Tie#ps us model the evolution of a trust
relationship between a group of trusters and a group ofgesst

The proposed model helps a user evaluate the amount of coodidde/he has in her/his de-
cision to accept the assumed or measured amount of compeitagarticular system when the
system’s behavior is influenced by other systems (inclubingan beings). This allows the user to
evaluate the risks involved in using the system in a bettemaaand thus design more trustworthy
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systems. This is illustrated in the following discussion.

Consider the example of the network intrusion detectioriesys. To answer the questions
posed earlier, we need to determine how much trust the lotial(NIDqc5) can have on the
information collected from other NIDs (say, Nj{[and NID;). In our model, the system initiates
with NIDocq maintaining a neutral position about trustworthiness dbNand NID,. As time
progress, NIRca Will gradually begin to establish trust relationships witte other two. The
degree of trust that Nlfg.5 establishes with another NID will depend on different fastoFor
example, NIQyc.q may become aware that the other NIDs are exactly the sameafimhs as
itself. NIDjocq) may begin to have positive experiences with NI&nhd some positive and some
negative experiences with N{DAt some point then the Nlfg.a Will (perhaps) evaluate based on
our model that NID is trusted to a degree of 0.25 and trust MID degree of 0.75. Our model can
further indicate that if information from NIpand NID, are combined, the resulting information
can be trusted to a degree of 0.54 (say). Thus, if togethef [diid NID, report that an attack is
imminent, the current NID assumes that this informationloatrusted to a degree of 0.54. It can
then take a more effective decision (for example for allimcptesources for defending against the
attack).

2.2 Model Description
In our model we adopt the definition of trust as provided byr@rson and Slomarb].

Definition 1 Trust is defined to be the firm belief in the competence of aiyeistact dependably
and securely within a specific context.

Definition 2 Distrust is defined as the firm belief in the incompetence aératity to act depend-
ably and securely within a specified context.

Although we define trust and distrust separately in our madelallow the possibility of a neutral
position where there is neither trust nor distrust. As wéalate on the model this will become
more clear.

Trust in our model is specified as a trust relationship betmae&uster — an entity that trusts
the target entity — and a trustee — the target entity thauisteéd. The truster is always an active
entity (for example, a human being or a subject). The truséeeeither be an active entity or a
passive entity (for example, a piece of information or awsafe). We call an active entity actor
and a passive entity, @mponentWe use the following notation to specify a trust relatiapsh
(A= B)N. It specifiesA’'s normalizedtrust onB at a given time for a particular context. This

8
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relationship is obtained from the simple trust relatiopshiA N B): — by combining the latter
with a normalizing factor. We also introduce a concept catlleevalueof a trust relationship. This
is denoted by the expressionA — B)N and is a number if-1,1] U{_L} that is associated with
the normalized trust relationship. A trustee is completelgted (or distrusted) if the value of the
trust relationship is 1 (-1). If the value is in the range JQlfe trustee isemi-trustworthyif the
value is in the range (-1,0) the trusteairstrustworthy The O value represents trust neutrality that
is, the trustee is neither trustworthy nor un-trustwortire special symbal is used to denote
the value when there is not enough information to decide ttinast, distrust, or neutrality.

Definition 3 Theatomic purposef a trust relationshigA — B); is one of

1. Access resource$he truster trusts a trustee to access and/or use in a pr@ugransome re-
sources that the truster controls. Examples of this arangaditing sensitive information,
using properly copyrighted information and so on.

2. Provide servicesThe truster trusts the trustee to provide a service that doe#volve
access to the truster’s resources. Some examples of thisatibsting web services, provide
a certification service and so on.

3. Make decisionsThe truster trusts the trustee in a decision making proc#&ghat kind
decision making processes the truster wants to trust teeegwvith depends on the truster’s
policy. An example of this will be deciding if a certificatevalid or not.

The truster may also trust the trustee for some combinafiimese atomic purposes. For example
the truster may trust the trustee to provide a service anckrekisions.

Definition 4 Thepurposeof a trust relationship is defined as follows.
1. An atomic purpose is a purpose of a trust relationship.
The negation of an atomic purpose, denoted by “not” atgrarpose, is a purpose.
Two purposes connected by the operator “and” form a pearpos
Two purposes connected by the operator “or” form a purpose

ok~ wb

Nothing else is a purpose.

Further, in our model of trust we are interested in éspects- availability, usability, reliability,
safety, confidentiality, integrity, maintainability, ammtability, authenticity and non-repudiability
— of the trustee. Combining the concepts of trust purposdstraistee aspect, we defitrist
contextas the interrelated conditions in which trust exists or eec&or example, let a trustek,
trust a trusteeB’s reliability to provide a service and integrity to make aidéeon. The “reliability
to provide a service and integrity to make a decision” is @ered to be the trust context.
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Definition 5 Let S denote the set of trust purposes afidthe set of trustee aspects identified
above. Then theontext c(T), of a trust relationshif is defined as follows:

1. Atuple of the form< s,a > is a context wherg € S anda; € 4.

2. Two contexts connected by the operator “and” form a cdntex

3. Two contexts connected by the operator “or” is a context.

4. Nothing else is a context.

Definition 6 The context function €T') of a trust relationshid is a function that takes the trust
relationship as the input and returns the context of that nelationship.

2.2.1 Trust evaluation

Our trust model aims to provide the notion of a trust valuegjaresent levels of trust. We face
two choices for trust values — qualitative or quantitatigualitative values are used, then degree
or level of trust can be expressed in terms of a set of disma&tees such as high, medium or
low. The advantage of such a scheme is that it is quite im&uitHowever, the challenges are
significant. First, it is rather difficult to define precisalye semantics of such levels; semantics
across different systems can vary. Second, determiningthepriate number of such degrees for
a particular system is not straightforward; in fact it camtéo be rather ad hoc. Third, determining
how the degrees from different domains can be compared antined is most difficult. Last but
not the least, a problem with such discrete degrees is tieanit easy to represent ignorance or
neutrality with respect to trust or distrust.

Quantifying trust through numeric values alleviate suchbfgms. Moreover, mathematical
operations on degrees of trust can be defined that allow prapaparison of degrees from dif-
ferent domains and combine them. This leads us to adopt muredues for trust levels. Instead
of limiting ourselves to a single value for trust (or distjusve define a trust value in terms of a
vector of numeric values. We use a vector so that we can gpbeifeffects of the many different
factors that influence trust. However, we also believe thaitet are times when a single numeric
value is more intuitive than a vector of values — particylarhen making comparisons in an infor-
mal manner. This leads us to define the notion of a “value” foust vector. It is a either single
numeric value in the range-1, 1] or a special value..

At this stage we point to two characteristics of trust (otrdist) that shapes our model. The first
is the dynamic nature of trust. Trust changes over time. Ekare is no change in the underlying
factors that influence trust over a time period, the valueusttat the end of the period is not the
same as that at the beginning of the period. Irrespectiveupfratial trust or distrust decision,

10
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over a period of time we gradually become non-decisive oertam about the trust decision. This
leads us to claim that trust (and alternately distrust) gecaer time - both tends towards a non-
decisive value over time. The second characteristic ist vhaften called thg@ropensityto trust
[5]. Given the same set of values for the factors that influencs,ttwo trusters may come up
with two different trust values for the same trustee. Wedwelithat there are two main reasons
for this. First, during evaluation of a trust value, a trustely assign different weights to different
factors that influence trust. The weights will depend on thettevaluation policy of the truster.
If two different trusters assign two different sets of weggtthen the resulting trust value will be
different. The second reason is applicable only when thetdrus a human being and is completely
subjective in nature — one person may be more trusting thathan We believe that this latter
concept is extremely difficult to model in an objective maniée choose to disregard this feature
in our model and assume that all trusters are trusting inredtuthe same extent. We capture
the first factor using the concept oftiaust evaluation policy vectomwhich is simply a vector of
weight values. Using this weight vector on the simple tres&tionship provides the normalized
trust relationship.

We begin by identifying three different parameters thatuierfice trust values experience,
knowledgeandrecommendation

Definition 7 Theexperiencef a truster about a trustee is defined as the measure of thdativa
effect of a number of events that were encountered by theetrusth respect to the trustee in a
particular context and over a specified period of time.

The trust value of a truster on a trustee for some context bange because of the the truster’s
experiencesvith the trustee in the particular context. Consider théofaing scenario with our
running example. NIR¢a has been witnessing that the information feed from Nhas been rel-
evant for the past five months. Initially NJ§a was neutral towards NIDs information; however
having benefited from it, NI[3c.a now trusts NI} more to provide sound intrusion alerts in a
timely manner.

A truster can categorize each experience about a trustaesépositive trust-negativeor trust-
neutral experience. A trust-positive experience increases tregte® whereas a trust-negative
experience diminishes trust degree. A trust-neutral esemtributes neither way.

Definition 8 Theknowledgeof the truster regarding a trustee for a particular contegefined as
a measure of the condition of awareness of the truster thraaguaintance with, familiarity of or
understanding of a science, art or technique.
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The trust value of a truster on a trustee can change becawsmraknowledgethat the truster
comes to posses regarding the trustee for the particulaextorikKnowledge can be of two types —
direct knowledger propertiesandindirect knowledg®r reputation

Direct knowledge is one which the truster acquires by itdélinay be obtained by the truster
in some earlier time for some purpose or, it may be a piecefofrimation about the trustee for
which the truster has a concrete proof to be true. Referongut running example let Nla
want to establish a trust relationship with NIDNID|qcq begins by trying to identify what type of
software NID is. It determines that NIPis the same software as itself. This piece of information
may enhance the trust of NjRa.

Indirect knowledge, on the other hand, is something thatrtister does not acquire by itself.
The source of indirect knowledge is treputationof the trustee in the context. The truster may get
the idea about the reputation of trustee from various sauike reviews, journals, news bulletin,
people’s opinion etc. With this reputation, without havsygcific information about the trustee,
the truster can build an opinion about the trustee in thess@nT his piece of information is indirect
because the truster has no way to determine the real truthd#te information. Finally, as with
experience, we haveust-positive trust-negativeandtrust-neutralknowledge.

Definition 9 A recommendatioabout a trustee is defined as a measure of the subjectiveamr-obj
tive judgment of a recommender about the trustee to thestrust

The trust value of a truster on a trustee can change becagseocdmmendatiofor the trustee.
For example, a truster can ask someone close to him, who hgpp&now the trustee, about the
latter’s credibility (within the scope of the trust contexif that third person says “good words”
about the trustee, the truster tends to have faith on théetrudt is important to note that the
importance of the judgment of the third person to the trudegends on how much the truster
trusts the third person’s ability to judge others. In our mlogle use the degree of trust between a
truster and a recommender to evaluate the recommendatitimeftrustee. As before we can have
atrust-positive trust-negativeand arust-neutrarecommendation. Finally, recommendations can
be obtained by the truster from more than one source and tihgs#her will contribute to the final
trust relationship.

To compute a trust relationship we assume that each of thesefactors is expressed in terms
of a numeric value in the rande-1, 1] and a special value.. A negative value for the component
is used to indicate th&ust-negativetype for the component, whereas a positive value for the
component is used to indicate threst-positivetype of the component. A 0 (zero) value for the
component indicates trust neutral. To indicate a lack ofiealue to insufficient information for
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any component we use the special symhol If R is the set of real numbers, then &) L =1
a=1,VaeR(i)at+ L=1+4+a=a VaeR (i) L+ 1l=1landl - 1=1

2.2.2 Evaluating experience

We model experience in terms of the number of events encthtey a trusterA, regarding a
trustee B in the context within a specified period of timgo,t,]. We assume thak has a record
of the events since tintg. An event can be trust-positive, trust-negative or, tnettral depending
whether it contributes towards a trust-positive expemgrectrust-negative experience or, a trust-
neutral experience.

Let N denote the set of natural numbers. The set of time instafigds, ... ,t,} is a totally
ordered set, ordered by the temporal relationcalled theprecedes-in-timeelation, as follows:
Vi,j eN, tj <tj i < j. We use the symbajl < tj to signify eithert; < tj ortj =t;. Letg denote
the k!" event. Events happen at time instances. We define the coavept-occurrence-timas
follows:

Definition 10 The event-occurrence-timeT, is a function that takes an eveat as input and
returns the time instanct,at which the event occurred. FormallyT : e — t;.

We divide the time periofto,ty] into a setT of nintervals,|to,t1], [t1,t2], ..., [th—1,tn] Such that for
any intervaltj, tj],ti < tj. A particular intervallty_1,ty, is referred to as thieh interval. We extend

the < relation onZ and the time intervals are also totally ordered by theelation as follows:

Vi, j, kI € N, [ti,tj] < [tk ti] < tj < t. The intervals are non-overlapping except at the boundary
points, that is7i, j, k,| € N, [ti,tj] N [t,t;] = 0. Lastly, for two consecutive intervalls,t;] and|tj, ty]

if ET (&) =t;j then we assumej € [tj,t;].

We introduce the concept ekperience policyo capture this concept of non-overlapping time
intervals. It specifies the totally ordered set of non-aygping time intervals together with a set
of non-negative weights corresponding to each elemengiisé¢h of time intervals.

Let 7 denote the set of all trust-positive eventg,denote the set of all trust-negative events,
and A denotes all trust-neutral events (thatzis= P U Q UN)). We assume that within a given
interval all trust-positive events contribute equally e formation of a trust value and all trust-
negative events also do the same. The trust-neutral eventsbute nothing. We assign equal
numeric weights to all events, trust-positive or trustateg, within the same given interval. Let
Vi be the weight of thé" event in thei'" interval. We assign a weight of1 if an event is in the
set?, —1if the eventis in the sa, and 0 if the event is in\'. Formally, ifeL denote th&!h event
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in theit" interval, then

+1 ,ifde®
i={-1 ,ifdeq 2.1)
0 ,ifden

Definition 11 Theincidents |, corresponding to th¢" time interval is the sum of the values of
all the events, trust-positive, trust-negative, or nddtmathe time interval. If no event happened
in j time interval, therl; = L. If nj is the number of events that occurred in §ffetime interval,

then

il , If e € Ceg such thaET(e) € [tj_1,t;
= feeCe (&) € [tj-1.1] 2.2)

Zk 1vk , otherwise
Events far back in time does not count as strongly as venntesents for computing trust values.
We give more weight to events in recent time intervals thasehn distant intervals. To accom-
modate this in our model, we assigman-negativaveightw; to theit" interval such thaty; > W
wheneverj < i, i, € N. We then definexperiences follows:

Definition 12 The experienceof an entityA about another entit for a particular context, is
the accumulation of all trust-positive, trust-negatived ameutral events th# has with regards to
B over a given period of timé,t,], scaled to be in the rande 1,1] U { L }.

Experience has a value in the rarjgel, 1] U { L }. To ensure that the value is within this range we
restrict the weightv; for theith interval asw; = 'S Vi=12,...,n, whereS= (”“) . Then the
experience oA with regards td for a particular context is given by

¢ 2itaWili
AEg = z. o (2.3)

If Adoes not have any experience wifin the j" interval, thenj =L. Thus

n j—1
ZlWili = lel +W] ]+ Z wilj
i= i=

i=]+1

= le. i+ L+ Z wili (by property (i) of L)
i=]+1

n

— ZW, i+ > wili (by property (i) of L) (2.4)
i=]+1

If there is a situation where nothing happened betweentiséttA and the trusteB over the entire
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time periodlto,ty], thenlj =1 Vi=12 ... .n. Asaresult, we haveili =1 Vi=12,...,nwhich
impliespEg =_1. The above is different from the situation whef = 0. Because, if the number of
positive events is equal to number of negative events in gaetval, then; =0, Vi=1,2,...,n
and as a result we ggE§ = 0. But the former case occurs only when there is no intenactio
between the truster and the trustee over the entire timegeri

To illustrate our concept of experience we use the follovargmple. We use the symbol “+”
to denote positive events and the symbol “-” to denote negatients.

Example 1
Let us assume that NIR.5 from our example of co-operating network intrusion detatg8ystem,
monitor the following events related to Ni@ver the time periodyt— t7.

Y

Time
+tHt+— —+—+ ——++ +——— +—++ +——— +++—

To compute NIQyca's experience for NI, we divide the time period into the intervals —
[to.t1], ... [te,t7]. Applying our theory, we have the following incidents:for interval [i,t1] = +2,
,=0,1b=0,l3=-2, 1, =42, I =-2 and k = +2. The weights assigned to each time interval
are as follows — y (for interval [f,t1]) = 0.04, w =0.07, w = 0.11, w3 =0.14, W =0.18, w =
0.21 and w = 0.25 (for interval [§,t7]. Thus, the value for NIlRcq’'s experience regarding NID
over the period B,t7] is 0.00857.

Example 2
Consider the second set of events that [§dE monitors over the same time perigd-t; for NID».

Time
b= —dh—F —— e+ h——— F =+ Attt — +———

The difference between this set of events and the one in dednigthat we have more negative
events that have happened recently. The total number ¢fgosstive and trust-negative events are
the same in both. We get a value of 0.00286 for experiencethitlset of events.

2.2.3 Evaluating knowledge

The parameter “knowledge” is more difficult to compute andasome extent, subjective. To be-

gin with, each truster must define its own criteria for gramadf knowledge regarding a particular

entity. To assign a value to theowledgecomponent, the truster must come up with two values

between -1 and +1 for direct knowledgeas well as indirect knowledge or reputation How

the values are assigned, depends on the scheme and polloy wlister. Also the truster solely
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is responsible for assigning the relative weightsw; for these two types of knowledge, where
Wg, W € [0,1] andwy +w, = 1.

It is possible that the truster has insufficient informatiorassign a value al or r. For these
types of cases, we assignto those components. If the truster has some numeric vatushrect
knowledged, but a ‘L’ for reputationr, thenA evaluates\Kg on the basis of direct knowledge
only. He applies the same scheme for the other situatioA dbes not get any information for
bothd andr, thenaK§ =L. If d,r € [-1,1JU{L} andwyg +w; =1 (d andr being the values
corresponding to direct and indirect knowledge respéegiivéhen

dyifr=_1
c rifd=1
Wy-d+w-r ifd#Lr#L

Lifd=r=1

The weightsvg, w, € [0, 1] are determined by the underlying policy. The valués different from
zero. Value 0 implies that after evaluating the informatgoording to its trust policy, the truster’'s
decision is neutral. But the value_* implies “lack of information”, that is there is not enough
data to determine the value of the component. The weilghtsndw, are specified in terms of a
knowledge policy

Example 3

Assume that NIR¢y determines that NIDis the same application as itself but running on a
different platform. NIDyca assigns a value of 0.4 for this direct knowledge. It then coamoss a
piece of information that NIPs administrator is extremely diligent. By evaluating tie@utation

of NID1’s administrator regarding administration of intrusiorte#ion systems NI[Qca assigns

a value 0.65 to reputation. Now NjRa’s trust policy guides it to put 70% weight on direct
knowledge and 30% weight on reputation. Then, N¢R calculates the knowledge component of
(NIDjocal —2 NID1); @S,N1Djoes KNip, = 0.7x0.4+0.3x0.65 = 0.475. By IA we denote the
context of correct intrusion alerts.

2.2.4 Evaluating recommendation

An initial recommendation scor¥R, is a value in the range-1, 1] that is provided to the truster
by the recommender. To assist the recommender in genetaigigcore, the truster provides a
guestionnaire to the recommender. The recommender usesdiiee values to express his faith
in the trustee while uses negative values to express hismmat. If the recommender has no
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conclusive decision, he uses zero as recommendation. Uitis gossible that the recommender
does not return a recommendation sore. In such a&assigns the valug toVg.

Now a trusterA, will, most likely, have a trust relationship with the recaorendery. The
context of this trust relationship will be to act “reliably provide a service (recommendation, in
this case)”. This trust relationship will affect the scoffettte recommendation provided by the
recommender. For example, let us say Watustsy to a great extent to provide an appropriate
recommendation foB but does not trusf) as much ag). Y provides a recommendation score
of -0.5 to A and |/ also provides the same recommendation score. ATw's -0.5 score will
have more weight for computing the trust value®thanyy’s, althoughA will consider both the
scores. Scaling the recommendation score based on thedlatsbnship between the truster and
the recommender has one important benefit. Suppose thae¢benxmender tells a lie about the
trustee in the recommendation in order to gain an advant#elve truster. If the truster does not
trust the recommender to a great degree then the score o¢timsimendation will be low with the
truster. Note also that if the truster distrusts a recomraetaproperly provide a recommendation,
it won't ask for the recommendation to begin with.

We use the trust of the truster on the recommender as a weigheé tinitial recommendation
score returned by the recommender. We had introduced thressipnv(A =, B)N earlier to
denote thevalueof a normalized trust relationship. This is a value in thegejr-1, 1] U {L}. We
use this value as the weight. At this stage we do not speciiywe generate this value. We leave
that to a later section. Following the above discussionigbemmendatiopRg of a recommender
g for an entityB to the trusteiA in a contextc is given byyRg = (V(A 5 W)N) - Vr. In addition,
the trusterA may get recommendations about the tru@déem many different recommenders. A
recommendation policgpecifies all recommenders and their non-negative weigla farticular
trustee. Thus the recommendation value that the trustertassompute the trust in the trustee is
specified as the weighted sum of all recommendation scoedsdsto the rangé-1,1]U{ L}. If
W is a group oin recommenders then

n rec :\N .

i (e e

wRg =L is different fromyR§ = 0. In the former case, nobody responded and in the latter case

all recommenders returned a score ‘0’, that is all of themnargral about the trustee in the trust

context.

Example 4

We continue with our example of N|R 4 trying to establish a trust relationship with other NIDs.

Let NIDjocar NOW ask another NIPwith whom it already has an established trust relationship
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to recommend NIR in the context of IA. Let NIQycq trust NIDs in the context of “giving rec-
ommendation” with 0.8. The recommender NIBeturns a value (recommendation score) 0.55
for NID1. Then NIDgcq evaluates the recommendation componentNiD)gca 1A, NID;1); as
NIDsRIp, = 0.8x 0.55 = 0.4,

Next, we consider the case where 4 other NIDs, namely,NNDD3, NID4, and NID; give
recommendation about NiDn the context IA and their recommendation scores are -037,008,
0.6 respectively. (NIRis NID41’s competitor; so gives a negative recommendation for{)lIDet
NID|ocal trust NID,, NID3 and NIDy with a degrees 0.4, 0.2, 0.75 and 0.5 respectively, in the con
text of “giving recommendation”. (We assume for the timenigethat these values have been de-
rived somehow from the corresponding trust relationshipst ¥ = {NID 2, NID3, NIDg4, NIDs}.

Then the recommendation is calculated@f),, = 22<(-27102x93:0.7508105x06 _ ,368.

Note that NID’s bias has been offset to a great extent.

2.2.5 Normalizing the trust vector

We mentioned earlier in sectidh2.1that a truster may give more weight to one of the parameters
than others in computing a trust relationship. For examal&éusterA may choose to empha-
size experience and knowledge more than recommendatiasuckncase the truster will want to
consider the recommendation factor to a lesser extent tkperience and knowledge about the
trustee. Which particular component needs to be emphasimed than the others, is a matter
of trust evaluation policy of the truster. The truster'sipgican be trustee specific or can be the
same for all trustees. Similarly it can be context specificamtext independent. The policy is
represented by the truster as@malization policyvector.

Definition 13 The normalization policy vectogWg of a trusterA with regards to truste® in
contextc is a vector that has the same dimension as the simple-trairvd@ he elements are real
numbers in the rang®, 1] and the sum of all elements is equal to 1.

If the truster has the same normalization policy for all tees but different for different contexts
then we will use the symbalW¢; for same normalization policy for all context but diffeten
trustees we will use the symbg¥Vg; finally for same normalization policy for all trustees awd f

all contexts we will use the symbgW. Using this normalization policy vector the normalizeakstr
relationship between a trust@rand a truste® at a timet and for a particular contextis given

by (A — B)N = AWE © (A— B),. The® operator represents the normalization operator. Let
(A5 B) = [aES,aKS,y RE] be a trust vector such thaES,aKS,y RS € [-1,1]U{L}. Let also
AWE = We, Wk, WR] be the corresponding trust evaluation policy vector eldmsuach that\g +
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Wk +Wr = 1 andWe, Wk, Wk € [0,1]. The® operator generates the normalized trust relationship
as: (A BN = AWGO(A—5 B = We, Wk, We] © [aEG,AKSyRE] = Wk - aES, Wk -

AES Wk yRE] = [aES, aKS, yRE]. It follows from above that each elemexES, aKS, yRS of the
normalized trust vector also lies withjr-1, 1] U { L }.

Example 5

Continuing with the example, the simple trust relationsbgween NIQy .5 and NID; at time

t is specified as(NIDjocal 1A, NID;1); = [0.008570.4750.368. NID|ocq decides to put 60%
weight on experience, 30% on knowledge and rest 10% on reeomation. Then NIRca’s
trust evaluation policy vector isyip,,., W = [0.6,0.3,0.1]. Hence the normalized trust vector
(NIDjocal 1A, NID;)N is [0.6,0.3,0.1] © [0.008570.4750.368 = [0.0051420.14250.0369.

The normalization policy together with the experience goland the knowledge policy form
thetrust evaluation policyf the truster.

2.2.6 Value of the normalized trust vector

So far we have defined a trust relationship in terms of a vedbich isnormalizedoy a trust policy.
Recall from sectior2.2.4that there is at least one scenario in which we need to usstavalue as
a weight for a real number, namely for computing recommeadsat Thus it seems appropriate to
define the concept ofwaluecorresponding to the normalized trust vector.

Definition 14 Thevalueof a normalized trust relationshigh — B)N = [aE§, aK§, yRS] is a num-
ber in the rangé—1,1] U{ L} and is defined ag(A — B)N = AES + aKS + yRS.

The value for a trust relationship allows us to revise thegeftrust” and “distrust” as follows:
1. If the value,T, of a normalized trust relationship is such that @ < 1 then it is trust. 2. If
the value,T, of a normalized trust relationship is such theat < T < 0 then it is distrust. 3. If the
value,T, is O then it is neither trust nor distrust. 4. If the valligjs | then it isundefined

Example 6

With our running example, the value of the normalized trietivd@en NIQyco and NID; in the
context IA at timet is given asy(NIDjqgcal AN Dl){\‘ =0.005142+0.1425+0.0368= 0.1844.
Since the value lies within the ran@@, 1], the “level of trust” ofNIDjcq With NID1 in the context
IA at timet is 0.1844.
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2.2.7 Trust dynamics

Trust (and distrust) changes over time. Let us assume thabweinitially computed a trust rela-
tionship'ﬁi at timet;, based on the values of the underlying parameters at that fuppose now
that we try to recompute the trust reIationsFﬁpat timet,. We claim that even if the underlying
parameters do not change between timesdt,, the trust relationship will change. To model
trust dynamicgthe change of trust over time) we borrow from observationhe social sciences
that indicate that human abilities and skills respond pa@sit to practice, in a learning-by-doing
manner, and negatively to non-practiég We observe that the general tendency is to forget about
past happenings. This leads us to argue that trust (andistlstends towards neutrality as time
increases. Initially, the value does not change much; aftertain period the change is more rapid;
finally the change becomes more stable as the value appsothaeutral (value = 0) level. We
assert that lim_., v(T;) = 0. Thus trust dynamics can be represented by the graph shdiguie
2.1 How fast trust (or distrust) will decay over time, is, we pose, dependent on the truster’s

v(Th)

trust

Time

distrust

Figure 2.1: Graph Showing the Nature of Trust Dynamics

policy. The truster may choose to forget about trust retetigps which are 3 years old or 5 years
old. The model cannot dictate this. Our goal is to provide sy which the truster can at least
estimate, based on the truster’s individual perceptioruatios, the trust at tim&,. We further
believe that trust relationship at present time is not oejgehdent on the values of the underlying
parameters, but also on the “decayed” value of the previmgs. tWe discuss this in more details
in the next section.

Let v(T), be the value of a trust relationshif,, at timet; andv(T;,) be the decayed value of
the same at timg,. Then thaime-dependent valugf ﬁi is defined as follows:

Definition 15 Thetime-dependent valu# a trust relationshiﬁﬁi from timet;j, computed at present
timety, is given byv(T;,) = v(T;, )e~ V(WA* whereat = t, —t; and k is any small integer 1.
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The valuek determines the rate of change of trust with time and is aeslic_lpy the truster based
on its perception about the change.Af = 0 that is atty = t;, e V(A0
T.. When At — oo, then e~ (8% _, 0 and henceT,, — 0. This corroborates the fact the time-

=1 and hencel, =

dependent value of the last known trust value is asymptotzeto at infinite time. The parameter
k is specified by the trustertdynamic policyregarding the trustee in the specific context.

To obtain the trust vectdF, at timet,, we distribute the valug(T;,) evenly over the compo-
nents. The rational behind this is that betw&eandt, we do not have sufficient information to

assign different weights to the different components. Twashave the time-dependent vector as
-I:{ — [V(En) V(En) V(En)]

n

2.2.8 Trust vector at present time

The trust of a trusteA on a trusted in a contexfc at timet,, depends not only on the underlying
components of the trust vector but also on the trust estadi®arlier at time;. Consider for
example that at timg NID|ocq trusts NID; to the fullest extent (value- 1). At timet, NID|gcal
re-evaluates the trust relationship and determines theevia be -0.5 (distrust). However, we
believe that NILQyc4 Will lay some importance to the previous trust value and wat distrust
NID; as much as a -0.5 value. So, the normalized trust vecttyiata linear combination of
time-dependent trust vector and the normalized trust veeticulated at present time. The weight
NID|ocal Will give to old trust vector and present normalized trusttee is, again, a matter of
policy. This is specified as thastory weight policyof the truster which consists of two values,
o andp corresponding to the present normalized trust vector amdirtie-dependent vector. This
leads us to refine the expression for normalized trust vestttimet, as follows. LetT be the
time-dependent trust vector derived fr@fiy ) at timet,.

Definition 16 The normalized trust relationship between a trustand a truste® at timet, in a
particular context is given by

[AES, aK§, yRE] ifty=0
D) v v@ if ty 0 andag = AKS = yRE =0
(ALB)th:[3’3’3] n# AR — A\ lIJRCB 2.7)

- [aEG. RS, o RE] + B[ Y5 Y
if th £ 0 and at least one @E§, AKS, yRS # 0

wherea - [AES, AKS, y RG] +B- [YaL, YT V) — [0 AES + - Y1) Do ARG+ p- YD D.a. yRE+P-Y ]
a,B€[0,1] anda +pB =1.
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2.3 Comparison Operation on Trust Vectors

We are now in a position to determine the relative trustwoesbs of two trustees. The need for
such comparison occurs in many real life scenarios. Consigefollowing example. Suppose
entity A gets two conflicting pieces of information from two diffetesourcesB andC. In this
caseA will probably want to compare its trust relationships withtiges B andC and accept
the information that originated from the “more” trustwaorténtity. This motivates us to define a
comparison operator on trust relationships.

Let T andT’ be two normalized trust relationships at timé&Ve introduce the following notion
of compatibility between two trust relationships.

Definition 17 Two trust relationshipsT andT’ are said to beompatiblef the trust relationships
have been defined under the same trust evaluation policgrydlae trust relationships are at the
same time instances, and the conteXt) for the trust relationshi is the same as the context
c(T’) for T/, thatisc(T) = ¢(T’). Otherwise the two trust relationships are said tingempatible

Note that the definition of compatibility between two trustationships does not explicitly
involve information about the trusters or trustees. Howesiace the trust relationships are being
compared under the same trust evaluation policy vector tigst involve the same truster. The
most intuitive way to compare two trust relationshipandT’ is to compare the values of the trust
relationships in a numerical manner. ThusAaio determine the relative levels of trustworthiness
of B andC, A evaluates (A — B)N and VA — C)N. If v(A = B)N > v(A = C)N, thenA
trustsB more tharC in the contexic. We say thafl dominates 7, given byT = T’. However,
if v(A— B)N = v(A— C)N, A cannot judge the relative trustworthinessBondC. This is
because there can be two vectors whose individual compeakrds are different but their scalar
values are the same. For such cases we need to compare théuablelements of the two trust
relationships to determine the relative degree of trudtwoess. In addition, for the same reasons,
it is better to determine relative trustworthines8andC on the basis of component values rather
than breaking the tie arbitrarily.

Let (A—= B)N = [AES, aKS, yRE] and(A —= C)N = [AEE, aKE, ¢ RE] such that YA — B)N =
V(A N C)N. Let also the underlying trust evaluation policy vector beeg by AW = (Wi, Wo, W3)
wherew; +w, +ws = 1 andw; € [0,1] Vi = 1,2, 3. To determine the dominance relation between
T andT’ we first determine therderedtrust relationship§_and'l'_’ corresponding td andT’.

Definition 18 Theorderedtrust relationshi[fis generated from a normalized trust relationship
as follows:
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1. Order thew;’s in the trust evaluation policy vector correspondingitan descending order
of magnitude.
2. Sortthe components of the trust veclcaiccording to the corresponding weight components.

We compare the two ordered trust relationsﬁlrpsnd‘l'_’, corresponding td andT’, component-
wise to determine the dominance relation between the twde M@t we assume that the same
underlying trust evaluation policy vector has been usecdeterdhine the trust relationships. If the
first component ofl is numerically greater than the first componenﬂ%ﬁhenT = T'. Else if
the first components are equal then compare the second cemgonf the second component
of T is greater than the second componenﬂ'_othenT = T’, and so on. If weights are equal
for first two (or, all three) components in the ordered tresationships, the = T’ only when
both components (or, all three componentsYadre numerically greater than thoseTdf In the
comparison process we assume that the valie dominated by all real numbers. If we cannot
conclude a dominance relation between the two trust reisliip, then we say that the two trust
relationships arencomparable This is formalized by the following definition.

Definition 19 Let T andT’ be two trust relationships ankl andT’ be the corresponding ordered
trust relationships. Let alsh and'l?’ represent théfl component of each ordered trust relationships
andw; represent thé" weight component in the corresponding trust evaluatiorcpaeiector. T is
said to dominatd” if any one of the following holds:

1. v(T) > v(T'); or

2. Vi j, i# ], (W=w)thenvi, T >T/; or

3. if3i,T>T andfork=1...(i—1), Tk £ T/
OtherwiseT is said to bencomparablewith T'.

2.4 Combining Trust Relationships

We have defined a basic trust relationship as a binary raldétween two different entities — a
truster and a trustee. However, today’s world of informatxchange involves many coopera-
tive entities in a relationship within a specified contextoniination of trust is needed for the
interoperability of these cooperating agents. Wheneveoapof agents are working together,
combination of their individual trust relationship is nesary to have an idea about the expected
behavior of the group. Keeping this in mind we now formalipenbination operators for trust rela-
tionships. Different possibilities like one-to-many, ngatie-one, and many-to-many relationships
are addressed. We also formalize the effect of reconfiguratithese groups on the corresponding
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trust relationships.

2.4.1 Trust relationship between a truster and a group of tristees

In real life, we often encounter situations where we haveke ecisions based on information
coming from different sources. Consider the scenario wharentity has existing trust relation-
ships with different service providers for a particularvsez. The truster expects some service
which is provided collectively by the service providers. eTtnuster has some expectation from
each individual provider. To have an idea about the serviogiged by the group, the combined
trust of the service providers needs to be estimated. Towerethe receiver needs a mechanism
to combine the existing trust relationships to estimatenéral composite trust relationshiprhe
group of service providers is considered as a single ertitgtee). Once the combination is done,
the truster no longer considers the trust relationshipb widividual trustee. The truster begins
with the combined group as a single entity and subsequerttiysa relationship with the group
evolves.

Let an entityA have trust relationships with two different entitiBandC in the same context
c at time t.A decides to have a trust relationship with the combined gR@ip the same context.
It is clear that individual trust relationships of bdandC will have effect on the resulting trust
vector. However, the individual trust relationships wilive different degrees of effect. This is
represented by putting different weights on the trustees to evaluate thelmtive importance
in the trustee group. Once the group is formed the t(ﬂs@ BC)N evolves as a new trust
relationship. Thus we define tiratial trust relationship betweehandBCin contexic as follows.

Definition 20 Let at timet a trusterA have two trust relationship$A — B)N and (A —- C)N
with trusteed andC respectively. It is thetrust combination operatahen the trust relationship
betweenA and the grouBC is defined agA — BC)N = (A—= B)N ¢ (A = C)N.

A trustee group policyspecifies the non-negative weights of experience, knoveleagl recom-
mendation for all individual trustees within the group. Tinest combination operator is spec-
ified as follows. For each component of the combined trustove@ —— BC)Y, the operator
& takes a weighted sum of respective component§fof=~ B)N and (A —- C)N. The sum
of the weights for each component equals 1. ThugAif— B)N = (aEs, aKs, yRs), (A ——
C)N = (aEc,aKe, yoRe) be the trust vectors, then the combined vector is givefby-— BC)N =
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(AEgc, AKsc, yecReC)

= W%AEB + WEAEC (2.8)
aKec = WTARB + WgARc (2.9)
vecRec = WiyRe + W5y Re (2.10)

HerewE +w5 = 1, wi +w§ = 1 andwf +wh = 1. The weightsv°"Pis weight assigned td"
trustee for the componenbmpe {E,K,R} andw°"P¢ [0,1)vi, Ycomp

Note that,A has two groups of recommendapg and c for B andC respectively. There
are five relations possible for these two groups, namelygl= Yc 2. ygNPc =0 3. Y C Yc
4. P D Yc 5.YgNyPc # 0and none of 1, 3, 4 hold. The trust&forms a new list of recommender
Wgc for the combined grouBC where,Psc = Y U Y, irrespective of the above five relations
betweenyg andyc. If the truster hasn trust relationships with trusted®, By, ..., By, we can
easily generalize the above concept for the group of trasfee {By, By, ... ,Bm} as(A— G)N =
(A B)Na (A= By)N...® (A— Bn)N. The operatorp takes the weighted sum of the
corresponding components of the vectors.

2.4.2 Trust relationship between a group of trusters and a sigle trustee

Next, we address the situation where different trustersnigadhifferent trust relationships with a
particular entity in a context, form a group. After forminggeoup the trusters work as a single
truster entity. We need to define a way to combine these diftetrust relationships to get the
initial trust for the group. This initial trust gives the giag point of a trust relationship between
two entities (a group and a single trustee). Thereaftes, tiluist evolves as before. But before
grouping, different trusters have their own policy to eeuthe trustee for the same context. In
other words, though trust context is same, there are diffé¢rast policies. Unless all the trusters
agree to a common policy, as well as a common criteria foruewimn, there can not be a single
trust relationship. To achieve this, there should lse@sensuamong the members.

At this stage we need to discuss some issues. Let an én#tyd B have trust vectors about
an entityC in some context at time t. NowA andB want to collaborate and work as a single
truster. The initial trust for the group in the contexs derived from their individual relationship
with C. Let A have more experience and knowledge tBan terms of trust relationship wit@ in
some context. But B has stronger recommendations abGufTherefore, for initial group trust,
for experience and knowledg& will play the major role determining those. The recommeiuaat
component of the initial trust of the group will have more urgihce of recommendation value of
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B’s trust relationship witlC. So, for each component of the trust vector, the group ofdrafias an
ordering according to their individual contribution foretcomponent. For each component, they
have to assign weights to each individual truster in the grecording to their relative ordering.
How the weights would be assigned is determined by the ceusdhe group arrives at during the
time of group formation. After that, the components are @atdd for the whole group as a single
entity.

Trust consensus for a group of trusters

Definition 21 The trust-consensusf a group of trusters is defined as the agreement among all
members to build a common basis for evaluating a combine ielationship.

LetAq, Az, ...,Anbemtrusters trying to form a group say, to build a single trust relationship
with a trusteeB in some common context All these trusters have different trust relationships
with B in contextc at the present timé. So there arem existing trust relationship§A; LN
B)N, (A - B)N,...,(Am — B)N att. The objective is to get a trust relationshig — B)N
whereG = {A1,Az,...,Am}.

The members need to agree to the following things beforedtiam of the group: (i) For each
component, a set of weights to assign relative importandaeofnembers. (i) A common trust
evaluation policy vector to assign weights to each compbokoombined trust. (iii) A common
interval length to determine experience, as well as tragtCommon weights for direct knowledge
and reputation in the group trust. (v) Acommon set of reconuiees whom the group consider for
providing recommendation about the trustee. (vi) A commolicp to evaluate trust relationship
with a recommender.

For the 3" point above, letp, ..., Um bem group of recommenders who have provided rec-
ommendation foB in contextc to the truster, ..., Ay respectively. Now the groug of trusters
forms a new group¥ of recommenders, whetd = (" ; Y;.

Let || =k (i.e., there are k distinct recommenders in the grddpEach of theA;’s may not
have a trust relationship with all of thekgecommenders (whef N =0, Vi # j). Therefore,
the groupG evaluates trust relationship according to their newly fetnpolicy for establishing

26


keyter
Text Box


trust with a recommender. Therefore, we hage— B)N = [4ES, KS, wRE] where,

GBS = iWiE-AfEé (2.11)
GK§ = iWiK-Aké (2.12)
wRg = ‘leiR'Ai’RcB (2.13)

Here,w °"Pc [0,1] andy™, w*"P= 1 Vcompe {E,K,R}.
After arriving at atrust-consensysgroup G works as a single entity to work further with the
trusteeB according to their trust-consensus.

2.4.3 Trust relationship between a group of trusters and a goup of trustees

We now explore the situation when a group of trusigrdorms a trust relationship with a group
of trusteesje in some common context Though this is a complicated concept, we can formalize
this by combining the above two cases. Combination can tkeepn different ways.

1. If the group of trusteesg;e already exists, then each trus&@rmust already have, or must
build a trust relationshigA; — Ge)N as described in sectioh4.1 ThenAs form the
truster groupg; with Ge, consideringge as a single trustee, as described in sectign?

2. If the truster group;, already exists withm different trust relationships likeéG, _c, Bi)tN
fori=1,2,...,m, then(G; — Ge)N can be formed as in secti@. 1

3. If neither group of trusters or trustees exist, eithernef group has to be formed first and
then the other group is formed as explained above.

We have defined combination operations for one truster-rtrastees, many trusters-one trustee

and many trusters-many trustees. The group is formed unclemanon trust policy. Next we ex-
amine the effect of reconfiguration of a group on the trusitr@hship.

2.4.4 Reconfiguration of a group

After the group is formed, some member may leave, or some nembar may join the group.

This contraction (or, expansion) of the group can happeteipssor, in one instance. That is, old
members can leave one by one or, together. Similarly, newbagesican join in subsequent time
instances, or as a whole group. We now address the issueaffigaeration of group of trusters

(or, trustees) over time, and examine its effect on theiegdgtust relationship.
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Reconfiguration of a trustee group

Let at timet,, there be a trust relationship between a trust@nd a group of trustee§, where

G = {B1,By,...,Bm}. Therefore, at,, we have the trust reIationshQAL g)th. Now, let attp 1,

a new trustedm, 1 join the groupG. Then to build the new trust relationship (rather, we say to
“reconfigure” the existing trust relationshiph — g’)t’\'n+l whereG’' = GU{Bmn1}, Areassigns
the weights for each component fgrandBn,1, according to the trust policy without violating
the existing conditionsA does not combinB,; 1 with existingmtrustees, rather he combines two
entities G andB, 1, treatingG as a single entity. That is, in case (@ = g’)t’\'m, the weights
wgwgr € [0,1] andw; P+ wi P = 1 where, compe {E,K,R}. The trusterA also needs

to update the recommender list by adding the recommendeo$v@d in the trust relationship
(A— Bm+1)th+1'

We now consider the situation wherdgat;, instead of joining the group, some trusideaves
the group. Thatisg’ = G — {B;} for somei € {1,2,...,m}. Then the truster needs not to change
the policy to evaluate the trust relationship. Becauser dfte trustee group is formed, truster
considers the trustee group as a single entity. This trdstioaship has evolved over time and
removal of a trustee does not change the truster’s policyust evaluation. The trust relationship
will evolve further with the reduced trustee group. Impatabsence of a trustee on the trust
relationship is noticed accordingly.

The above ideas can easily be extended if a group of new ésugie., more than one new
trustee) join (or, leave) the existing group of trusteestana. If a new group of truster§” joins,
theng’ = GU G” whereG” = {Bm+1,...,Bn} andn > m. The recommender’s list is also updated

accordingly. If a subgroug;” of trustees leaves the groep(G” C G), thenG’ = G — G”.

Reconfiguration of a truster group

Let at timet,, there be a trust relationship between a group of trusfeasnd a trusted, where
G = {A1,A2,...,An}. Therefore, at,, we have the trust relationshijgy — B)N. Now, let at
th1, @ New trusteAn, 1 joins the groupG. The new groupg’ = G U {Am.1} builds a new trust
relationship(G’ —- B)t’\'n+l with B. Since G is a group that has been formed earlierthai we
no longer consider individual component values for allteusThe reason is, whenever a group
is formed, at the time of formation, the members are rankedrding to their relative importance
for each component. After formation each member works insdi@e way as other with the
trustee. So, after formation there is no discrimination agihe existing group members. A trust-
consensus is made between the two truster entifles1dAn. 1. The component values of the new
trusterAmy1 is, therefore compared to the corresponding componenesalfithe groupg;. Am;1
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may be a newcomer in the field (with less experience and krimeleor may be senior enough
to get more importance than the formed gragpwhen he is about to joiwg;. In the latter case,
in (G’ LN B)t’\'nH,AmH will have higher weights for the components in which he dates.The
agreement between the joining member and the group detesriie relative importance of the
two entities in that trust relationship.

This idea is easily extended to the situation wherg.atmore than one new truster jo. In
that case’ = GU G” whereG” = {An:1,...,Aqn} andn > m. In this case ordering is done for
each of the component values @f andAm, 1, . ..,An. The trust-consensus is made accordingly.

Removal of a truster from the group does not affect the grougt-tonsensus. The group
continues its trust relationship with the trustee as earlldne trust evolves over time as before.
Absence of a member does not affect the trust relationshipregas the trustee group remains
unaltered. It is also true if more than one member leave themat a time. Changing of group
policy, or arriving at a new trust-consensus depends yotellthe group. If a significant number
of members have left the consortium, the existing membens goafor a revised agreement on
how to evaluate the trust relationship thereafter. Suppbsienet, we have a trust relationship
(G LN B)N. Let us assume that at each subsequent time intervals onerermembers leave the
group. Then there is a sequence of tifig after the timet, such that at,,x only one member
from the group remains i;. Then att, k, the solitary member can go with the existing trust
policy and scheme to evaluate trust, or he can establish aonevto-one trust relationship with
the trustee.
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Chapter 3
The VTrust Trust Management System

The “Vector” trust model was presented in the last chapteru3e the model we need a corre-
sponding trust management system. A trust managementsyst@ comprehensive framework
designed to facilitate the specification, analysis and mament of trust relationships. It focuses
on specifying and interpreting security policies, creddst and relationships. The trust manage-
ment system also provides trust establishment, trust atrahy trust monitoring and trust analysis
services. These require, among others, a language to wpest relationships and a mechanism
to store and manipulate the same. In this chapter, we desitrébtrust management system that
we have developed to accompany the new trust model. We @aBybtenvTrust (from Vector
Trust model) trust management system. Major componentiseofrist management system in-
clude a database engine to store and manage trust data, speasication engine for defining and
managing trust relationships, a trust analysis enginedogss results of a trust query, a trust eval-
uation engine for evaluating trust expressions and a trastitor for updating trust relationship
information in the database engine. We have also develap&®4 like language, calle@ustQL,

to interact with the trust management system.

3.1 The VTrust System Architecture

The high level system architecture consists of the compsraashown in the following figurie 1.
Values of the different parameters needed for the computati trust relationships are main-
tained in the VTrust database. The truster interacts wightthst management system through
the external interface. The communication is done usindathguage TrustQL that we have de-
veloped. The TrustQL language parser in the interface palsecommand and sends it to the
appropriate component in the next layer. This layer hasah@ding major components. Apeci-
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Figure 3.1: Trust Management System Architecture

fication servelis managing and updating the trust database schemaarétgsis engin@rocesses
all trust related queries. It interacts with specificati@nver and arevaluation engine The lat-

ter is responsible for computing trust related informatacording to the underlying model. The
evaluation engine takes a parsed trust query string, firelas$isociated information and policy,
and returns the final trust vector and value to the analygi;hen Thetrust monitoris responsi-
ble for acquiring relevant trust formulation parametetsnaintains the VTrust database, updates
the trust data while truster and trustee interacts with edfolr and also updates periodically trust

component values like experience and knowledge.

All these information (trusters, trustees, recommend®obcies and trust parameter informa-
tion) are stored in the VTrust database. The database i®eingited as described in secti®.
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Since TrustQL can not interact with the database directh$&@QL translator beneath the compo-
nent layer does this job. The specification server, anasigne and evaluation engine takes a
trust operation specified in TrustQL and maps the commanah teqaivalent SQL command to
interact with the underlying database. After receiving asveer from the database, each of those
components again does a reverse mapping to output the amstgens of TrustQL.

The following algorithm is used by a truster to compute thistirelationship with a trustee for
a given context at any given time.

Algorithm 1
1. If not already available, initialize the truster’s trestaluation policy corresponding to the
trustee and the specific context. If needed update the sarafidct current circumstances.

2. Initialize dynamic policy and history_ weight policy ifohalready available. Update as
needed.

3. Compute truster’s experience with trustee.

(a) Determine last point in time when trust was evaluatecctorent trustee in the given
context. If such a time exists calltjfgt.

(b) Read off experience values from database starting frast necent first till eithet)ag;
or start of experience table.

(c) Apply experience policy to evaluate current experievalae.

4. Compute truster's knowledge with trustee by applyingvidedge policy to current direct
knowledge and reputation values.

5. Compute recommendation value for trustee.

(o2}

. Compute truster’s simple trust on trustee using valuéaiogd in steps - 5. Apply normal-
ization policy as appropriate to the simple trust.

\‘

. Let trust value dlij,5; be termed s (assuming available); compute decayed value fgi T
by applying dynamic policy to it.

8. Combine trust values obtained in stépand 7 using the history weight policy to get the
truster’s current trust relationship with the trustee ia ¢fiven context.

9. Record current time of trust evaluationtgs; corresponding to this truster, trustee and con-
text.
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3.2 Conceptual Trust Model

Conceptually, we can model the underlying trust componesitsy an Entity-Relationship model.
The relational entities include ENTITY, TRUST, CONTEXT, EMTS, EXPERIENCE, KNOWL-
EDGE, RECOMMENDATION, EXP_POLICY, KNOW_POLICY, NORMAL_@®LICY,DYN_POLICY
and HIST_WT_POLICY. All these entities are representedabtetin a relational database with
columns representing the ‘attributes’ of those relatiamities.

In subsequent sections, we discuss the relationship betiieeentities in the model. We
will represent a relational entity and its correspondingdan CAPS and the attributes will be
represented irtalics.

3.2.1 Inter-relationship of relational entities

ENTITY includes Truster, Trustee, or Recommenderas. A TRUST involves aTruster, a
Trusteg aContext and is evaluated on a particuate TRUST depends on the following entities
and relationships: EXPERIENCE, KNOWLEDGE, RECOMMENDAMNONORMAL_POLICY,
DYN_POLICY and HIST_WT_POLICY. All these involve the sarieuster, Trustee, Context,
Dateas in TRUST.

EXPERIENCE depends on EVENTS and EXP_POLICY and returivalue The entity
EVENTS is alog of events happened between the truster aridigtee in the context during a cer-
tain interval of time. EXP_POLICY specifies the length of éinmterval. KNOWLEDGE returns
Kvaluewhich is evaluated based on KNOW_POLICY which determineigks for direct knowl-
edge Dknol_w) and reputationRepu_wt RECOMMENDATION (i.e., theR_scorgis evaluated
based on value returned by the recommen&exc(_valugand the recommender’s weighRéc-
ommender_wWtaccording to the truster. These three values (E®alue, Kvalue, R_scorare
normalized according to the NORMAL_POLICY. They are mdigd with their corresponding
weights —Exp_wt, Knol_wtandReco_wt The DYN_POLICY determines the paramekdo get
the current value of the last available trust value. A ve@tom this trust history is derived and
HIST _WT_POLICY specifies weights to be assigned to thisareand the former normalized
vector. Composition of these two vectors results in actusk tvector with componentsxp_score,
Knol_score, Reco_scosnd they, in turn, returiirust_valuebetween th&rusterand theTrustee
in aContexton a particulaDate

The relationship between different elements is summaiazaellows.

1. ATRUST is always between two ENTITYs — one witlRaleof truster and other witRole
trustee; a truster or a trustee can be associated with zenom@ TRUST.
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Figure 3.2: ER-diagram of the VTrust system

34


keyter
Text Box


2. An entity can hav®oleof a truster, trustee or a recommender.

3. A TRUST is always associated with one CONTEXT; a CONTEXMm ba associated with
zero or more TRUST.

4. ATRUST (or, aTrust_valugis evaluated based on a policy; Such a policy can be asedciat
with zero or more TRUST. A policy consists of one experienckcy (EXP_POLICY), one
knowledge policy (KNOW_POLICY), one normalization poli®yORMAL_POLICY), one
dynamics policy (DYN_POLICY) and one history_weight pgliHIST_WT_POLICY).
Each one of the parameter policy is associated with zero oe HBUST.

5. Atime intervalTimeperiods related to zero or more EXP_POLICY.

Next we show an example of the database structure with sombetic data. In all the tables
the primary keys will be irboldface

3.2.2 The VTrust database structure

For this and subsequent discussion we use a second truginskap example. Let Alice be de-
veloping a software that has several modules with diffefentctionality. She wants to get every
module tested by an expert software engineer before sheesieng modules. Assume that she
assigns this testing responsibility to Bob. Thus, Alice tgao evaluate her ‘trust’ on Bob in the
context of ‘efficiency to test a software’ (say, EST; acrongmthe context) to decide her further
course of action with Bob in the context EST. Alice sets upuattrelationship with Bob in the
context EST. She thinks of consulting Charlie, her friend who happens to know Bob, to get his
view about Bob’s efficiency in this context. To store the mfiation Alice creates the table called
ENTITY as shown in Tabl&. 1

Table 3.1: Initial ENTITY table

| Entity_name | Role | Context_name
Alice Truster EST

Bob Trustee EST

Charlie Recommendern EST

Let us assume that Alice starts interacting with Bob frofdanuary, 2004. She decides to keep
track of events occurred between her and Bob in monthly bA$itee forms her EXP_POLICY as
shown in Table3.2
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Table 3.2: Alice’s experience policy
| Truster | Trustee | Context | Epol_Date | Timeperiod |

| Alice | Bob | EST | 01/01/2004 | 1 month |

Alice also sets up her knowledge policy regarding Bob. Sloedés to assign 70% weight on
direct knowledge and 30% to indirect knowledge she getstaBoh regarding EST. Therefore,
her KNOW_POLICY table looks like

Table 3.3: Alice’s knowledge policy
| Truster | Trustee | Context | Kpol_Date | Dknol_wt | Repu_wt |

[ Alice [ Bob [EST [ 06/30/2004 | 0.7 [03 |

Alice can set her knowledge policy anytime before the firaetshe evaluates trust for Bob in
EST. She can also set the normalization policy anytime poidirst evaluation of trust for Bob in
EST. Let she have the NORMAL_POLICY as shown in Tablé

Table 3.4: Alice’s normalization policy
| Truster | Trustee | Context | Npol_Date | Exp_wt | Knol_wt | Reco_wt |

[ Alice [Bob [EST [10/31/2004] 0.5 (03 [0.2 |

Now let us assume that Alice evaluates Bob’s trust in ESTHeffirst time on 3% December,
2004. On that day her EVENTS table looks like TaBl&.

Alice next builds the EXPERIENCE, KNOWLEDGE, and RECOMMENDON databases.
The EXPERIENCE table looks like Tab&6.

She also assigns two values for direct knowledge and reputéir Bob in EST. During the
year Alice might make several visits to Bob’s office to getaddout Bob’s infrastructure; she
checks tools and techniques used by Bob for testing. Shetimégind about Bob’s efficiency in the
job. Based on these information Alice assigns those twoegaccording to her own judgment.
The knowledge value is calculated based on the two valueprsivédes and their corresponding
weights specified in Table.3.

Before evaluating trust Alice consults Charlie to get hiswion Bob in the context of EST.
Charlie returns his judgment about Bob a recommendatiamevial Alice. Alice evaluates Char-
lie's recommendation on the basis of the trust she has onli€harthe context of “providing a
recommendation”. Here we assume that a trust relationgtipden Alice and Charlie has already
been set up prior to Bob’s trust evaluation. Therefore, REMBAENDATION table is of the form
of Table3.8.
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Table 3.5: Alice’s EVENTS table on $1December, 2004

| Truster | Trustee | Context | Startdate | Enddate | Events(+) | Events(-) |
Alice Bob EST 01/01/2004 | 01/31/2004 | 3 1
Alice Bob EST 02/01/2004 | 02/29/2004 | 2 1
Alice Bob EST 03/01/2004 | 03/31/2004 | 1 3
Alice Bob EST 04/01/2004 | 04/30/2004 | 0 3
Alice Bob EST 05/01/2004 | 05/31/2004 | 2 0
Alice Bob EST 06/01/2004 | 06/30/2004 | 3 0
Alice Bob EST 07/01/2004 | 07/31/2004 | O 2
Alice Bob EST 08/01/2004 | 08/31/2004 | O 0
Alice Bob EST 09/01/2004 | 09/30/2004 | O 0
Alice Bob EST 10/01/2004 | 10/31/2004 | O 1
Alice Bob EST 11/01/2004 | 11/30/2004 | 2 0
Alice Bob EST 12/01/2004 | 12/31/2004 | O 0
Table 3.6: Alice’s experience value on®8December, 2004
| Truster | Trustee | Context | Eval_Date | Evalue |
‘ Alice ‘ Bob ‘ EST ‘ 12/31/2004 ‘ 0.1543 ‘

Now Alice evaluates actual trust vector as well as the trakteasbased on these information. All

these component values are normalized before calculdtetyust value with the values available

from Table3.4. These calculations are internal to the system, and not icBAlresponsibility.
Hence, the final TRUST table of Alice for Bob in the context EQT 3 December, 2004 is
shown in Tables.9.

Let us assume that Alice again wants to evaluate Bob after dttreo Therefore, on 30

April, 2005 she wants to have a trust for Bob in the same corE&T. We assume that after

evaluating trust on 31 December, she purges all events prior to that date and stapirikgy log

afresh. Rationale is at any later time, her decision woulohfdeenced by the previous trust value.

She does not need the whole set of events to derive currettviilue. Only the events after the

previous evaluation are considered to evaluate curremreeqre. We also assume that she has not

changed any policy and nothing happened between her andiBolydhese 4 months. Hence the
EVENTS and EXPERIENCE tables will look like Tablel0and Table3.11respectively.
Let us assume that Alice changes the values assigned to kin@eledge and reputation on the

basis of her current judgment. So she adds a new entry to tKMINEDGE table and the table

takes the form as shown in Tal3el2

Also let us assume that the trust relationship of Alice witta@ie on the context of “providing

a recommendation” changes fron8@o 0.7 and this time Charlie returns a lower valué @r Bob
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Table 3.7: Alice’s knowledge value on 3December, 2004
| Truster | Trustee | Context | Eval_Date | Direct_knol | Reputation | Kvalue |

[ Alice [ Bob [EST [ 12/31/2004] 0.8 [0.2 [0.62 |

Table 3.8: Alice’s recommendation score orf‘Tlecember, 2004
| Truster | Trustee| Context| Eval_Date| Recommender_npReco_valueRecommender_WR_score

[Alice |[Bob | EST | 12/31/2004 Charlie [055 |08 [0.44 |

in the context EST. Hence we have new RECOMMENDATION tablstasvn in Table3.13

Now the trust value evaluated earlier (i.e., of*Tlecember, 2004) will have effect on Alice’s
present decision. For that Alice has to form the dynamicgygolhich gives the current ‘level’ of
the previous value. Alice can form this table DYN_POLICY time before 38 April, 2005. Let
us assume that Alice skin DYN_POLICY as 1. This is presented in Taldel4

To combine the vector having current value of the parametits the vector derived from
the time-affected value of trust, Alice needs to form HISTT VPOLICY on or before 30 April,
2005 to put relative weight on these two vectors. Let us asdimat Alice put 60% weight to the
vector with currently evaluated values and rest 40% to tlotovederived from the time-affected
value. Itis shown in Tabl&.15

The final trust table on 30 April, 2005 is presented in Tabke16

Alice keeps on adding a new entry in the tables everytime sakiates Bob’s trust vector in
EST. How long the tables should be allowed to grow dependsacticplar implementation and
storage space available. The model does not dictate thstealth of keeping the old records, it
is quite possible to update (replace) previous record witihenit records. Similarly, in the policy
tables old records can be kept or replaced by new recordsn B&RUST table, at least the previous
old record must be kept to use it later for trust dynamics.

The above calculations involved in the evaluation of congos or trust value are inherent in
the analysis engine which is a part of the high level systeshitacture for the trust management
system.
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Table 3.9: Alice’s trust on Bob in the context EST orf'@ecember, 2004

| Truster | Trustee | Context | Eval _Date| Experiencé Knowledge Reco_scoreTrust_valug
[Alice | Bob [EST | 12/31/20040.077 | 0.186 | 0.088 | 0.351 |
Table 3.10: Alice’s EVENTS table on 80April, 2005
| Truster | Trustee | Context | Startdate | Enddate | Events(+) | Events(-) |
Alice Bob EST 01/01/2005 | 01/31/2005| 0 0
Alice Bob EST 02/01/2005 | 02/29/2005| 0 0
Alice Bob EST 03/01/2005 | 03/31/2005| O 0
Alice Bob EST 04/01/2005 | 04/30/2005| O 0
Table 3.11: Alice’s experience value on8@pril, 2005
| Truster | Trustee | Context | Eval_Date | Evalue |
Alice Bob EST 12/31/2004 0.1543
Alice Bob EST 04/30/2005 0.0
Table 3.12: Alice’s knowledge value on®@\pril, 2005
| Truster | Trustee | Context | Eval_Date | Direct_knol | Reputation | Kvalue |
Alice Bob EST 12/31/2004 | 0.8 0.2 0.62
Alice Bob EST 04/30/2005| 0.9 0.1 0.66

Table 3.13: Alice’s recommendation score of"3®pril, 2005
| Truster | Trustee| Context| Eval_Date| Recommender_npReco_valueRecommender_WR_scoré

Alice Bob EST 12/31/2004 Charlie 0.55 0.8 0.44
Alice Bob EST 04/30/200% Charlie 0.4 0.7 0.28
Table 3.14: Alice’s dynamic policy
| Truster | Trustee | Context | Dpol_Date | k |
Alice [Bob [EST [03/31/2005 | 1 |

Table 3.15: Alice’s policy on assigning weights to previdusst value at current time

| Truster | Trustee | Context | Hwtpol_Date | Alpha | Beta |
‘ Alice ‘ Bob ‘ EST ‘ 04/01/2005 ‘ 0.6 ‘ 0.4 ‘
Table 3.16: Alice’s trust on Bob in the context EST or™@pril, 2005
| Truster | Trustee | Context | Eval Date| Experiencé Knowledge Reco_scoreTrust_valup
Alice Bob EST 12/31/2004 0.077 0.186 0.088 0.351
Alice Bob EST 04/30/20050.0064 | 0.4024 | 0.1744 | 0.5832
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Chapter 4
TrustQL: The VTrust Query Language

Users of the VTrust trust management system need a langodgeetact with the system. The
The language should be able to interact with the databadenmemtation of the model. Therefore,
we introduce a trust language similar to Structured Quenguage (SQL). We call this language
as TrustQL. The reason behind choosing this kind of langisags follows:

e We can think of the underlying data as a relational data strac An instance of trust
between truster and trustee can be saved in a row; truststed, trust policy and context can
be considered as individual field. Experience, knowledgeranommendation information
can be considered as relations referencing corresponeliaigon.

e Language such as SQL processes sets of data as groups hathasstindividual units. We
need to consider all relevant experience, knowledge ammhmeendation as a whole in order
to calculate the final trust level. Data as a group is more imapb than individual data unit.

e TrustQL uses statements that are complex and powerfulidhdally, and that therefore stand
alone.

e TrustQL differs from general purpose procedural languagd s C and Java in that users
specify what they want instead of how to get the result. Ifagaithe trust system engine to
manipulate the data and present the final trust value to esxd.usrom the user’s point of
view, this approach makes it easy to interact with the truetagement system.

Trust query language (TrustQL) consists of Trust Definifi@mguage (TDL) and Trust Ma-
nipulation Language (TML). TDL is used to create, alter anopdentities, policies, parameters
and context. TML is used to add, modify and delete trust iesrwell as query the trust engine
to get trust value.
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Convention Used for

UPPERCASE | TrustQL keywords.

italic User-supplied parameters of TrustQL syntax.
| (vertical bar) | Separating syntax items within brackets or braces.
Only one of the items can be chosen.

[ ] (brackets) Optional syntax items. Do not type the brackets.

(braces) Required syntax items. Do not type the braces.

[,...n] Indicating that the preceding item can be repeated n
number of times. The occurrences are separated by
commas.

[....n] Indicating that the preceding item can be repeated n
number of times. The occurrences are separated by
periods.

[...n] Indicating that the preceding item can be repeated n
number of times. The occurrences are separated by
blanks.

bold Parameter names, context names, and text that must
be typed exactly as shown.

<labeb> ::= The name for a block of syntax. This convention is

used to group and label portions of lengthy syntax or
a unit of syntax that can be used in more than pne
place within a statement. Each location in which the
block of syntax can be used is indicated with the label
enclosed in angle brackets.

Table 4.1: TrustQL Syntax Convention

Trust Definition Language (TDL) consists of TrustQL keywsrtdentifiers, Statements, and
TrustQL convention. User-defined structures, such asyegtibup and trust context name, cannot
use the same identifier as keyword. The complete set of Tkusté@words is given in sectiod. 1

Definition 22 A TrustQL statement is an expression that defines a Trust@hnwand, such as
SELECT, UPDATE, DELETE, etc. and may include clauses suchRGM, BETWEEN, AND
etc. and other TrustQL keywords.

Trust Manipulation Language (TML) consists of commands IKSERT, UPDATE, DELETE,
SELECT, and commands to query trust value after the trustagement system has been set up
using Trust Definition Language.

The conventions used in TrustQL are shown in Table
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4.1 TrustQL Keywords

Table4.2summarizes the TrustQL keywords. The syntax of the keywimittsvs in table

Table 4.2: List of TrustQL keywords

AND ALTER AS
ASPECT BETWEEN CONTEXT
CREATE DELETE DIRECT
DROP DYNAMICS ENTITY
EXPERIENCE FROM GROUP
HISTORY IN INDIRECT
INSERT KNOWLEDGE MEMBER
NOT NULL OR
POLICY PURPOSE RECOMMENDATION
SELECT SET TO
TRUST TRSUTEE TRSUTER
TRUSTS VALUES WHEN
WHO WEIGHT

Table 4.3: Detailed syntax of TrustQL keywords

ALTER CONTEXT { ol d_cont ext _nane }
TO { new_cont ext _nane }

[ PURPOSE ({[ NOT] pur pose}[{AND | OR}{[NOT] pur pose}])]
[ ASPECT ({aspect}[,...n])]

ALTER DYNAM CS PQOLI CY
{trust_dynam cs_nane}
[TO {new_t rust _dynam cs_nane}]
[ AS
{new_i nteger _nunber} ]

(continued on next paye
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Table 4.3: (continued)

ALTER ENTITY
{ol d_entity_nane}
TO
{new entity_nane}

ALTER H STORY PQLI CY
{ol d_hi story_policy_nane}
[TO {new_hi story_policy_nane}]
[ AS
{real nunberl, real nunber?2} ]

ALTER EXPERI ENCE PCLI CY
{experience_policy nane}

[ TO {new_experi ence_policy_nane}]

[ ({ FROMtinel TOtine2}[,...n])
VEEI GHT

({ positive_real nunber }[,...n])]

ALTER H STORY PQLI CY
{ol d_hi story_policy_nane}
[TO {new_hi story_policy_nane}]
[ AS
{real nunberl, real nunber?2} ]

(continued on next paye
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Table 4.3: (continued)

ALTER KNOALEDGE PQLI CY
{ol d_know edge_pol i cy_nane}
[ TO{new know edge_policy_nhane}]
[ VEI GHT
(new_di rect _know edge val ue, new_ i ndirect know edge_val ue) ]

ALTER PQLI CY
{ old_policy_nane }
[ TO {new policy_nane }]
[ VEI GHT
{(experi ence_wei ght, know edge_wei ght, recomendati on_wei ght)}
EXPERI ENCE PCLI CY {experi ence_policy_nane}
KNOALEDGE POLI CY {knowl edge_pol i cy_nane}
RECOMMENDATI ON PQOLI CY {recomrendati on_pol i cy_nane}
DYNAM CS PCLI CY {dynam cs_pol i cy_nane}
H STORY POLICY {hi story_policy_nane}

]

ALTER RECOMMENDATI ON PQLI CY
{ recomendati on_policy_nane }
[ TO {new recomendati on_policy_ nane}]

[( { recommender} [,...n])
VI GHT
( { positive_real nunber }[,...n] )]

(continued on next page

44


keyter
Text Box


Table 4.3: (continued)

ALTER TRUSTEE GROUP PQOLI CY
{group_policy_nane}
[ TO {new_group_policy_namne}]
[ GROUP {gr oup_nane}]
[ EXPERI ENCE VEI GHT ({nmenber _experience_wei ght}[,...n])
KNOALEDGE VEI GHT ({menber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEI GHT ({nmenber reconment ati on_wei ght}[,n]) ]

ALTER TRUSTER GRCUP PQLI CY
{group_policy_nane}
[TO {new _group_policy_nane}]
[ GROUP {gr oup_nane}]

[ EXPERI ENCE VEI GHT ({menber _experience_wei ght}[,...n])
KNOALEDGE VEI GHT ({nmenber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEI GHT ({menber _reconment ati on_wei ght}[,...n]) ]

[POLICY {policy_nane}]

CREATE CONTEXT { cont ext _nane }

PURPOSE ({[ NOT] pur pose}[{ AND | OR}{[ NOT] pur pose}])
ASPECT ({aspect}[,...n])

(continued on next page
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Table 4.3: (continued)

CREATE DYNAM CS PQOLI CY
{trust_dynam cs_nane}
AS
{i nteger _nunber}

CREATE ENTITY
{ entity_nane }

CREATE EXPERI ENCE POLI CY
{experience_policy_nane}

({ FROMtinmel TOtime2}[,...n])

VEEI GHT

({ positive_real nunber }[,...n])
CREATE GROUP

{group_nane }

MEMBER ({ entity_name [,...n]})

CREATE KNOALEDGE PQOLI CY
{knowl edge_pol i cy_nane}
VEI GHT

(di rect _know edge_val ue, indirect_know edge_val ue)

(continued on next paye
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Table 4.3: (continued)

CREATE HI STORY PQLI CY
{hi story_policy_nane}
AS
{real nunberl, real nunber?2}

CREATE PQLI CY
{pol i cy_nane}
VI GHT
{(experi ence_wei ght, know edge_wei ght, recommendati on_wei ght)}
EXPERI ENCE POLI CY {experi ence_pol i cy_ nane}
KNOALEDGE POLI CY {knowl edge pol i cy nane}
RECOMVENDATI ON PQLI CY {r ecommrendat i on_pol i cy_nane}
DYNAM CS PQLI CY {dynami cs_pol i cy_nane}
H STORY POLICY {hi story_policy_nane}

CREATE RECOMMENDATI ON PQLI CY
{ recomendati on_policy_nane }

( { recomender} [,...n])
VI GHT
( { positive_real nunber }[,...n] )

(continued on next page
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Table 4.3: (continued)

CREATE TRUSTEE GROUP PQOLI CY
{group_policy_nane}
GROUP {gr oup_narne}
EXPERI ENCE WEI GHT ({nenber _experience_wei ght}[,...n])
KNOALEDGE VEI GHT ({menber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEEI GHT ({menber _reconment ati on_wei ght}[,...n])

CREATE TRUSTER GROUP PQOLI CY
{group_policy_nane}
GROUP {gr oup_nane}
EXPERI ENCE VEI GHT ({nmenber _experi ence_wei ght}[,...n])
KNOALEDGE VEI GHT ({menber _know edge_wei ght}[,...n])
RECOMVENDATI ON WEI GHT ({menber reconment ati on_wei ght}[,...n])
POLICY {policy_nane}

DELETE TRUST
BETVEEN {<truster>} AND {<trustee>}
CONTEXT {cont ext _nane}
[ WHEN {sone_dat e}]
[WHERE <filter_expression>]

<truster> := {entity_nane | group_nane}
<trustee> := {entity_nane | group_nane}

(continued on next paye
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Table 4.3: (continued)

DROP CONTEXT
{ context_nane }

DROP DYANM CS PCQLI CY
{trust _dyancm cs_nane}

DROP ENTI TY
{ entity_nane }

DROP EXPERI ENCE PCLI CY
{experience_policy_ nane}

DROP GROUP
{group_nane }

DRCOP HI STORY PQLI CY
{hi story_policy_nane}

(continued on next paye
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Table 4.3: (continued)

DROP KNOALEDGE PQLI CY
{knowl edge_pol i cy_nane}

DROP POLI CY
{ policy_nane }

DROP RECOMMENDATI ON POLI CY
{recommendat i on_pol i cy_nane}

DROP TRUSTEE GROUP PQOLI CY
{group_policy_nane}

(continued on next paye
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Table 4.3: (continued)

| NSERT TRUST
BETVEEN {<truster>} AND {<trustee>}
CONTEXT {cont ext nane}
[WHEN {sone_dat e}]
[ EXPERI ENCE VALUES {(<experience_val ues>)}]
[ KNOALEDGE VALUES {(<know edge val ues>)}]
[ RECOMMENDATI ON VALUES {( <reconmendati on_val ues>)}]

<truster> ::= {entity_name | group_nane}
<trustee> ::= {entity_name | group_nane}
<experience _values> ::= {tine_interval, experience_value} [,...n]
<know edge _val ues> ::= {di rect _know edge_val ue,

i ndi rect _know edge_val ue }
<recomendat i on_val ues> :: = {<reconmmender >, r econmendat i on_val ue}

...l

<reconmender> ::= {entity_nanme | group_nane}

(continued on next paye
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Table 4.3: (continued)

SELECT <query_expressi on>

[WHERE <filter_expression>]

<query_expression>::= <trust_val ue_query_expression> |
<trust_data_query_expression> |
<conponent _query_expr essi on>

<trust_val ue_query_expression> ::={ < trust_val ue_attrbute_expression > }

[,...n]
BETVEEN {<truster>} AND {<trustee>}

CONTEXT {cont ext _nane}
POLICY {policy_nane}
[ WHEN {sone_ti ne}]

<trust_value_attrbute_expression> := TRUST | TRUSTER | TRUSTEE |
TRUST VALUES | EXPERI ENCE VALUES | KNOALEDGE VALUES |
RECOMVENDATI ON VALUES | CONTEXT | POLICY | POLICY VALUES

<trust_data_query_expression>: := <trust_data_attrbute_expression>[,...

BETWEEN {<truster>} AND {<trustee>}
CONTEXT {cont ext _nane}

[POLICY {policy_nane}]

[ <tinme_expression>]

<trust_data_attrbute_expression>::= TRUSTER | TRUSTEE |
TRUST VALUES | EXPERI ENCE VALUES | KNOWEDGE VALUES |
RECOMVENDATI ON VALUES | CONTEXT | POLICY | POLICY VALUES

(continued on next page
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Table 4.3: (continued)

<truster> ::= {entity_name | group_nane}

<trustee> ::= {entity_name | group_nane}
<time_expression>: .= <time_expressionl> | <tine_expression2>
VHEN {sone_ti ne}

FROM {dat el} TO {dat e2}

<time_expressionl>::

<time_expression2>::

<conponent _query_expression>:: = {<truster_query_expressi on>} |
{<trustee_query_expressi on>}

{<cont ext _query_expressi on>}

{<policy_query_expression>} |

{<paramet er _policy_expressi on>}

{<group_policy_expression>}

<truster_query_expression> := {<truster_attribute_expression>}[,...

WHO TRUSTS {<trustee>{AND | OR}{<trustee>}][...n]}
[ CONTEXT {cont ext nane}]

[ PCLICY {policy_nane}]

[ <time_expression>]

<truster_attribute_expression>: := {TRUSTER} [ CONTEXT | PQLICY
| POLI CY VALUES | EXPERI ENCE VALUES |
KNOWLEDGE VALUES | RECOMVENDATI ON VALUES]

<trustee_query_expression>.:= {<trustee attribute_expression>}[,...

TRUSTED BY {<truster> [{AND | OR}{<truster>}][...n]}
[ CONTEXT {cont ext _nane}]

[POLICY {policy_nane}]

[ <time_expression>]

(continued on next page
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Table 4.3: (continued)

<trustee_attribute_expression>: := {TRUSTEE} [ CONTEXT | POLICY
| POLICY VALUES | EXPERI ENCE VALUES |
KNOALEDGE VALUES | RECOMMENDATI ON VALUES]

<cont ext _query_expressi on>:: = CONTEXT
[ CONTEXT {cont ext _nane}]

<pol i cy_query_expression>::= POLI CY
[PCLICY {policy_nane}]

<par amet er _policy_expression>::={ EXPERI ENCE POLI CY | KNOW.EDGE
POLI CY | RECOMVENDATI ON PCLI CY | DYNAM CS POLICY | HI STORY POLICY} [,...n]
[PCLICY {policy_nane}]

<group_policy_expression> ::={ GROUP PQLICY }
GROUP {group_policy}

(continued on next paye
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Table 4.3: (continued)

UPDATE TRUST
BETVEEN {<truster>} AND {<trustee> }
CONTEXT {cont ext nane}
[WHEN {sone_date }]
SET {<updat e_expressi on>}
[WHERE <filter_expression>]

<truster>: := {entity_name | group_nane}
<trustee>::= {entity_name | group_nane}
<updat e_expression>:: =
[ EXPERI ENCE VALUES ({ time_interval, experience_value} [,...n]) ]
[ KNOALEDGE VALUES ({di rect _know edge_val ue,

i ndi rect _know edge_val ue}) |
[ RECOMVENDATI ON VALUES ({r econmender, recomendati on_val ue}

[,...n] )]

4.2 Trust Definition Language

The Trust Definition Language (TDL) is used to create, alter drop entities, policies, parameters
and context.

4.2.1 Specifying entity

Definition 23 An entityis any concrete or abstract thing of interest in the trustagament sys-
tem. An entity has a unique name.

Vi,j € E,i # j & i.name# j.name
We use the symbdl to represent all entities.

Definition 24 An active entityis an entity who can initiate a trust evaluation process.
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Definition 25 A passive entitys an entity that can be evaluated by other entities but ¢aitiate
a trust evaluation process.

CREATE ENTITY
{ entity_nane }

This command is used to create a new entlntity names always required. We assume
that entity name should be unique within its namespace wtachbe defined when the system is
implemented. We also assume that name is the only attrilfae entity although other attributes
may be included during implementation phase. Accordinguomodel, an active entity or a
group of active entities can act as a truster or a recommeadgientity or entity group can act as
a trustee.

ALTER ENTITY

{ol d_entity_ nane}
TO

{new entity nane}

This command is used to modify the name of an existing enBigth old_entity namend
new_entity _namare required. Theld_entity namshould also be unique within its namespace.

DROP ENTI TY
{ entity_nane }

This command is used to remove an existing entity.

Multiple entities can form a group and act as a single enfitye group can become either a
truster or a trustee. Group members can be added or dropedjedup formation. There must
be at least one entity within a group. An entity can be membenrsultiple groups. A group has
a name which can uniquely identify the group. Group name lshmeidifferent from entity name;
in other words, entity and group are in the same namespace.

CREATE GROUP
{group_nane }
MEMBER ({ entity_name [,...n]})

This command is used to create a new groGpoup_namas always required. One or more
entities must be specified as group members. Multiple mesrdrerseparated by comma.
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DROP GROUP
{group_nane }

This command is used to remove an existing graegup_names always required. If a group
is removed, members in this group will become separateéestigain and act independently.

4.2.2 Specifying context

The TrustQL specifications for trust context are as follows.

CREATE CONTEXT { cont ext _nane }
PURPOSE ({[ NOT] pur pose}[{ AND | OR} {[NOT] pur pose}])
ASPECT ({aspect}[,...n])

This command is used to create a new contéxntext _namés required and must be unique
among all context names within a trust management systetea8t one or more purpose must be
specified. We assume that tRarposeandAspecicomponent have been created by the system.

ALTER CONTEXT { ol d_cont ext _nane }

TO { new_cont ext _nane }

[ PURPGSE ({[NOT] pur pose}[{AND | OR} {[NOT] pur pose}])]
[ ASPECT ({aspect}[,...n])]

This command is used to change the name and/or compositian ekisting context. Both
old_context namandnew_context_nanae required. Purpose and aspect can optionally be spec-
ified if they should be modified.

DROP CONTEXT
{ context_nane }

This command is used to remove an existing contérhtext_names required.

4.2.3 Specifying experience

CREATE EXPERI ENCE POLI CY

{experience_policy_nane}

({ FROMtinmel TOtime2}[,...n])

VI GHT

({ positive_real _nunber }[,...n])
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This command is used to define a new experience policy angrasaight to different time
intervals. Experience_policy_namie required and should be unique within a trust management
system among all policy names. At least one interval musieeiBed. Multiple time intervals
can not overlap. All numbers must be positive. The numbeeaf numbers must be exactly the
same as the number of intervals. The sum of all real numbess$ beuone.

ALTER EXPERI ENCE PCLI CY
{experience_policy_nane}
[TO {new_experi ence_policy_nane}]

[ ({ FROMtinel TOtinme2}[,...n])
VEI GHT
({ positive_real nunber }[,...n])

]

This command is used to change the name and/or experiengbtwexperience_policy _name
is required.New_experience_policy_nanseoptional. If we want to change the experience name,
we need to specify a new policy name; otherwise, leave tlaiskl The new value will override
the previous value. The number of real numbers must be gxtetl same as the number of
intervals. The sum of all real numbers must be one. If we ordptwto change the policy name,
we only need to specify the new name and ignore the rest ofdihmerand. It is invalid if both
new_experience_policy _naraed new experience weight are omitted at the same time.

DROP EXPERI ENCE POLI CY
{experience_policy_nane}

This command is used to remove an existing experience pdigperience_policy _nams
required.

4.2.4 Specifying knowledge

CREATE KNOALEDGE PQLI CY

{knowl edge_policy_nane}

VEI GHT

(di rect _know edge_val ue, indirect_know edge_val ue)

This command is used to create a new knowledge policy angragsight to direct knowledge
and indirect knowledgekKnowledge _policy namie required and should be unique within a trust
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management system among all policy names. The weight fectdinowledge and indirect knowl-
edge is assigned tdirect_knowledge_valuand indirect_knowledge_valueespectively. Both
numbers must be positive. The sumdifect_knowledge valuandindirect_knowledge_value
must be one. If either one of them is not applicable, use zetheacorresponding value.

ALTER KNOALEDGE POLI CY

{ol d_know edge_pol i cy_nane}

[ TO{new know edge_policy_nane}]

[ VEI GHT

(new_di rect _know edge val ue, new_i ndirect know edge_val ue) ]

This command is used to change the name and/or weight of kxlg@lpolicy.Old_knowledge
_policy_namas required. We can specifyew_knowledge_policy nanfeve want to change its
policy name. Optionallypew_direct_knowledge_valaednew_indirect_knowledge_valaan be
specified if we want to update their knowledge weight. The nakwe will override previous value.
The weight for direct knowledge and indirect knowledge Egsed tanew_direct_knowledge_value
andnew_indirect_knowledge_valvespectively. Both numbers must be positive. The sum of them
must remain one. If we only want to change the policy name, avejast specifyold_knowledge
_policy_namendnew_knowledge_policy _naraad ignore the rest of the command. It is invalid
if both new_knowledge_policy _naraad new knowledge weight are omitted at the same time.

DROP KNOWLEDGE PQLI CY
{know edge_pol i cy_nane}

This command is used to remove an existing knowledge pokepwledge policy _nams
required.

4.2.5 Specifying recommendation

CREATE RECOMMVENDATI ON PQLI CY
{ reconmendati on_policy_nane }

( { recomrender} [,...n])
VIEI GHT
( { positive_real nunber }[,...n] )

This command is used to define a new recommendation policyaasidn weight to various
recommenderfRecommendation_policy namsegequired and must be unique within a trust man-
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agement system among all policy names. At least one recodenemust be specified. All num-
bers must be positive. The number of real number must be lgxaet same as the number of
recommenders. The sum of all real numbers must be one.

ALTER RECOMMENDATI ON PQLI CY
{ recomendati on_policy_nane }
[ TO {new recomrendati on_policy_ nane}]

[( { recommender} [,...n])
VI GHT
( { positive_real nunber }[,...n] )]

This command is used to change recommendation policy nartfeeaecommender weight.
Recommendation_policy namseequired.New_recommendation_policy namaeeded only if
we want to change the policy name. The new value will ovetthégorevious value. The number of
real number must be exactly the same as the number of recotiense™ he sum of all real numbers
must remain one. If we only want to change the policy name, aveanly specify the new name
and ignore the rest of the command. It is invalid if bo#w_recommendation_policy namaed
new recommendation weight value are omitted at the same time

DROP RECOMMENDATI ON PQLI CY
{recommendat i on_pol i cy_ nane}

This command is used to remove an existing recommendatitioypoThe recommenda-
tion_policy_namés required.

4.2.6 Specifying trust dynamics

CREATE DYNAM CS PQOLI CY
{trust _dynam cs_nane}
AS

{i nt eger _nunber}

This command is used to define a new trust dynamic policy asigasin integer value tk.
Trust_dynamics_nanie required and should be unique within a trust managemeste:syamong
all policy namesinteger_numbeare required.

60


keyter
Text Box


ALTER DYNAM CS PCLI CY

{trust _dynam cs_nane}

[TO {new_trust _dynam cs_nane}]
[ AS

{new_i nteger _nunber} ]

This command is used to modify the name and/or value of animgisrust dynamics pol-
icy. Trust_dynamics_namis required. New_trust_dynamics_nane optional. If we want to
change the name of the policy, specify the new name; otheyvwamit the new name. The
new_integer_numbaes also optional. Specify the number only if we want to chatigetrust dy-
namics value. Itis invalid if bothew_trust_dynamics_namadnew_integer_numbere omitted
at the same time.

DROP DYANM CS PQLI CY
{trust _dyancm cs_nane}

This command is used to remove an existing trust dynamidsypdlrust_dynamics_nams
required.

CREATE H STORY PQLI CY
{history_policy_nane}

AS

{real _nunber1, real nunber?2}

This command is used to create a new history poliggtory _namaes required and should be
unique within a trust management system among all policyezaReal _numberandreal _number2
are also required. The value@fandp is assigned teeal_numberkandreal _number2espectively.
Bothreal_numberlandreal_numberZhould be positive and the sum should be one.

ALTER H STORY PQLI CY

{ol d_history_policy_nane}

[TO {new_hi story_policy_nane}]
[ AS

{real _nunber1, real nunber?2} ]

This command is used to modify the name and/or value of atiegisistory policy.Old_history
_policy_namas required New_history policy _nams optional. If we want to change the name of
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the policy, specify the new name; otherwise, omit the newenaeal_numberindreal_number2
are also optional. Specify the number only if we want to cleatiga andf3 value. It is invalid if
bothnew_history_policy _namand the two numbers are omitted at the same time.

DROP H STORY POLI CY
{history_policy_nane}

4.2.7 Specifying trust evaluation policy

CREATE PQLI CY

{pol i cy_nane}

VEI GHT

{(experience_wei ght, know edge_wei ght, recommendati on_wei ght)}
EXPERI ENCE PCLI CY {experience_policy_nane}

KNOALEDGE POLI CY {knowl edge_pol i cy_nane}

RECOMMENDATI ON PQOLI CY {recomrendati on_pol i cy_nane}

DYNAM CS PQLI CY {dynami cs_pol i cy_nane}

H STORY POLICY {hi story_policy_nane}

This command is used to create a new trust policy which spsdifie weight of three param-
eters, time dynamics policy and history polici?olicy names required and should be unique
among all policies.Experience_weighknowledge_weighand recommendation_weiglatre re-
quired and are assigned as experience, knowledge and resuaation weight respectively. The
order is fixed. These three numbers must be positive; the $dinem must be one. When defin-
ing a policy, we must associate an existing experience ypdiwwledge policy, recommendation
policy, dynamics policy and history policy with it.

ALTER PCLI CY

{ old_policy_nane}

[ TO {new policy_ nane }]

[ VEEI GHT

{(experience_wei ght, know edge_wei ght, recommendati on_wei ght)}
EXPERI ENCE POLI CY {experi ence_pol i cy_nane}

KNOALEDGE POLI CY {knowl edge pol i cy nane}

RECOMVENDATI ON POLI CY {recommrendat i on_pol i cy_nane}

DYNAM CS PQLI CY {dynami cs_pol i cy_nane}
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H STORY POLICY {hi story_policy_nane}
]

This command is used to modify the name of an existing trutyand/or the weight of
parameters.Old_policy _names required. New_policy _namés optional. New_policy namés
not needed if the policy name is not changdtkperience_weighknowledge weigh&nd rec-
ommendation_weiglare assigned as experience, knowledge and recommendagightwespec-
tively. The order is fixed. All three numbers are required angst be positive. The sum of all
three numbers must be one. If we only want to change the poloye, we just need to specify
old_policy _nam@andnew_policy _namand ignore the rest of the command. Parameter policy can
also be modified. It is invalid ihew_policy _namand parameter policy are omitted at the same
time.

When modifying an existing policy, all components in thisippmust be explicitly listed even
if its weight is not changed. If a component in an existinggois not listed when updating the
policy, its weight will be dropped.

DROP PQLI CY
{ policy_nane }

This command is used to remove an existing polRglicy _namas required.

4.2.8 Specifying trustee group policy

CREATE TRUSTEE GROUP POLI CY
{group_policy_nane}
GROUP {gr oup_nane}

EXPERI ENCE VEI GHT ({nenber _experience_wei ght}[,...n])
KNON.EDGE VEI GHT ({menber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEI GHT ({menber _recomment ati on_wei ght}[,...n])

This command is used to create a new trustee group pdBoyup_policy namés required.
Group_names also required which refers to an existing groifember_experience_weigitthe
weight for individual group members regarding experiefidee sum of almember_experience_weight
must be one. The numbermfember_experience_weightist be the same as the number of group
members. The same is true for knowledge weight and recomatiendveight.
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ALTER TRUSTEE GROUP PQOLI CY

{group_policy_nane}

[ TO {new_group_policy_nane}]

[ GROUP {group_nane}]

[ EXPERI ENCE VEI GHT ({nenber _experi ence_wei ght}[,...n])
KNOWLEDGE VEI GHT ({nmenber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEI GHT ({menber reconment ati on_wei ght}[,n]) ]

This command is used to modify an existing trustee groupcpolsroup policy name, corre-
sponding group and member weight can be chanGeoup_policy names required New_group
_policy _namegroup_namend member weight are optional.

DROP TRUSTEE GROUP PQOLI CY
{group_policy_nane}

This command is used to remove an existing trustee grougypolsroup_policy _namés
required.

4.2.9 Specifying truster group policy

CREATE TRUSTER GROUP PCLI CY
{group_policy_nane}
GROUP {gr oup_narne}

EXPERI ENCE VEI GHT ({menber experience_weight}[,...n])
KNOALEDGE VEI GHT ({nmenber _know edge_wei ght}[,...n])
RECOMVENDATI ON WEI GHT ({menber _reconment ati on_wei ght}[,...n])

PCLI CY {pol i cy_nane}

This command is used to create a new truster group polispup_policy namés required.
Group_names also required which refers to an existing groifember_experience_weightthe
weight for individual group member regarding experiendee $um of allmember_experience_weight
must be one. The numbermfember_experience_weightist be the same as the number of group
members. The same is true for knowledge weight and recomatiendveight. Policy _names
required and used to specify the common policy used by allgrembers.

ALTER TRUSTER GROUP PQLI CY
{group_policy_nane}
64


keyter
Text Box


[TO {new_group_policy_nane}]
[ GROUP {gr oup_nane}]

[ EXPERI ENCE VEI GHT ({nmenber _experience_weight}[,...n])
KNON.EDGE VEI GHT ({menber _know edge_wei ght}[,...n])
RECOMVENDATI ON VEI GHT ({nmenber recomment ati on_wei ght}[,...n]) ]

[ PCLICY {policy_nane}]

This command is used to modify an existing truster groupcgolGroup_policy _namecor-
responding group, member weight and common policy can beggth Group_policy _namés
required.New_group_policy _namgroup_namemember weight andolicy_nameare optional.

DRCP TRUSTER GROUP PQLI CY
{group_policy_nane}

This command is used to remove an existing truster grougydBroup_policy _namés re-
quired.

4.2.10 Specifying group reconfiguration

After the group is formed, some members may leave, or somenm&wbers may join the group.

This contraction (or, expansion) of the group can happerapssor, in one instance. That is,
old members can leave one by one or, together. Similarly, mewbers can join in subsequent
time instances, or as a whole group. Reconfiguration of apgioapecified according to TDL as

follows:

ALTER GROUP

{ol d_group_nane }

[ TO {new_group_nane }]

[ADD MEMBER ({entity_ nanme}[,...n]) |
DROP MEMBER ({entity _name}[,...n]) ]

This command is used to modify the name of an existing group change group members.
Old_group_namas required. The new group name should be unique withinyeatid group
namespace. Optionally, group membership can be changedaMéther add new group members
or drop existing members. Multiple entity names are sepdray comma.
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4.3 Trust Manipulation Language

Trust Manipulation Language (TML) is used to insert, upddtdete and query trust value after
the trust management system has been set up using Trusttideflranguage (TDL).

4.3.1 INSERT trust value

| NSERT TRUST

BETVEEN {<truster>} AND {<trustee>}

CONTEXT {cont ext _nane}

[ WHEN {sone_dat e}]

[ EXPERI ENCE VALUES {(<experience_val ues>)}]

[ KNOALEDGE VALUES {(<know edge val ues>)}]

[ RECOMVENDATI ON VALUES {(<reconmendat i on_val ues>)}]

<truster> ::={entity_nane | group_nane}
<trustee> ::= {entity_name | group_nane}
<experience_values> ::= {time_interval, experience_value} [,...n]
<know edge_val ues> ::= {di rect _know edge_val ue,

i ndi rect _know edge_val ue }
<recommendat i on_val ues> :: = {<reconmender >, recomendati on_val ue}

[,...n]

<recommender> ::= {entity_nanme | group_nane}

This command is used to insert trust data into the trust mamagt system. Both truster and
trustee are requiredContext_names also required which specifies the context under which the
trust data was obtained. Date is optional. Wkeme_datés omitted, the current date is used as
the default date. Isome_datés specified, then the data is considered to be obtained tirtie
Only past date can be specified, future date is not allowedtaseftrust data can’t be predicted.
Experience_valuean be NULL if the actual value is not available.

4.3.2 UPDATE trust value

UPDATE TRUST
BETVEEN {<truster>} AND {<trustee> }
CONTEXT {cont ext _nane}

[}
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[WHEN {sone_date }]
SET {<updat e_expressi on>}
[WHERE <filter_expression>]

<truster>: := {entity_name | group_nane}
<trustee>::= {entity_name | group_nane}
<updat e_expression>:: =
[ EXPERI ENCE VALUES ({ time_interval, experience_value} [,...n]) ]
[ KNOALEDGE VALUES ({di rect _know edge_ val ue,
I ndi rect _know edge_val ue}) ]
[ RECOMVENDATI ON VALUES ({r econmender, recomrendati on_val ue}[,...n] )]

This command is used to modify existing trust data. Bothtémand trustee are requiredon-
text_namas also required which specifies the context under which rihgt data was obtained.
Date is optional. Whersome_dates omitted, all trust data between truster and trustee under
the context will be updated; some_datés specified, then the trust data at the specified time is
updated. The format of experience, knowledge and recomatiemdvalue is the same as insert
command. The Where clause is optional; it is used to restreetrust data to be updated. Fil-
ter_expression specifies the condition to be met for the tlats to be updated. There is no limit
to the number of predicates that can be included in the dondit

4.3.3 DELETE trust value

DELETE TRUST

BETWEEN {<truster>} AND {<trustee>}
CONTEXT {cont ext _nane}

[ WHEN {sone_dat e}]

[WHERE <filter_expression>]

<truster> := {entity_nane | group_nane}
<trustee> := {entity_nane | group_nane}

This command is used to delete existing trust data. Botherasd trustee are require@don-
text_names also required to specify the context between truster amgtee. When clause is
optional. If when clause is omitted, then all trust data lestwthe truster and trustee under the
specified context will be deleted; otherwise, only the tsta happened at the specified time
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is deleted. Where clause is optional. Filter_expressi@tifips the condition to be met for the
trust data to be deleted. There is no limit to the number ofiipeges that can be included in the
condition.

4.3.4 SELECT trustvalue

Applications interacting with trust management systendsejuery to the trust management sys-
tem. A trust query is essentially a string. The trust evatuegngine will evaluate the query after
the string is parsed and validated. All aspect of the trustagament system can be queried such
as trust value, entity, context, policy, etc.

SELECT <query_expressi on>
[WHERE <filter_expression>]

<query_expression>::= <trust_val ue_query_expression> |
<trust_data_query_expression> |
<conponent _query_expressi on>

<trust val ue_query expression> ::={ < trust_value attrbute_expression > }
[,...n]

BETVEEN {<truster>} AND {<trustee>}

CONTEXT {cont ext nane}

POLICY {policy_nane}

[ WHEN {sone_ti ne}]

<trust_value_attrbute_expression> := TRUST | TRUSTER | TRUSTEE |
TRUST VALUES | EXPERI ENCE VALUES | KNOALEDGE VALUES |
RECOMVENDATI ON VALUES | CONTEXT | POLICY | POLICY VALUES

<trust_data_query_expression>. := <trust_data_attrbute_expression>[,...n]
BETWEEN {<truster>} AND {<trustee>}

CONTEXT {cont ext _nane}

[POLICY {policy_nane}]

[ <tinme_expression>]
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<trust_data attrbute_expression>::= TRUSTER | TRUSTEE |
TRUST VALUES | EXPERI ENCE VALUES | KNOW.EDGE VALUES |
RECOMVENDATI ON VALUES | CONTEXT | POLICY | POLICY VALUES

<truster> ::={entity_nane | group_nane}

<trustee> ::= {entity_name | group_nane}
<time_expression>::= <tinme_expressionl> | <time_expression2>
<time_expressionl> := WHEN {sone_ti ne}

<time_expression2> := FROM {dat el} TO {dat e2}

<conponent _query_expression>:: = {<truster_query_expression>} |
{<trustee_query_expression>}

{<context _query_expressi on>}

{<policy_query_expression>} |

{<parameter _policy_expression>}

{<group_policy_expression>}

<truster_query_expression> := {<truster_attribute_expression>}[,...

WHO TRUSTS {<trustee>[{AND | OR}{<trustee>}][...n]}
[ CONTEXT {cont ext nane}]

[ POLICY {policy_nane}]

[ <tinme_expression>]

<truster_attribute_expression>: := {TRUSTER} [ CONTEXT | PQLICY
| POLI CY VALUES | EXPERI ENCE VALUES |
KNOALEDGE VALUES | RECOMVENDATI ON VALUES]

<trustee_query_expression>: := {<trustee_ attribute_expression>}[,...

TRUSTED BY {<truster> [{AND | OR}{<truster>}][...n]}
[ CONTEXT {cont ext _nane}]

[POLICY {policy_nane}]

[ <tinme_expression>]

<trustee_attribute_expression>: := {TRUSTEE} [ CONTEXT | POLICY
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| POLICY VALUES | EXPERI ENCE VALUES |
KNOALEDGE VALUES | RECOMMVENDATI ON VALUES]

<cont ext _query_expressi on>:: = CONTEXT
[ CONTEXT {cont ext nane}]

<pol i cy_query_expression>::= POLI CY
[POLICY {policy_nane}]

<par amet er _pol i cy_expression>::={ EXPERI ENCE POLI CY | KNOWEDGE
PCLI CY | RECOMMVENDATI ON PCLICY | DYNAM CS POLICY | HI STORY PCQLICY} [,...n]
[POLICY {policy_nane}]

<group_pol icy_expression> ::= { GROUP PQLICY }
GROUP {group_policy}

This command is used to query final trust value, trust datatest, policy, truster, trustee,
context and parameter policy information. The command aeka tany different forms. There
are several patterns that we should follow when formulatimgcommand.

e When querying final trust value, we must specify trustestea, context and policy. If when
clause is omitted, the current trust is evaluated, otheqwtigist value is evaluated at the
specified point of time. This time can’t be a future date.

e Trust fact data can be returned without specifying trusicgolfwo kinds of formats can be
used. The first one is a specified point of time; the second ®adime interval from two
dates.

e Context, policy and parameter policy can be returned dyect

e Trust group can act as a single truster or a trustee. Wheaeyeyup is involved in a trust
relationship, group policy is used.

¢ \We have defined the return information without specifying téturn format. This could be
an implementation decision.

e We define the basic trust query syntax here; however, seyeeales can be combined during
implementation time. For example, we can query CONTEXT a@dIRY directly.
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e The above syntax is used by the trust engine. Another laykrb@ibuilt if the engine
interacts with other systems. In this case, the trust erggteas a server and other systems
act as clients. The syntax that the clients used will beivelgteasy to use and may contain
graphical user interface. Nevertheless, the query sthiagdther applications generated will
have to be transformed into such syntax that the trust erggineinderstand.
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Chapter 5
Model Application

The vector trust model is geared towards enhancing sedargystems. We investigated how to
apply this model for such purposes. The problem domain efést is that of access control in
open and distributed environments. The NAS system of theifaédviation Administration is an
example of such a system.

Proper access control to resources is one of the major secoricerns for any organization.
Different models of access control have been proposed beeydars, for example, discretionary
and mandatory access control models, Clark-Wilson moaedk Based models and Role Based
Access Control model. Among these, role based access E@RBAC) [4] is gradually emerging
as the standard for access control. The main advantage o€CRBEAr other access control models
is the ease of security administration. In the RBAC modekas@ermissions are not assigned
directly to the users but to abstractions known as “rolestleR correspond to different job de-
scriptions within an organization. Users are assignedfterdnt roles and, thus, indirectly receive
the relevant permissions. Thus, with RBAC, security is ngaclaat a level corresponding to an
organization’s human resource structure.

Notwithstanding the success of the RBAC model, researdiars often found the model to
be inadequate for open and decentralized multi-centritesys where the user population is dy-
namic and the identity of all users are not known in advangantples of such systems are service
providers operating over open systems like the Internas dtmost impossible to know before-
hand all the users that will request services in these sygst&ssigning appropriate roles to these
users thus becomes an irrational and ad-hoc exercise. Toamme the shortcomings of RBAC
for such systems, researchers have proposed crederded-bacess control mode [L, 7]. Cre-
dentials implement a notion of binary trust. Here the usertbgroduce a pre-determined set of
credentials (for example, credit card numbers or proof ofimership to certain groups etc.) to
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gain specific access privileges. The credential providesnmation about the rights, qualifications,
responsibilities and other characteristics attributablgs bearer by one or more trusted authori-
ties. In addition, it provides trust information about theferities themselves. Researchers have
also integrated credential based access control withbra$éed access control to facilitate security
administration 9, 3, 8, 10].

Although credential based models solve the problem of accestrol in open systems to a
great extent, it still has a number of shortcomings. A créderstrictly speaking, does not bind
a user to its purported behavior or actions. It does not gueeathat its bearer really satisfies
the claims in the credential. It does not convey any inforomaabout the behavior of the bearer
between the time the credential was issued and its use. Rmtiatidoes not reveal whether it was
obtained via devious means. In real life some or all suchrmé&tion may play crucial parts in
access control decisions. Additionally, credential besamkss control does not keep track of the
user’s behavior history. Access permission is given on #ssbof the credential presented for a
particular session. Either the user’s credentials arepaedeand required privileges are allowed,
or the credentials are rejected and the user does not getd¢kesarights. Thus, good behavior by
the user cannot be rewarded with enhanced privileges nooddaalior be punished.

The above observations motivate us to revisit the problemcoéss control in decentralized
and multi-centric open systems. We believe credentialbaseess control is a step in the right
direction. However, we would like to enhance the binaryttpagadigm in these models with the
much richer multi-level trust model. In our trust model grievels in the users can be determined
not only by using the credentials presented by the user batfiedm the results of past interactions
with the user, from recommendations about the user andfmwletge about other characteristics
of the user. A user is mapped to different trust levels basethese information. Trust levels
(and not users, unlike in conventional RBAC) are then mappedles of RBAC. Thus our access
control model is an enhanced RBAC (TrustBAC). Changes irtril& level of user changes the
roles that the user has in the system and thus the user'tegaei. The system can define as many
trust levels as it wants and can assign each level to a spseifaf resources tied with a specific set
of access privileges. The system just needs to monitor tisé lgvel of the user and the regulation
of access is automatically achieved.

5.1 TrustBAC model

The TrustBAC model is defined in terms of a set of elements aladions among those elements.
The elements are of the following typasser, user_properties, session_instance, session dgpe,
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sion, session_history, trust_level, role, object, actmermissionaindconstraint The correspond-
ing sets are USERS, USER_PROPERTIES, SESSION_INSTANCESSEN_TYPES, SES-
SIONS, SESSION_HISTORY, TRUST_LEVELS, ROLES, OBJECTS,JAONS, PERMISSIO-
NS and CONSTRAINTS. The TrustBAC model is illustrated in figh.1(we use one-directional
arrows to represent one-to-many relationship, two dioeeti arrows to denote many-to-many re-
lationships and plain lines to denote one-to-one relakipss. We define the different elements as
follows.

TLD

.
.
.
.
.
.
x
CONSTRAINTS du==em===

PERMISSIONS

SESSION_ SESSION_
INSTANCES TYPES

SESSION
_HISTORY

SESSIONS

Figure 5.1: TrustBAC model

user A usere USERS is defined as a human being. The notion of user can bedext¢o include
systems, or intelligent agents, but for simplicity we ch®tslimit auserto a human entity.

user_properties Each user u has certain set of properti#g, calleduser_properties The set
USER_PROPERTIES &),cysers?u- A user can manifest any subset P4, (i.e., P €
27) at a particular session.

session_instanceA session_instance SESSION_INSTANCES is a ‘login’ instance of an user.
A user can instantiate multiple login thereby initiatingltiple session_instances at the same
time. A session_instance is uniquely identified by a systenegated id.
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session-typeA session_instance is identified with a type which is deteadiby the set of prop-
erties manifested in that session_instance by the usekimydhat session_instance. For a
session_instance s invoked by a user u witlPR_(£,) properties, has the session_type P.
Formally, the set SESSION_TYPES 29=RPROPERTIES

sessionA sessione SESSIONS is identified by a session_instance with a sedgjo®_A session
with session_instance s of type P is denoted by the symsiboFormally, SESSIONS-
SESSIONINSTANCE & SESSIONTYPES

session_historyA session_historgg SESSION_HISTORY is a set of information regarding the
user’s behavior and trust level in a previous use of a sesditivat type.

trust_level Atrust_level is a set of real number between -1 and +1. A asaome instant of time
with a particular session has a trust_level. The set TRUEVHELS is the set of possible
subsets of [-1, 1]. Thatis, TRUST_ LEVELS{S| SC [-1,1]. Thus TRUST_LEVELS
becomes an infinite set where each member S can be eithegtdiscrcontinuous.

role The concept of role is same as in the RBAC model. A ®IROLES is a job function with
some associated semantics regarding the responsibddigsrred to a user assigned to the
role.

object An objecte OBJECTS is a data resource as well as a system resource. bedaought
of as acontainerthat contains information.

action An actione ACTIONS is an executable image of a program. ‘read’, ‘writekecute’ are
examples of a typical action.

permission A permissione PERMISSIONS is an authorization to perform certain taskiwit
the system. It is defined as a subset of OBJEGTBCTIONS i.e., PERMISSIONS-
2(OBJECTSACTIONS - Therefore, a permission Ho,a) | o € OBJECT Sa € ACTIONS.
Permissions are assigned to a role. The type of a permissipandls on the nature of the
system. The model does not dictate anything about the type.

constraint We borrow the concept of constraint from RBAC model. Themef@a constraint
CONSTRAINTS is defined as a predicate which applied to aicgldtetween two TrustBAC
elements returns a value of “acceptable” or “not-acceptatifonstraints can be viewed as
conditions imposed on the relationships and assignments.
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Association between any two of the above elements are sgedafi mathematical relations.
TrustBAC has the following relations.

1. sua: USERSx SESSION_INSTANCES< SESSION_TYPES—~ SESSIONS defines the
user-sessioassignment relatiorsugu, s, P) = s~ for u € USERS, s SESSION_INSTANCES,
P € SESSION_TYPES, ansf € SESSIONS shows that a single sessidnf type P is as-
sociated with a single user u with certain properties P. A aaa invoke multiple sessions
of different types simultaneously.

2. UTA C USERSx TRUST_LEVELS defines theser-trust_leveassignment relation. Itis a
many-to-many relation where a user can have multiple teyv&l$. Since a user can invoke
many sessions at a time, she can have different trust lewstsfor each invoked session. A
single trust_level can be assigned to many users. Theatéstrion a membefu,L) € UTA
is L must be a singleton member of TRUST_LEVELS ile= {l}, | € [-1,1].

3. STAC SESSIONSx TRUST_LEVELS defines theession-trust_levelssignment. Itis a
one-to-many relation where a session can have only onevalust. That is, the trust_level L
corresponding to that session is a singleton member of TRUEBVELS. But many sessions
can have the same trust_level.

4. RTA C ROLES x TRUST_LEVELS defines theole-trust_levelassignment relation. It is
also a many-to-many relationship where a trust_level camsbeciated with many roles and
same role can be performed with different trust_levels.

5. The functionush USERSx SESSION_TYPES~ SESSION_HISTORY defines a three-
way relation between a user, a session_type and the tristyhed the user in an earlier use
of a session of that typeush(u,P) = ,hP, where uc USERS and R= SESSION_TYPES.
A session_historyh® is associated with a single user u and any sessiarf type P. A user
can have many session_histories as a user can invoke mamyreesf different types.

6. PAC PERMISSIONSx ROLES is a many-to-many permission to role assignmentoelat
An element in PA is of typép,r) wherep € PERMISSIONS and € ROLES.

7. The functiomAssignedRoles TRUST LEV ELS— 2ROLESgpecifies the mapping of a trust_level
L(C [-1,1]) onto a set of roles. FormallyAssignedRolegL) = {r € ROLES| (r,L) €
RTA}. Itimplies, for anyl € L, AssignedRoleg{l}) = AssignedRolegL).
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8. The functiomAssignedPermission ROLE S— 2PERMISSIONSyacifies the mapping of a role
r onto a set of permissions. Formal®ssignedPermissiofir) = {p € PERMISSIONS$(p,r) €
PA}. This function is same asssigned_permissiorisnction of RBAC model.

The constraints are applied on the above assignment funsatiepending on the access control
policies of the system. Constraints AssignedRolesare similar to the constraints on user-role
assignment in RBAC model. It specifies which roles are ‘ptadi to be assigned to a certain
trust_level. Constraints oAssignedPermissiongletermines the assignment of permissions to a
specific role. RBAC model suggests different constraikisrdiutually exclusive role, prerequisite
roles, cardinality constraints, static separation of dulynamic separation of duigtc. But we
prefer not to specify any particular constraint on thesetions. Rather we leave it as general to
give finer control in defining access control policies depegdn the requirements of a system.

We also introduce a concept mile dominanceamong roles in our modeRole dominance
is similar to the concept able hierarchiesin RBAC model. A role dominance relation, denoted
by RD, defines a dominance relation between two roles. Thardoroe is described in terms of
permissions. We define role dominance as,

Definition 26 Role dominancdRD C ROLESx ROLESis a partial order on ROLES where the
partial order is called ®ominancerelation, denoted by<. For any(ri,r2) € RD, we sayra
‘dominates’r; only if all permissions assigned tg are also permissions of. Formally,(r,r2) €
RD=-r1 <rpyandry < rp = AssignedPermission§1) C AssignedPermissiofirz).

The above definition implies that any user u having a relean have all the privileges of a user
with roler;.

The relation RD induces a similar relation calledst dominance among trust_levels in our
model. Whenever there is a role dominance between two rless is a trust_level dominance
between the corresponding trust_levels. Trust_level dante, denoted by TLD is defined as
follows:

Definition 27 Trust_level dominancd LD C TRUST LEVELSx TRUST LEVELSIs a partial
order relation on TRUST_LEVELS and is denoteddly For any(L1, L) € TLD, we sayL, ‘dom-
inates’Ly only if L1 C Lp. If Ly is a singleton sefl,}, then dominance is defined asip{L;} <I»
that is,l, is greater than or equal to the maximum elemerit;oflf both L; = {l1} andL, = {I2}
are singletons thel; <’ Lo = |1 <, (the< is the usual ‘less equalto’ relation of number theory.)

The relation TLD is induced by RD. That is, for aifyy,rz) € RD,3(L1,L2) € TLD such that
ri € AssignedRolegL) andry € AssignedRoleglL,). That is, the trust degree of a user with

roler, is greater than that of a user with rale
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5.2 Access Control Using TrustBAC

Basic purpose of an access control mechanism is to protstdrayresources by restricting the
user’s activities on them. A user’s authorization to parfarertain tasks on specific resources is
specified by the access control policy of the system. WhemguBiustBAC for access control, a
userinvokes asession_instancef a particular type at an instant of time. During this sesdiwe
user has drust_levelwhich allows her to use thmles associated with that trust_level. That is,
a user can be a member of a role. Also a single role can be s&drby many users. For each
of these roles, the user has a sefpefmissions Therefore, the user is restricted to perform a
set operations on a particular set of resources as specyfiftelset of permissions obtained as a
member of those roles.

A first time user u registers with the system and logs in whindtantiates a session_instance
s of the user. Depending on the set of disclosed prope®ighe system invokes the function
suawith arguments u, s, and P to start a sessfon The system initiates a trust relationship
(SYSL u)N with the user in that session. The underlying context of thist relationship is
identified by the session_type P. This relationship doeshange, but gets updated for any other
session of same type P invoked by the same user u. If the wadweimanother session_instance of
type P at time t, then the system creates another trust relatiprqg’ﬂsl u)N. The value of the
trust relationshigSY S—— u)N is evaluated for the sessiR. Letv(SYS—— u)N =1, | € [-1,1].
The system invokes the functiéssignedRolesto determine the roles that the user u can execute.
Let AssignedRoleg{l}) ={r1,rz2,...,rn}. u can choose to execute more than one of these nroles.
With eachri, u has a set ab;s wherev |, (pj,ri) € PA Therefore, in a sessiafi, the user u has the
set of permissions given blyj; AssignedPermission§) = U1<j<n{ Pji | (j,ri) € PA}. Hence, the
user u is restricted to perform actions A on a set of objecth@red a pji € Uy<j<n{Pji | (Pj.1i) €
PA}, such that, for anyo,a) € O x A, (0,a) € pji. The user executes these actions on the allowed
objects and each activity during that sess0is stored as the session_histghy for that session.
Whenever the trust_level is re-evaluated (witsiror, at the start of next instanceas a session of
type P), theeventsn ,h” are evaluated. The evaluated trust_level, I$@yerwrites! in 4hP. The
subsequent events also overwrite the previous event log.

We assume that for a registered user u in a sesSipthe trust relationshimSYSL u) is
managed by a diligent system-administrator who is out$idestope of this access control frame-
work. We denote this system-admin by the sym®¥IS We also assume that the system has two
pre-defined policies — an access control politzysand a trust evaluation policysyswhich are not
independent4sys defines the functiondssignedRolesand AssignedPermissiongogether with
the ‘constraints’ on them. The components are evaluated as
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Computing knowledge The user u initiates the sessish by disclosing a set of properties P,
which includes information (e.g., name, address, affdatetc.) as well as some credentials.
Credentials are in the form of typical digital certificatdde system assign a value within
[—1,1] as weights to the information and the credentials. The assigt is done as specified
by 7Tsys and syK{ is computed according to the equatidh5. The next instance of a
session of type P, the values assign to members of P may cdaege change in values in
P. For example, the user disclose the same type of certificatevith a different certifying
authority.

Computing experience As mentioned in sectio.2.2, experience is computed from tlegents
occurred during some intervals. Our model does not dictaaetgthe length of an interval. It
depends on implementation — the system may choose to igentthole session as an inter-
val. Independent of the length of an interval, aayionperformed by the user is identified as
an ‘event’. This record is kept in session_histghy till the next instant of trust evaluation.
Formally, letl be the trust_level of u in a sessigh LetAssignedRolegl) = {r,rz,...,rn}
of which u activate 1, r2, r3. These are thactive rolesof u in sessiors”. The events are the
set of actions\ where for anya € A, 3 p € U;<j<3AssignedPermission§). The weight
to the result of a particular action is assigned accordingjeand the experiencey £ is
computed as specified by equati@.

Computing recommendation The system may tak®le-specificandrole-independennput from
other users about u in a session. These information cotestits recommendation and the
componentyRY, is calculated using equation iA.¢). W is the set of other users who provide
recommendation for u to SYS. However, we choose not to spaciv these information
are collected.

After computing the components, the system calculatesdhmaalized trust by combiningSY sP,

u); and the normalization policy afsys Then the previous trust_level is fetched frgh? and final
(SYSL u)N is calculated using the equatio®.7). The corresponding vaIue(SYSL u)N is
calculated as specified in the sectidr2.6 This value denotes the current trust_level of u in a
session of type P and gets stored in corresponding sessstorytyh®.
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Chapter 6
Conclusions and Future Work

The concept of trust is widely used in secure informationesys. For example, “trusted com-
puting base” refers to the hardware and software that makkeupecurity of a system; a “trusted
system” is one that is believed to be secure against reletsatks, and so on. However, un-
til recently, there were no accepted formalism or techrsdoe the specification of trust and for
reasoning about it. Secure systems had been built undereéngge that concepts like “trusted”
or “trustworthiness” were well understood, unfortunatefghout even agreeing on what “trust”
means, how to measure it, how to compare two trust values anddicompose the same. There
had been a lack of a comprehensive mathematical framewouiantifying the amount of trust
that can be placed on complex systems. There are two modgissbividely used D the binary
models and the non-binary models. The binary models assigiua to trust of either O (no trust)
or 1 (complete trust). The non-binary models assign queaivit values in the range 0 to 1 or
qualitative values like high, medium, or low. The values lurdde models tend to be subjective
estimates. The existing models have no accepted formabsrthé specification of trust or any
method to address the dependence of trust on time. Thereoameethods for measuring trust,
comparing trust values, and composing trust values.

The idea of a new formal model to assess multiple levels st tmich is more in keeping with
the social models of trust used by policy makers, has bedmeatéart of our on-going research
during the past three years. In the first year of the projecttre idea of a new “Vector” model of
trust was formulated and the key model elements were ideatifn the second year the theoretical
aspects of the model were developed. The “Vector” modelusittprovides an objective decision
support system, determines trust values, facilitates eoimg trust values of two systems, negoti-
ates and manages trust values, and computes the trust Yalamposed systems (given the trust
values of the component subsystems). The model elemends &#ows:

(4}
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1. A trust (distrust) relationship between a truster anduatée is a three-element vector of

numeric values:

e Experience - e.g. history
¢ Knowledge - e.g. specifications and properties

e Recommendation - e.g. personal reports

2. Trust comparison and composition are accomplished ubmghree-element vector of nu-
meric values in 1 above.

3. Trustdepends on previously established trust valuesamdhange with time if not updated.

4. A trust management system formulates, stores and matragesectors.

In the third year of the project, we subjected the model to-p@dew. The process has resulted
in several papers in reputed conferences. In the third yietlweqoroject, we subjected the model
to peer-review. The process has resulted in several papegputed conferences.

Based partially on the feedback from the peer-review pyaasr own perceptions and com-
ments from potential users of the model, we have identifiegetitore areas in which the model
needs to be refined and extended. These extensions willethaainodel to be interoperable across
different domains.

A semantically richer representation of trust contexts The current model can reason about trust
relationships only within the confines of a single contextallows two or more trust val-
ues to be compared or combined only when there is an exachroatthe context. Even
if semantically equivalent contexts are expressed diffiyefor two trust relationships, the
model is unable to compare or compose them. For example,usemA trust userC to a
degreeT to keep a piece of information confidential (the context)t &mother useB trust
C to degreéeSto keep the same piece of information secret (context faraase). Although
semantically the two contexts are equivalent the currerdehfails to compare the trust de-
greesT andS because it cannot interpret the strings “confidential” asekctet” or identify
the relationship between the same. This constraint is toicdve and may not be realistic
in most situations. We need to refine the current model tolkeaht scenario.

An ability to extrapolate trust relationships The model fails to evaluate a trust relationship be-
tween a truster and a trustee if the former does not have grgriexce, knowledge or rec-
ommendation (the model parameters) about the latter watlgiwen context. This is still the
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case even if the truster has useful information about theelmalameters in a related con-
text. For example, let an organizatiéi{the truster) trust a software develofiefthe trustee)
to a degred to produce excellent quality anti-virus software (the estit It appears natural
for A to try to determine how much to truBtto produce application level firewall software
(a related context) based solely on the available informnatHowever, the current model
returns an undefined value in such a case. The model, thuds aeeability to capture the
semantic relationship between the two contexts and theamiate one trust relationship
based on the semantic relationship between the two contexts

An ability to reason about trust chains The current model cannot successfully evaluate trust shain
This is because trust relationships under the current mengehot considered transitive in
nature. However, certain types of trust relationships @i vweorld are indeed transitive. The
best example of this is found in the delegation process. &gpa use€ trusts another user
D to determine who has access@®s resources. Thus trusts a third usefF and allows
F to access one d&0s resources transitively trustd- to some degree not to corrupt that
resource in a malicious manner. Trust chains also arisenamyc ad-hoc coalitions. Dur-
ing the formation of such a coalition it is necessary to t{tstsome extent) a new entrant
who is being introduced to the group by an existing membee. dthrent model needs to be
extended to handle trust chains.

With these extensions in place, the refined model will beiBaamtly more expressive and
usable than the current model. A major task remains aftér tlaanely, a proper validation of the
model on a real word application. We hope to get future sugpem the AFRL in our effort to
refine and validate the model in this manner.

Publications Resulting from Project
The project resulted in the following papers.

1. Indrajit Ray and Sudip Chakraborty, “A Vector Model of $tdor Developing Trustworthy
Systems,” In Proceedings of the 9th European Symposium sed®eh in Computer Security
(ESORICS '04), Sophia Antipolis, France, September 2004.

2. Indrajit Ray, Sudip Chakraborty and Indrakshi Ray, “VAttuA Trust Management System
Based on a Vector Model of Trust,” In Proceedings of the 1lwrimational Conference on
Information Systems Security (ICISS '05), Kolkata, Indixecember 2005.
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. Anna C. Squicciarini, Elisa Bertino, Elena Ferrari, andrbkshi Ray, “ Achieving Privacy
with an Ontology-Based Approach in Trust Negotiations,EEETransactions on Depend-
able and Secure Computing, 3(1), January-March, 2006.

. Siv Hilde Houmb, Indrakshi Ray, and Indrajit Ray," Estimg the Relative Trustworthiness
of Information Sources in Security Solution Evaluatiom”Rroceedings of the 4th Interna-
tional Conference on Trust Management, Pisa, Italy, May6200

. Sudip Chakraborty and Indrajit Ray, “TrustBAC - Integmgt Trust Relationships into the
RBAC Model for Access Control in Open Systems,” In Procegsdiof the 11th ACM Sym-

posium on Access Control Models and Technologies (SACMA]J, Qake Tahoe, CA, USA,

June 7-9, 2006.

. Sudip Chakraborty, and Indrajit Ray, “ Allowing Finer Gan Over Privacy Using Trust
as a Benchmark,” In Proceedings of the 7th Annual IEEE In&drom Assurance Workshop
(IAW’06), United States Military Academy, West Point, NYjrde 21-23, 2006.

. Indrajit Ray and Sudip Chakraborty, “A Framework for Fi#& Access Control in Digital
Library Systems,” In Proceedings of the 20th Annual IFIP WI531Working Conference
on Data and Applications Security (DBSec’06), SAP Labs,ap\ntipolis, France, July
31-August 2, 2006.
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