Center for Advanced Communications
Villanova University

FINAL REPORT

CLASSIFICATION AND DISCRIMINATION OF SOURCES WITH TIME-VARYING FREQUENCY AND SPATIAL SPECTRA

Submitted to
Office of Naval Research
Grant No. N00014-98-1-0176

Principal Investigator
Moeness G. Amin

Contributors
Prof. Moeness Amin
Prof. Yimin Zhang
Dr. Genyuan Wang
Mr. Baha Obeidat
Mr. Pawan Setlur
Mr. Habib Estephan

April 2007

20070503425
# Table of Contents

**Executive Summary**  
1. Concurrent Operation of Two Over-the-Horizon Radars  
2. Spatial Polarimetric Time-Frequency Distribution for Moving Target Tracking  
3. Image Through Unknown Wall Using Different Standoff Distances  
4. Autofocusing of Through-the-Wall Radar Imagery under Unknown Wall Characteristics  
5. Blind Source Separation in the Time-Frequency Domain Using Multiple Hypothesis Testing  
6. Estimation of FM parameters Using a Time-Frequency Hough Transform  

**List of Publications**  

**Chapters**  
1. Concurrent Operation of Two Over-the-Horizon Radars  
2. Spatial Polarimetric Time-Frequency Distributions for Direction-of-Arrival Estimations  
3. Imaging through Unknown Walls Using Different Standoff Distances  
4. Autofocusing of Through-the-Wall Radar Imagery under Unknown Wall Characteristics  
5. Blind Source Separation in the Time-Frequency Domain Based on Multiple Hypothesis Testing  
6. Estimation of FM Parameters using a Time-Frequency Hough Transform  

**ONR Collection Data**
Executive Summary

Classification and Discrimination of Sources with Time-Varying Frequency and Spatial Spectra

*ONR Grant No. N00014-98-1-0176*

Moeness Amin (PI)

This final report presents the results of the research performed under ONR grant number N00014-98-1-0176 over the period of October 1st, 2001 to March 31st, 2007. The research team working on this project consists of Prof. Moeness Amin (PI), Prof. Yimin Zhang (Research Professor), Dr. Genyuan Wang (Postdoctoral Fellow), Mr. Baha Obeidat, Mr. Pawan Setlur (Graduate Student), and Mr. Habib Estephan (Graduate Student). We have also collaborated with Dr. Thayananthan Thayaparan (Defense Research and Development, Canada), Dr. Gordon Frazer (DSTO, Australia), Prof. Ahmad Hoorfar (Villanova University), and Prof. Kehu Yang (Xidian University, China).

The research efforts over the life of this grant have evolved around 1) Concurrent Operation of Two Over-the-Horizon Radars, 2) Spatial Polarimetric Time-Frequency Distributions for Moving Target Tracking, 3) Imaging Through Unknown Walls Using Different Standoff Distances, 4) Autofocusing of Through-the-Wall Radar Imagery under Unknown Wall Characteristics, 5) Blind Source Separation in the Time-Frequency Domain Based on Multiple Hypothesis Testing, 6) Estimation of FM Parameters using a Time-Frequency Hough Transform. Below, we address each of the above contributions. Each one of the above contributions forms a chapter of this report. Each chapter has its own Abstract, Introduction, Conclusion, and References. It also has its own equation and figure numbers.

1. Concurrent Operation of Two Over-the-Horizon Radars

Over-the-horizon radar (OTHR) systems perform wide-area surveillance at long range well beyond the limit of the horizon of conventional line-of-sight (LOS) radars. With a single OTHR, information about the target range and Doppler frequency in the slant range direction can be obtained. However, such information does not uniquely determine the movement of the targets. To respond to the needs for advanced wide-area surveillance, we have proposed a concurrent operation of two OTHR systems. The use of two OTHRs, positioned at different locations, not only extends the coverage for enhanced surveillance, but also offers higher-dimensional information of a moving target. By exploiting the reflective and refractive nature of high-frequency (HF) radiowave propagation through the ionosphere or the conducting sea surface, over-the-horizon radar (OTHR) systems perform wide-area surveillance at long range well beyond the limit of the horizon of conventional line-of-sight (LOS) radars. Improved characterizations of the targets can be achieved by using multiple OTHRs operating simultaneously as compared to a single OTHR operating alone. We have considered concurrent operations of two OTHR systems that occupy the same frequency band with different chirp waveforms. The objective is to respond to the advanced wide-area surveillance needs without reducing the wave repetitive frequency. For this purpose, a new cross-radar interference cancelation technique is developed and its effectiveness is verified through both analytical and simulation results.

2. Spatial Polarimetric Time-Frequency Distributions for Moving Target Tracking

We have introduced the spatial polarimetric time-frequency distributions (SPTFDs) as a platform for processing polarized nonstationary signals incident on multiple dual-polarized double-feed antennas.
Based on this platform, we have developed the polarimetric time-frequency MUSIC (PTF-MUSIC) methods for direction-of-arrival (DOA) estimation of nonstationary sources with distinct polarization characteristics, and have examined the feasibility of the PTF-MUSIC methods for tracking moving sources with time-varying polarization characteristics. We have demonstrated the significance of polarization diversity in challenging direction finding problems, where the sources are closely spaced, and discuss important issues relevant to utilization of polarization diversity. The SPTFD has the capability of incorporating both the instantaneous polarization information and time-frequency signatures of the different sources in the field of view. The incorporation of specific time-frequency points or regions, where one or more signals reside, enhances signal-to-noise ratio (SNR) and allows source discrimination and source elimination. This, in turn, leads to DOA performance improvement and reductions in the required number of array sensors. The PTF-MUSIC significantly outperforms the existing time-frequency MUSIC, polarimetric MUSIC and conventional MUSIC direction finding techniques.

3. Imaging Through Unknown Walls Using Different Standoff Distances

Through-the-Wall Radar Imaging (TWRI) is an emerging technology that addresses a number of civilian problems and has a dual-use with obvious military applications as well. TWRI is a complex and difficult problem that requires cross-disciplinary research. There are many challenges facing Through-the-Wall Radar Imaging system development, namely, the system should be reliable, portable, light weight, small-size, and have both short acquisition time and set-up time. It is important for the system performance to be robust to ambiguities and inaccuracies in wall parameters and to the presence of non-uniform walls, multiple walls, and operator motion. Ultimately, the system should have high range and cross range resolutions, which are application specific. Finally, the TWRI system must be able to detect and classify motions in a populated scene and in the presence of heavy clutter, which may include interior back and side walls, water pipes, electrical cords, and various types of furniture items. In through-the-wall imaging, errors in wall parameters cause targets to be imaged away from their true positions. The displacement in target locations depends on the accuracy of the estimates of the wall parameters as well as the target position relative to the antenna array. A technique using two or more standoff distances of the imaging system from the wall is proposed for application under wall parameter ambiguities. Two different imaging schemes can then be applied to correct for errors in wall characteristics. The first scheme relies on forming target displacement trajectories, each corresponding to a different standoff distance, and assuming different values of wall thickness and dielectric constant. The target position is then determined as the trajectories cross-over point. In the second scheme, an image sequence is generated. Each specific image in this sequence is obtained by summing those corresponding to different standoff distances, but with the same assumed wall parameters. An imaging focusing metric can then be adopted to determine the target position. We have analyzed the above two schemes, and provides extensive simulation examples demonstrating their effectiveness.

4. Autofocusing of Through-the-Wall Radar Imagery under Unknown Wall Characteristics

The quality and reliability of through-the-wall radar imagery is governed, among other things, by the knowledge of the wall characteristics. Ambiguities in wall characteristics smear and blur the image, and also shift the imaged target positions. An autofocusing technique, based on higher order statistics, is presented which corrects for errors under unknown walls. Simulation results show that the proposed technique provides high-quality focused images with target locations in close proximity to true target positions. The non-convex multi-modal nature of the autofocusing cost function may occasionally force the algorithm to converge to a small local solution or could prevent it from convergence at all. The viability of the image quality optimization may be improved by enhancing the optimization algorithm to effectively tackle the multiplicity of local solutions. However, this investigation was beyond the scope of our work. We, therefore, have assumed that the algorithm initializations lead to a local or global solution or the system operator guides the tuning of the wall parameters to optimize the image quality metric. We have analyzed the target image intensity under far-field conditions and assume the wall parameter error values to be small. Our analysis shows that exact as well as incorrect assumed wall characteristics,
defined by wall thickness and dielectric constant, can lead to focused images with imaged target positions in close proximity to true target locations.

5. Blind Source Separation in the Time-Frequency Domain Using Multiple Hypothesis Testing

The problem of blind source separation (BSS) involves recovery of a number of unobserved signals from their observed mixtures. In certain applications, such as radar, the signals of interest are typically wideband, but instantaneously narrowband in nature. A good example is FM signals. These nonstationary signals, which exhibit a significant variation in spectral content over the observation interval, may be processed using techniques that exploit the nonstationary signal properties, in particular the instantaneous frequency, to obtain improved performance over more general methods. We have considered a time-frequency (t-f) based approach for blind separation of nonstationary signals. In particular, we have proposed a time-frequency 'point selection' algorithm based on multiple hypothesis testing, which allows automatic selection of auto- or cross-source locations in the time-frequency plane. The selected t-f points are then used via a joint diagonalization and off-diagonalization algorithm to perform source separation. The proposed algorithm is developed assuming deterministic signals with additive white complex Gaussian noise.

6. Estimation of FM Parameters using a Time-Frequency Hough Transform

We have considered the estimation of the phase parameters of mono- or multicomponent FM signals from noisy observations. A number of approaches exist for estimating the signal instantaneous frequency, given particular phase models such as the polynomial phase transform (PPT), also known as the higher-order ambiguity function (HAF), generalized product and integrated forms of the HAF, the Wigner-Hough transform (WHT), and a generalized time-frequency Hough transform. The WHT is of particular interest for linear FM signals, as it offers optimal detection and asymptotically efficient estimation, with an improved SNR performance threshold over other methods such as the PPT. It also provides significant suppression of cross-terms in the multicomponent case. An estimator for the phase parameters of mono- and multicomponent FM signals, with both good numerical properties and statistical performance has been proposed. The proposed approach is based on the Hough transform of the pseudo Wigner-Ville time-frequency distribution (PWVD). It is shown that the numerical properties of the estimator can be improved by varying the PWVD window length. The effect of the window time extent on the statistical performance of the estimator is delineated. Experimental data was used for validation of the statistical properties.
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Chapter 1
Concurrent Operation of Two
Over-the-Horizon Radars

Abstract
By exploiting the reflective and refractive nature of high-frequency (HF) radiowave propagation through the ionosphere or the conducting sea surface, over-the-horizon radar (OTHR) systems perform wide-area surveillance at long range well beyond the limit of the horizon of conventional line-of-sight (LOS) radars. Improved characterizations of the targets can be achieved by using multiple OTHRs operating simultaneously as compared to a single OTHR operating alone. In this chapter, we consider concurrent operations of two OTHR systems that occupy the same frequency band with different chirp waveforms. The objective is to respond to the advanced wide-area surveillance needs without reducing the wave repetitive frequency. For this purpose, a new cross-radar interference cancelation technique is developed and its effectiveness is verified through both analytical and simulation results.
I. Introduction

Over-the-horizon radar (OTHR) systems perform wide-area surveillance at long range well beyond the limit of the horizon of conventional line-of-sight (LOS) radars [1]–[3]. It can track aircraft more than 3000 km away and over millions of square kilometers of open ocean [4]. Further, OTHR permits more accurate landfalls of Hurricane landfall, with more complete information about the size, shape, and extent of the interface between storm and ambient airflow. In coastal wave forecasts, OTHR can characterize the wave field in the open ocean from which coastal forecasts are derived, so as early evacuations of coastal areas.

With a single OTHR, information about the target range and Doppler frequency in the slant range direction can be obtained. However, such information does not uniquely determine the movement of the targets. To respond to the needs for advanced wide-area surveillance, we propose in this chapter a concurrent operation of two OTHR systems. The use of two OTHRs, positioned at different locations, not only extends the coverage for enhanced surveillance, but also offers higher-dimensional information of a moving target. This information is key in achieving improved target classification and predictions of ballistic destinations. Fig. 1 illustrates such a scenario. When only radar A is operational, the range and Doppler information is estimated in terms of (Tx A – target – Rx A). With radar B added to the operation, information about the following combinations can also be obtained: (Tx B – target – Rx B, Tx A – target – Rx B, Tx B – target – Rx A). In a single-radar setting, the movement of a target in the direction orthogonal to the slant path between radar A and the target can only be detected when the target passes through different cross-range bins. In a dual-radar system, on the other hand, Doppler frequencies related to the aforementioned four slant path combinations can be detected when radar B is also employed as the transmitter or/and receiver.

A key limitation of HF radar is the trade-off between the selection of an appropriate operating frequency and the demand for radar waveform bandwidth that is commensurate with the radar range resolution requirements. While the operation band of OTHR systems is nominally 3–30 MHz, the effective operating frequency bandwidth available to a particular radar at any given time is further limited due to propagation constraints. The
problem described above is further compounded when a network of two or more radars is in use. Present operation of multiple OTHR systems requires the reduction of wave repetition frequency (WRF) or the division of the waveform bandwidth. These conditions can be relaxed if effective mitigation of cross-radar interference can be achieved [5]. In this case, the same frequency band can be concurrently occupied by two OTHR systems with different waveforms, leaving both the WRF and bandwidth uncompromised.

In this chapter, we consider linear frequency modulated (LFM) waveforms with different frequency sweeping orientations. In general, modern OTHRs use LFM pulses (for monostatic radar designs) or linear frequency-modulated continuous-wave (FM/CW) waveforms for bistatic designs (typical of the larger skywave radar cases). While discrete coded waveforms are used in some radar systems, they are not the preferred signal mode of operation in OTHR [5]. LFM (indeed almost any waveform with continuous and differentiable phase law) is simpler to generate at a desired level of fidelity than discrete waveforms.

Various signal processing methods have been considered for the suppression of impulsive and transient interference signals for enhanced OTHR performance (see for example [6]–[10]). However, to our knowledge, signal detection and cross-radar interference mitigation in a dual-radar OTHR system was not considered until [5]. This chapter develops a new cross-radar interference cancelation approach which is similar but more robust compared to the approach in [5]. It is important to note that the OTHR problem addressed here is quite different from the multistatic adaptive radar reception and pulse compression methods developed for other types of radar and synthetic aperture radar (SAR) systems.
which apply beamforming for spatial processing [11], [12]. In OTHR systems, beamforming is performed primarily for the selection of cross-range bins and thus the spatial selectivity may not be further utilized at subsequent signal processing.

The rest part of this chapter is organized as follows. Section II introduces the signal model based on reference [13] for single-radar operation. This model is extended in Section III to dual-radar operation scenarios, and the effect of cross-radar interference is discussed [5]. Section IV considers the suppression of cross-radar interference, and a new cross-radar interference cancelation method is developed. The performance of dual-radar systems as well as the cross-radar interference mitigation is analyzed in Section V. Simulation results using measured clutter data and synthesized target signals are provided in Section VI.

II. Signal Model

In this section, we review the signal model based on reference [13] for the radar applications where the frequency band of interest is solely occupied by a single OTHR system. An OTHR typically employs FM/CW signals consisting of a coherent series of chirps to determine the target time-delay (slant range) and Doppler information [14]. Each waveform is an LFM, or chirp, signal of the form

\[ v_p(t) = \begin{cases} 
\exp(j\pi B f_r t^2), & 0 \leq t < T_r \\
0, & \text{otherwise,}
\end{cases} \]  

where \( T_r \) and \( f_r = 1/T_r \) are respectively the waveform repetition interval (WRI) and WRF, and \( B \) is the bandwidth of the chirp. The transmitted radar signal, \( u(t) \), for the \( l \)th revisit consists of a series of \( M \) LFM waveforms, i.e.,

\[ u(t) = a_0 \exp(j\omega_0 t) \sum_{m=0}^{M-1} v_p(t - mT_r - t_l), \]  

where \( a_0 \) is a complex scaler representing the transmitted signal amplitude and phase, \( \omega_0 = 2\pi f \) is the radar operating frequency, and \( t_l \) is the time of the \( l \)th revisit. For \( M \) transmitted waveforms, the signal duration, called the coherent integration time (CIT), is \( T_c = MT_r \). In this chapter, we only consider one revisit and, therefore, the index of \( l \) is omitted thereafter, and \( t_l = 0 \) is assumed.
The received signal corresponding to a target \( s \) can be expressed as

\[
 u_s(t) = \alpha_s \exp \left[ j(\omega_0 + \omega_s)(t - \frac{p_s}{c}) \right] \sum_{m=0}^{M-1} v_p \left( t - \frac{d_s}{c} - mT_r \right) + \eta(t),
\]

(3)

where \( \alpha_s \) represents the radar return amplitude and phase, \( p_s \) is the phase path length corresponding to the phase delay, \( c \) is the speed of light, \( \omega_s \) is the Doppler frequency shift, \( d_s \) is the two-way slant (group) range, and \( \eta(t) \) represents additive noise. Note that, while the distances from target \( s \) to the radar transmitter and receiver are different, this difference is negligible and only its effect in the phase is considered.

In the process of dechirping, the received signal is mixed with a delayed version of the transmitted signal, i.e.,

\[
 w(t) = u_s(t)u^*(t - T_0)
\]

(4)

where superscript * denotes complex conjugate, and delay \( T_0 \) specifies the minimum delay or start range of the dwell illumination region (DIR). Passing \( w(t) \) through a low pass filter (LPF), which eliminates \( \omega_0 \) and \( 2\omega_0 \) components and only retains the baseband component, results in the dechirped signal, \( q(t) \), given by

\[
 q(t) = \alpha_s \exp(j\omega_0 t) \sum_{m=0}^{M-1} \exp \left[ -j(2\pi B f_r) \left( \frac{d_s}{c} - T_0 \right) (t - mT_r) \right] + \xi(t),
\]

(5)

where the constant phase and amplitude terms are lumped into \( \alpha_s \) and where \( \xi(t) \) is the low pass filtered noise.

Let \( t' = t - mT_r \). The waveform is sampled at time intervals \( t' = nT_s \), giving the discrete signal \( q[m, n] = q_m(nT_s) \) as

\[
 q[m, n] = \alpha_s \exp(j\omega_s mT_r) \exp \left\{ j \left[ \omega_s - 2\pi B f_r \left( \frac{d_s}{c} - T_0 \right) \right] nT_s \right\} + \xi_{m,n},
\]

(6)

which is the product of two complex sinusoids in pulse index \( m \) and sample index \( n \), combined with the additive noise \( \xi_{m,n} \). The phase changes over \( n \) within one pulse provide
slant range information while the phase changes over \( m \) from pulse to pulse give Doppler information.

A two-dimensional (2-D) discrete Fourier transform (DFT) of \( q[m, n] \) over the two variables \( m \) and \( n \) gives a complex range-Doppler surface, \( Q[m', n'] \). The \( N \)-point DFT over \( n \) within one pulse gives the slant range distribution indexed by \( n' \), whereas the \( M \)-point DFT over \( m \) across waveforms gives the Doppler frequency distribution indexed by \( m' \). The slant range bin width of \( Q[m', n'] \) is equal to \( \Delta d = c/(2B) \), whereas the Doppler bin width is equal to \( \Delta \omega = 2\pi/T_c = 2\pi/(MT_r) \). The maximum unambiguous Doppler frequency is \( f_{max} = 1/(2T_r) \).

To reduce slant range and Doppler sidelobes in \( Q[m', n'] \), slant range window \( W_n \) is applied to \( q[m, n] \) over \( n \) and Doppler window \( W_m \) is applied to \( q[m, n] \) over \( m \) before performing the respective DFTs. With the slant range and Doppler windowing, the complex range-Doppler surface can be written as

\[
Q[m', n'] = \alpha_s DFT_M [W_m \exp(j \omega_s m T_r)] \\
\times DFT_N [W_n \exp \{ j \left( \omega_s - 2\pi B f_r \left( \frac{d_s}{c} - T_0 \right) \right) n T_s \}]
\]

\[+ \xi_{m', n'} \]

where \( \xi_{m', n'} \) is additive noise in the complex range-Doppler domain.

III. Dual-Radar Operation

Now we consider a concurrent operation of two radars which are widely separated. Each radar transmits its own LFM waveform with the same WRF. The two radars are assumed to have carrier frequency alignment and the difference between their ionospheric propagation conditions is not considered. We use the following prototype waveforms of the two radars (the subscripts 1 and 2 represent radars A and B, respectively)

\[
v_{p,1}(t) = v_p(t) = \begin{cases} 
\exp(j \pi B f_r t^2), & 0 \leq t < T_r \\
0, & \text{otherwise}
\end{cases}
\]

and

\[
v_{p,2}(t) = v_p^*(t) = \begin{cases} 
\exp(-j \pi B f_r t^2), & 0 \leq t < T_r \\
0, & \text{otherwise}
\end{cases}
\]
Then, the transmitted radar signals become

$$u_i(t) = \alpha_{i,d} \exp(j\omega_0 t) \sum_{m=0}^{M-1} v_{p,i}(t - mT_r), \quad i = 1, 2.$$  \hspace{1cm} (10)

The received signal from a target \( s \) at radar \( k \) \((k = 1, 2)\) corresponding to the signal transmitted from both radar transmitters is expressed as

$$u_{s,k}(t) = \sum_{i=1}^{2} \alpha_{s,i,k} \exp \left[ j(\omega_0 + \omega_{s,i,k}) \left( t - \frac{p_{s,i,k}}{c} \right) \right] \cdot \sum_{m=0}^{M-1} v_{p,i} \left( t - \frac{d_{s,i,k}}{c} - mT_r \right) + \eta_k(t),$$  \hspace{1cm} (11)

where \( \alpha_{s,i,k}, p_{s,i,k}, \) and \( d_{s,i,k} \) represent the respective magnitude and phase, phase path delay, and two-way slant range for target \( s \) with signal transmitted from radar \( i \) and received by radar \( k \), and \( \omega_{s,i,k} \) is the Doppler frequency shift corresponding to transmit radar \( i \) and receive radar \( k \). In addition, \( \eta_k(t) \) denotes the additive noise.

Without loss of generality, consider the receive signal at radar A, i.e., \( k = 1 \). Then, the received signal can be expressed in the following three terms

$$u_{s,1}(t) = u_{s,1,1}(t) + u_{s,1,2}(t) + \eta_1(t),$$  \hspace{1cm} (12)

where the first two terms respectively represent the contributions of radar A and radar B. The received signal is then processed using reception modes matched to both radar A and radar B.

At the reception mode matched to radar A, the following equation is used to dechirp the signal,

$$w_1(t) = u_{s,1}(t)u_{s,1}^*(t - T_0) = u_{s,1,1}(t)u_{s,1,1}^*(t - T_0) + u_{s,2,1}(t)u_{s,2,1}^*(t - T_0) + \eta_1(t)u_{s,1}^*(t - T_0).$$  \hspace{1cm} (13)

The first term of the right-hand side is the auto-correlated term of radar A and is identical to (4) corresponding to the single-radar mode. Therefore, the result of the LPF output, using the new notations defined for the dual-radar scenario, is expressed as

$$q_{1,1}(t) = \alpha_{s,1,1} \exp(j\omega_{s,1,1} t) \cdot \sum_{m=0}^{M-1} \exp \left[ -j2\pi Bf_r \left( \frac{d_{s,1,1}}{c} - T_0 \right) t' \right].$$  \hspace{1cm} (14)
where $t' = t - mT_r$. The second term is the cross-radar interference term, and its LPF output is expressed as

$$q_{2,1}(t) = u_{s,2,1}(t)u_1(t - T_0)$$

$$= \tilde{\alpha}_{s,2,1} \exp \left[ j(\omega_0 + \omega_{s,2,1}) \left( t - \frac{p_{s,2,1}}{c} \right) \right]$$

$$\cdot \sum_{m=0}^{M-1} \psi_{s,2,1}(t' - \frac{d_{s,2,1}}{c})$$

$$\cdot \alpha_{0,2}^* \exp(-j\omega_0 t) \sum_{m=0}^{M-1} v_{s,2,1}^*(t' - T_0)$$

$$= \tilde{\alpha}_{s,2,1} \alpha_{0,2}^* \exp \left[ -j\omega_0 \left( \frac{\phi_{s,2,1}}{c} + j\omega_{s,2,1} \left( t - \frac{p_{s,2,1}}{c} \right) \right) \right]$$

$$\cdot \sum_{m=0}^{M-1} \exp \left\{ -j\pi B f_r \left[ (t' - \frac{d_{s,2,1}}{c})^2 + (t' - T_0)^2 \right] \right\}$$

$$= \alpha_{s,2,1} \exp(j\omega_{s,2,1} t)$$

$$\cdot \sum_{m=0}^{M-1} \exp \left\{ -j2\pi B f_r \left[ (t')^2 - \left( \frac{d_{s,2,1}}{c} + T_0 \right) t' \right] \right\}, \quad (15)$$

where $\alpha_{s,2,1}$ includes the constant phase and amplitudes terms. Similar to the single-radar case, we sample the signal $q_{1,1}(t)$ and $q_{1,2}(t)$ at $t' = nT_s$, and the results are denoted as $q_{1,1}[m, n]$ and $q_{2,1}[m, n]$, respectively. Then, the 2-D DFT results of $q_{1,1}[m, n]$ and $q_{2,1}[m, n]$ are expressed, respectively, as

$$Q_{1,1}[m', n'] = \alpha_{s,1,1} \text{DFT}_M \left\{ W_m \exp(j\omega_{s,1,1} mT_r) \right\}$$

$$\cdot \text{DFT}_N \left\{ W_n \exp \left[ j \left( \omega_{s,1,1} - 2\pi B f_r \left( \frac{d_{s,1,1}}{c} - T_0 \right) \right) nT_s \right] \right\} \quad (16)$$

and

$$Q_{2,1}[m', n'] = \alpha_{s,2,1} \text{DFT}_M \left\{ W_m \exp(j\omega_{s,2,1} mT_r) \right\}$$

$$\cdot \text{DFT}_N \left\{ W_n \exp \left[ -j2\pi B f_r (nT_s)^2 \right]$$

$$+ j \left( \omega_{s,2,1} + 2\pi B f_r \left( \frac{d_{s,2,1}}{c} + T_0 \right) \right) nT_s \right\} . \quad (17)$$

Both components, in addition to the noise, contribute to the complex range-Doppler surface. The signal transmitted from radar A is the auto-radar response at the radar A
reception mode and is localized in both range and Doppler domains. On the other hand, the cross-radar interference only maintains the Doppler information with respect to slow time $T_r$. In this case, its range-domain response is a chirp signal with respect to the fast time $T_s$ and the chirp rate is twice that of the transmitted signal. That is, the cross-radar interference keeps the Doppler information whereas the range profile information is lost.

Combining $Q_{1,1}[m',n']$ and $Q_{2,1}[m',n']$ as well as noise results in

$$Q_1[m',n'] = Q_{1,1}[m',n'] + Q_{1,1}[m',n'] + \xi_1[m',n']. \quad (18)$$

In addition to the ordinary operation mode matched to radar A's waveform, radar A can also process the received data using radar B's waveform for dechirping. Due to symmetry, the complex range-Doppler surfaces corresponding to the Radar B reception mode can be readily written as

$$\hat{Q}_1[m',n'] = \hat{Q}_{1,1}[m',n'] + \hat{Q}_{2,1}[m',n'] + \hat{\xi}_1[m',n'], \quad (19)$$

where

$$\hat{Q}_{1,1}[m',n'] = \alpha_{s,1,1} \text{DFT}_M[W_m \exp(j\omega_{s,1,1} mT_r)]$$

$$\cdot \text{DFT}_N \left\{W_n \exp \left[j2\pi B f_r (nT_s)^2 \right.$$}

$$+ j \left(\omega_{s,1,1} - 2\pi B f_r \left(\frac{d_{s,1,1}}{c} + T_0\right)\right) nT_s \right\}, \quad (20)$$

and

$$\hat{Q}_{2,1}[m',n'] = \alpha_{s,2,1} \text{DFT}_M[W_m \exp(j\omega_{s,2,1} mT_r)]$$

$$\cdot \text{DFT}_N \left\{W_n \exp \left[j \left(\omega_{s,2,1} + 2\pi B f_r \left(\frac{d_{s,2,1}}{c} - T_0\right)\right) nT_s \right\}. \quad (21)$$

In this case, the signal transmitted from radar B is the auto-radar response and is localized in both range and Doppler domains. The signal transmitted from radar A becomes cross-radar interference which is localized only in the Doppler domain.

**IV. Cross-Radar Interference Cancelation**

As demonstrated in the previous discussion, when both radars are operational, a target will return both radar signals, resulting in a received signal with the desirable signal superimposed a cross-radar interference. In this section, we consider the cancelation of such interference.
A. Technical Challenges

The interference cancelation process resembles that in the multiuser CDMA communications where dispersive channels are involved [15]–[17]. In the underlying scenario, the chirp signal waveforms act as the spreading codes. However, there are significant differences between the problem at hand and the multiuser CDMA problems. These differences, which prevent the multiuser detection methods to be directly applicable to cross-radar interference cancelation, are summarized below.

(1) The primary purpose of a CDMA communication system is to deliver information over a multiuser channel. The system is usually designed such that the channels are quasi-stationary, i.e., the channel variation over a certain period is negligible. Therefore, interference cancelation as well as the information detection can be performed within each symbol or over the coherent time of the channels. Usually, processing of a longer period improves the performance, at the expense of higher computational costs. Channel coding is also commonly used to provide additional protection against channel distortion. In the OTHR problems, the information of interest is included in the characteristics of the time-varying channels (clutter and target), whereas the transmit waveform itself does not bear any information. As a result, problems may arise in suppressing cross-radar interference in both single- or multi-waveform period approaches. Processing interference cancelation individually for each waveform may differently alter the phase information and result in wrong Doppler information or Doppler aliasing. On the other hand, joint processing over multiple waveforms requires separate considerations of the clutter and target echo signals because their phase variations due to the Doppler effect differ from each other.

(2) In CDMA multiuser detection problems, the aim is to sufficiently reduce the multiuser interference for correct information detection. In the underlying OTHR applications, the signal-to-clutter ratio is very low and a moderate level of interference cancelation is not necessarily sufficient to improve the visibility of the echo signals from moving targets.

(3) In CDMA systems, there is redundancy in the signal bandwidth for each user due to spectrum spreading, and the channel order is often limited. Therefore, orthogonal or quasi-orthogonal waveform design for different users is possible. OTHR radar systems, on the other hand, are design to fully utilize the time-frequency resource to obtain the
information in the joint range-Doppler domain, and the target may appear in any range cell. As a result, orthogonal waveform design over the entire range cells is impractical. As we discussed in Section I, LFM waveforms are often preferred in OTHR systems. Thus, the reduction of the auto- and cross-correlation between the signals for different users and corresponding to different time lags is limited.

The first two issues can be resolved by converting the slow time into the Doppler frequency domain. In doing so, weak signals corresponding to moving targets are separated from strong stationary clutter, which is typically concentrated in low frequencies. In the frequency domain, as we discussed above, the time-varying channels corresponding to moving targets become stationary Doppler. In addition, in the Doppler frequency bins where a moving target is positioned, the target signals often have a higher power than that of clutter, making the target detection possible.

For the third issue, we take advantage of the sparseness of the target signals and consider iterative interference cancelation in this chapter. The detailed techniques are presented in the next subsection.

B. Interference Cancelation

For convenience of representation and matrix operation, we rewrite (16) as

\[
Q_{1,1}[m',n'] = \alpha_{s,1,1} (f_m \cdot W_M F_M^* \cdot e_{t_{a,1,1}}) \cdot (f_{n'} \cdot W_N \cdot \text{diag}(v_1^*) \cdot V_1^* e_{b,1,1})
\]

\[
= \alpha_{s,1,1} (f_m \cdot W_M F_M^* \cdot e_{t_{a,1,1}}) \cdot (f_{n'} \cdot \text{diag}(v_1^*) \cdot W_N V_1^* e_{b,1,1}),
\]

(22)

where \( F_M \) (or \( F_N \)) denotes the \( M \times M \) (or \( N \times N \)) Fourier transform matrix, \( f_{m'} \) (or \( f_{n'} \)) denotes the \( m' \)th (or \( n' \)th) row of \( F_M \) (or \( F_N \)), \( W_M \) (or \( W_N \)) is an \( M \times M \) (or \( N \times N \)) diagonal matrix with proper window coefficients as its diagonal elements, \( \text{diag}(v_1) \) is a diagonal matrix with

\[
v_1 = [v_{p,1}[0], v_{p,1}[1], \ldots, v_{p,1}[N-1]]
\]

(23)
as its diagonal elements, where \( v_{p,i}[n] = v_{p,i}(n T_s) \). In addition,

\[
V_i = \begin{bmatrix}
    v_{p,i}[0] & v_{p,i}[1] & \cdots & v_{p,i}[N-2] & v_{p,i}[N-1] \\
    v_{p,i}[N-1] & v_{p,i}[0] & \cdots & v_{p,i}[N-3] & v_{p,i}[N-2] \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    v_{p,i}[1] & v_{p,i}[2] & \cdots & v_{p,i}[N-1] & v_{p,i}[0]
\end{bmatrix}
\]

\[i = 1, 2, \] (24)

and \( \epsilon_i \) and \( e_i \) are, respectively, \( M \times 1 \) and \( 2N \times 1 \) vectors with all zeros except a unit value at the \( l \)th element. For a target whose Doppler radian frequency with respect to radar A is \( \omega_{s,1,1} \) and its range is \( d_{s,1,1} \), we have

\[ l_{a,1,1} = \frac{M}{2\pi} \omega_{s,1,1} T_r + 1, \] (25)

and

\[ l_{b,1,1} = N f_r \left( \frac{d_{s,1,1}}{c} - T_0 \right) - \frac{N \omega_{s,1,1}}{2\pi B} + 1. \] (26)

Typically, the contribution of \( \omega_{s,1,1} \) to the short-time frequency shift is negligible, and \( l_{b,1,1} \) is primarily determined by the range \( d_{s,1,1} \) relative to the reference time \( T_0 \).

Stacking \( Q_{1,1}[m', n'] \) for the \( N \) range cells \( n' = 0, \ldots, N - 1 \), we obtain

\[
q_{1,1}[m'] = \begin{bmatrix}
    Q_{1,1}[m', 0] + Q_{2,1}[m', 0] \\
    \vdots \\
    Q_{1,1}[m', N - 1] + Q_{2,1}[m', N - 1]
\end{bmatrix}
\]

\[= \alpha_{s,1,1} \left( f_{m'} W M F_M^* e_{b,1,1} \right) \cdot \left( V_N^H W_N V_1 e_{b,1,1} \right). \] (27)

Note that, in practice, the received signal is often oversampled (i.e., \( N > B T_r \)) to achieve an enhanced range resolution. In this case, the \( N \) frequency bins of \( F_N \) are chosen to span the signal bandwidth \([-B/2, B/2]\), rather than the entire viewable bandwidth \([-1/2 T_s, 1/2 T_s]\). Thus, we can rewrite the above expression as

\[
q_{1,1}[m'] = \alpha_{s,1,1} \left( f_{m'} W M F_M^* e_{b,1,1} \right) \cdot \left( V_1^H W_N V_1 e_{b,1,1} \right). \] (28)

Note that, while we used the same notation \( q_{1,1}[m'] \) in both (27) and (28), the results in these two equations differ in their phase. Nevertheless, for simplicity, no distinctions are made between the two variables, as only their respective amplitudes affect target detection.
In general, $l_{a,1,1}$ and $l_{b,1,1}$ do not necessarily take integer values, resulting in smeared representations over multiple neighboring range bins. Furthermore, in practice, clutter arises due to a collection of reflection and scattering from earth or ocean surfaces. When multiple targets exist, the reflected signal may arrive through a single or multiple paths. Therefore, we generalize the two vectors $e_{l_{a,1,1}}$ and $e_{l_{b,1,1}}$ into arbitrary $M \times 1$ vector $h_{a,1,1}$ and $N \times 1$ vector $h_{b,1,1}$, respectively, to represent the collective contributions from targets and clutters. Similarly, we denote $h_{a,2,1}$ and $h_{b,2,1}$ as the contribution corresponding to signal transmitted from radar B. Notice that the clutter energy is highly localized in very low Doppler frequencies and cannot be resolved in the range domain, whereas the target energy typically positions away from the zero Doppler frequencies and is localized in range.

Rewriting (28) by using $h_{a,1,1}$ and $h_{b,1,1}$, and deriving $q_{1,1}[m']$, $q_{1,2}[m']$, and $q_{2,2}[m']$ corresponding to (17), (20), and (21), respectively, we have

\[
q_{1,1}[m'] = \alpha_{s,1,1} (f_m W_M F_M^* h_{a,1,1}) \cdot (V_1^H W_N V_1 h_{b,1,1}),
\]
\[
q_{2,1}[m'] = \alpha_{s,2,1} (f_m W_M F_M^* h_{a,2,1}) \cdot (V_1^H W_N V_2 h_{b,2,1}),
\]
\[
q_{1,2}[m'] = \alpha_{s,1,1} (f_m W_M F_M^* e_{a,2,1}) \cdot (V_1^H W_N V_1 h_{b,1,1}),
\]
\[
q_{2,2}[m'] = \alpha_{s,2,1} (f_m W_M F_M^* e_{a,2,1}) \cdot (V_1^H W_N V_2 h_{b,2,1}).
\]

Therefore, at the $m'$th Doppler frequency bin, these vectors can be combined to form a $2N \times 1$ vector, expressed as

\[
\begin{bmatrix}
q_{1,1}[m'] + q_{2,1}[m'] \\
q_{2,1}[m']
\end{bmatrix} =
\begin{bmatrix}
V_1^H \\
V_2^H
\end{bmatrix} W_N \begin{bmatrix} V_1 & V_2 \end{bmatrix}
\begin{bmatrix}
\alpha_{s,1,1} f_m W_M F_M^* h_{a,1,1} \\
\alpha_{s,2,1} f_m W_M F_M^* h_{a,2,1}
\end{bmatrix}
\]
\[
\begin{bmatrix}
\tilde{h}_{b,1,1}[m'] \\
\tilde{h}_{b,2,1}[m']
\end{bmatrix}
\]
\[
\overset{\text{def}}{=} \begin{bmatrix} V_1^H \\
V_2^H
\end{bmatrix} W_N \begin{bmatrix} V_1 & V_2 \end{bmatrix}
\begin{bmatrix}
\tilde{h}_{b,1,1}[m'] \\
\tilde{h}_{b,2,1}[m']
\end{bmatrix}. \tag{33}
\]

The upper $N$ elements of $q_{1}[m']$ represents the auto-radar responses in the range-Doppler domain, whereas the lower $N$ elements denotes the cross-radar interference. In the above equation, $\alpha_{s,1,1} f_m W_M F_M^* h_{a,1,1}$ and $\alpha_{s,2,1} f_m W_M F_M^* h_{a,2,1}$ are two complex scalars representing the overall strength in Doppler frequency bin $m'$. They are multiplied by vectors
and $h_{b,1,1}$, respectively, to form a vector $\tilde{h}_{b,1} = [\tilde{h}_{b,1,1}^T[m'], \tilde{h}_{b,2,1}^T[m']]^T$ of $2N$ unknown (dependent) elements depicting the contribution from targets and scatterers in the $N$ range cells, corresponding to the signals transmitted from radar A (auto-radar reception mode) and radar B (cross-radar reception mode). Our goal in this section is to eliminate the cross-radar interference without compromising the auto-radar responses. The return signals due to radar A and radar B cannot be directly separated because matrix $V = [V_1, V_2]$ involved in the above expression is a wide matrix. In other words, although we have $2N$ observations ($q_1[m']$ obtained using both radar A and radar B reception modes) and the aforementioned $2N$ unknowns, the problem cannot be directly solved as the observation vector is rank deficient.

Below, we employ iterative interference cancelation method to take advantage of the fact that the signals of interest which arise from moving targets are typically sparse in range. We first compute the $2N \times 2N$ matrix

$$Q_1 = V^H \Omega_N V_{2N} = V^H \Omega_N V,$$  \hspace{1cm} (34) 

i.e., a collection of the response of $q_1$ corresponding to all $2N$ possible impulse values of $\tilde{h}_{b,1,1}$ or $\tilde{h}_{b,2,1}$ being $e_i, i = 1, \cdots, 2N$, where $I_{2N}$ is the $2N \times 2N$ identity matrix. Note that the above result is independent of $m'$. Also, we compute $q_1[m']$ based on (33) for $m' = 0, \cdots, M - 1$.

For each frequency bin index $m'$, the following steps are performed in each iteration. The concept behind the iterative cross-radar interference cancellation is similar to the CLEAN techniques [18]–[20].

(1) Find the maximum value $q_{1,\max}[m'] = [q_{1}[m']^T]_{n'^*}$, where $n'^*$ is the position of the maximum value. We use $^{(l)}$ to identify the $l$th iteration and define $q_{1}^{(l)}[m'] \triangleq q_{1}[m']$. Thus, it can be considered that there is a point source at the $n'^*$th range cell.

(2) Compute the cross-radar interference-free Doppler-range response corresponding to the point source at the $n'^*$th range cell as

$$\tilde{q}_{1}^{(l)}[m'] = \begin{cases} 
\tilde{q}_{1}^{(A)}[n'^*] \cdot \tilde{q}_{1}^H[n'^*] \cdot q_1[m'] / |\tilde{q}_{1}[n'^*]|^2, 
0 \leq n'^* \leq N - 1, \\
\tilde{q}_{1}^{(B)}[n'^*] \cdot \tilde{q}_{1}^H[n'^*] \cdot q_1[m'] / |\tilde{q}_{1}[n'^*]|^2, 
N \leq n'^* \leq 2N - 1, 
\end{cases}$$  \hspace{1cm} (35) 
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where

\[
\tilde{q}_1[n'^*] = \tilde{Q}_1 e_{n'^*} = V^H W_N V e_{n'^*}
\]  

(36)

is the \(n'^*\)th column of \(\tilde{Q}_1\), \(\tilde{q}_1^{(A)}[n'^*]\) (or \(\tilde{q}_1^{(B)}[n'^*]\)) equals to \(q_1[n'^*]\) with the second \(N\) elements (or the first \(N\) element) set to zero.

(3) Remove the cross-radar interference-contaminated Doppler-range response corresponding to the point source at the \(n'^*\)th range cell from the residual response by updating the residual response as

\[
q^{(l+1)}_{1}[m'] = q^{(l)}_{1}[m'] - \tilde{q}_1[n'^*]q_1^H[n'^*]q^{(l)}_{1}[m']/|\tilde{q}_1[n'^*]|^2.
\]  

(37)

The number of iterations can be either prefixed or adaptively determined by the level of the peak residual energy. The signal waveform after \(L\) iterations of cross-radar interference mitigation is obtained as \(q^{(L+1)}_{1}[m'] + \sum_{l=1}^{L} \tilde{q}_1^{(l)}[m']\).

V. Performance Analysis

To analyze the performance of the dual-radar system as well as the effectiveness of cross-radar interference reduction, we consider a frequency bin \(m'\) at which a point target is positioned corresponding to the waveform of radar A and thus generate cross-radar interference when it is received to match the waveform of radar B. Due to the symmetry, only the performance at radar A is considered. We assume that a target is located at the \(k\)th range cell and its return signal due to radar A's transmitted waveforms falls at the \(m'\)th Doppler frequency bin.

We start with (33) and express the channel model as

\[
\tilde{h}_{b,1} = \alpha e_k + z_1,
\]  

(38)

where \(\alpha e_k\) represents a localized target in the \(k\)th range cell, and \(z_1 = [z_{1,1}^T, z_{2,1}^T]^T\) is the external noise vector. Note that index \(m'\) is omitted in this section for the simplicity of expression, because only frequency bin \(m'\) is considered in this section. The internal thermal noise is typically of much less impact compared to clutter and its contribution is neglected in the analysis. We are most interested in the Doppler frequencies that are not very low, thus it is justified to assume that the elements of \(z_1\) are independent and
identically distributed (i.i.d.) complex Gaussian random variables with zero mean and joint variance matrix \( \sigma_z^2 I_{2N} \). Note that \( \sigma_z^2 \) depends on Doppler bin index \( m' \).

Without loss of generality, we assume that \( v_i \) is normalized to have a unit norm, i.e., \( |v_i|^2 = v_i^H v_i = 1 \) for \( i = 1, 2 \). As each elements of \( v_i \) is of constant magnitude, we have \( |v_i|^1 |v_i|^k = 1/N \). For the convenience of understanding to the performance, some numerical results are provided for the radar system setting illustrated in Table 1. From these parameters, the number of sweeps is \( M = T_c f_r = 256 \) and the number of range cells is \( N = f_s / f_r = 400 \).

### TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (Unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency ( (f) )</td>
<td>13.957 MHz</td>
</tr>
<tr>
<td>Signal bandwidth ( (B) )</td>
<td>8 KHz</td>
</tr>
<tr>
<td>Waveform repetition frequency ( (f_r) )</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Sampling frequency ( (f_s) )</td>
<td>20 KHz</td>
</tr>
<tr>
<td>Coherent integration time ( (T_c) )</td>
<td>5.12 sec</td>
</tr>
</tbody>
</table>

#### A. Single Radar Operation

As the baseline, we first consider the situation where only a single radar (i.e., radar A) is operated. In this case, the received signal is expressed as

\[
\tilde{h}_{b,1}^{(A)} = \alpha e_k^{(A)} + z_{1,1},
\]

where \( \tilde{h}_{b,1}^{(A)} \) denotes an \( N \times 1 \) vector consisting of the first \( N \) elements of \( \tilde{h}_{b,1} \) and, similarly, \( e_k^{(A)} \) denotes an \( N \times 1 \) vector consisting of the first \( N \) elements of \( e_k \). In this case, we obtain

\[
q_1 = q_{1,1} = V_1^H W N V_1 \tilde{h}_{b,1}^{(A)} = V_1^H W N V_1 [\alpha e_k^{(A)} + z_{1,1}] .
\]

For range cells that are separated from the \( k \)th range cell by more than the mainlobe width, the effect of target signal is small, particularly when a proper window is used. Thus, we only consider the signal component at the \( l \)th range cell which is expressed as

\[
[q_1^{(s)}]^l = \alpha [e_k^{(A)}]^T V_1^H W N V_1 e_k^{(A)} = \alpha A_N ,
\]
where $A_W = (1/N) \sum_{i=1}^{N} \text{diag}[W_N]$ is the average value of the window coefficients of $W_N$. The noise component in (40) is

$$q_{i}^{(z)} = V_1^H W_N V_1 z_{i,1},$$

which has a zero mean and covariance matrix

$$\text{var}[q_{i}^{(z)}] = E [V_1^H W_N V_1 z_{i,1} z_{i,1}^H V_1^H W_N V_1]$$

$$= \sigma_z^2 [V_1^H W_N V_1 V_1^H W_N V_1],$$

where $E[.]$ denotes statistical expectation. The $n'$th diagonal elements of the above covariance matrix, denoted as $\text{var}[q_{i}^{(z)}]_{n',n'} = \sigma_z^2 [V_1^H W_N V_1 V_1^H W_N V_1]_{n',n'} = \gamma \sigma_z^2$, represents the noise auto-variance at each range cell whose values depends on the sampling rate, signal bandwidth, and the selected window.

Therefore, the signal-to-noise ratio (SNR), evaluated at the range-Doppler result $q_1$, is obtained as

$$\text{SNR}_{\text{single}} = \frac{|\alpha|^2 A_W^2}{\gamma \sigma_z^2}.$$  

For the parameters listed in Table 1, the auto-variance $\gamma \sigma_z^2$ is about $2.5 \sigma_z^2$ (without window) and $0.94 \sigma_z^2$ (with Hanning window), yielding SNR values of $(\text{SNR}_0 - 4)$ dB or $(\text{SNR}_0 - 5.7)$ dB, respectively, without and with the window, where $\text{SNR}_0 = 10 \log_{10}(|\alpha|^2/\sigma_z^2)$ dB.

**B. Dual-Radar Operation**

Now we consider the situation where two radars concurrently transmit signals. For simplicity and without loss of generality, we assume that only the signal transmitted from radar $A$ generate target return at the $m'$th Doppler frequency bin. Due to the linearity of radar system response, it is straightforward to extend the results to multiple targets or the situation where the return signals arisen from both radar $A$ and radar $B$ have the same Doppler frequency.

In the assumed situation, we have

$$q_1 = V^H W_N \tilde{h}_{b,1} = V^H W_N V[\alpha e_k + z_1].$$
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It is obvious that the signal component \( q_1^{(s)} \) remains the same as (41). The noise vector

\[
q_1^{(s)} = V^H W_N V z_1 = V^H W_N V_{1,1} + V^H W_N V_{2,1}
\]

has a zero mean, and its covariance matrix is obtained as

\[
\text{var}[q_{1}^{(s)}] = E \left[ V^H W_N V z_1^H V^H W_N V \right] + \sigma_z^2 \left[ V^H W_N (V_1 V_1^H + V_2 V_2^H) W_N V \right] = 2\sigma_z^2 \left[ V^H W_N V_{1,1} V_{1}^H W_N V \right].
\]

That is, a 3 dB clutter enhancement is introduced because of the dual radar operations. As a result, the SNR becomes

\[
\text{SNR}_{\text{dual}} = \frac{|\alpha|^2 A_W^2}{2\gamma \sigma_z^2}. \quad (48)
\]

In addition, the concurrent use of two radars causes cross-radar interference. When radar A processes the received signal with radar B mode, the cross-radar interference becomes

\[
q_1^{(i)} = L^{(B)} q_1^{(s)} = \alpha V_2^H W_N V e_k = \alpha V_2^H W_N V_1 e_k^{(A)},
\]

where \( L^{(B)} = [O_N, I_N] \) with \( O_N \) denoting the \( N \times N \) zero matrix. As we discussed earlier, the cross-radar interference spans the entire range cells, and its power averaged over the \( N \) range cells is obtained as

\[
\frac{1}{N} |q_1^{(i)}|^H q_1^{(i)} = \frac{|\alpha|^2}{N} e_k^{(A)} V_1^H W_N V_2 V_2^H W_N V_1 e_k^{(A)} = \frac{\gamma |\alpha|^2}{N}.
\]

Therefore, the resulting average signal-to-interference ratio (SIR) is

\[
\text{SIR}_{\text{dual}} = \frac{N A_W^2}{\gamma}, \quad (51)
\]

which, for the parameters given in Table 1, is about 22 dB without a window or 20.3 dB with the Hanning window.
C. Performance of Interference Cancelation

Consider one iteration of the interference cancelation process. We obtain the final result as the sum of two components, \( \hat{q}_1^{(1)} \) and \( q_1^{(2)} \), expressed as

\[
\begin{align*}
\hat{q}_1^{(1)} + q_1^{(2)} &= q_1 - \tilde{q}_1[k] \cdot \tilde{q}^H[k] \cdot q_1/|\tilde{q}_1[k]|^2 \\
&\quad + \tilde{q}_1^{(A)}[k] \cdot \tilde{q}^H[k] \cdot q_1/|\tilde{q}_1[k]|^2 \\
&= q_1 - \tilde{q}_1^{(B)}[k] \cdot \tilde{q}^H[k] \cdot q_1/|\tilde{q}_1[k]|^2.
\end{align*}
\]

(52)

Evidently, the interference cancelation process does not change the result corresponding to the radar A mode, thus the SNR in the auto-radar reception mode remains unchanged, i.e.,

\[
\text{SNR}_{\text{cancel}} = \frac{|\alpha|^2 A^2}{2\gamma\sigma^2}.
\]

(53)

On the other hand, we can show that the cross-radar interference due to the target return is totally eliminated. At the cross-radar reception mode, we have

\[
\begin{align*}
L^{(B)}[\hat{q}_1^{(1)} + q_1^{(2)}]^{(s)}
&= L^{(B)}q_1^{(s)} - L^{(B)}\tilde{q}_1^{(B)}[k] \cdot \tilde{q}^H[k] \cdot \alpha V^H W_N V e_k/|\tilde{q}_1[k]|^2 \\
&= \alpha V^H_2 W_N V e_k - \frac{\alpha V^H_2 W_N V e_k e_k^H V^H W_N V V^H W_N V e_k}{e_k^H V^H W_N V V^H W_N V e_k} \\
&= 0.
\end{align*}
\]

(54)

The residual undesired signal components after cross-radar interference cancelation are made up of the original noise and the residual error due to the erroneous estimation of \( q_1 \) at the kth range cell. They are given by

\[
\begin{align*}
q_{1,\text{cancel}}^{(z)}
&= L^{(B)}q_1^{(1)} + q_1^{(2)} \cdot (z) \\
&= L^{(B)}q_1^{(z)} - L^{(B)}\tilde{q}_1^{(B)}[k] \cdot \tilde{q}^H[k] \cdot V^H W_N V z_1/|\tilde{q}_1[k]|^2 \\
&= \frac{L^{(B)}V^H W_N V z_1 - \frac{1}{2\gamma} V^H_2 W_N V e_k e_k^H V^H W_N V V^H W_N V z_1}{e_k^H V^H W_N V V^H W_N V e_k} \\
&= \frac{L^{(B)}V^H W_N V z_1 - V^H_2 W_N V e_k e_k^H V^H W_N V}{2\gamma} V^H W_N V e_k e_k^H V^H W_N V z_1.
\end{align*}
\]

(55)
where \( A^2 = AA \). Consider the fact that the noise variance before the interference cancellation is the same for both radar reception modes and over all range cells. The operation in the second term of the above equation is a projection of random noise components to a structured vector of unit norm. The power of this term (i.e., the residual error) is much smaller than that of the first term at the right-hand side (i.e., the original noise). That is, the additional noise introduced by the cross-radar interference cancelation process is insignificant. For example, for the parameters provided in Table 1, the average power difference between these two terms is 17.6 dB, and the difference becomes about 19 dB when a Hanning window is applied.

In practice, there is no need to distinguish the two terms in the above equation. We can express the output signal-to-interference-plus-noise ratio (SINR) at the cross-radar reception mode as

\[
\text{SINR}_{\text{cancel}} = \frac{|\alpha|^2 A_W^2}{\text{var}[q_{1,\text{cancel}}]} \approx \frac{|\alpha|^2 A_W^2}{2\gamma \sigma_s^2}.
\]

(56)

We point out that the actual level of residual error may be higher due to several reasons, primarily the incomplete cancelation of cross-range interference when the target return energy at the auto-radar reception mode is smeared or distributed in the range-Doppler domain.

VI. Simulation Results

We have conducted simulations using measured clutter data. A synthetic test target has been injected into the received time series to provide a reference for the assessment of the performance in target SNR depending on processing options. Key parameters of the radar system are shown in Table 1, where the data consists of a 256-sweep duration. The Doppler frequency corresponding to the Tx A – target – Rx A path is 10 Hz, and that corresponding to the Tx B – target – Rx A path is 14 Hz. The propagation delay of both paths relative to the reference time is 8 ms. For the convenience of visualizing the effect of cross-radar interference and assessing the effectiveness of interference cancelation, the strength of the synthesized target is set to be relatively high. The SNR and SIR results are assessed for the Tx A – target – Rx A path at the 10 Hz Doppler frequency bin. Background noise power is obtained when no target returns are injected.
When the two radar systems concurrently transmit, the time-frequency signature is the superposition of the results of the two radar systems, as depicted in Fig. 2(a) using short-time Fourier transform (STFT), where appropriate windows are applied. Figs. 2(b) and (c) are the corresponding range-Doppler maps with the receiver matching the signal transmitted from radar A and radar B, respectively. It is evident that cross-radar interference maintains the Doppler frequency information whereas the fast-time (range) information is missing and the cross-radar interference spreads over the entire fast-time width (range). As a result, it is seen that, while cross-radar interference exists, the range and Doppler of the target can be clearly identified in this case. The average SNR (the ratio between the signal power and the average noise power over all range cells) is 36.7 dB, and the SNR evaluated at the target range cell is 40.3 dB. The SIR is 20.2 dB, which is very close to the analytic result.

Figure 3 shows the range-Doppler maps as a result of five iterations of cross-radar interference cancelation. In this plot, the average SNR and the cell SNR in the auto-radar reception mode remain at the same values of 36.7 dB and 40.3 dB, respectively. In the cross-radar reception mode, the average SINR is also 36.7 dB, and the average power of the residual error due to cross-radar interference is 7.5 dB lower than that of the original noise. This confirms that substantial interference mitigation has been achieved without compromising the target signal.

VII. Conclusion

We have considered a concurrent operation of two OTHR systems for improved estimation of target maneuvering. A new method for cross-radar interference mitigation was developed and its performance was analyzed. The usefulness of the proposed method was demonstrated by using measured clutter data and a synthetic test target. It was shown that applying cross-radar interference cancelation techniques, such as those presented in this chapter, can substantially suppress cross-radar interference without compromising the auto-radar responses, leading to enhanced target detection and characterization.
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Fig. 2. Dual radar operation results without interference cancelation.
Fast-time v. Doppler (SynTar 8ms/14Hz)

(a) Matched to radar A’s waveform

(b) Matched to radar B’s waveform

Fig. 3. Range-Doppler maps with interference cancelation.
Chapter 2
Spatial Polarimetric Time-Frequency Distributions for Direction-of-Arrival Estimations

Abstract

Time-frequency distributions (TFDs) are traditionally applied to a single antenna receiver with a single polarization. Recently, spatial time-frequency distributions (STFDs) have been developed for receivers with multiple single-polarized antennas, and successfully applied for direction-of-arrival (DOA) estimation of nonstationary signals. In this chapter, we consider dual-polarized antenna arrays and extend the STFD to utilize the source polarization properties. The spatial polarimetric time-frequency distributions (SPTFDs) are introduced as a platform for processing polarized nonstationary signals which are received by an array of dual-polarized double-feed antennas. The chapter deals with narrowband far-field point sources that lie in the plane of the receiver array. The source signals are decomposed into two orthogonal polarization components, such as vertical and horizontal. The ability to incorporate signal polarization empowers the STFDs with an additional degree of freedom, leading to improved signal and noise subspace estimates for direction-finding. The polarimetric time-frequency MUSIC (PTF-MUSIC) method for DOA estimation based on the SPTFD platform is developed and shown to outperform the time-frequency, polarimetric, and conventional MUSIC techniques, when applied separately.
I. Introduction

Time-frequency distributions (TFDs) have been used for nonstationary signal analysis and synthesis in various areas, including speech, biomedicine, automotive industry, and machine monitoring [1], [2]. Over the past few years, the spatial dimension has been incorporated, along with the time and frequency variables, into quadratic and higher-order TFDs, and led to the introduction of spatial time-frequency distributions (STFDs) for nonstationary array signal processing [3], [4]. The relationship between the TFDs of the sensor data and the TFDs of the individual source waveforms is defined by the steering, or the mixing, matrix, and was found to be similar to that encountered in the traditional covariance matrix approach to array processing. This similarity has allowed subspace-based estimation methods to utilize the source instantaneous frequency for direction-finding. It has been shown that the MUSIC [5] and ESPRIT [6] techniques based on STFDs outperform their counterparts based on data covariance matrices, when applied for direction-of-arrival (DOA) estimation of sources of nonstationary temporal characteristics [4], [7], [8], [9].

Polarization and polarization diversities, on the other hand, are commonly used in wireless and satellite communications as well as various types of radar systems [10], [11]. Antenna and target polarization properties are widely employed in remote sensing and synthetic aperture radar (SAR) applications [12], [13], [14]. Airborne and spaceborne platforms as well as meteorological radars include polarization information [15], [16]. Additionally, polarization plays an effective role for target identification in the presence of clutter [17], [18], and has also been incorporated in antenna arrays to improve signal parameter estimation, including DOA and time-of-arrival (TOA) [19], [20], [21], [22], [23], [24].

The two important areas of time-frequency (t-f) signal representations and polarimetric signal processing have not been integrated or considered within the same platform, despite the extensive research work separately performed under each area. In this chapter, we introduce the spatial polarimetric time-frequency distributions (SPTFDs) for double-feed dual-polarized arrays, where the source time-frequency and polarization signatures are concurrently utilized. The advantages of the proposed SPTFD platform are demonstrated using narrowband farfield point-like emitters that lie in the plane of the receiver array. The signal polarization information empowers the STFDs with an additional degree of freedom, leading to improved spatial resolution and source discrimination.
The SPTFD is used to define the polarimetric time-frequency MUSIC (PTF-MUSIC) algorithm, which is formulated based on the source combined t-f and polarization properties are applied for DOA estimation of polarized nonstationary signals. The PTF-MUSIC technique is shown to outperform the MUSIC techniques that only incorporate either the t-f or the polarimetric source characteristics. The application to an ESPRIT-like method is introduced separately in [25].

This chapter is organized as follows. Section II discusses the signal model and briefly reviews TFDs and STFDs. Section III considers dual-polarized antenna arrays and introduces the concept of spatial polarimetric time-frequency distributions (SPTFDs). The PTF-MUSIC algorithm is proposed in Section IV. Sections V and VI, respectively, consider the issues of spatio-polarimetric correlations and DOA estimations of signals with time-varying polarization characteristics. Spatial and polarization averaging methods for coherent signal decorrelation are investigated in Section VII. Computer simulations, demonstrating the effectiveness of the proposed methods, are provided in Section VIII.

Throughout this chapter, lower case bold and capital bold letters (e.g., $\mathbf{a}$ and $\mathbf{A}$) are used to represent vectors and matrices, respectively. Moreover, $E[\cdot]$ denotes expectation operation, $(\cdot)^*$ denotes complex conjugate, $(\cdot)^T$ denotes transpose, and $(\cdot)^H$ denotes conjugate transpose (Hermitian). We use $(\cdot)^i$ to denote polarization $i$, $(\cdot)^{(k)}$ to denote the $k$th subarray. In addition, $\| \cdot \|$ denotes the vector norm, $\otimes$ denotes Kronecker product operator, and $\circ$ denotes Hadamard product operator.

II. Signal Model

A. Time-Frequency Distributions

The Cohen's class of TFDs of a signal $x(t)$ is defined as [1]

$$D_{xx}(t, f) = \int \int \varphi(t-u, \tau)x(u + \frac{\tau}{2})x^*(u - \frac{\tau}{2})e^{-j2\pi f \tau}du d\tau, \quad (1)$$

where $t$ and $f$ represent the time and frequency indexes, respectively and $j = \sqrt{-1}$. The kernel $\varphi(t, \tau)$ uniquely defines the TFD and is a function of the time and lag variables. In this chapter, all the integrals are from $-\infty$ to $\infty$.

The cross-term TFD of two signals $x_k(t)$ and $x_l(t)$ is defined by

$$D_{x_kx_l}(t, f) = \int \int \varphi(t-u, \tau)x_k(u + \frac{\tau}{2})x_l^*(u - \frac{\tau}{2})e^{-j2\pi f \tau}du d\tau. \quad (2)$$
B. Spatial Time-Frequency Distributions

The STFDs have already been developed for single-polarized antenna arrays [4], [7]. Consider a narrowband direction-finding problem where the signal bandwidth is small relative to its carrier frequency. We note that the wideband array processing for nonstationary signals, which has been examined in [26] and [27], is outside the scope of the proposed approach. The following linear data model is assumed,

\[ x(t) = y(t) + n(t) = As(t) + n(t), \]  

where the \( m \times n \) matrix \( A = [a_1, a_2, \ldots, a_n] \) is the mixing matrix that holds the spatial information. The number of array elements is \( m \), whereas \( n \) represents the number of signals incident on the array. In the above equation, \( A = A(\Phi) = [a(\phi_1), a(\phi_2), \ldots, a(\phi_n)] \), where \( \Phi = [\phi_1, \phi_2, \ldots, \phi_n] \) and \( a(\phi_k) \) is the spatial signature for source \( k \). Each element of the \( n \times 1 \) vector \( s(t) = [s_1(t) \ s_2(t) \ \ldots \ s_n(t)]^T \) is a mono-component signal. Due to the mixing at each sensor, the elements of the \( m \times 1 \) sensor data vector \( x(t) \) become multi-component signals. \( n(t) \) is an \( m \times 1 \) additive noise vector, which consists of independent zero-mean, white and Gaussian distributed processes.

The STFD of a data vector \( x(t) \) is expressed as [3]

\[ D_{xx}(t, f) = \int \int \varphi(t-u, \tau)x(u + \frac{\tau}{2})x^H(u - \frac{\tau}{2})e^{-i2\pi ft} du d\tau, \]  

where the \((k, l)\)th element of \( D_{xx}(t, f) \) is given by Eq. (2) for \( k, l = 1, 2, \ldots, m \). The noise-free STFD is obtained by substituting Eq. (3) in Eq. (4),

\[ D_{xx}(t, f) = A(\Phi)D_{ss}(t, f)A^H(\Phi), \]  

where \( D_{ss}(t, f) \) is the TFD matrix of \( s(t) \) which consists of auto- and cross-source TFDs. With the presence of the noise, which is uncorrelated with the signals, the expected value \( D_{xx}(t, f) \) yields

\[ E[D_{xx}(t, f)] = A(\Phi)E[D_{ss}(t, f)]A^H(\Phi) + \sigma^2 I. \]  

In the above equation, \( \sigma^2 \) is the noise power, \( I \) is the identity matrix, and \( E[\cdot] \) denotes the statistical expectation operator.

Equation (6) is similar to the commonly used formula in narrowband array processing problems, relating the source covariance matrix to the sensor spatial covariance matrix. Here, the covariance matrices are replaced by the source and sensor TFD matrices. The two subspaces
spanned by the principle eigenvectors of $D_{xx}(t, f)$ and the columns of $A(\Phi)$ are, therefore, identical. The STFD matrix can be constructed from the t-f points with highly localized signal energy, thus allowing the corresponding signal and noise subspace estimates to be more robust to noise than their counterparts obtained using the data covariance matrix, $R_{xx} = E[x(t)x^H(t)]$ [4], [8], [9]. Further, the source discriminations, provided through the flexibility of selecting t-f points or regions, permit DOA estimations to be performed for only individual or subgroup of sources. In this respect, the number of impinging sources can exceed the number of array sensors. The above attractive properties allow key problems in various array processing applications to be addressed and solved using a new formulation (6), which is more tuned to nonstationary signal environments.

III. Spatial Polarimetric Time-Frequency Distributions

A. Polarimetric Modeling

For a transverse electromagnetic (TEM) wave incident on the array, shown in Fig. 1, the electric field can be described as

$$E(t) = E_\phi(t) \hat{\phi} + E_\theta(t) \hat{\theta}$$

$$= [E_\phi(t) \cos(\theta) \cos(\phi) - E_\phi(t) \sin(\phi)] \hat{x}$$

$$+ [E_\phi(t) \cos(\theta) \sin(\phi) + E_\theta(t) \cos(\phi)] \hat{y} + E_\phi(t) \sin(\theta) \hat{z},$$

where $\hat{\phi}$ and $\hat{\theta}$ are, respectively, the spherical unit vectors along the azimuth and elevation angles $\phi$ and $\theta$, viewed from the source. The unit vectors $\hat{x}$, $\hat{y}$ and $\hat{z}$ are defined along the $x$, $y$, and $z$ directions, respectively. For simplicity and without loss of generality, it is assumed that the source signal is in the $x$-$y$ plane, whereas the array is located in the $y$-$z$ plane. Accordingly, $\theta = 90$ degrees, $\hat{\theta} = -\hat{z}$, and

$$\vec{E}(t) = -E_\phi(t) \sin(\phi) \hat{x} + E_\phi(t) \cos(\phi) \hat{y} + E_\phi(t) \hat{z}. \quad (8)$$

We denote $s(t)$ as the source magnitude measured at the receiver reference sensor, with polarization angle $\gamma \in [0, \frac{\pi}{4}]$, and polarization phase difference $\eta \in (-\pi, \pi]$. The source horizontal and vertical polarization components, $s^{[v]}(t)$ and $s^{[h]}(t)$, can then be expressed in terms of the respective spherical fields, $E_\phi(t)$ and $E_\theta(t)$, as

$$E_\phi(t) = s^{[v]}(t) = s(t) \cos(\gamma), \quad (9)$$
\[ E_\phi(t) = s^{[h]}(t) = s(t) \sin(\gamma) e^{j\eta}. \]  

A signal is referred to as linearly polarized if \( \eta = 0 \) or \( \eta = 180 \) degrees. Substituting Eqs. (9) and (10) in Eq. (8) results in

\[ \vec{E}(t) = s(t)[-\cos(\gamma) \sin(\phi) \hat{x} + \cos(\phi) \sin(\gamma) e^{j\eta} \hat{y} + \cos(\gamma) \hat{z}]. \]  

Now we consider that \( n \) signals impinge on the array, consisting of \( m \) dual-polarized antennas. The vertical and horizontal components of the \( k \)-th source are expressed as

\[
\begin{align*}
  s_k^{[v]}(t) &= s_k(t) \cos(\gamma_k) \triangleq c_{k1}s_k(t) \\
  s_k^{[h]}(t) &= s_k(t) \sin(\gamma_k) e^{j\eta_k} \triangleq c_{k2}s_k(t),
\end{align*}
\]

where the parameters \( c_{k1} = \cos(\gamma_k) \) and \( c_{k2} = \sin(\gamma_k) e^{j\eta_k} \) denote the vertical and horizontal polarization coefficients. The corresponding signal received at the \( l \)-th dual-polarized antenna, with vertical and horizontal antennas located in the \( \hat{z} \) and \( \hat{y} \) directions, is expressed as

\[
\begin{align*}
  y_l(t) &= [y_l^{[v]}(t), y_l^{[h]}(t)]^T = \sum_{k=1}^{n} [a_k^{[v]} s_k^{[v]}(t), a_k^{[h]} s_k^{[h]}(t)]^T = \sum_{k=1}^{n} [a_k^{[v]} s_k^{[v]}(t), a_k^{[h]} s_k^{[h]}(t) \cos(\phi_k)]^T,
\end{align*}
\]

where \( :, \), represents the dot product, \( \vec{E}_k \) is the electric field vector corresponding to the \( k \)-th source, and \( a_k^{[v]} \) and \( a_k^{[h]} \), respectively, are the \( l \)-th elements of the vertically and horizontally polarized array vectors, \( a_k^{[v]}(\phi_k) \) and \( a_k^{[h]}(\phi_k) \). It is assumed that the array has been calibrated and both \( a_k^{[v]}(\phi) \) and \( a_k^{[h]}(\phi) \) are known and normalized such that \( ||a_k^{[v]}(\phi)||^2 = ||a_k^{[h]}(\phi)||^2 = m \). It is noted that the \( \cos(\phi_k) \) term in the horizontally polarized array manifold can be absorbed in the array calibration over the region of interest and, therefore, removed from further consideration.

Then, the above equation is simplified as

\[
\begin{align*}
  y_l(t) &= [a_k^{[v]} s_k^{[v]}(t), a_k^{[h]} s_k^{[h]}(t)]^T = s_k(t) \left( \begin{bmatrix} a_k^{[v]} & a_k^{[h]} \end{bmatrix} \odot [c_{k1}, c_{k2}]^T \right) \triangleq s_k(t) a_k \odot c_k, \quad (14)
\end{align*}
\]

where the vector \( c_k = [c_{k1}, c_{k2}]^T = [\cos(\gamma_k), \sin(\gamma_k) e^{j\eta_k}] \) represents the polarization signature of the \( k \)-th source.

**B. Polarimetric Time-Frequency Distributions**

For a dual-polarized sensor, \( k \), we define the self- and cross-polarized TFDs, respectively, as

\[
D_{x_k^{[v]}x_k^{[v]}}(t,f) = \int \int \varphi(t-u,\tau)x_k^{[v]}(u+\frac{\tau}{2})x_k^{[v]}(u-\frac{\tau}{2})^* e^{-j2\pi f \tau} du d\tau \quad (15)
\]
and

\[ D_{x_k^i,x_k^j}(t,f) = \int \int \varphi(t-u,\tau)x_k^i(u+\frac{\tau}{2})x_k^j(u+\frac{\tau}{2})^* e^{-j2\pi f\tau} du d\tau, \]  

where the superscripts \( i \) and \( j \) denote either \( v \) or \( h \). The self- and cross-polarized TFDs constitute the \( 2 \times 2 \) polarimetric TFD (PTFD) matrix,

\[ D_{x_k x_k}(t,f) = \int \int \varphi(t-u,\tau)x_k(u+\frac{\tau}{2})x_k^H(u+\frac{\tau}{2}) e^{-j2\pi f\tau} du d\tau. \]

The diagonal entries of \( D_{x_k x_k}(t,f) \) are the self-polarized TFDs, \( D_{x_k^i x_k^i}(t,f) \), whereas the off-diagonal elements are the cross-polarized terms \( D_{x_k^i x_k^j}(t,f), i \neq j \).

**C. Spatial Polarimetric Time-Frequency Distributions**

Equations (13)-(17) correspond to the case of a single dual-polarization sensor. With an \( m \)-sensor array, the data vector, for each polarization \( i, i = v \) or \( h \), is expressed as,

\[ x^{[i]}(t) = [x_1^{[i]}(t), x_2^{[i]}(t), \ldots, x_m^{[i]}(t)]^T = y^{[i]}(t) + n^{[i]}(t) = A^{[i]}(\Phi)s^{[i]}(t) + n^{[i]}(t). \]  

The generalization of single-sensor polarimetric time-frequency distributions to a multi-sensor receiver is obtained using Eq. (18). Instead of the scalar variable TFD of Eq. (15), we define the self-polarized STFD matrix of vector \( x^{[i]}(t) \) for polarization \( i \) as

\[ D_{x^{[i]} x^{[i]}}(t,f) = \int \int \varphi(t-u,\tau)x^{[i]}(u+\frac{\tau}{2})x^{[i]}(u+\frac{\tau}{2})^H e^{-j2\pi f\tau} du d\tau, \]

which, in the noise-free environment, can be expressed as

\[ D_{x^{[i]} x^{[i]}}(t,f) = A^{[i]}(\Phi)D_{s^{[i]} s^{[i]}}(t,f) \left( A^{[i]}(\Phi) \right)^H. \]  

In a similar manner, the cross-polarization STFD matrix between the data vectors with two different polarizations \( i \) and \( j \) can be expressed as,

\[ D_{x^{[i]} x^{[j]}}(t,f) = \int \int \varphi(t-u,\tau)x^{[i]}(u+\frac{\tau}{2})x^{[j]}(u+\frac{\tau}{2})^H e^{-j2\pi f\tau} du d\tau, \]

which becomes

\[ D_{x^{[i]} x^{[j]}}(t,f) = A^{[i]}(\Phi)D_{s^{[i]} s^{[j]}}(t,f) \left( A^{[j]}(\Phi) \right)^H \]

when the noise is ignored.
Based on Eq. (18), the following extended data vector can be constructed for both polarizations,

\[
\begin{bmatrix}
X^{[v]}(t) \\
X^{[h]}(t)
\end{bmatrix} = \begin{bmatrix}
A^{[v]}(\Phi) & 0 \\
0 & A^{[h]}(\Phi)
\end{bmatrix} \begin{bmatrix}
S^{[v]}(t) \\
S^{[h]}(t)
\end{bmatrix} + \begin{bmatrix}
n^{[v]}(t) \\
n^{[h]}(t)
\end{bmatrix}
\]

\[
= B(\Phi)Qs(t) + n(t),
\]

where

\[
B(\Phi) = \begin{bmatrix}
A^{[v]}(\Phi) & 0 \\
0 & A^{[h]}(\Phi)
\end{bmatrix}
\]

is block-diagonal, and

\[
Q = \begin{bmatrix}
Q^{[v]} \\
Q^{[h]}
\end{bmatrix}
\]

is the polarization signature vector of the sources, where

\[
q^{[v]} = [\cos(\gamma_1), \ldots, \cos(\gamma_n)]^T, \quad Q^{[v]} = \text{diag}(q^{[v]}),
\]

\[
q^{[h]} = [\sin(\gamma_1)e^{j\eta_1}, \ldots, \sin(\gamma_n)e^{j\eta_n}]^T, \quad Q^{[h]} = \text{diag}(q^{[h]}).
\]

Accordingly,

\[
B(\Phi)Q = \begin{bmatrix}
a^{[v]}(\phi_1) \cos(\gamma_1) & \ldots & a^{[v]}(\phi_n) \cos(\gamma_n) \\
a^{[h]}(\phi_1) \sin(\gamma_1)e^{j\eta_1} & \ldots & a^{[h]}(\phi_n) \sin(\gamma_n)e^{j\eta_n}
\end{bmatrix} = \begin{bmatrix}
\tilde{a}(\phi_1) & \ldots & \tilde{a}(\phi_n)
\end{bmatrix}.
\]

The above matrix can be viewed as the extended mixing matrix, with \(\tilde{a}(\phi_k)\) representing the joint spatial-polarimetric signature of signal \(k\). The extended spatial polarization signature vector for the \(k\)th source is

\[
\tilde{a}(\phi_k) = \begin{bmatrix}
a^{[v]}(\phi_k) \cos(\gamma_k) \\
a^{[h]}(\phi_k) \sin(\gamma_k)e^{j\eta_k}
\end{bmatrix}.
\]

It is clear that the dual-polarization array, compared to single-polarization case, doubles the vector space dimensionality.

It is now possible to combine the polarimetric, spatial, and t-f properties of the source signals incident on the receiver array. The STFD of the dual-polarization data vector, \(x(t)\), can be written as

\[
D_{xx}(t,f) = \int \int \varphi(t-u,\tau) x(u + \frac{\tau}{2}) x^H(u - \frac{\tau}{2}) e^{-j2\pi \tau} d\tau du.
\]
$D_{xx}(t, f)$, formulated in Eq. (30), is referred to as the spatial polarimetric time-frequency distribution (SPTFD) matrix. This distribution, or matrix, serves as a general framework within which typical problems in array processing, including direction-finding, can be addressed, as shown in the next section.

When the effect of noise is ignored, the SPTFD matrix is related to the source TFD matrix by

$$D_{xx}(t, f) = B(\Phi)QD_{ss}(t, f)Q^H B^H(\Phi). \quad (31)$$

IV. Polarimetric Time-Frequency MUSIC

Time-frequency MUSIC (TF-MUSIC) has been recently introduced to improve spatial resolution of sources with clear t-f signatures [7]. The proposed PTF-MUSIC is an important generalization of the TF-MUSIC for dealing with polarized signals and polarized arrays. It is based on the search for the minimum values of the orthogonal projection of the array vector, defined in the joint spatial and polarimetric domains, on the noise subspace obtained from the SPTFD matrix over selected t-f regions.

Consider the following spatial signature matrix

$$F_1(O) = I_{0h}(l), \quad (32)$$

corresponding to DOA $\phi$. Since $|a^i(\phi)|^2 = m$, $F(\phi)F(\phi)$ is the $2 \times 2$ identity matrix.

To search in the joint spatial and polarimetric domains, we define the following spatio-polarimetric search vector

$$f(\phi, c) = F(\phi)c, \quad (33)$$

where the vector $c = [c_1 \ c_2]^T$ is a unit norm vector with unknown polarization coefficients. In Eq. (33), we have used the fact that $\|F(\phi)c\| = |c^H F(\phi)F(\phi)c|^\frac{1}{2} = (c^H c)^\frac{1}{2} = 1$.

The PTF-MUSIC spectrum is given by the following function,

$$P(\phi) = \min_{c} f^H(\phi, c)U_nU_n^Hf(\phi, c)^{-1} = \min_{c} c^H F^H(\phi)F(\phi)c |c|^{-1}, \quad (34)$$

where $U_n$ is the noise subspace obtained from the SPTFD matrix in Eq. (30) using selected t-f points. For t-f based DOA estimation methods, t-f averaging and joint block-diagonalization are two known techniques that can be used to integrate the different STFD or SPTFD matrices.
constructed at multiple t-f points [4], [7], [30]. The selection of those points from high energy concentration regions pertaining to all or some of the sources enhances the SNR and allows the t-f based MUSIC algorithms to be more robust to noise [4] compared to its conventional MUSIC counterpart.

In Eq. (34), the term in brackets is minimized by finding the minimum eigenvalue of the $2 \times 2$ matrix $F^H(\phi)U_nU_n^HF(\phi)$. Thus, a computationally expensive search in the polarization domain is avoided by performing a simple eigen-decomposition on a $2 \times 2$ matrix. As a result, the PTF-MUSIC spectrum can be expressed as

$$P(\phi) = \lambda^{-1}_{\min}[F^H(\phi)U_nU_n^HF(\phi)],$$  

where $\lambda_{\min}[\cdot]$ denotes the minimum eigenvalue operator. The DOAs of the sources are estimated as the locations of the highest peaks in the PTF-MUSIC spectrum. For each angle $\phi_k$ corresponding to the $n$ signal arrivals, $k = 1, 2, \ldots, n$, the polarization parameters of the respective source signal can be estimated from

$$\hat{\eta}(\phi_k) = \nu_{\min}[F^H(\phi_k)U_nU_n^HF(\phi_k)],$$

where $\nu_{\min}[\cdot]$ is the eigenvector corresponding to the minimum eigenvalue $\lambda_{\min}[\cdot]$.

V. Spatio-Polarimetric Correlations

The spatial resolution capability of an array highly depends on the correlation between the propagation signatures of the source arrivals [4], [31]. This is determined by the normalized inner product of the respective array manifold vectors. In the underlying problem, in which both the spatial and polarimetric dimensions are involved, the joint spatio-polarimetric correlation coefficient between sources $l$ and $k$ is defined using the extended array manifold $\tilde{a}(\phi)$, i.e.,

$$\beta_{l,k} = \frac{1}{m} \hat{a}^H(\phi_k)\tilde{a}(\phi_l) = \frac{1}{m} \left( c_{k1}^r c_{l1}^r (a^v[\phi_k])^H a^v[\phi_l] + c_{k2}^r c_{l2}^r (a^h[\phi_k])^H a^h[\phi_l] \right)$$

$$= c_{k1}^r c_{l1}^r \beta_{l,k}^v + c_{k2}^r c_{l2}^r \beta_{l,k}^h,$$  

where $\beta_{l,k}^v = \frac{1}{m} (a^v[\phi_k])^H a^v[\phi_l]$ is the spatial correlation coefficient between sources $l$ and $k$ for polarization $i$, with $i = v$ or $h$.

An interesting case arises when the vertically and horizontally polarized array manifolds are identical, i.e., $a^v[\phi] = a^h[\phi]$. In this case, $\beta_{l,k}^v = \beta_{l,k}^h$, and the joint spatio-polarimetric
correlation coefficient becomes the product of the individual spatial and polarimetric correlations, that is,

$$\beta_{l,k} = \beta_{l,\phi}^h \rho_{l,k}$$

(38)

with

$$\rho_{l,k} = c_k^H c_t = \cos(\gamma_l) \cos(\gamma_k) e^{j(\eta_l - \eta_k)} + \sin(\gamma_l) \sin(\gamma_k)$$

(39)

representing the polarimetric correlation coefficient. In particular, for linear polarizations, $\eta_l = \eta_k = 0$, and Eq. (39) reduces to

$$\rho_{l,k} = \cos(\gamma_l - \gamma_k).$$

(40)

Since $|\rho_{l,k}| \leq 1$, with the equality holds only when the two sources have identical polarization states, the spatio-polarization correlation coefficient is always smaller than that of the individual spatial correlation coefficient. The reduction in the correlation value due to polarization diversity, through the introduction of $\rho_{l,m}$, translates to improved source distinctions. As such, two sources that could be difficult to resolve using the single-polarized spatial array manifold $a^h(\phi)$ or $a^h(\phi)$ can be easily separated using the extended spatio-polarized array manifold, defined by $\tilde{a}(\phi)$. This improvement is more evident in the case when the source spatial correlation is high, but the respective polarimetric correlation is low.

VI. Sources with Time-Varying Polarizations

In this section, we consider the performance of DOA estimation when the source signals have time-varying polarization signatures. Time-varying polarizations are often observed when active or passive sources move or change orientations [32]. The performance of polarimetric MUSIC and PTF-MUSIC techniques are discussed and compared. For simplicity, we consider in this section the noise-free environment.

A. Polarimetric MUSIC

Given the time-varying nature of the source signal polarizations, the covariance matrix of the received signal vector is

$$R_{xx} = E [x(t)x^H(t)] = E \left\{ \begin{bmatrix} A^h(\Phi)(q^h(t) \odot s(t)) \\ A^h(\Phi)(q^h(t) \odot s(t)) \end{bmatrix} \begin{bmatrix} A^v(\Phi)(q^v(t) \odot s(t)) \\ A^v(\Phi)(q^v(t) \odot s(t)) \end{bmatrix}^H \right\}. \quad (41)$$
We replace the expectation operator by time-averages. Then,

\[
\begin{align*}
\mathbf{R}_{xx} &= \mathbf{B}(\Phi) \left[ \begin{bmatrix} \mathbf{q}^v(t)(\mathbf{q}^v(t))^H & \mathbf{q}^v(t)(\mathbf{q}^h(t))^H \\ \mathbf{q}^h(t)(\mathbf{q}^v(t))^H & \mathbf{q}^h(t)(\mathbf{q}^h(t))^H \end{bmatrix} \otimes \hat{\mathbf{R}}_{ss} \right] \mathbf{B}^H(\Phi) \\
&= \mathbf{B}(\Phi) \left\{ \begin{bmatrix} \mathbf{q}^v(t)(\mathbf{q}^v(t))^H & \mathbf{q}^v(t)(\mathbf{q}^h(t))^H \\ \mathbf{q}^h(t)(\mathbf{q}^v(t))^H & \mathbf{q}^h(t)(\mathbf{q}^h(t))^H \end{bmatrix} \otimes \begin{bmatrix} \hat{\mathbf{R}}_{ss} & \hat{\mathbf{R}}_{ss} \\ \hat{\mathbf{R}}_{ss} & \hat{\mathbf{R}}_{ss} \end{bmatrix} \right\} \mathbf{B}^H(\Phi),
\end{align*}
\]

where \( \overline{\cdot} \) denotes the average and \( \hat{\mathbf{R}}_{ss} \) is the time-average estimate of the source covariance matrix. The time-varying source signal polarization vectors are defined, similarly to Eqs. (26) and (27), as

\[
\mathbf{q}^v(t) = [\cos(\gamma_1(t)), \ldots, \cos(\gamma_n(t))]^T,
\]

\[
\mathbf{q}^h(t) = [\sin(\gamma_1(t))e^{j\phi_1(t)}, \ldots, \sin(\gamma_n(t))e^{j\phi_n(t)}]^T.
\]

If the source signal polarizations assume constant values, i.e., \( \mathbf{q}^v(t) = \mathbf{q}^v \) and \( \mathbf{q}^h(t) = \mathbf{q}^h \), then the noise-free received signal covariance matrix becomes

\[
\mathbf{R}'_{xx} = \mathbf{B}(\Phi) \left\{ \begin{bmatrix} \mathbf{q}^v(\mathbf{q}^v)^H & \mathbf{q}^v(\mathbf{q}^h)^H \\ \mathbf{q}^h(\mathbf{q}^v)^H & \mathbf{q}^h(\mathbf{q}^h)^H \end{bmatrix} \otimes \begin{bmatrix} \mathbf{R}_{ss} & \mathbf{R}_{ss} \\ \mathbf{R}_{ss} & \mathbf{R}_{ss} \end{bmatrix} \right\} \mathbf{B}^H(\Phi).
\]

The effect of the signal time-varying polarization on the covariance matrix is evident from Eqs. (42) and (45). The two cases of time-varying and time-invariant polarizations will lead to the same performance if their corresponding covariance matrices are identical. Consider, for example, a covariance matrix due to two source signals. The first signal has a linearly time-varying polarization over the observation period from 0 to 90 degrees, whereas the second signal’s linear polarization varies from 90 to 0 degrees over the same period. This case is equivalent to both sources assuming fixed, time-invariant polarization of \( \gamma = 45 \) degrees, and thereby, the source polarization diversity cannot be utilized in DOA estimation using polarimetric MUSIC.

To achieve polarization diversity in the above case, the data covariance matrix in Eq. (42) should be constructed from the moving average of the received data vector, instead of averaging over the entire data record. However, using few samples compromises the precision and robustness of direction estimation.
B. PTF-MUSIC

In the presence of time-varying polarized sources, the auto- and cross-polarized SPTFD, defined in Eqs. (19) and (21), respectively, can be expressed as

\[
D^{(ij)}(t, f) = \int \int \varphi(t - u, \tau) x^{[i]}(u + \frac{T}{2}) x^{[j]}(u - \frac{T}{2}) e^{-j2\pi f\tau} du d\tau
\]

\[
= A^{[i]}(\Phi) \left[ \int \int \varphi(t - u, \tau) \left( q^{[i]}(u + \frac{T}{2}) q^{[j]}(u - \frac{T}{2}) \right)^H \right]
\]

\[
\odot \left( s(u + \frac{T}{2}) s^H(u - \frac{T}{2}) \right) e^{-j2\pi f\tau} du d\tau \left( A^{[j]}(\Phi) \right)^H
\]

\[
= A^{[i]}(\Phi) D^{[ij]}(t, f) \left( A^{[j]}(\Phi) \right)^H,
\]

where \( G^{[ij]}(t, \tau) = q^{[i]}(t + \frac{T}{2}) q^{[j]}(t - \frac{T}{2})^H \), and \( K(t, \tau) = s(t + \frac{T}{2}) s^H(t - \frac{T}{2}) \). We assume that the frequency and the polarization signatures of the sources change almost linearly within the temporal span of the t-f kernel. Then, using the first-order Taylor-series expansion, the polarization-dependent terms can be approximated as

\[
\gamma_k(t + \frac{T}{2}) = \gamma_k(t) + \frac{T}{2} \Delta \gamma_k(t).
\]

The autoterm of the source polarization information, which reside on the diagonals of \( G^{[vv]}(t, \tau), G^{[vh]}(t, \tau), G^{[hv]}(t, \tau) \) and \( G^{[hh]}(t, \tau) \), are given by

\[
G^{[vv]}(t, \tau)_{kk} = \frac{1}{2} \left[ \cos(2\gamma_k(t)) + \cos(\tau \Delta \gamma_k(t)) \right]
\]

\[
G^{[vh]}(t, \tau)_{kk} = \frac{1}{2} \left[ \sin(2\gamma_k(t)) - \sin(\tau \Delta \gamma_k(t)) \right]
\]

\[
G^{[hv]}(t, \tau)_{kk} = \frac{1}{2} \left[ \sin(2\gamma_k(t)) + \sin(\tau \Delta \gamma_k(t)) \right]
\]

\[
G^{[hh]}(t, \tau)_{kk} = \frac{1}{2} \left[ -\cos(2\gamma_k(t)) + \cos(\tau \Delta \gamma_k(t)) \right]
\]

respectively. For symmetric t-f kernels, \( \varphi(t, \tau) \), the second sinusoidal terms in Eqs. (48) and (49) assume zero values in the TFD. Therefore, \( D^{[vi]}(t, f) \) can be expressed at the autoterm points as

\[
D^{[vi]}_{sk}(t, f) = \frac{1}{2} \cos(2\gamma_k(t)) D_{sk}(t, f) + c_{kk}(t, f)
\]

\[
D^{[vi]}_{sk}(t, f) = -\frac{1}{2} \cos(2\gamma_k(t)) D_{sk}(t, f) + c_{kk}(t, f)
\]

\[
D^{[vi]}_{sk}(t, f) = D^{[vi]}_{sk}(t, f) = \frac{1}{2} \sin(2\gamma_k(t)) D_{sk}(t, f)
\]
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with
\[ c_{kk}(t, f) = \frac{1}{2} \int \cos(\tau \gamma_k(t)) \varphi(t - u, \tau) \{ K(t, \tau) \}_{kk} e^{-j2\pi f \tau} d\tau. \] (54)

When different sources are uncorrelated, their time-frequency signatures have no significant overlap. If the t-f points located in the autoterm region of the kth source are used in constructing the SPTFD matrix, then
\[ D_{xx}(t, f) = \begin{bmatrix} a^{[v]}(\phi_k) & 0 \\ 0 & a^{[h]}(\phi_k) \end{bmatrix} M_k \begin{bmatrix} a^{[v]}(\phi_k) & 0 \\ 0 & a^{[h]}(\phi_k) \end{bmatrix}^H, \] (55)

where
\[ M_k = \frac{1}{2} D_{ss}(t, f) \begin{bmatrix} \cos(2\gamma_k(t)) & \sin(2\gamma_k(t)) \\ \sin(2\gamma_k(t)) & -\cos(2\gamma_k(t)) \end{bmatrix} + \begin{bmatrix} c_{kk}(t, f) & 0 \\ 0 & c_{kk}(t, f) \end{bmatrix}. \]

In the new structure of the SPTFD matrix of Eq. (55), the source time-varying polarization has the effect of loading the diagonal elements with \( c_{kk}(t, f) \) and, as such, alters the eigenvalues of the above 2 x 2 matrix. However, the eigenvector of \( M_k \) remain unchanged. The new eigenvalues are \( \lambda_{1,2} = c_{kk}(t, f) \pm \frac{1}{2} D_{ss}(t, f) \). The signal polarization signature, i.e., the eigenvector corresponding to the maximum eigenvalue, is \( \mathbf{v}_{k,\text{max}} = \begin{bmatrix} \cos(\gamma_k(t)) \\ \sin(\gamma_k(t)) \end{bmatrix} \). Therefore, in the context of PTF-MUSIC, the instantaneous polarization characteristics can be utilized for source discriminations.

VII. Subarray and Polarimetric Averaging

In coherent signal environments, spatial smoothing [28] and polarization averaging [29] methods are commonly applied in the MUSIC algorithms to restore the rank of the source matrix, prior to signal and noise subspace estimations. While spatial smoothing has a drawback of reducing the array aperture, polarization averaging eliminates pertinent source polarization information. In a combined spatial and polarization averaging approach, signal polarizations can be used to limit the reduction in array aperture. This, in turn, increases the number of coherent sources that can be resolved by the array over the case where only spatial averaging is performed.

In this section, the above methods are considered for the PTF-MUSIC for estimating DOAs of coherent sources in the context of TFDs, using dual-polarized double-feed arrays. For subarray averaging, uniform linear arrays (ULAs) are assumed with identical array manifolds for both polarizations, i.e. \( a^{[v]}(\phi) = a^{[h]}(\phi) = a(\phi) \). For polarization averaging, only the latter assumption (identical manifolds for both polarizations) is required.
A. Subarray Averaging

Subarray averaging involves dividing the m dual-polarized antenna array into p overlapping subarrays of \(m_1 = m - p + 1\) antennas, and averaging the respective \(p\) subarray SPTFD matrices. Define \(A_1(\Phi)\) as the new \(m_1 \times n\) steering matrix for the first subarray which consists of the first \(m_1\) rows of matrix \(A(\Phi) = A^v(\Phi) = A^h(\Phi)\). The data vector at the \(k\)th subarray is expressed as

\[
x^{(k)}(t) = \begin{bmatrix} x^{(k)}[v](t) \\ x^{(k)}[h](t) \end{bmatrix} = B_1^{(k)}(\Phi) \begin{bmatrix} s^{[v]}(t) \\ s^{[h]}(t) \end{bmatrix} + \begin{bmatrix} n^{(k)[v]}(t) \\ n^{(k)[h]}(t) \end{bmatrix}, \quad k = 1, 2, \ldots, m_1, \tag{56}\]

where \(n^{(k)[i]}(t)\) is the noise vector at the subarray for polarization \(i\), \(i = v\) or \(h\),

\[
B_1^{(k)}(\Phi) = \begin{bmatrix} A_1(\Phi)A^{k-1}(\Phi) & 0 \\ 0 & A_1(\Phi)A^{k-1}(\Phi) \end{bmatrix}, \tag{57}
\]

\[
A(\Phi) = \text{diag}\left[e^{-j2\pi \frac{d}{\lambda} \sin(\phi_1)}, \ldots, e^{-j2\pi \frac{d}{\lambda} \sin(\phi_\nu)}\right]. \tag{58}\]

where \(d\) denotes the sensor interelement spacing and \(\lambda\) denotes the source wavelength. Denoting \(D^{(k)}(t, f)\) as the SPTFD matrix corresponding to \(x^{(k)}(t)\) of the \(k\)th subarray, the spatially smoothed SPTFD matrix is defined by averaging \(D^{(k)}(t, f)\) over the \(p\) subarrays, i.e.,

\[
D_{xxSA}(t, f) = \frac{1}{p} \sum_{k=1}^{p} D^{(k)}(t, f). \tag{59}\]

The averaged SPTFD matrix can be written as the augmentation of four spatially-smoothed auto- and cross-polarized SPTFD matrices, expressed as

\[
D_{xxSA}(t, f) = \begin{bmatrix} D^{[vv]}_{xxSA}(t, f) & D^{[vh]}_{xxSA}(t, f) \\ D^{[hv]}_{xxSA}(t, f) & D^{[hh]}_{xxSA}(t, f) \end{bmatrix}. \tag{60}\]

The \((k, l)\)-th element of \(D^{[ij]}_{xxSA}(t, f)\), \(i, j = v, h\), with \(k, l = 1, 2, \ldots, m_1\), of the auto- \((i = j)\) and cross-polarized \((i \neq j)\) matrices in the above equation can be described as

\[
D^{[ij]}_{xxSA}(t, f) = \frac{1}{p} \sum_{r=1}^{p} D^{[ij]}_{zz_{k+r-1}z_{l+r-1}}(t, f)
= \frac{1}{p} \sum_{r=1}^{p} \left( \sum_{b=1}^{n} \sum_{c=1}^{n} a_{b,k+r-1} (a_{c,l+r-1})^* \right) D^{[ij]}_{zb_{b,c}}(t, f)
= \sum_{b=1}^{n} \sum_{c=1}^{n} \left( \frac{1}{p} \sum_{r=1}^{p} a_{b,k+r-1} (a_{c,l+r-1})^* \right) D^{[ij]}_{zb_{b,c}}(t, f)
= \sum_{b=1}^{n} \sum_{c=1}^{n} \left( \frac{1}{p} \tilde{a}_{c,k}^H \tilde{a}_{b,l} \right) D^{[ij]}_{zb_{b,c}}(t, f) = \sum_{b=1}^{n} \sum_{c=1}^{n} \tilde{b}_{b,c,k} D^{[ij]}_{zb_{b,c}}(t, f), \tag{61}\]
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where \( \mathbf{\tilde{a}}_{b,l} = [e^{-2\pi j(l-1)\theta_b}, e^{-2\pi j(l-1)\theta_b}, \ldots, e^{-2\pi j(l-1+p-2)\theta_b}]^T \) is the steering vector of a subgroup of \( p \) sensors for which the received signals are averaged, and \( \mathbf{\tilde{b}}_{b,c,k,l} = \mathbf{\tilde{a}}_{c,k}^H \mathbf{\tilde{a}}_{b,l}/p \) is the spatial correlation between signals \( b \) and \( c \) defined in the \( p \)-sensor group. It is easy to show that \( |\mathbf{\tilde{b}}_{b,k,l}| = 1 \) for any \( b \), whereas \( |\mathbf{\tilde{b}}_{b,c,k,l}| < 1 \) for \( b \neq c \). Different values of \( k \) and \( l \) affect the phase of \( |\mathbf{\tilde{b}}_{b,c,k,l}| \) but not its magnitude. Therefore, averaging the TFDs of the received data across the \( p \) array sensors reduces the interactions between source signals, whereas the source autoterms remain unchanged. This in turn reduces the off-diagonal elements of the source TFD matrix \( \mathbf{D}_{ss}(t,f) \) and leads to matrix rank restoration.

**B. Polarimetric Averaging**

Similar to subarray averaging, polarimetric averaging aims at combating the rank deficiency of the source SPTFD matrix, \( \mathbf{D}_{ss}(t,f) \), provided that the sources have different polarization states. The polarimetric averaged SPTFD matrix is defined as

\[
\mathbf{D}_{xxPA}(t,f) = \frac{1}{2} \left[ \mathbf{D}_{x^{[v]x^{[v]}}}(t,f) + \mathbf{D}_{x^{[h]x^{[h]}}}(t,f) \right].
\]

(62)

As with subarray averaging, polarization averaging also reduces source signal crossterms depending on the polarization correlation between them, as was shown in [33].

**C. Combined Spatial and Polarimetric Averaging**

Polarization averaging can also be used in conjunction with subarray averaging. Denote \( \mathbf{D}_{x^{[v]x^{[v]}}}(t,f) \) and \( \mathbf{D}_{x^{[h]x^{[h]}}}(t,f) \) as the STFDs corresponding to \( x^{(k)[v]}(t) \) and \( x^{(k)[h]}(t) \), respectively. Then, the combined subarray and polarization averaged SPTFD matrix becomes

\[
\mathbf{D}_{xxSPA}(t,f) = \frac{1}{2p} \sum_{k=1}^{p} \left[ \mathbf{D}_{x^{[v]x^{[v]}}}(t,f) + \mathbf{D}_{x^{[h]x^{[h]}}}(t,f) \right].
\]

(63)

It is implicit in Eqs. (59)-(63) that whether it is polarization and/or subarray averaging, source decorrelation is performed for each t-f point. Once the rank deficiency in the SPTFD matrices corresponding to multiple t-f points is restored, one can estimate the DOAs through PTF-MUSIC (for subarray averaging) or TF-MUSIC (for polarimetric or combined spatial and polarimetric averaging since the polarimetric information is lost in the process of averaging).

**D. Decorrelation Requirements**

Consider that \( n_0 \) sources are selected in the t-f domain, out of which a maximum number of \( n_c \) sources are coherent with each other. It is well-known that to decorrelate \( n_c \) coherent sources
using spatial averaging, the minimum number of subarrays must be $p \geq n_c$. In addition, the condition $m_1 > n_0$ is required so that the DOAs of all $n_0$ sources can be identified. However, when polarization averaging is used in addition to subarray averaging, only half the number of subarrays is needed, i.e. $p \geq \lceil n_c/2 \rceil$, given that the polarization states of the coherent sources are not identical. Accordingly, to decorrelate two coherent sources with different polarization states, polarization averaging alone will suffice. To decorrelate four coherent sources with different polarization states, polarization averaging accompanied with two subarrays will then be required. The proof of the reduction of the number of subarrays in the presence of polarization averaging was provided in [29] for non-time-frequency based methods. The extension to the t-f based methods is rather straightforward, and achieved by substituting the covariance matrix with a STFD or SPTFD matrix [34].

E. Remarks

From the above discussion, the following remarks are in order.

1. Polarization averaging does not require a ULA, a condition that has to be satisfied in subarray averaging. However, the dual-polarized sensors must be identically polarized and both polarizations have the identical array manifolds.

2. Polarization averaging is beneficial for matrix rank restoration only when the coherent sources have different polarization states. Polarization averaging sacrifices the polarization information and, therefore, signal polarization parameters can not be estimated.

3. In some cases, polarization averaging must be utilized along with subarray averaging. For example, when three sources impinge on a five-sensors ULA, while polarization averaging combined with two subarrays can resolve the source DOAs, subarray averaging alone would fail.

VIII. Simulations

A. Uncorrelated Source Scenarios

We consider two sources (sources 1 and 2) with chirp waveforms in the presence of an undesired sinusoidal signal (source 3) which impinge on a ULA of four ($m = 4$) dual-polarized cross-dipoles with half-wavelength interelement spacing. The vertical and horizontal array manifolds are set to be equal. Table 1 shows the sources’ respective normalized starting and end frequencies, DOAs (measured from the the broadside), and the two polarization parameters, $\gamma$ and $\eta$. All signals have the same signal power (SNR=13dB). The task is to find the DOAs of the chirp signals.
The data length is 256 samples and the length of the rectangular window used in the pseudo Wigner-Ville distribution (PWVD) is 65 samples.

As proposed in [35], averaging the sensor TFDs across the array mitigates the source crossterms and, as such, enhances the source t-f signatures. The PWVDs averaged over the four sensors are shown in Figs. 2(a) and 2(b), respectively, for the vertical and horizontal polarizations. Because the sources are closely spaced, crosstem mitigation through array averaging is limited. To further suppress the crossterms, we utilize both the spatial and polarimetric dimensions. Fig. 2(c) shows the PWVD averaged over the four sensors as well as both polarizations. In this case, since source 1 and source 2 have orthogonal polarizations, the crossterms between the two chirp signals are completely suppressed, revealing the source instantaneous frequencies and the true chirp signatures. The t-f points along these signatures can, subsequently, be considered for STFD and SPTFD matrix constructions.

The PTF-MUSIC spectrum is computed and the results are compared with the conventional MUSIC, polarimetric MUSIC, and TF-MUSIC. The MUSIC spectra for three independent trials are shown in Fig. 3. For the conventional and TF-MUSIC, only the vertical polarization components are used. For the TF- and the PTF-MUSIC, 192 t-f points were selected along the signatures of each of the two chirp signals meanwhile the sinusoidal signal is eliminated from consideration. The TF-MUSIC benefits from fewer sources and increased SNR, whereas the polarimetric MUSIC utilizes the distinction in the source polarization properties. Both attributes are enjoyed by the PTF-MUSIC. It is evident that only the proposed PTF-MUSIC accurately estimates the DOAs of the two chirp sources.

Figure 4 shows the root mean square error (RMSE) performance of estimated DOA for the four MUSIC methods. The results are obtained using 50 independent trials for each value of SNR and averaged over all the selected sources. The RMSE performance of the conventional MUSIC with twice the number of sensors (i.e., 8 sensors) is also included for comparison. It is seen that the PTF-MUSIC outperforms all other methods. The PTF-MUSIC enjoys about 5dB gain over the polarimetric MUSIC due to the source selection/discrimination capability and the localization of the source signal energy.

B. Coherent Source Scenarios

In the second set of simulations, we consider a ULA of five (m = 5) dual-polarized cross-dipoles with half-wavelength interelement spacing. Three sources are considered. The first two sources
(sources 1 and 2) are coherent and of identical chirp signatures, whereas the third one is an undesired sinusoidal signal (source 3). Table II shows the signal parameters. All signals have the same signal power (SNR=10dB). The data length is 256 samples. The PWVD averaged over the five dual-polarized sensors is shown in Fig. 5.

1. Polarimetric Averaging

Polarimetric averaging of the STFD matrices of the data samples across the vertical and the horizontal polarizations can successfully decorrelate coherent sources. Fig. 6 shows the spectra of the conventional MUSIC and TF-MUSIC, respectively, over three independent trials, where polarimetric averaging was employed on the five vertical and five horizontal antennas. For the TF-MUSIC method, only the two coherent sources (i.e., sources 1 and 2) are selected. It is evident that both methods show a clear spectrum peak for source 1 as a result of successful decorrelation of the two coherent sources. However, only the TF-MUSIC shows an exemplary performance for both sources due to the source selection capability.

2. Subarray and Polarization Averaging

In this simulation, polarimetric averaging is performed combined with spatial smoothing. The spectra of the MUSIC and the TF-MUSIC techniques utilizing the combined polarization and subarray averaging are shown in Fig. 7. In this case, the number of subarrays is 2. For comparison, we plotted in Fig. 8 the spectra using the conventional MUSIC method, applied to 10 vertically-polarized antenna array. Due to the close spatial separation between sources 2 and 3, the performance of all non-time-frequency based methods is not satisfactory. Only the TF-MUSIC spectrum, which drops the third signal from consideration, shows sharp and less biased peaks at the DOAs of the two coherent sources.

C. Sources with Time-Varying Polarization

Two chirp signals impinge upon a uniform linear array (ULA) of five cross-polarized (horizontal and vertical) dual-feed sensors. The parameters of the two chirp signals are listed in Table III. Fig. 9 shows the PWVD of two chirp signals. The interelement spacing of the sensors is half a wavelength. The array responses in both horizontal and vertical polarizations are identical. The SNR is 5dB. The source signals' polarization angles $\gamma_1(t)$ and $\gamma_2(t)$ change linearly in the observation period of 512 samples and are shown in Fig. 10. The length of the rectangular window used in the PWVD is 65 samples.
We compare the spectra of polarimetric MUSIC and PTF-MUSIC algorithms, where the sources have time-dependent polarizations. When all data samples are used to construct the covariance matrix, polarimetric MUSIC estimation fails to resolve the two sources as both sources appear to have the same polarization (see Fig. 11(a)). This is due to the fact that the two sources have the same second-order moment of the polarization signature over the observation period and, therefore, the covariance matrix based polarimetric MUSIC method cannot distinguish their instantaneous polarization differences.

To take advantage of the time-varying polarizations, therefore, we use 95 snapshots in constructing the covariance matrix for the polarimetric MUSIC in a moving averaging scheme, whereas 95 consecutive t-f points are used for the PTF-MUSIC. Figures 11(b) and (c) show the performance of the polarimetric MUSIC and PTF-MUSIC in tracking the DOA, as the source signal polarization changes. Both methods performance degrades when the polarization distinctions among the two source signal decrease. This is evident in the estimation in the middle region of the two figures. However, the performance of the PTF-MUSIC is superior to that of the polarimetric MUSIC when the sources have a time-varying polarization.

IX. Conclusion

A platform to deal with diversely polarized sources emitting nonstationary signals with clear time-frequency (t-f) signatures has been introduced. This platform, which is termed Spatial polarimetric time-frequency distributions (SPTFDs), utilizes the polarimetric, spatial, and temporal signatures of signals impinging on an array of sensors. Each sensor is of double-feed, dual-polarized antennas. The SPTFD incorporates the time-frequency distributions (TFD) of the received data across the polarization and spatial variables. It allows the discrimination of sources based on their respective direction-of-arrival as well as their polarization and t-f signal characteristics. The use of TFD reveals the source time-varying frequency natures, and as such, permits the consideration of those t-f points of high signal energy concentrations. The eigen-decomposition of SPTFDs constructed from a portion of, or the entire, t-f signatures of all or a subset of the incoming signals is used to define the polarimetric time-frequency MUSIC (PTF-MUSIC) algorithm. This algorithm is show to outperform other existing MUSIC methods, including conventional MUSIC, time-frequency MUSIC, and polarimetric MUSIC. For coherent signal environments, the ability to collect the data from the horizontal and vertical polarized antenna arrays, separately, provides the flexibility to trade off subarray and polarization averag-
ing for source matrix rank restoration, and as such, can be used to limit the reduction in array aperture necessary for source decorrelations. The chapter considered the application of TFDs to sources with a time-varying polarization in the context of array processing. It has been shown that the difference in the instantaneous polarizations of the sources can be uniquely utilized by the proposed approach to maintain polarization diversity, specifically, in the cases when the source polarizations have similar span of polarization angles over the observation period.
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### TABLE I

**Signal Parameters (Uncorrelated Source Scenario)**

<table>
<thead>
<tr>
<th>Source</th>
<th>Start freq.</th>
<th>End freq.</th>
<th>DOA (deg.)</th>
<th>$\gamma$ (deg.)</th>
<th>$\eta$ (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.20</td>
<td>0.40</td>
<td>-3</td>
<td>45</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>0.42</td>
<td>3</td>
<td>45</td>
<td>180</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.10</td>
<td>9</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

### TABLE II

**Signal Parameters (Coherent Source Scenario)**

<table>
<thead>
<tr>
<th>Source</th>
<th>Start freq.</th>
<th>End freq.</th>
<th>DOA (deg.)</th>
<th>$\gamma$ (deg.)</th>
<th>$\eta$ (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.20</td>
<td>0.50</td>
<td>-6</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.50</td>
<td>6</td>
<td>45</td>
<td>170</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.10</td>
<td>12</td>
<td>25</td>
<td>-90</td>
</tr>
</tbody>
</table>

### TABLE III

**Signal Parameters (Time-Varying Polarization Scenario)**

<table>
<thead>
<tr>
<th>Source</th>
<th>Start freq.</th>
<th>End freq.</th>
<th>DOA (deg.)</th>
<th>$\gamma$ (deg.)</th>
<th>$\eta$ (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.30</td>
<td>4</td>
<td>0 to 90</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.40</td>
<td>12</td>
<td>90 to 0</td>
<td>0</td>
</tr>
</tbody>
</table>
Fig. 1. Dual-polarized array.

(a) PWVD averaged over the vertically-polarized array sensors.

(b) PWVD averaged over the horizontally-polarized array sensors.

(c) PWVD averaged over array sensors and polarizations.

Fig. 2. Averaged PWVD results.
Fig. 3. Comparison of MUSIC spectra.

Fig. 4. RMSE performance of the MUSIC methods.

Fig. 5. PWVD averaged over all array sensors and polarizations.
Fig. 6. Conventional MUSIC and TF-MUSIC spectra with polarization averaging.

(a) Conventional MUSIC  (b) TF-MUSIC (2 signals chosen)

Fig. 7. Conventional and TF-MUSIC spectra with spatial smoothing and polarization averaging.

(a) MUSIC  (b) TF-MUSIC (2 signals chosen)

Fig. 8. 10-sensor conventional MUSIC with spatial smoothing.

Fig. 9. PWVD of two chirp signals arriving at the reference sensor.
Fig. 10. Time-varying polarization signatures of the sources.

(a) Polarimetric MUSIC spectra based on the entire data

(b) Polarimetric MUSIC tracking

(c) PTF-MUSIC tracking

Fig. 11. MUSIC spectra in time-varying polarization scenario.
Chapter 3

Imaging Through Unknown Walls Using Different Standoff Distances

Abstract

In through-the-wall imaging, errors in wall parameters cause targets to be imaged away from their true positions. The displacement in target locations depends on the accuracy of the estimates of the wall parameters as well as the target position relative to the antenna array. A technique using two or more standoff distances of the imaging system from the wall is proposed for application under wall parameter ambiguities. Two different imaging schemes can then be applied to correct for errors in wall characteristics. The first scheme relies on forming target displacement trajectories, each corresponding to a different standoff distance, and assuming different values of wall thickness and dielectric constant. The target position is then determined as the trajectories cross-over point. In the second scheme, an image sequence is generated. Each specific image in this sequence is obtained by summing those corresponding to different standoff distances, but with the same assumed wall parameters. An imaging focusing metric can then be adopted to determine the target position. The chapter analyzes the above two schemes, and provides extensive simulation examples demonstrating their effectiveness.
1 INTRODUCTION

Through-the-Wall Radar Imaging (TWRI) is an emerging technology that addresses a number of civilian problems and has a dual-use with obvious military applications as well. TWRI is a complex and difficult problem that requires cross-disciplinary research. Fundamentally, it is a hybrid between two main areas, statistical signal, radar, and array processing, on one hand, and antennas and electromagnetics, on the other. There are many challenges facing Through-the-Wall Radar Imaging system development, namely, the system should be reliable, portable, light weight, small-size, and have both short acquisition time and set-up time. It is important for the system performance to be robust to ambiguities and inaccuracies in wall parameters and to the presence of non-uniform walls, multiple walls, and operator motion. Ultimately, the system should have high range and cross range resolutions, which are application specific. Finally, the TWRI system must be able to detect and classify motions in a populated scene and in the presence of heavy clutter, which may include interior back and side walls, water pipes, electrical cords, and various types of furniture items.

There are two different approaches to through-the-wall Radar imaging. The first approach is coherent imaging that requires wideband beamforming to be applied, using transmitter and receiver antenna arrays [1-11]. The other is the non-coherent approach that involves several, more simplified and stand-alone radar units. In this case, imaging is performed based on the trilateration technique [12-17]. In this chapter, we focus on the coherent imaging approach. There are several studies on the coherent TWRI to detect stationary and moving target behind the walls with known wall characteristics, such as dielectric constant [1-11]. In practical situations, however, the wall parameters are not exactly known. The errors in wall parameters impact the imaged target position as well as the target spread and intensity profile. A TWRI technique that provides correct target location without the knowledge of the wall parameters was proposed in [18]. The technique in [18] requires data to be acquired using at least two different array placement positions against the wall. At each position, imaging is performed for different assumed values of wall parameters. The displacements in target position due to incorrect wall parameter values form a
trajectory, which traces the highest peak of the target image as its shifts. The trajectories for different array positions, or structures, are shown to intersect at the true target position. The application of the scheme proposed in [18], however, may be limited in practice. Safety reasons may prohibit the system operator from reaching the wall.

Inspired by the work in [18], we introduce in this chapter two new approaches for imaging of point targets under wall parameter ambiguities. In both schemes, imaging is performed at least at two standoff distances. At each standoff distance, the array may be arbitrarily placed. These generalized schemes include the approach in [18] as a special case, where the array is only placed against the wall. In the first proposed approach, for each standoff distance, several images are obtained using different assumed wall characteristics. The extent of the shift of the target image from its true position depends on the error between the assumed and exact wall parameters. The target displacement trajectory is then constructed by connecting the peak values of its images. The intersection of the trajectories corresponding to different standoff distances indicates the target position.

The above approach is effective at short distances from the wall. We note that, unlike the approach in [18] in which the imaging system only moves parallel to the wall, different standoff distances from the wall can generate images with significantly different angle resolutions. The image of a target from a long standoff distance occupies several image pixels in both angle and range, especially for targets with large incident angle. To overcome image dispersion, we propose a second approach in which we use the effects of both target displacement and blurriness. A composite image sequence is generated with different wall parameters using two or more standoff distances. Each specific element in the image sequence is obtained, for given wall parameter values, by summing the images generated at the two array positions. Since targets are imaged in their true positions with least blurriness when correct wall parameters are used, an image focusing metric may be applied to determine the image corresponding to proper wall thickness and dielectric constant. In this chapter, we use the Entropy measure [19, 20] and show its effectiveness in locating the target behind unknown walls.
The organization of the chapter is as follows. We provide in Section 2 the fundamental equations of wideband through-the-wall radar imaging from a standoff distance. The effect of wall parameter ambiguities on target displacement is discussed in Section 3. In Section 4, a target location estimation approach using of two or more standoff distances is presented. In Section 5, we propose a general implementation of TWRI and target location estimation using two or more array positions at long standoff distances. The conclusion is provided in Section 6.

2 WIDEBAND BEAMFORMING

The wideband beamforming for imaging through the wall has been presented in [9,18], for the antennas placed against the wall. Below, we discuss the general case for arbitrary standoff distance. An \( M \)-element transmit and an \( N \)-element receive system is used for imaging. The region to be imaged is located along the positive \( z \)-axis. The \( m \)-th transmitter, located at \( \mathbf{x}_{t_m} = (x_{t_m}, z_{t_m}) \), illuminates the scene with the wideband signal \( s(t) \). The reflection by any target located in the region being imaged is collected at the \( n \)-th receiver located at \( \mathbf{x}_{r_n} = (x_{r_n}, z_{r_n}) \). For a single point target located at \( \mathbf{x}_p = (x_p, z_p) \), the output of the \( n \)-th receiver is given by

\[
y_{mn}(x_p) = a(x_p)s(t - \tau_{p,mn}),
\]

where \( a(x_p) \) is the complex reflectivity of the point target. The propagation delay, \( \tau_{p,mn} \), encountered by the signal as it travels from the \( m \)-th transmitter to the target located at \( \mathbf{x}_p \), and back to the \( n \)-th receiver, is given by

\[
\tau_{p,mn} = \frac{r_{m,p} + r_{n,p}}{c} + \frac{l_{m,p} + l_{n,p}}{v}
\]

where \( c \) and \( v \) are the propagation speeds in the air and in the wall respectively. The variables \( r_{m,p} \) and \( r_{n,p} \) (\( l_{m,p} \) and \( l_{n,p} \)), respectively, represent the traveling distances of the wave in the air (wall) from the \( m \)-th transmitter to the target \( p \) and from the target to the \( n \)-th receiver. These parameters are depicted in Fig.1.
The region of interest is divided into a finite number of pixels in range and angle. The complex composite signal corresponding to the image of the pixel located at $x_q$ (at range $R_q$ in the direction $\theta_q$) is obtained by applying time delays and weights to the data at the $N$ receivers, and summing the results. The block diagram of the imaging system is shown in Fig. 2. For a single target case, the system output is given by [9]

$$b_q(t) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_{rm} w_{rn} a(x_p)s(t - \tau_{p,mn} + \tau_{q,mn})$$

(3)

where $w_{rm}$ and $w_{rn}$ are the weights applied to the output of the $n$-th receiver and the component signal obtained using $m$-the transmitter. The focusing delay $\tau_{q,mn}$ is applied to the output of the $n$-th receiver when the transmitter is at the $m$-th location. This delay, which is given by

$$\tau_{q,mn} = \frac{r_{m,q} + r_{n,q}}{c} + \frac{l_{m,q} + l_{n,q}}{v},$$

(4)

synchronizes the arrivals at different receive locations for the same pixel, and as such allows coherent imaging. The complex amplitude image value for the pixel located at $x_q$ is obtained by passing the signal $O_q(t)$ through a filter $h(t) = s^*(-t)$, which is matched to the transmitted pulse, and sampling the output of the filter at time $t = 0$,

$$I(x_q) = (b_q(t) * h(t))|_{t=0}.$$  

(5)

The process described by Eqs. (3-5) is performed for all pixels in the region of interest to generate the composite image of the scene. The general case of multiple targets can be obtained by superposition of target reflections.

3 TARGET IMAGE DISPLACEMENT

Errors in wall thickness and dielectric constant impact the traveling time both inside and outside the wall, and subsequently, lead to errors in the applied focusing delays for coherent imaging, given by equation (4). Using estimates, denoted by "-", rather than true values of the wall parameters, equation (4) changes to
\[
\tilde{T}_{q,mn} = \frac{\tilde{r}_{m,q} + \tilde{r}_{n,q}}{\tilde{v}} + \frac{\tilde{I}_{m,q} + \tilde{I}_{n,q}}{\tilde{v}},
\]

where \( \tilde{v} = \frac{c}{\sqrt{\varepsilon}} \) is the estimated propagation speed through the wall. Due to errors in propagation speed, \( \tilde{T}_{q,mn} \neq T_{q,mn} \). A shift in target position due to focusing delay errors will require \( \tilde{T}_{q,mn} = T_{p,mn}, \forall m, n \), i.e., a new set of focusing delays in the presence of wall errors must equal the target propagation delays, given by Eq. (2).

### 3.1 The Effect of Wall Thickness Errors

If the assumed wall thickness is \( d_e = d + \Delta d \), and the dielectric constant is known, then the focusing delay for the target at the \( p \)-th image pixel from the \( m \)-th transmit antenna to the \( n \)-th receive antenna is

\[
\tilde{T}_{p,mn,d} = T_{p,mn} + \Delta T_{p,mn,d}
\]

Eq. (3), with \( q=p \), can be rewritten as

\[
T_{p,mn} = \frac{h}{c \cos(\phi_{m,p})} + \frac{h}{c \cos(\phi_{n,p})} + \frac{\sqrt{\varepsilon d}}{c \cos(\theta_{n,p})} + \frac{\sqrt{\varepsilon d}}{c \cos(\theta_{r,p})},
\]

where \( h = h_1 + h_2 = z_p - z_m - d \). The parameters \( h_1, h_2 \) are, as shown in Fig. 1, the distances of the wall to the transmit antenna and the target, respectively. The change in focusing delay due to the error \( \Delta d \) is

\[
\Delta T_{p,mn,d} = \frac{\Delta d}{c} \left( \frac{\sin(\phi_{m,p} - \theta_{m,p})}{\sin(\theta_{m,p})} + \frac{\sin(\phi_{n,p} - \theta_{r,p})}{\sin(\theta_{r,p})} \right).
\]

The derivation of Eq. (9) is given in Appendix A. It is clear from the above equation that the change in the focusing delay is a linear function of \( \Delta d \) and is a nonlinear function of the incident angles. This shows that the change in the focusing delay is generally antenna-dependent. If dielectric constant \( \varepsilon > 1 \), then \( \phi_{m,p} > \theta_{m,p} \) and \( \phi_{n,p} > \theta_{r,p} \). It follows from Eq. (9) that if the wall thickness is over estimated,
i.e., $\Delta d > 0$, then $\Delta \tau_{p,mn,d} > 0$. That is, if $d_e$ is greater than the true value $d$, the applied focusing delays are longer than those required to coherently combine the signal returns for a target at pixel $p$, i.e., $\tau_{p,mn} > \tau_{p,mn}$. Now, consider a pixel $q$ that is closer to the wall than $p$, with $\tau_{q,mn} < \tau_{p,mn}$. To image pixel $q$, where is no target, under the assumption of wall thickness, $d_e > d$, the applied focusing delays are typically greater than those required if there were no wall errors. In this case, $\tau_{q,mn} > \tau_{q,mn}$. The above two time delay inequalities suggest that there could be a pixel $q$ where $\tau_{q,mn} \approx \tau_{p,mn}$, rendering a displacement of the target from location $p$ to location $q$. We note that a pure shift in the target position requires $\tau_{q,mn} = \tau_{p,mn}$, for all values of $m$ and $n$, otherwise a shift is accompanied with blurriness. The above argument is illustrated in Fig. 4, in which we consider three targets at different positions behind the wall located at $(3,30^0)$, $(3,-30^0)$, $(5,0^0)$. The transmit and receive arrays are symmetric about their center point, and are placed against the wall. The transmit array consists of four antennas with inter-element spacing of 0.6 meter. The receive array consists of eight antennas with inter-element spacing 0.075 meter, which is half wavelength of signal with 2GHz carrier frequency. Both the transmit and receive arrays are located along the x-axis at positions listed in Table 1. The wall thickness is $d = 0.4$ meter and the dielectric constant is $\varepsilon = 9$, representing a concrete wall. The carrier frequency is 2 GHz and the pulse bandwidth is 1 GHz\(^1\). The dielectric constant is assumed known, i.e., $\varepsilon_e = \varepsilon$, but the wall thickness is unknown and assumed as $d_e = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6$ m. The images corresponding to different pairs of wall parameters $(\varepsilon, d_e)$ are generated using Eq. (3) and are superimposed. Fig. 4 shows that the targets are clearly shifted away from their true positions. If $\Delta d = d_e - d > 0$, then the target images move toward the array and vise versa. Below, we analyze the effect of the wall thickness errors on target displacement in angle, for an arbitrary standoff distance.

\(^1\) These signal parameters are typically used in the underlying applications [9,21].
3.1.1 Shift of Target in the Image Due to Wall Thickness Error

The $m$-th transmit antenna is located at $(x_{m}, z_{m})$, as shown in Fig.1. In this case, the traveling time, $\tau_{p,m}$, between the $m$-th transmit antenna to the target $p$, located at $(x_{p}, z_{p})$, is expressed as

$$\tau_{p,m} = \frac{z_{p} - z_{m} - \Delta d}{c \cos(\phi_{m,p})} + \frac{\sqrt{\Delta d}}{c \cos(\theta_{m,p})}. \quad (10)$$

Assume that under the wall error $\Delta d = d_{e} - d$, the target, whose true position is $p$ at $(x_{p}, z_{p})$, appears at point $q$ at $(x_{q}, z_{q})$. Denote $\Delta x_{pq} = x_{q} - x_{p}$ and $\Delta z_{pq} = z_{q} - z_{p}$. The relationship between $\Delta x_{pq}$ and $\Delta z_{pq}$ is shown in Fig. 5. For small value of $\Delta d$, the estimated time delay from the $m$-th antenna to point $q$ is expressed as

$$\tau_{q,m} = \tau_{p,m} + \Delta \tau_{pq,m}, \quad (11)$$

$$\Delta \tau_{pq,m} = \frac{\partial \tau_{p,m}}{\partial d} \Delta d + \frac{\partial \tau_{p,m}}{\partial x_{q}} \Delta x_{pq} + \frac{\partial \tau_{p,m}}{\partial z_{q}} \Delta z_{pq} = \frac{\Delta d \sin(\phi_{m,p} - \theta_{m,p})}{c \sin(\theta_{m,p})} + \frac{\Delta x_{pq} \sin(\phi_{m,p})}{c} + \frac{\Delta z_{pq} \cos(\phi_{m,p})}{c}. \quad (12)$$

Note that $\frac{\partial \tau_{p,m}}{\partial d} = \frac{\Delta \sin(\phi_{m,p} - \theta_{m,p})}{c \sin(\theta_{m,p})}$, obtained from (A.9), has considered the subsequent changes of the incident angles due to the change in $d$. For the array antenna to synthesize an image at position $q$ of a target physically present at location $p$, the difference between $\tau_{q,m}$ and $\tau_{p,m}$ should ideally be zero for all $M$ antennas. To simplify the problem, we consider small array apertures, and assume the following two conditions to be satisfied at the center of the array (it is not necessary that there physically exists an antenna at the center of the array). First, the time delay $\tau_{q,0}$, where the subscript "0" denotes the center of the array, should be equal to $\tau_{p,0}$,

$$\Delta \tau_{pq,0} = 0. \quad (13)$$

Second, the above time difference is invariant with the position of target $p$, i.e.,
\[ \frac{\partial \Delta \tau_{pq,0}}{\partial \varphi_{t_{0,p}}} = 0. \]  

(14)

From Eq. (12),

\[ \Delta \tau_{pq,0} = \frac{\Delta d}{c} \left[ \sqrt{\varepsilon} \cos(\theta_{t_{0,p}}) - \cos(\varphi_{t_{0,p}}) \right] + \frac{\Delta x_{pq} \sin(\varphi_{t_{0,p}})}{c} + \frac{\Delta z_{pq} \cos(\varphi_{t_{0,p}})}{c}, \]  

(15)

where \( \theta_{t_{0,p}} \) and \( \varphi_{t_{0,p}} \) are respectively, the incident and refraction angles in the wall and the air, related to the path from the center of the transmit array to the target \( p \). Accordingly,

\[ \frac{\partial \Delta \tau_{pq,0}}{\partial \varphi_{t_{0,p}}} = \frac{\Delta d}{c} \left( -\frac{\sin(\theta_{t_{0,p}}) \cos(\varphi_{t_{0,p}})}{\cos(\theta_{t_{0,p}})} + \sin(\varphi_{t_{0,p}}) \right) + \frac{\Delta x_{pq} \cos(\varphi_{t_{0,p}})}{c} - \frac{\Delta z_{pq} \sin(\varphi_{t_{0,p}})}{c}. \]  

(16)

From (13) and (15),

\[ \frac{\Delta d}{c} \left[ \sqrt{\varepsilon} \cos(\theta_{t_{0,p}}) - \cos(\varphi_{t_{0,p}}) \right] \sin(\varphi_{t_{0,p}}) + \frac{\Delta x_{pq} \sin^2(\varphi_{t_{0,p}})}{c} + \frac{\Delta z_{pq} \cos(\varphi_{t_{0,p}}) \sin(\varphi_{t_{0,p}})}{c} = 0. \]  

(17)

From (14) and (16), we obtain

\[ \frac{\Delta d}{c} \left( -\frac{\sin(\theta_{t_{0,p}}) \cos^2(\varphi_{t_{0,p}})}{\cos(\theta_{t_{0,p}})} + \sin(\varphi_{t_{0,p}}) \cos(\varphi_{t_{0,p}}) \right) + \frac{\Delta x_{pq} \cos^2(\varphi_{t_{0,p}})}{c} - \frac{\Delta z_{pq} \sin(\varphi_{t_{0,p}}) \cos(\varphi_{t_{0,p}})}{c} = 0. \]  

(18)

Adding (17) to (18),

\[ \Delta x_{pq} = -\Delta d \left( \sqrt{\varepsilon} \cos(\theta_{t_{0,p}}) \sin(\varphi_{t_{0,p}}) - \frac{\sin(\theta_{t_{0,p}}) \cos^2(\varphi_{t_{0,p}})}{\cos(\theta_{t_{0,p}})} \right) = -\Delta d \tan(\theta_{t_{0,p}})(\varepsilon - 1). \]  

(19)

Similarly, we can obtain

\[ \Delta z_{pq} = -\Delta d \left( \frac{\cos(\varphi_{t_{0,p}})}{\cos(\theta_{t_{0,p}})} \sqrt{\varepsilon - 1} \right). \]  

(20)

From (19) and (20),

\[ \frac{\Delta x_{pq}}{\Delta z_{pq}} = \frac{(\varepsilon - 1) \sin(\theta_{t_{0,p}})}{\cos(\varphi_{t_{0,p}}) \sqrt{\varepsilon - \cos(\theta_{t_{0,p}})}}. \]  

(21)

Now, define the function

62
\[ f(\theta) = \frac{\sin(\theta)}{\cos(\phi) \sqrt{\varepsilon - \cos(\theta)}} \]  

with \( \frac{\sin(\phi)}{\sin(\theta)} = \sqrt{\varepsilon}, \) \( 0 \leq \theta, \phi < \frac{\pi}{2}. \) Therefore,

\[ f'(\theta) = \frac{\cos(\theta)(\sqrt{\varepsilon \cos(\phi) - \cos(\theta)}) - \sin(\theta)(\sqrt{\varepsilon \cos(\phi) + \sin(\theta)})}{(\cos(\phi) \sqrt{\varepsilon - \cos(\theta)})^2}, \]  

where

\[ \cos'(\phi) = \frac{\cos'(\theta)}{d\theta} = -\frac{\varepsilon \sin(\theta) \cos(\theta)}{\cos(\phi)}. \]  

From (23) and (24),

\[ f'(\theta) = \frac{\sqrt{\varepsilon \cos(\theta) - \cos(\phi)}}{(\cos(\phi) \sqrt{\varepsilon - \cos(\theta)})^2 \cos(\phi)} > 0. \]  

The above equation remains valid when the two way traveling time (from transmitter to target and from target to receiver) is considered. When incorporating the effect of both arrays, the shift of the image is given by

\[ \Delta x_{pq} = -\Delta d(\varepsilon - 1)[\tan(\theta_{0,p}) + \tan(\theta_{0,p})] \]  

\[ \Delta z_{pq} = -\Delta d \left( \frac{\cos(\phi_{0,p})}{\cos(\theta_{0,p})} \sqrt{\varepsilon} + \frac{\cos(\phi_{0,p})}{\cos(\theta_{0,p})} \sqrt{\varepsilon} - 2 \right) \]

where \( \theta_{0,p} \) and \( \phi_{0,p} \) are respectively, the incident and refraction angles in the wall and in the air, related to the path from target \( p \) to the center of the receive array.

### 3.2 The Effect of Dielectric Constant Errors

Similar to the wall thickness error, errors in the dielectric constant also impact the imaging quality. However, closed form expressions similar to (26, 27) are difficult to obtain due to nonlinearity of the relationship involving dielectric constant errors. If the estimated, or assumed, dielectric constant is \( \varepsilon_{\text{e}} = \varepsilon + \Delta \varepsilon \), with known wall thickness, then the corresponding focusing delay for the pixel \( p \) becomes
\[ \tilde{r}_{p,mn,e} = r_{p,mn} + \Delta r_{p,mn,e} \]  

where

\[ \Delta r_{p,mn,e} = \frac{d\Delta \varepsilon}{2\sqrt{\mu \varepsilon}} \left( \frac{1}{\cos(\theta_{l,p})} + \frac{1}{\cos(\theta_{r,p})} \right). \]  

The derivation of Eq.(29) is given in Appendix B. It is clear that \( \Delta r_{p,mn,e} > 0 \) for \( \Delta \varepsilon > 0 \). Similar to the case of \( d_e > d \), discussed in Section 3.1, for \( \varepsilon_e > \varepsilon \), the target at location \( p \) may be displaced to some pixel \( q \) closer to the wall. For illustration, we consider the same wall characteristics and the same three targets as in Section 3.1. In this case, however, we assume knowledge of the true wall thickness, \( d_e = d \), but we use different values of the wall dielectric constant, \( \varepsilon_e = 3.24, 4.48, 6.25, 9, 12.25, 14.44, 17.64 \). The images corresponding to different pairs of wall parameters are superimposed in Fig. 6, which shows clear displacement of the targets.

4 TARGET LOCATION ESTIMATION USING TWO DISPLACEMENT TRAJECTORIES

Consider two standoff distances of the antenna arrays with array centers at \((x_1,-z_1),(x_2,-z_2)\), respectively, with \( z_1 < z_2 \). The analysis in Section 3 also applies to this general system placement.

(I) For target located at \((x_p,z_p)\) and \( x_1 = x_2 = x_p \). Let \( \theta_{l,p}, \theta_{r,p} \) denote the incident angle relative to the array center, for standoff distance \( z_1 \) and \( z_2 \), respectively. For the target located at \((x_p,z_p)\), \( \theta_{l,p} = \theta_{r,p} = 0 \). Equations (19) and (20) state that target \( p \) is imaged away from its true position in the \( z \)-direction if a wall thickness error is introduced. The above argument is verified by the simulation results in Fig. 7. In this simulation, three targets, located at \((3\sin(30^\circ),3\cos(30^\circ))\), \((-3\sin(30^\circ),3\cos(30^\circ))\), and \((0,5)\) are imaged from two standoff distances of the radar system, at \((0,0)m\) and \((0,-3)m\). Dielectric constant \( \varepsilon = 9 \), and different assumed wall thicknesses,
\[ \Delta d = -0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3 \text{ m} \] are used. Fig. 7 shows that the image of the target at (0,5) shifts in range with different assumed wall thickness, but assumes the same position for the two standoff distances.

(II) For target located at \((x_p, z_p)\), with \(\theta_{1,p}, \theta_{2,p} > 0\). Since \(\theta_{1,p}, \theta_{2,p} > 0\), then according to Eq. (25), the target imaged from the first standoff distance has a different angular shift compared to its image from the second standoff distance. Accordingly, images of the target generated at different standoff distances separate under errors in the wall thickness. The target is, however, imaged at its true position when the true wall thickness is used. Although, for \(\Delta d > 0\), both target images with different standoff distances shift towards the array, the image of the first standoff distance with larger incident angle \(\theta_{1,p}\) moves closer to the array than that of the second standoff distance with smaller \(\theta_{2,p}\). This is verified by the simulation in Fig. 7. The peaks of the images in Fig. 7 are marked as "." and "**" in Fig. 8, for the two standoff distances. Figs. (7, 8) demonstrate that the image shift trajectories of the target \((3 \sin(30^\circ), 3 \cos(30^\circ))\) cross at its true position. As depicted in the same figures, the above argument also applies to the other non-center target. Similar behavior of target images and trajectories is exhibited for the case in which the dielectric constant is assumed.

We consider next the general case, where both the wall thickness and dielectric constant are unknown. The two system standoff distances at \((0,0)\) and \((0,-3)\) is used to image three targets located at \((4.5 \sin(18^\circ), 4.5 \cos(18^\circ))\) m, \((4.5 \sin(-18^\circ), 4.5 \cos(-18^\circ))\) m, and \((0,5.5)\) m. The wall parameters are \(d = 0.4\) m, \(\varepsilon = 9\). The simulation result is presented in Fig. 9 with assumed dielectric constant \(\varepsilon_e = 12.25 \neq \varepsilon\), and seven assumed wall thickness values \(d_e = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7\) m. The figure shows that the image trajectories from the two standoff distances of each side target intersect approximately at the true wall thickness value.

5 AN ALTERNATIVE IMAGING APPROACH

The analysis in the previous section shows that the intersection of the target image trajectories for two standoff distances provides good estimates of the wall parameters, yielding correct target locations.
The trajectory is formed by tracing the target image peaks. This approach works well for smaller stand-off distances. However, there are potential problems in adopting this approach for longer standoff distances. As argued below, a target may be represented by multiple peaks.

5.1 Problem in tracking image peaks

It is important to note that in order to find the intersection of the target displacement trajectories with two different standoff distances, the coordinate systems must not be changed for different array positions. For each standoff distance, the imaged region is divided into small image pixels with the same range and angle coordinate system. Suppose the center of the imaging system at one standoff distance is chosen as the origin of the coordinate system. Using the same coordinates, the images obtained at a longer standoff distance will have a lower angle resolution. Furthermore, the pixels in the same range cell corresponding to one standoff distance may not have the same time delay to the center of array when imaged from another standoff distance. Therefore, a target, especially one with a long distance from antenna array, might be imaged in several image pixels that extend over several angle and range cells. This argument is verified by the simulation result in Fig. 10. We consider five targets located at (7,30°), (7,18°), (7,0°), (7,−18°), (7,−30°). The exact values of wall thickness and dielectric constant are 0.4m and 9, respectively. The transmit and receive antenna arrays have the structure depicted in the Table1, with standoff distance 8m.

Theoretically, the peak position of target image is in the center of the target image. However, the image is obtained by the discrete sampling of image pixels in range and angle. Therefore, the sample points might not be exactly in the center of the target image. Tracing the target shifts of low resolution images could cause problems for the target location estimation schemes that incorporate target trajectory intersections.
5.2 New approach for imaging using different array placements

From the analysis in Section 4, the target images generated from different standoff distances coincide or highly overlap at the target true position, when the true wall parameters are used. When an incorrect wall thickness is applied, the target is imaged in different positions from the two standoff distances, i.e., it will appear separated in a superimposed image. Therefore, one approach to estimate the true position of a target, is to form the composite images with different assumed wall thickness values, and find the wall characteristics at which the images of the target from different standoff distances are mostly overlapping. The latter can be accomplished using a focusing or sharpness metric. In the following, we give a pseudo code of the proposed target location estimation algorithm with known dielectric constant, \( \varepsilon \).

1. Generate a sequence of images \( A_{d_1}, A_{d_2}, \ldots, A_{d_K} \), for a given array standoff distance and using \( \varepsilon \). These images correspond to the assumed wall thickness values \( d_{e_1}, d_{e_2}, \ldots, d_{e_K} \).

2. Repeat step 1 and generate another sequence of images \( B_{d_1}, B_{d_2}, \ldots, B_{d_K} \), for another standoff distance.

3. Generate a composed image \( I_{d_1}, I_{d_2}, \ldots, I_{d_K} \) from \( A_{d_1}, A_{d_2}, \ldots, A_{d_K} \) and \( B_{d_1}, B_{d_2}, \ldots, B_{d_K} \),

   \[ I_{d_k} = A_{d_k} + B_{d_k}, \quad k = 1, \ldots, K. \]

   \( I_{d_1}, I_{d_2}, \ldots, I_{d_K} \) is a new and composite image sequence over the assumed wall thickness variable.

4. Find the optimum wall thickness \( d_{ek_0} \) at which the applied focusing criterion assumes the largest or the smallest value for the image sequence \( I_{d_1}, I_{d_2}, \ldots, I_{d_K} \). If multiple answers exist, then select the one which is more physically acceptable.

5. A more accurate estimate of the wall thickness can be obtained if more images \( A_{d_1}, A_{d_2}, \ldots, A_{d_K} \) and \( B_{d_1}, B_{d_2}, \ldots, B_{d_K} \) are generated and added around the initial estimate, \( d_{ek_0} \).
(6) Use the wall parameter \((\varepsilon, d_{e}d_{w})\) to generate the final image.

There are different criteria that can be used in Step 4 to measure the image focusing levels. One of the most commonly used focusing criterion is the Minimum Entropy [19,20]. For each composite target image \(I_{d_{e}}\) in the target image sequence \(I_{d_{e1}}, I_{d_{e2}}, \ldots, I_{d_{ek}}\), we calculate the entropy \(E(d_{e})\) of \(I_{d_{e}}\), as

\[
E(d_{e}) = -\sum_{l=1}^{L} \sum_{j=1}^{J} p_{l,j}(d_{e}) \log(p_{l,j}(d_{e})), \quad p_{l,j}(d_{e}) = \left| x_{d_{e}}(l,j) \right|^2.
\]

where \(p_{l,j}(d_{e})\) is the square of the pixel value \(x_{d_{e}}(l,j)\), \(L\) and \(J\) are the range and cross range sizes of image \(I_{d_{e}}\) respectively. The parameter \(d_{e}\), corresponding to the smallest value of \(E(d_{e})\), is taken as the estimate of the wall thickness. The motivation of using the minimum entropy of the composite image to measure the degree of overlapping of images \(A_{d_{e}}\) and \(B_{d_{e}}\) is that the more \(A_{d_{e}}\) and \(B_{d_{e}}\) overlap, the larger the change in the image pixel values. The above criterion is typically applied in SAR, ISAR motion compensation and auto-focus [19,20]. We note that there are other equally effective criteria [22-25] that can also be used in equation (30).

For illustration, consider the original transmit and receive antenna structures of Table 1. The imaging system is positioned at \((-3,-4)\) m and \((1,-8)\) m, respectively. We consider three targets behind the wall, located at \((0,7)\) m, \((7\sin(30^0),7\cos(30^0))\) m, and \((-7\sin(30^0),7\cos(30^0))\) m. The true wall parameters are \(d = 0.4\) m, \(\varepsilon = 9\). In the simulation, the dielectric constant is known. For each array placement, the wall thickness values \(d_{e} = 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.55, 0.6, 0.65, 0.7\) m are assumed. Superimposed images from the two standoff distances are shown in Fig.11 (a), and the corresponding peaks of the images are shown in Fig.11 (b). Fig.11 (b) shows that, due to large target image dispersions over neighboring pixels, the target trajectories cannot be properly formed. Therefore, we resort to using a focusing metric to solve the problem. The Entropy of the composite image in Fig.11 (a) is computed and plotted with the solid line in Fig. 11 (c) with respect to the assumed wall thickness. It
shows a minimum value at $d_e = d = 0.4m$. The above algorithm can also be applied to estimate the dielectric constant when the wall thickness is unknown.

In the next example, we examine the sensitivity of the proposed techniques to the imaging system placements. Fig. 12 shows a simulation result for the targets of Fig. 11, but the two standoff positions (0, -4)m and (0,-8)m are used instead of (-3, -4)m and (1,-8)m in Fig. 11. Fig. 12 shows the target images with different assumed wall thickness. The incident angles from the standoff positions in Fig. 12 are smaller than those in Fig.11, causing the images to overlap, while they are separated in Fig.11. The Entropy of the composite images for Fig.12 (a) is plotted with the "--" line in Fig. 11 (c). It does not reach a minimum at the true value $d=0.4m$ of wall thickness. Similar behavior is observed when the system is shifted parallel to the wall without changing the standoff distance.

5.3 Imaging with Both Parameters Unknown

Now, we consider the case in which both the wall thickness and the dielectric constant are unknown. We first assume a value of one of the two parameters, say the dielectric constant, $\varepsilon_e$. Then, we proceed with the same steps used in Section 5.2, where the dielectric constant is known. That is, we generate a sequence of images using different assumed values of the wall thickness. The trajectories of target displacements with different standoff distances cross at some assumed wall thickness $d_{ek_o}$. Notice that the estimated $d_{ek_o}$ in this case depends on the assumed dielectric constant, $\varepsilon_e$. Therefore, the pair $(\varepsilon_e, d_{ek_o})$ employed to generate the final image is not unique.

Consider the two standoff positions of the imaging system, and the true wall parameters to be the same as those in Fig.11. We assume the wall dielectric constant to be $\varepsilon_e = 12.25$. For each one of the array position, the wall thickness values $d_e = 0.1, 0.15, 0.2, 0.25, 0.30, 0.35, 0.4, 0.45, 0.55, 0.6, 0.65, 0.7$ m are assumed. Superimposed images from the two standoff distances are generated and the corresponding peaks of the images are shown in Fig.13 (a). Similar to Fig. 11 (b), the target trajectories cannot be properly formed by tracing the highest peaks of the images and the intersection points are not clear.
Therefore, we resort to using a focusing metric to solve the problem. The entropy of composite image for each wall pair is computed and plotted in Fig.13 (b) with respect to the assumed wall thickness. The entropy assumes a minimum value at $d_e = 0.35\text{m}$, which differs from the true wall thickness value. However, the wall parameter pair $(d_e, \varepsilon_e) = (0.35, 12.25) \neq (d, \varepsilon)$ yields correct target positions for both standoff distances. This is because the effects of the errors in both $d$ and $\varepsilon$ are canceled out, leading to the correct set of delays required to coherently combine the waveform returns from the target positions. The imaging results for 4 m and 8m standoff distances are shown in Figs.14 (a) and 14 (b), respectively.

6 CONCLUSIONS

"Seeing" through the wall using radio frequencies is an emerging technology that is currently sought out by both the commercial and government sectors. For logistical and safety reasons, imaging is preferably performed at a standoff distance from the external wall. This requirement, combined with the fact that wall characteristics may be unknown, presents a challenge in producing accurate and reliable images. In this chapter, we proposed a wideband beamforming-based technique that allows the system operator to perform imaging with wall parameter ambiguities and from a standoff distance. The approach depends on the assumption that imaging can be obtained at two or multiple standoff distances. We focused on point targets and assume single uniform walls. The approach traces the images as they shift in position for different assumed wall thickness and dielectric constant. The target image trajectories for two standoff distances intersect. The wall parameters corresponding to the intersection point are used to provide the target positions. The chapter presented an alternative approach which is useful at long standoff distances and incorporates both the shift and blurriness effects of the target when using incorrect wall parameters. The Entropy was applied to the composite images from two standoff distances to determine the target position with least blurriness. Several simulation examples were presented which demonstrated the effectiveness of the proposed approach. This chapter has only dealt with two-dimensional imaging using one-dimensional array. The applicability of the proposed techniques to 3-D imaging is expected to hold, but should be separately analyzed and verified.
Appendix A

For simplicity, we only consider the traveling time from a transmit antenna to the target. As shown in Fig. 5, without errors in the wall thickness estimation,

\[ x_{p,m} = x_p - x_{tm} = d \tan(\theta_{tm,p}) + h \tan(\varphi_{tm,p}), \quad (A.1) \]

where \( h = h_1 - h_2 = z_p - z_{tm} - d \). We consider the traveling time when there is an error \( \Delta d = d - d \) in the estimated wall thickness. When \( d \) changes to \( d + \Delta d \) (and subsequently \( h \) changes to \( h - \Delta d \)) and \( \varphi_{tm,p} \) changes to \( \varphi_{tm,p} + \Delta \varphi_{tm,p} \) (and subsequently \( \theta_{tm,p} \) changes to \( \theta_{tm,p} + \Delta \theta_{tm,p} \)), the change in \( x_{p,m} \) can be approximated by

\[
\Delta x_{p,m} = \frac{\partial x_{p,m}}{\partial d} \Delta d + \frac{\partial x_{p,m}}{\partial h} \Delta h + \frac{\partial x_{p,m}}{\partial \theta_{tm,p}} \Delta \theta_{tm,p} + \frac{\partial x_{p,m}}{\partial \varphi_{tm,p}} \Delta \varphi_{tm,p}
\]

\[ = \tan(\theta_{tm,p}) \Delta d + \tan(\varphi_{tm,p}) \Delta h + d \cos^{-2}(\theta_{tm,p}) \Delta \theta_{tm,p} + h \cos^{-2}(\varphi_{tm,p}) \Delta \varphi_{tm,p}. \quad (A.2) \]

For the path to pass through the true target position, \( \Delta x_{p,m} = 0 \). That is,

\[ \Delta d \tan(\theta_{tm,p}) + \Delta h \tan(\varphi_{tm,p}) + d \cos^{-2}(\theta_{tm,p}) \Delta \theta_{tm,p} + h \cos^{-2}(\varphi_{tm,p}) \Delta \varphi_{tm,p} = 0. \quad (A.3) \]

From the Snell’s law, \( \sin(\varphi_{tm,p}) = \sqrt{\varepsilon} \sin(\theta_{tm,p}) \), we can deduce the approximation

\[ \Delta \theta_{tm,p} = \Delta \varphi_{tm,p} \frac{\cos(\varphi_{tm,p})}{\sqrt{\varepsilon} \cos(\theta_{tm,p})}. \quad (A.4) \]

Substituting (A.4) in (A.3) yields

\[ \Delta d \tan(\theta_{tm,p}) + \Delta h \tan(\varphi_{tm,p}) + \frac{d}{\sqrt{\varepsilon}} \cos^{-3}(\theta_{tm,p}) \cos(\varphi_{tm,p}) \Delta \varphi_{tm,p} + h \cos^{-2}(\varphi_{tm,p}) \Delta \varphi_{tm,p} = 0. \quad (A.5) \]

Since \( \Delta h = -\Delta d \), then

\[ \Delta \varphi_{tm,p} = \frac{\Delta d [\tan(\varphi_{tm,p}) - \tan(\theta_{tm,p})]}{d \cos(\varphi_{tm,p}) + h \sqrt{\varepsilon} \cos^{-3}(\theta_{tm,p}) \cos^{-2}(\varphi_{tm,p})}. \quad (A.6) \]
(A.6) shows the necessary shift of the incident angles for the path traveling from the $m$-th antenna to the point $p$ when the wall thickness error is taken into account. On the other hand, the total travel time from the $m$-th antenna to the target position $p$ is given by

$$\tau_{p,m} = \frac{1}{c} \left( \frac{\sqrt{\varepsilon} d}{\cos(\theta_{t_m,p})} + \frac{h}{\cos(\phi_{t_m,p})} \right).$$

Therefore, the additional travel time due to $\Delta d$ and $\Delta \phi_{t_m,p}$ can be expressed using first-order approximation as

$$\Delta \tau_{p,m} = \frac{\partial \tau_{p,m}}{\partial d} \Delta d + \frac{\partial \tau_{p,m}}{\partial \theta_{t_m,p}} \Delta \theta_{t_m,p} + \frac{\partial \tau_{p,m}}{\partial \phi_{t_m,p}} \Delta \phi_{t_m,p}$$

$$= \frac{\partial \tau_{p,m}}{\partial d} \Delta d + \Delta \phi_{t_m,p} \left( \frac{\partial \tau_{p,m}}{\partial \theta_{t_m,p}} \frac{\cos(\phi_{t_m,p})}{\sqrt{\varepsilon} \cos(\theta_{t_m,p})} + \frac{\partial \tau_{p,m}}{\partial \phi_{t_m,p}} \right)$$

$$= \Delta d \left( \frac{\sqrt{\varepsilon}}{\cos(\theta_{t_m,p})} - \frac{1}{\cos(\phi_{t_m,p})} \right) + \Delta \phi_{t_m,p} \left( \frac{d \cos(\phi_{t_m,p})}{c \cos^2(\theta_{t_m,p})} \tan(\theta_{t_m,p}) + \frac{h}{\cos(\phi_{t_m,p})} \tan(\phi_{t_m,p}) \right)$$

$$= \frac{\Delta d}{c} \left[ \sqrt{\varepsilon} \cos(\theta_{t_m,p}) - \cos(\phi_{t_m,p}) \right] + \frac{\Delta \phi_{t_m,p}}{c} \sin(\phi_{t_m,p}) \sin(\theta_{t_m,p}).$$

$$= \frac{\Delta d}{c} \sin(\phi_{t_m,p} - \theta_{t_m,p}) \quad (A.8)$$

### Appendix B

We consider the situation where there is an error in the estimated value of the dielectric constant of the wall material, $\Delta \varepsilon = \varepsilon_e - \varepsilon$. The incident angles are adjusted so that the new path links the $m$-th antenna and the target point, $p$. From (A.1), we obtain the following first-order approximation,

$$\Delta x_{p,m} = \frac{\partial x_{p,m}}{\partial \theta_{t_m,p}} \Delta \theta_{t_m,p} + \frac{\partial x_{p,m}}{\partial \phi_{t_m,p}} \Delta \phi_{t_m,p} = \frac{\Delta \theta_{t_m,p} d}{\cos^2(\theta_{t_m,p})} + \frac{\Delta \phi_{t_m,p} d}{\cos^2(\phi_{t_m,p})}. \quad (B.1)$$

For the path to pass through the true target position, $\Delta x_{p,m} = 0$. That is,
\[
\frac{\Delta \theta_{\text{in},p} d}{\cos^2(\theta_{\text{in},p})} + \frac{\Delta \varphi_{\text{in},p} d}{\cos^2(\varphi_{\text{in},p})} = 0.
\] (B.2)

From (A.9), the additional time due to the error \(\Delta e\) becomes

\[
\Delta \tau_{p,m} = \frac{\partial \tau_{p,m}}{\partial \varepsilon} \Delta \varepsilon + \frac{\partial \tau_{p,m}}{\partial \theta_{\text{in},p}} \Delta \theta_{\text{in},p} + \frac{\partial \tau_{p,m}}{\partial \varphi_{\text{in},p}} \Delta \varphi_{\text{in},p}
\]

\[
= \frac{1}{c} \left( \frac{\Delta \varepsilon}{2 \sqrt{\varepsilon} \cos(\theta_{\text{in},p})} + \frac{\sqrt{\varepsilon} d \sin(\theta_{\text{in},p})}{\cos^2(\theta_{\text{in},p})} \Delta \theta_{\text{in},p} + \frac{h \sin(\varphi_{\text{in},p})}{\cos^2(\varphi_{\text{in},p})} \Delta \varphi_{\text{in},p} \right) = \frac{\Delta \varepsilon}{2c \sqrt{\varepsilon} \cos(\theta_{\text{in},p})}.
\] (B.3)
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Figure 1: Geometry for computing the distances on transmit and receive
Figure 2: Block diagram of the post-data acquisition beamformer

Table 1: Transmit and Receive array locations

<table>
<thead>
<tr>
<th>Element #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td>-0.9</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td>-0.2625</td>
<td>-0.1875</td>
<td>-0.1125</td>
<td>-0.0375</td>
<td>0.0375</td>
<td>0.1125</td>
<td>0.1875</td>
<td>0.2625</td>
</tr>
</tbody>
</table>

Figure 3. (a) Transmit array   (b) Receive array
Figure 4. Shifts in images for different assumed wall thickness values

Figure 5. Geometry for computing the imaged position $q$ corresponding to target $p$. 
Figure 6. Shifts in images for different assumed dielectric constant values

Figure 7. Image results with two different standoff distances
Figure 8. Peaks of the images in Fig. 7

Figure 9. Images with $\varepsilon_e = 12.25$ from standoff at (0,-3)m and (0,0)m
Figure 10. Image with standoff distance 8m

Figure 11(a). Images with $\varepsilon = 9$ from two standoff distances (-3,-4)m, and (1,8)m
Figure 11 (b). Peaks of the images in Fig. 11 (a)

Figure 11 (c). Normalized Entropies of composite images
Figure 12. Images with $\epsilon_c = \epsilon = 9$ from two standoff distances (0,-4)m, and (0,-8)m

(a)

Figure 13. Peaks and Entropy of the composite image with $\epsilon_c = \epsilon = 12.25$ from two standoff distances (-3,-4)m, and (1,-8)m

(b)
Figure 14 Final image from single standoff with $(d_e, \varepsilon_e) = (0.35, 12.25) \neq (d, \varepsilon)$
Chapter 4

Autofocusing of Through-the-Wall Radar Imagery under Unknown Wall Characteristic

Abstract
The quality and reliability of through-the-wall radar imagery is governed, among other things, by the knowledge of the wall characteristics. Ambiguities in wall characteristics smear and blur the image, and also shift the imaged target positions. An autofocusing technique, based on higher order statistics, is presented which corrects for errors under unknown walls. Simulation results show that the proposed technique provides high-quality focused images with target locations in close proximity to true target positions.
1. INTRODUCTION

Through-the-Wall Radar Imaging (TWRI) is an emerging technology that addresses a number of civilian problems and has a dual-use with obvious military applications. TWRI can be used in rescue missions, behind-the-wall target detection, and surveillance and reconnaissance in urban environments. There are several studies on TWRI to detect the presence of persons behind walls and track their movements with known wall parameters, such as wall thickness and dielectric constant [1-10]. In practical situations, however, the wall characteristics are not known a priori, and need to be estimated. Ambiguities in wall parameters smear and blur the image and cause the imaged targets to shift away from their true positions. These effects increase significantly when multiple walls separate the targets from the radar, which typically is the case in urban sensing applications [11]. If unaccounted for, the image degradations reduce the accuracy and reliability of TWRI and compromise the integrity of the system.

A TWRI technique that provides correct locations of stationary targets without the knowledge of wall parameters was proposed in [12-13]. This technique is based on coherent wideband beamforming, and uses the bias in imaged target location, when incorporating incorrect walls. It requires the use of two or more different array structures, and corrects for wall ambiguities by utilizing the distinctions in the respective location bias trajectories. In this chapter, unlike the work in [12-13], we examine the effect of wall ambiguities on the target spread and intensity profile, aiming to focus the image and correct for shifts in locations of imaged stationary targets. We use a single array structure and assume the transmit and receive arrays are placed against a single uniform wall. We investigate both conventional contrast measures and higher order standardized moments as potential candidates for measuring the degree of smearing and blurriness of through-the-wall images of stationary target distributions. These images are obtained using high-resolution coarray-based subarray aperture synthesis and post-data acquisition wideband near-field beamforming [5, 14]. The coarray formalism allows synthesizing a desired aperture with significant savings in the number of required transmit and receive antennas. The coarray was originally defined for narrowband far-field active imaging [15], and subsequently extended to wideband
imaging in [16]. It is represented by the set of all pair-wise sums of the position vectors of the elements in
the transmit and receive apertures.

It is noted that, cost and technology permitting, both hardware wideband beamforming using a full
array and post-data acquisition wideband beamforming with aperture synthesis can be used for imaging
and are equivalent. However, wideband beamformers are difficult to implement in hardware because time
delays, instead of phase shifters, are required to steer the transmit and receive beams [17-19]. Moreover,
the beams have to be steered to different pixels both in range and angle over the region of interest. This
requires the delays to be flexible and tunable. Therefore, wideband signals are typically processed by
splitting the spectrum into subband or narrowband components so that phase steering, instead of time
delays, is applicable [17-19]. An alternative is post-data acquisition beamforming which eliminates the
need for hardware delay lines. However, in order to retain the ability to form and steer both transmit and
receive beams, it requires independent use of each transmit element for data acquisition, thereby allowing
aperture synthesis through the use of subarrays. The subarrays consist of a single transmitter and one or
more receivers. Two different arrangements can be used for aperture synthesis [14, 20]. Either all the
elements of the intended transmit and receive arrays can be physically present and share transmit and
receive processing channels via a multiplexer, or a single subarray can be used to realize the full transmit
and receive arrays by moving this subarray to different locations forming the array aperture.

The proposed through-the-wall autofocusing system eliminates image distortions caused by errors in
wall parameter estimates. The system block diagram is shown in Fig. 1. The system consists of a
measuring module that provides a feedback of the image quality, measured using a suitable focusing
metric, to an adjustment module in which the wall parameters are tuned to reduce degradation. This
feedback scheme relies on an iterative application of the focusing metric. At each iteration, the assumed
wall parameters are changed and a subsequent beamformed image is generated based on the updated wall
parameters. An image quality optimization scheme may be applied to recursively autofocus the images.

The non-convex multi-modal nature of the associated cost function may occasionally force the algorithm
to converge to a small local solution or could prevent it from convergence at all. The viability of the
image quality optimization may be improved by enhancing the optimization algorithm to effectively tackle the multiplicity of local solutions. However, this investigation is beyond the scope of this work. We, therefore, assume that the algorithm initializations lead to a local or global solution or the system operator guides the tuning of the wall parameters to optimize the image quality metric.

For the system of Fig. 1, we analyze the target image intensity under far-field conditions and assume the wall parameter error values to be small. Our analysis shows that exact as well as incorrect assumed wall characteristics, defined by wall thickness and dielectric constant, can lead to focused images with imaged target positions in close proximity to true target locations. It is important to note that the far-field results become even more applicable for longer standoff distances from the wall.

The chapter is organized as follows. We provide in Section 2 the fundamental equations of wideband through-the-wall radar imaging. The effect of wall parameter ambiguities on the image intensity under far-field conditions is discussed in Section 3. In Section 4, we investigate both conventional contrast based metrics and higher order standardized moments as possible candidates for autofocusing of through-the-wall radar imagery. Section 5 contains the concluding remarks.

2. WIDEBAND THROUGH-THE-WALL BEAMFORMING

In order to present the effect of wall errors on target image blurriness as well as demonstrate image refocusing using proposed sharpness measures, we summarize in this section the fundamental equations describing wideband synthetic aperture beamforming in the presence of the wall. It is noted that these equations along with detailed analyses of the known wall-based imagery are given in [5, 12]. Consider a subarray, consisting of a single transmitter and a single receiver, used to synthesize an $M$-element transmit and an $N$-element receive line arrays, both located along the $x$-axis. The region to be imaged is located along the positive $y$-axis. Let the transmitter, placed at the $m$-th transmit location $x_{tm} = (x_m, 0)$, illuminate the scene with a wideband signal $s(t)$. The reflection by any target located in the region being imaged is measured and recorder at the $n$-th receiver located at $x_{rn} = (x_n, 0)$. For the case of a single
point target located at \( \mathbf{x}_p = (x_p, y_p) \), the output of the \( n \)-th receiver is given by \( a(x_p)s(t - \tau_{p,nn}) \), where \( a(x_p) \) is the complex reflectivity of the point target. As shown in Fig. 2, the propagation delay, \( \tau_{p,nn} \), encountered by the signal as it travels from the \( m \)-th transmitter to the target located at \( \mathbf{x}_p \), and back to the \( n \)-th receiver, is given by

\[
\tau_{p,nn} = \frac{r_{m,p,\text{air}} + l_{n,p,\text{air}} + r_{m,p,\text{wall}} + l_{n,p,\text{wall}}}{c}
\]

where \( c \) is the speed of light, and \( \nu = c/\sqrt{\varepsilon} \) is the speed though the wall with a dielectric constant \( \varepsilon \). The variables \( r_{m,p,\text{air}} \) and \( r_{m,p,\text{wall}} \) represent the traveling distances of the signal in the air and wall, respectively, from the \( m \)-th transmitter to the target at \( \mathbf{x}_p \), whereas \( l_{n,p,\text{air}} \) and \( l_{n,p,\text{wall}} \) are the traveling distances of the wave in the air and wall, respectively, from the target at \( \mathbf{x}_p \) to the \( n \)-th receiver. The analytical expression for the propagation delay was derived in [5] and is given by

\[
\tau_{p,nn} = \frac{1}{\nu \cos \theta_{n,p}} \left[ \frac{d}{c} \cos(\theta_{n,p} - \phi_{n,p}) + \frac{1}{\nu \cos \theta_{n,p}} \right] + \frac{d^2}{c \cos^2 \theta_{n,p}} \sin^2(\theta_{n,p} - \phi_{n,p}) - \frac{1}{\nu \cos \theta_{n,p}} \left[ \frac{d}{c} \cos(\theta_{n,p} - \phi_{n,p}) + \frac{1}{\nu \cos \theta_{n,p}} \right] + \frac{d^2}{c \cos^2 \theta_{n,p}} \sin^2(\theta_{n,p} - \phi_{n,p})
\]

(2)

where \( \text{dist}() \) is the Euclidean distance between two position vectors.

This process is repeated with the transmitter at the \( m \)-th location until all the \( N \) receive locations have been used sequentially. The corresponding \( N \) outputs are processed as follows. The region of interest is divided into a finite number of pixels in range and angle. The complex composite signal corresponding to the image of the pixel located at \( \mathbf{x}_q = (x_q, y_q) \), is obtained by applying time delays and weights to the \( N \) received signals, and summing the results. The output for a single target case is given by

\[
z_{mq}(t) = \sum_{n=1}^{N} w_n a(x_p)s(t - \tau_{p,nn} + \tau_{q,nn})
\]

(3)
where $w_m$ is the weight applied to the output of the $n$-th receiver, and $\tau_{q,mn}$ is the focusing delay applied to the output of the $n$-th receiver when the transmitter is at the $m$-th location. This delay, given by (2) with the target pixel subscript $p$ replaced by the focusing pixel subscript $q$, synchronizes the arrivals at different receive locations for the same focusing pixel, and thus allows near-field imaging of the scene.

The above process is repeated by sequential use of the $M$ transmit locations and produces $M$ complex composite signals, $z_{mq}(t)$, $m=1,2,\ldots, M$, corresponding to the image of the pixel at $x_q$. The complex signal corresponding to the pixel located at $x_q$ is obtained by the coherent weighted linear combination

$$z_q(t) = \sum_{m=1}^{M} w_m z_{mq}(t) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_m w_n \alpha(x_p) s(t - \tau_{p,mn} + \tau_{q,mn})$$

(4)

where $w_m$ is the weight applied to the component signal $z_{mq}(t)$ obtained using the $m$-th transmitter. The complex amplitude image value for the pixel located at $x_q$ is obtained by passing the signal $z_q(t)$ through a filter matched to the transmitted pulse and sampling the output of the filter at time $t = 0$,

$$I(x_q) = (z_q(t) * h(t)) \bigg|_{t=0} = \sum_{m=1}^{M} \sum_{n=1}^{N} w_m w_n \alpha(x_p) s(t - \tau_{p,mn} + \tau_{q,mn}) * h(t) \bigg|_{t=0}$$

(5)

where $h(t) = s^*(-t)$ is the impulse response of the matched filter. The process described by (3)-(5) is performed for all pixels in the region of interest to generate the composite image of the scene. The general case of multiple targets can be obtained by superposition.

Note that the focusing delays have taken into account the change in propagation speed and the bending effect of the wave as it propagates through and out of the dielectric wall for reliable and accurate imaging. The focusing delays can be precisely computed, given the exact knowledge of the wall parameters such as its thickness and dielectric constant, and as such cancel the propagation delays when $x_q=x_p$. However, in typical through-the-wall imaging scenario, the wall parameters are not known a priori and an estimate of these parameters would have to be used for computing the focusing delays. Ambiguities in wall parameters lead to errors in the focusing delays. As a consequence, the focusing delays do not exactly cancel the propagation delays, even when $x_q=x_p$. These errors compromise the beamformer performance and the resultant images are blurred, smeared, and the target location estimates
are biased. This degradation of image quality will be more pronounced in wall materials with high dielectric constants and in the presence of multiple walls separating the targets and the radar.

3. EFFECT OF WALL PARAMETER AMBIGUITIES ON IMAGE INTENSITY

Consider the case when the wall parameters are not exactly known. Let the estimated wall thickness be \( d + \delta_w \) and the estimated refractive index be \( \sqrt{\varepsilon} + \delta_e \). In this case, the complex amplitude image value \( \hat{I}(x_q) \) in the presence of wall parameter ambiguities is given by (5) with \( \nu, d, \) and \( \sqrt{\varepsilon} \) replaced by \( c/\sqrt{\varepsilon} + \delta_e, d + \delta_w, \) and \( \sqrt{\varepsilon} + \delta_e \), respectively in the expression for the focusing delay \( \tau_{q,mm} \). We will now determine the conditions under which the image intensity at pixel \( x_q \), for far-field and small error assumptions, will be equal to the intensity in the absence of wall errors.

Assume that the targets being imaged are located in the far-field of the array and the errors \( \delta_w \) and \( \delta_e \) are relatively small. Then, the complex amplitude image value \( \hat{I}(x_q) \) can be simplified as

\[
\hat{I}(x_q) \approx I(x_q) + \delta_w \frac{2(\sqrt{\varepsilon} - 1)}{c} \sum_{l=1}^{N_c} g_l a(x_p) \left. \frac{d \psi_s(t)}{dt} \right|_{t=\tau_{nn}} + \delta_e \sum_{l=1}^{N_c} g_l a(x_p) \left( \frac{2d - z_l \theta_q}{c} \right) \left. \frac{d \psi_s(t)}{dt} \right|_{t=\tau_{nn}}
\]

where \( I(x_q) \) is the pixel value in the absence of wall errors under far-field assumptions, \( \psi_s(t) \) is the autocorrelation function of the pulse \( s(t) \), \( N_c \) is the number of points in the coarray corresponding to the \( M \)-element transmit and \( N \)-element receive arrays, \( z_l \) is the \( l \)-th coarray location, \( g_l \) is the coarray weighting, which is defined as [15]

\[
g_l = \sum_{(a,b) \in C_l} w_{la} w_{rb}, \quad C_l = \{(a,b) \mid z_l = x_{la} + x_{rb} \}
\]

and

\[
\tau_{ll} = \frac{2(R_q - R_p)}{c} - \frac{\sqrt{\varepsilon} z_l (\theta_q - \theta_p)}{c}
\]
In eq. (8), \( R_q = \sqrt{x_q^2 + y_q^2} \), \( R_p = \sqrt{x_p^2 + y_p^2} \), and \( \theta_j \) is the incident angle related to the path from the origin to the target (for \( j=p \)) and the focusing pixel for \( j=q \), as shown in Fig. 3. The derivation of (6) is given in the Appendix.

The intensity of the image pixel at \( x_q \) can, therefore, be expressed as

\[
|\hat{I}(x_q)|^2 = \left| I(x_q) + \frac{2(\sqrt{e} - 1)}{c} \sum_{l=1}^{N_p} g_l a(x_p) \left. \frac{d\psi_j(t)}{dt} \right|_{t=t_{r1}} \right|^2
\]

Expanding the right hand side of (9) and retaining only the linear error terms, we obtain

\[
|\hat{I}(x_q)|^2 \approx |I(x_q)|^2 + 2\delta \frac{2(\sqrt{e} - 1)}{c} \Re \left\{ I^*(x_q) \sum_{l=1}^{N_p} g_l a(x_p) \left. \frac{d\psi_j(t)}{dt} \right|_{t=t_{r1}} \right\}
\]

Further simplification of (10) leads to

\[
|\hat{I}(x_q)|^2 \approx |I(x_q)|^2 + 2\delta \frac{2(\sqrt{e} - 1)}{c} \sum_{l=1}^{N_p} \Re g_l a(x_p) I^*(x_q) \left. \frac{d\psi_j(t)}{dt} \right|_{t=t_{r1}}
\]

The following observations from the intensity profile in (11) are in order. For cases when only one of the wall parameters is unknown, either the wall thickness or the dielectric constant, \( |\hat{I}(x_q)|^2 \) will be equal to \( |I(x_q)|^2 \) only at the true value of the unknown parameter. On the other hand, when both wall parameters are unknown, the condition for \( |\hat{I}(x_q)|^2 \) to be equal to \( |I(x_q)|^2 \) for all pixels in the image is given by
\[
\delta_e = \frac{-\delta_w}{\sum_{i=1}^{N_w} \frac{2d - z_i \theta_q}{c} \sum_{j=1}^{N_r} \text{Re} \left\{ \frac{g_j a(x_p) I^*(x_q) d\psi_x(t)}{dt} \bigg|_{t=r_{ij}} \right\}}
\]

That is, the image intensity, \(I(x_q)^2\), at pixel \(x_q\), under far-field and small error assumptions, will be equal to the intensity \(|I(x_q)|^2\) in the absence of wall errors for several other values of the wall parameters in addition to the true values. In these situations, the effects of the errors in both \(d_w\) and \(\sqrt{\varepsilon}\) tend to cancel out, leading to the correct set of delays required to coherently combine the waveform returns from the target positions. Moreover, it follows from (12) that if \(\sqrt{\varepsilon} > 1\) and \(2d > |z_i|_{\text{max}} |\theta_q|_{\text{max}}\) for all pixels in the region of interest, the values of \(\delta_e\) and \(\delta_w\), necessary to correct for wall parameter errors, will be of opposite polarity.

4. FOCUSING METRICS

We employ image quality measures for autofocusing of through-the-wall radar imagery under unknown walls. The image of a point target, located at \((6m, 0^\circ)\), was simulated with exact knowledge of wall parameters and with wall parameters underestimated by 30%. Figure 4 shows the range profile at an angle of \(0^\circ\) for both cases. We observe that, in addition to the incorrect imaged target location, the range profile under wall ambiguities (dashed line) is smeared while the one with known wall (solid line) is sharper (of higher contrast). We will, therefore, consider the use of contrast in the image as an image quality measure.

4.1. Conventional Contrast Measures

Several metrics have been used in the literature in a variety of imaging paradigms to measure image contrast or sharpness [21-26]. After careful screening of the literature, the following contrast measures were selected as potential candidates for through-the-wall imaging applications.
1) Normalized sum of image intensity

\[ C_1 = \frac{\sum_{q=1}^{Q} |I(x_q, y_q)|^2}{\left(\sum_{q=1}^{Q} |I(x_q, y_q)|\right)^2} \]  
(13)

where \( I(x_q, y_q) \) represents the \( q \)-th image pixel value and \( Q \) is the total number of pixels in the image.

2) Normalized sum of squared intensity

\[ C_2 = \frac{\sum_{q=1}^{Q} |I(x_q, y_q)|^4}{\left(\sum_{q=1}^{Q} |I(x_q, y_q)|\right)^4} \]  
(14)

3) Negative of Image Entropy

\[ C_3 = \sum_{q=1}^{Q} ss(x_q, y_q) \ln [ss(x_q, y_q)] \]  
(15)

where \( ss(x_q, y_q) = \frac{|I(x_q, y_q)|^2}{\sum_{q=1}^{Q} |I(x_q, y_q)|} \).

4) Ratio of Standard Deviation to mean amplitude

\[ C_4 = \sqrt{\frac{\sum_{q=1}^{Q} \left[ I(x_q, y_q) - \frac{1}{Q} \sum_{q=1}^{Q} I(x_q, y_q) \right]^2}{\sum_{q=1}^{Q} |I(x_q, y_q)|}} \]  
(16)

A good measure of the contrast should reach the highest or the lowest value only for the undistorted image, corresponding to the correct wall. If the contrast measures defined above tend to change monotonically with increasing magnitudes of the errors in wall parameters, we can reduce focusing errors by varying the estimates in a carefully-designed, controlled way to optimize image contrast.
4.1.1. Simulation Results for Contrast Measures

The behavior of each of the above contrast measures, as a function of errors in wall parameters, was thoroughly investigated and evaluated under both single and two point target distributions, with cases involving individual as well as combined wall thickness and dielectric constant errors. The following parameters were used for simulating the through-the-wall beamformer of (5). An amplitude modulated rectangular pulse of 1 GHz bandwidth centered at 2 GHz is used for imaging. A subarray, consisting of a single transmitter and a single receiver, is used to synthesize a 4-element transmit and an 8-element receive line arrays, both located along the x-axis at positions listed in Table I. Both the transmit and receive antennas were placed against the wall and unit weights were applied to all elements. The wall through which the system is imaging is assumed to be a 0.15m thick concrete wall with dielectric constant $\varepsilon = 9$. The refractive index $\sqrt{\varepsilon}$, therefore, equals 3. These radar system characteristics are maintained throughout the chapter. The error in wall thickness was varied from -0.1m to +0.1m in 1cm increments, whereas the refractive index error was considered to be between -1 and +1 with increments of 0.1. In all of the figures that follow, we plot the percentage error$^1$ of the various criteria versus the errors in wall parameters, unless specified otherwise.

Figure 5 shows the percentage error variation of the four contrast criteria of (13)-(16) for a single target scene under various error conditions. Although the sum of squared intensity metric performed best in most trials, none of the above four metrics stands out in terms of its sensitivity to errors in wall parameters. This is evident from the insignificant change in percentage error in Figure 5. The results for the two-target case are similar and hence are not provided. Therefore, new image quality criteria, with a high degree of sensitivity to wall thickness and dielectric constant (refractive index) errors, are most desirable for through-the-wall applications.

---

$^1$ Let the true value (no wall parameter errors) of a metric be $z$ and the measured or inferred value be $z_0$. Then, the percentage error is defined by $\delta z = \frac{z_0 - z}{z} \times 100$. 
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4.2. Higher-Order Metrics

We now investigate standardized moments as potential alternative measures for autofocusing and deblurring of through-the-wall radar imagery. Let \( P(x_q, y_q) = |I(x_q, y_q)| \) be the magnitude of the \( q \)-th image pixel. Then, the \( n \)-th standardized moment of \( P(\cdot) \) is defined as the ratio of the \( n \)-th moment-about-the-mean and the \( n \)-th power of the standard deviation. For an image consisting of \( Q \) pixels, this moment is given by \([27]\)

\[
\gamma_n = \frac{\sum_{q=1}^{Q} (P(x_q, y_q) - \mu)^n}{(Q-1)\sigma^n}
\]  

(17)

where \( \mu \) and \( \sigma \) denote the sample mean and the sample standard deviation of \( P(\cdot) \) and are, respectively, given by

\[
\mu = \frac{1}{Q} \sum_{q=1}^{Q} P(x_q, y_q)
\]

(18)

\[
\sigma = \left[ \frac{1}{Q-1} \sum_{q=1}^{Q} (P(x_q, y_q) - \bar{\mu})^2 \right]^{1/2}
\]

(19)

In particular, we deal with standardized moments for \( n \geq 3 \). The third and fourth standardized moments are used to define skewness and kurtosis, which are higher order metrics typically used for image enhancement in coherent imaging applications \([28-29]\).

\[
Skew[P] = \gamma_3 = \frac{\sum_{q=1}^{Q} (P(x_q, y_q) - \mu)^3}{(Q-1)\sigma^3}
\]

(20)

\[
Kurt[P] = \gamma_4 - 3 = \frac{\sum_{q=1}^{Q} (P(x_q, y_q) - \mu)^4}{(Q-1)\sigma^4} - 3
\]

(21)

In order to evaluate the performance of the higher order metrics, we first consider the case when only one of the two wall parameters, i.e., wall thickness or dielectric constant, is known. The simulation parameters are the same as described in Section 4.1. Let the wall dielectric constant be known. By using
several assumed values of the wall thickness, a series of images of both single and two target scenes were generated. Skewness, kurtosis, and several higher standardized moments were then computed for both single and two target scenes. Figure 6(a) shows the percentage error of the various metrics as a function of the wall thickness error for the single target distribution. It is evident that the percentage error for all of the higher order metrics becomes zero only for the correctly focused image i.e. for the correct wall thickness. The results for the two target scene are similar. Compared to Fig. 5(a), Fig. 6(a) clearly depicts the high sensitive behavior of the higher order criteria to wall errors as compared to the conventional contrast-based criteria. In fact, the higher the order of the standardized moment, the more sensitive the criterion becomes to the wall thickness errors; the tradeoff, of course, being the increased computational load. Similar observations can be made for the case when the wall thickness is known and the dielectric constant is unknown, shown, respectively, in Fig. 6(b) and Fig. 8 (solid line) for the single and two target distributions.

Now, we consider the case in which both the wall thickness and the dielectric constant are unknown. Figure 7 shows the percentage error of skewness, the 15-th, and the 25-th standardized moments for the single target scene whereas the performance of the 25-th standardized moment for the two target scene is depicted in Fig. 9(a). For these metrics, although the percentage error peaks at the correctly focused image (zero errors in wall thickness and dielectric constant), the surface is very noisy, and as expected from the analysis in Section 3, has several local maxima as well.

It is not surprising that increasing the order of the standardized moment leads to an increased sensitivity to wall parameter errors. This is because the peaks in the image intensity profile become sharper as the image intensity is raised to a higher power, increasing the overall image contrast.

4.2.1. **Gamma Correction**

We consider modification of the gamma characteristic of the image as an approach to smooth the error surface. The gamma characteristic of an image controls its overall brightness. If a pixel with value $P$ is gamma corrected by “$g$”, it means the new value of the pixel is $P^g$ [30]. When the value of $g$ is unity, we
obtain the original image without any modifications. For \( g<1 \), dark regions in the image are increased in brightness with a corresponding overall decrease in contrast between the light and dark areas. For \( g>1 \), overall contrast is increased by suppressing the dark features. We have examined the effects of gamma correction on the sensitivity of higher order metrics to errors in wall parameters for both single and two target cases. Figure 8 considers the two target scene when the wall thickness is known and the dielectric constant is unknown. It clearly indicates the advantage of using the higher order criteria, coupled with gamma correction of \( g>1 \). The maxima at the correct value of the unknown wall parameter are further accentuated by gamma correction for all metrics. It is observed that the results for certain combinations of gamma values and order of the standardized moments look similar, however, they are not identical. It can be readily shown that using a gamma value of \( g \) with an \( n \)-th order moment is not equivalent to using a moment of order \( g \times n \) without gamma correction. This is due to the presence of the sample mean and variance of the \( Q \)-pixel image in expression (17) for the standardized moments.

For the case of combined wall thickness and dielectric constant errors, we again witness the advantage of using gamma correction in conjunction with higher order metrics. The plots in Fig. 9 show that gamma correction reduces the noise and accentuates the maximum peak corresponding to exact wall parameters for the 25-th order standardized moment. Also, as expected, multiple local maxima still exist. Similar observations were made for the single target case as well under various error conditions.

We estimated the wall parameters for the two target scene by minimizing the negative of the 25-th standardized moment with a gamma of 3. The simplex method of Nelder and Mead, which is a standard multi-variable nonlinear minimization technique, was used [31]. When initialized with values of wall thickness and refractive index, respectively, overestimated by 20% and 10%, the algorithm converged to a dominant local solution corresponding to a wall thickness error of 0.0199 and refractive index error of 0.2049. Note that the true values of the wall parameters are (0.15m, 9). However, when initialized with wall parameter values that lie close to the small local peaks of the metric, the algorithm was unable to
converge to one of the dominant peaks. Improved optimization algorithms may be required to tackle this optimization problem which has a multiplicity of local solutions [32].

In Fig. 9, the error surfaces have a local maximum at a wall thickness error of 0.02m and a refractive index error of 0.2. This corresponds to the estimated wall thickness and dielectric constant pair of (0.17m, 10.24). Another local maximum exists at the pair (0.07m, 13.69), which corresponds to thickness error of -0.08m and refractive index error of 0.7. We used these estimated wall parameter pairs to generate beamformed images, without gamma correction, of the two target scene. Figure 10 shows the range profiles at an angle of -10° corresponding to the estimated parameter pairs (0.17m, 10.24) (dashed line) and (0.07m, 13.69) (dash-dotted line), respectively. For comparison, the range profile for the zero error case (solid line) is also provided. Both of the estimated wall parameter pairs yield good focus and an error in imaged target positions of less than 2% of the true target locations. This is expected because, as proven in Section 3, the image intensity profile for these wall parameter pairs is close to that under exact knowledge of wall parameters, thereby yielding the same focusing performance. Hence, any of the maxima of the error surface of a higher order metric can be used to achieve high level of autofocusing and deblurring of through-the-wall radar imagery, even when residual error in imaged target locations is present. This outcome is acceptable because it leads to localization errors relatively smaller than the case if the wall ambiguities were left unresolved. To highlight this point further, we consider the case when the two target distribution is imaged through two consecutive identical walls, each with a thickness of 0.15m and a dielectric constant of 9. Figure 11 shows the range profiles at an angle of -10° under known walls (solid line) and with wall parameters underestimated by 30% (dash-dotted line). It is evident that the effects of wall ambiguities in the presence of two walls, especially the shift in the imaged target location, have increased compared to imaging through a single wall (see Fig. 4). We then used the wall thickness and dielectric constant pair of (0.17m, 10.24), corresponding to a local maximum in Fig. 9, to generate the range profile at an angle of -10°, shown in Fig. 11 (dashed line). Again, the incorrect wall parameter pair leads to good focus and much improved target localization.
5. CONCLUSIONS

"Seeing" through the wall using radio frequencies is finding increased number of civilian and defense applications. It is an emerging technology that is currently sought out by both the commercial and government sectors. The fact that wall characteristics may be unknown in practice presents a challenge in producing accurate and reliable images. In this chapter, we presented an autofocusing system for through-the-wall applications that focuses the image and corrects for shifts in imaged locations of stationary targets. We analyzed the intensity profile, for this system, under far-field and small error assumptions. We considered point targets and assumed single uniform walls. Our analysis showed that exact as well as incorrect assumed wall thickness and dielectric constant, can lead to similar focused images with satisfactory imaged target positions. We examined potential image quality metrics that allow the system operator to perform imaging under wall parameter ambiguities. It was shown that higher order statistics are more sensitive to errors in wall parameters as compared to conventional contrast measures such as sum of squared intensity. This is because the peaks in the image intensity profile become sharper as the image intensity is raised to a higher power, increasing the overall image contrast. This high sensitivity, combined with gamma correction, which further increases the overall contrast of the image, shows promise for high-quality autofocusing of through-the-wall radar imagery. Several simulation examples were presented which demonstrated the effectiveness of the proposed approach.

APPENDIX

Assume that the targets being imaged are located in the far-field of the array and the errors \( \delta_n \) and \( \delta_c \) are relatively small. Then, the targets and the pixels being imaged will subtend the same angle to all the elements of the transmit and receive arrays. Therefore,

\[
\begin{align*}
\theta_{n,q} & \approx \theta_q, \quad \theta_{n,q} \approx \theta_q, \quad \theta_{n,p} \approx \theta_p, \quad \theta_{n,p} \approx \theta_p \\
\varphi_{n,q} & \approx \varphi_q, \quad \varphi_{n,q} \approx \varphi_q, \quad \varphi_{n,p} \approx \varphi_p, \quad \varphi_{n,p} \approx \varphi_p
\end{align*}
\]

(A-1)
for all \( m, n \), where \( \theta_j, \varphi_j \), for \( j = p, q \), are the angles with respect to the origin, as shown in Fig. 3 (it is not necessary that an antenna element should exist at the origin). Also, under far-field approximation, the following Euclidean distances can be approximated as

\[
\text{dist}(x_{tm}, x_q) \approx R_q - x_m \sin \varphi_q, \quad \text{dist}(x_{rn}, x_q) \approx R_q - x_m \sin \varphi_q
\]
\[
\text{dist}(x_{tm}, x_p) \approx R_p - x_m \sin \varphi_p, \quad \text{dist}(x_{rn}, x_p) \approx R_p - x_m \sin \varphi_p
\]

where

\[
R_q = \sqrt{x_q^2 + y_q^2}, \quad R_p = \sqrt{x_p^2 + y_p^2}
\]

In through-the-wall imaging, as the targets are located inside an enclosed area, the region of interest and hence the angles \( \varphi_j \), for \( j = p, q \), in the far-field of the array will be further limited by the side walls. As a result, under far-field conditions, the corresponding angles \( \theta_j \), for \( j = p, q \), will be concentrated in a narrow region around broadside [5]. This is especially true for wall materials with high dielectric constants such as concrete. In fact, the greater the dielectric constant, the closer the angles \( \theta_j \) are to zero.

Using Snell’s Law equations, the following approximations are valid for small angular values,

\[
\sin \theta_p \approx \theta_p, \quad \cos \theta_p \approx 1, \quad \sin \varphi_p \approx \sqrt{\varepsilon_\theta_p}, \quad \cos \varphi_p \approx 1 - \frac{\varepsilon \theta_p^2}{2}
\]
\[
\sin \theta_q \approx \theta_q, \quad \cos \theta_q \approx 1, \quad \sin \varphi_q \approx (\sqrt{\varepsilon + \delta_\varepsilon}) \theta_q, \quad \cos \varphi_q \approx 1 - \frac{(\varepsilon + 2\sqrt{\varepsilon \delta_\varepsilon}) \theta_q^2}{2}
\]

Therefore, the complex amplitude image value, \( \hat{I}(x_q) \), under far-field and small error assumptions, is given by (5) (reproduced here for convenience)

\[
\hat{I}(x_q) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_{mn} w_m a(x_p) s(t - \tau_{p,nn} - \tau_{q,nn}) * h(t) \bigg|_{t=0}
\]

with \( t - \tau_{p,nn} - \tau_{q,nn} \) approximated by

\[
t - \tau_{p,nn} - \tau_{q,nn} \approx t + \frac{2(R_q - R_p)}{c} - \sqrt{\varepsilon} (x_m + x_r)(\theta_q - \theta_p) + \frac{2d - (x_{tm} + x_{rn}) \theta_q}{c} \delta_\varepsilon
\]
\[
+ \frac{2(\sqrt{\varepsilon - 1})}{c^2} \delta_w + \frac{2}{c^2} \delta_w \delta_\varepsilon
\]
Let \( S(\omega) \) be the Fourier transform of the wideband signal \( s(t) \). The frequency response of the matched filter is \( S^*(\omega) \). Then, \( \hat{I}(x_q) \) can be rewritten as

\[
\hat{I}(x_q) = \frac{1}{2\pi} \sum_{m=1}^{M} \sum_{n=1}^{N} w_m w_n a(x_p) \int_{-\infty}^{\infty} |S(\omega)|^2 \exp(j\omega(\tau_{q,mm} - \tau_{p,nn})) d\omega \tag{A-7}
\]

with \( \tau_{q,mm} - \tau_{p,nn} \) given by (A-6) with \( t=0 \). Using a change of variables, (A-7) can be expressed as

\[
\hat{I}(x_q) = \frac{1}{2\pi} \sum_{i=1}^{N_c} g_i a(x_p) \int_{-\infty}^{\infty} |S(\omega)|^2 \exp(j\omega \tau_i) d\omega \tag{A-8}
\]

where \( \tau_i = \tau_{q,mm} - \tau_{p,nn} \), which can be rewritten as

\[
\tau_i = \frac{2(R_q - R_p)}{c} - \frac{\sqrt{\varepsilon} z_i (\theta_q - \theta_p)}{c} + \frac{2d - z_i \theta_q}{c} \delta_{\varepsilon} + \frac{2(1 - \sqrt{\varepsilon})}{c} \delta_w + \frac{2}{c} \delta_w \delta_{\varepsilon} \tag{A-9}
\]

and \( N_c \) is the number of points in the coarray, \( z_i \) is the \( i \)-th coarray location, and \( g_i \) is the coarray weighting, which is defined as \([15]\)

\[
g_i = \sum_{(a,b) \in C_i} w_{am} w_{b\ell}, \quad C_i = \{(a,b) | z_i = x_{a\ell} + x_{b\ell}\} \tag{A-10}
\]

Eq. (A-8) is an alternate expression for the complex amplitude of the pixel being imaged in the presence of small errors in wall parameters for far-field scenario in terms of the coarray. The term \( \exp(j\omega \tau_i) \) in (A-8) can be expressed as a product of two complex exponentials,

\[
\exp(j\omega \tau_i) = \exp(j\omega \tau_{i1}) \exp(j\omega \tau_{i2}) \tag{A-11}
\]

where

\[
\tau_{i1} = \frac{2(R_q - R_p)}{c} - \frac{\sqrt{\varepsilon} z_i (\theta_q - \theta_p)}{c} \tag{A-12}
\]

\[
\tau_{i2} = \frac{2d - z_i \theta_q}{c} \delta_{\varepsilon} + \frac{2(1 - \sqrt{\varepsilon})}{c} \delta_w + \frac{2}{c} \delta_w \delta_{\varepsilon}
\]

For small errors, we replace \( \exp(j\omega \tau_{i2}) \) in (A-11) with the first few terms of its series expansion \( 1 + j\omega \tau_{i2} - \omega^2 \tau_{i2}^2 / 2 - \cdots \), substitute the value of \( \tau_{i2} \) from (A-12), multiply the factors, and retain only the linear error terms. This leads to
exp(j\omega t) \approx \exp(j\omega t_n) \left( 1 + j\omega \frac{2d - z_l\theta_q}{c} \delta_e + j\omega \frac{2(\sqrt{\varepsilon} - 1)}{c} \delta_w \right) \quad (A-13)

Substituting the value of \exp(j\omega t) from (A-13) in (A-8), and taking the inverse Fourier transform, we obtain

\[ \hat{I}(x_q) \approx \sum_{l=1}^{N_c} g_l \alpha(x_p) s(t + \tau_{nl}) * h(t) + \delta_e \frac{2(\sqrt{\varepsilon} - 1)}{c} \sum_{l=1}^{N_c} g_l \alpha(x_p) \left( \frac{2d - z_l\theta_q}{c} \right) \frac{d\psi_s(t)}{dt} \bigg|_{t=\tau_{nl}} + \delta_e \sum_{l=1}^{N_c} g_l \alpha(x_p) \left( \frac{2d - z_l\theta_q}{c} \right) \frac{d\psi_s(t)}{dt} \bigg|_{t=\tau_{nl}} \quad (A-14) \]

where \( \psi_s(t) \) is the autocorrelation function of the pulse \( s(t) \). We note that the first summation is the far-field equivalent of (5). Therefore, (A-14) takes the form

\[ \hat{I}(x_q) \approx I(x_q) + \delta_e \frac{2(\sqrt{\varepsilon} - 1)}{c} \sum_{l=1}^{N_c} g_l \alpha(x_p) \left( \frac{2d - z_l\theta_q}{c} \right) \frac{d\psi_s(t)}{dt} \bigg|_{t=\tau_{nl}} + \delta_e \sum_{l=1}^{N_c} g_l \alpha(x_p) \left( \frac{2d - z_l\theta_q}{c} \right) \frac{d\psi_s(t)}{dt} \bigg|_{t=\tau_{nl}} \quad (A-15) \]

where \( I(x_q) \) is the pixel value in the absence of wall errors.
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**Figure 1. Image Quality Adjustment Feedback Mechanism**

**Figure 2. Geometry for computing the distances on transmit and receive.** The figure shows the parameters for propagation delay with target at $x_p$. The same figure is valid for focusing delays for a pixel at $x_q$ by replacing the subscript $p$ with $q$. 
<table>
<thead>
<tr>
<th>Element #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit</td>
<td>-0.9</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receive</td>
<td>-0.2625</td>
<td>-0.1875</td>
<td>-0.1125</td>
<td>-0.0375</td>
<td>0.0375</td>
<td>0.1125</td>
<td>0.1875</td>
<td>0.2625</td>
</tr>
<tr>
<td>(m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Transmit and Receive Array locations.

Figure 3. Geometry for propagation \((j=p)\) and focusing \((j=q)\) under far-field conditions at the origin. The wall thickness and refractive index pair \((d_j, \eta_j)\) equals \((d, \sqrt{\varepsilon})\) for \(j=p\) and \((d + \delta_d, \sqrt{\varepsilon + \delta_\varepsilon})\) for \(j=q\).

Figure 4. Range profile of a point target, located at \((6\,m, 0^\circ)\) under known wall (solid line) and with wall parameters underestimated by 30\% (dashed line).
Figure 5. Percentage error of contrast measures (eqs. (13)-(16)) for a scene consisting of a single target located at (6m, 0°); (a) Dielectric constant (refractive index) is known, thickness is unknown, (b) Thickness is known, dielectric constant (refractive index) is unknown.
Figure 6. Percentage error of standardized moments for a scene consisting of a single target located at (6m, 0°) (a) The dielectric constant (refractive index) is known, wall thickness is unknown, (b) The dielectric constant (refractive index) is unknown, wall thickness is known.
Figure 7. Percentage error of (a) skewness, (b) 15-th standardized moment, (c) 25-th standardized moment, for a scene consisting of a single target, located at (6 m, 0°), when both the dielectric constant (refractive index) and the wall thickness are unknown.
Figure 8. Effect of Gamma correction on higher order metrics for a scene consisting of two targets, located at (6m, -10°) and (6m, 10°). Wall thickness is known, dielectric constant is unknown. Multiple curves on each plot correspond to different values of gamma ‘g’.

Figure 9. Gamma corrected error surface contour plots of the 25-th standardized moment for the two target scene. (a) n =25, g=1; (b) n =25, g=3.
Figure 10. Range profiles of the two target scene at an angle of -10° for various estimated wall parameter pairs ((0.15m, 9) solid line, (0.17m, 10.24) dashed line, (0.07m, 13.69) dash-dotted line).

Figure 11. Range profiles of the two target distribution, at an angle of -10°, when imaged through two walls of identical characteristics under three cases: known walls (solid line), wall parameters underestimated by 30% (dash-dotted line), estimated wall parameter pair (0.17m, 10.24) (dashed line).
Chapter 5
Blind Source Separation in the Time-Frequency Domain Based on Multiple Hypothesis Testing

Abstract

This chapter considers a time-frequency (t-f) based approach for blind separation of nonstationary signals. In particular, we propose a time-frequency ‘point selection’ algorithm based on multiple hypothesis testing, which allows automatic selection of auto- or cross-source locations in the time-frequency plane. The selected t-f points are then used via a joint diagonalization and off-diagonalization algorithm to perform source separation. The proposed algorithm is developed assuming deterministic signals with additive white complex Gaussian noise. A performance comparison of the proposed and existing approaches is provided.
I. INTRODUCTION

The problem of blind source separation (BSS) involves recovery of a number of unobserved signals from their observed mixtures. In certain applications, such as radar, sonar and telecommunications, the signals of interest are typically wideband, but instantaneously narrowband in nature. These nonstationary signals, which exhibit a significant variation in spectral content over the observation interval, may be processed using techniques that exploit the nonstationary signal properties, in particular the instantaneous frequency, to obtain improved performance over more general methods.

The use of spatial time-frequency distribution (STFD) matrices has been shown to provide excellent performance for separation of nonstationary sources [3]. This approach requires joint diagonalization (JD) of a set of STFD matrices formed at source auto-term locations in the TF plane. The approach in [3] was then extended in [4] to utilize the cross-terms via joint off-diagonalization (JOD). The combination of JD and JOD (JDOD) was also proposed in [4]. A key issue in applying these methods is ‘point selection’, i.e. blindly choosing appropriate auto- and cross-source locations on the time-frequency plane which are suitable for applying the JDOD criterion.

A number of approaches to TF point selection have been proposed in the literature. In the initial work [5], a criterion was suggested for discriminating peaks of the sensor STFD as belonging to auto- or cross-source distributions. A shortcoming of this approach is that it requires an ad hoc threshold to be chosen when making a decision. The appropriate value of this threshold is heavily signal dependent. An alternative method for choosing single auto-term (SAT) locations was proposed in [6]. The SAT locations are TF points at which the energy of a single source is dominant. This approach provides information for the JD only and does not exploit the source cross-terms in the separation process.

Other methods for point selection are based on hypothesis testing. For these methods one tries to formulate a test statistic that contains information about the auto- or cross-source terms and set an appropriate threshold based on the probability distribution function of the statistics. Initial work was
based on the criterion of Belouchrani et al [5]. Because the distribution of the statistic was difficult to obtain analytically, a resampling scheme was proposed to estimate this distribution [7]. This approach, however, requires a significant computational burden. In later work [1], [8] simpler test statistics were proposed in where the distribution could be well approximated analytically. These studies, however, did not consider the multiplicity of the problem, i.e. that we wish to test many TF locations simultaneously in the search for the desired TF points.

In this paper, we propose a point selection scheme based on multiple hypothesis testing. The proposed approach is used to determine both auto- and cross-terms to be used in JD and/or JOD respectively. Use of a statistical multiple hypothesis testing approach allows one to control the probability of selecting false t-f locations and provides an appropriate framework for testing multiple locations in the t-f plane simultaneously. Suitable statistics are proposed for determining the auto- and cross-source locations, along with second-order analysis needed to define pivotal test statistics. The paper is organized as follows: We define the BSS problem in Section II and briefly review STFD matrices and their application to BSS in Section III. The proposed TF point selection scheme is described in Section IV and compared to other existing approaches, in terms of a source separation performance index, in Section V. Conclusions follow in Section VI.

II. PROBLEM FORMULATION

In the following, (·)' and (·)H denote matrix transposition and Hermitian transposition respectively. We consider an m-element sensor array observing an instantaneous linear mixture of uncorrelated signals emitted from d < m narrowband sources. When dealing with RF signals, only single-polarized antennas are considered. The baseband array output model is

\[ \mathbf{X}(t) = \mathbf{A} \mathbf{S}(t) + \mathbf{V}(t) \]  

(1)
where \( X(t) \in \mathbb{C}^{m \times 1} \) is the array output vector at time \( t \in \mathbb{R} \) and \( S(t) \in \mathbb{C}^{d \times 1} \) is the source signal vector. \( V(t) \in \mathbb{C}^{m \times 1} \) is a stationary white noise process satisfying

\[
E[V(t)\, V^H(t)] = \sigma_V^2 I \delta_\tau
\]

and

\[
E[V(t)\, V^T(t)] = 0,
\]

where \( \delta_\tau \) is Kronecker’s delta function; equal to zero when \( \tau = 0 \) and zero otherwise. \( I \) and \( 0 \) are identity and zero matrices, respectively.

We assume that the array output is sampled above the Nyquist rate generating \( N \) observations, \( \{x(n)\}_{n=0}^{N-1} \), of the process \( X(t) \). The underlying problem is to estimate the mixing system and/or source signals, up to unknown permutation and complex scaling factors.

III. APPROACH

A. Spatial Time-Frequency Distributions

In this work, we make use of the BSS method based on combined JDOD of STFD matrices, as proposed in [4]. The sensor STFD matrix is defined as

\[
D_{XX}(t, \omega) = (2\pi)^{-1} \int \int \varphi(t - u, \tau)e^{-j\omega\tau}E[X(u + \tau/2)\, X^H(u - \tau/2)] \, du \, d\tau
\]

where \( \varphi \) is the kernel function defining a distribution from Cohen’s class of TFDs [9]. In the following, we use the symbol \( \zeta \) to represent a point \( (t, \omega) \) in the t-f plane. Substituting the signal model of Equation (1) into Equation (3) we obtain

\[
D_{XX}(\zeta) = AD_{SS}(\zeta)A^H + \sigma^2 I,
\]

where \( \sigma^2 \) depends on the noise power and the kernel function according to

\[
\sigma^2 = \sigma_V^2 (2\pi)^{-1} \int \varphi(u, 0) \, du.
\]

From Equation (4), it is clear that the sensor STFD matrix exhibits the same eigen-structure as the data covariance matrix commonly used in array processing. The source signals' covariance matrix is replaced by a source STFD matrix composed of the auto- and cross-source TFDs on the diagonal and off-diagonal entries, respectively. Provided there are peaks of \( |D_{S_iS_i}(\zeta)|; \, i \in [1,d] \) and \( |D_{S_iS_j}(\zeta)|, \, i \neq j \in [1,d] \),
which occur at mutually exclusive locations in the t-f plane, we can obtain a strong diagonal or off-diagonal structure in the matrix $D_{SS}(\zeta)$. This structure may then be exploited via joint diagonalization and off-diagonalization algorithms for separation of the source signals.

Let us assume that the STFD matrix is evaluated for a set $\mathcal{S} = \{\zeta_i; i \in [1,p]\}$ of points in the t-f plane. We define the set $\mathcal{S}_A \subseteq \mathcal{S}$ of auto-source points as

$$\mathcal{S}_A \triangleq \left\{ \zeta_k; \forall k \in [1,p] \text{ where } \sum_{i=1}^{d} |D_{s_is_i}(\zeta_k)| > 0 \right\}$$

and the set $\mathcal{S}_C \subseteq \mathcal{S}$ of cross-source points as

$$\mathcal{S}_C \triangleq \left\{ \zeta_k; \forall k \in [1,p] \text{ where } \sum_{i=1}^{d} \sum_{j=i+1}^{d} |D_{s_is_j}(\zeta_k)| > 0 \right\}.$$ 

In practice, $\mathcal{S}_A$ and $\mathcal{S}_C$ are not necessarily mutually exclusive, as the main- and sidelobes of the auto- and cross-distributions may significantly overlap. This problem is accentuated by short observation intervals which result in poor t-f resolution when estimating (3).

In order to ensure the desired diagonal or off-diagonal structure of $D_{SS}(\zeta)$ we consider the dominant auto- and cross-source points given respectively by

$$\mathcal{S}_{\hat{A}} = \mathcal{S}_A \bigcap \mathcal{S}_A \bigcap \mathcal{S}_C \quad \text{(5)}$$

and

$$\mathcal{S}_{\hat{C}} = \mathcal{S}_C \bigcap \mathcal{S}_A \bigcap \mathcal{S}_C \quad \text{(6)}$$

To maximize the number of points in $\mathcal{S}_{\hat{A}}$ and $\mathcal{S}_{\hat{C}}$, we choose a distribution characterized by $\varphi$ such that the auto- and cross-term points for the signals interest are both well separated and highly localized in the t-f plane. An example of such a kernel when dealing with chirp signals is the Wigner-Ville distribution (WVD). It is noted that the Spectrogram is a TFD which results in cross-terms that lie under the auto-terms and thus resulting in empty sets $\mathcal{S}_{\hat{A}}$ and $\mathcal{S}_{\hat{C}}$. In this work, we shall make use of the pseudo Wigner-Ville distribution (PWVD), since other distributions diminish the amplitude and localization of the cross-terms which in turn degrades the performance of the JDOD algorithm. In the following section,
we propose a statistical test for estimating the sets $S_A$ and $S_C$. The dominant auto- and cross-source points may then be estimated based on the relationship in Equations (5) and (6).

B. Blind Source Separation Procedure

The BSS procedure contains two main steps, described as follows:

1. Spatial whitening:
Let $W$ define a whitening matrix such that $U = WA$ is unitary, i.e. $W$ whitens the signal part of the observations. A whitened and noise compensated STFD matrix is defined as

$$D_{XX}(\zeta) = W(D_{XX}(\zeta) - \sigma^2 I)W^H$$

$$= UD_{SS}(\zeta)U^H. \quad (7)$$

In practice, $W$ and $\sigma^2$ may be estimated from the sample covariance matrix as discussed in [3], while $D_{XX}(\zeta)$ is estimated based on a discrete-time formulation of the TFDs as discussed in the appendix.

2. Signal Estimation:
From Equation (7), we note that $D_{XX}(\zeta)$ is a unitary transformation of a diagonal matrix for $\zeta \in S_A$ and an off-diagonal matrix for $\zeta \in S_C$. Therefore, by estimation of the matrix Equation (7) at appropriate TF points, one may estimate the unitary transformation, $U$, via optimization of a JDOD criterion, as detailed in [4]. Based on the estimate $\hat{U}$, of the unitary transform, the source signals are recovered (up to an unknown permutation and complex scalar), according to:

$$\hat{s}(n) = \hat{U}^H \hat{W} x(n); \quad n = 0, \ldots, N - 1.$$ 

As we shall illustrate in Section V, accurate estimation of $S_A$ and $S_C$ is crucial for good source separation performance.
IV. POINT SELECTION

In the following we shall denote an estimator of $D_{XX}(\zeta)$ as $\hat{D}_{XX}(\zeta)$ and a particular estimate, obtained from the observations, as $\hat{D}_{xx}(\zeta)$. We will deal here with purely deterministic signals so the stochastic nature of $\hat{D}_{XX}(\zeta)$ arises solely due to the noise influence. In this case the 'uncorrelated' sources assumption implies

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} s(n) s^H(n) = I.$$ 

A. Testing in the time-frequency plane

We tackle the problem of point selection, i.e. estimating $S_A$ and $S_C$, using a hypothesis testing framework. For a single point, $\zeta$, in the t-f plane, we may wish to test the null hypothesis $H$ against the alternative $K$, defined respectively by

$$H: \ g(D_{ss}(\zeta)) = 0,$$

$$K: \ g(D_{ss}(\zeta)) \neq 0,$$

where $g(\cdot)$ yields some combination of the source signal auto- and/or cross-TFDs at the t-f point $\zeta$. The hypothesis test is evaluated such that the probability of rejecting $H$ when $H$ is true (analogous to false alarm) is kept below a certain nominal value, termed the level of significance (LOS), while the power of the test to reject $H$ when $K$ is true (analogous to detection), is maximized [10].

In the more general case, we wish to test a set, $S = \{\zeta_i; i \in [1, p]\}$, where $p$ is the total number of considered t-f locations. The $i$th null and alternative hypothesis for each $\zeta_i \in S$ given respectively by

$$H_i: \ g(D_{ss}(\zeta_i)) = 0,$$

$$K_i: \ g(D_{ss}(\zeta_i)) \neq 0,$$

for $i = 1, \ldots , p$. In this case, evaluation of the multiple hypothesis test (MHT) will result in $r$ rejected null hypothesis, of which $r_H$ were true (erroneously rejected) and $r_K$ were false (correctly rejected). Various approaches exist for evaluating an MHT which aim to control a global LOS, while achieving a
high power [11]. In the problem at hand, it is expected that the test statistics may be correlated due to the effect of a sliding window used in the computation of the TFDs. This property calls for the application of test procedures which do not assume independence of the test statistics. This assumption is not made by the multiple hypothesis testing methods discussed below.

Often in multiple hypothesis tests, the global level of significance, denoted \( \alpha \), is defined as the family wise error rate (FWE) which is the probability of rejecting at least one null hypothesis when all are true:

\[
\alpha = \text{Pr} \{ \text{reject at least one } H_i | \text{all } H_i \text{ are true} \}. \tag{10}
\]

Strong control of the FWE implies that Equation (10) is satisfied for all subsets of hypotheses including the global null and therefore \( \alpha \equiv \text{Pr} \{ r_H \geq 1 \} \). Testing procedures which strongly control the FWE include the sequentially rejective Bonferroni (SRB) tests of Holm [12] and Hochberg [13], and the closed test procedure of Hommel [14]. Although it can be shown that Hommel’s test is the most powerful among these methods [15], all tests tend to give similar performance as the number of hypotheses increases. However, the complexity of Hommel’s test is also the greatest. Among the relatively simple SRB procedures, Hochberg’s approach is most powerful and will be used herein.

Strong control of the FWE tends to be conservative as the number of hypotheses increases. More recently, Benjamini and Hochberg have proposed controlling the expected proportion of falsely rejected null hypotheses [16]. In this case, the global level of significance, \( \alpha \), is termed the false discovery rate (FDR):

\[
\alpha = E \left[ \frac{r_H}{r} \right] \text{ for } r \neq 0 \text{ and } \alpha = 0 \text{ for } r = 0. \tag{11}
\]

The FDR is equivalent to the FWE when all null hypotheses are true, otherwise it is smaller. Therefore when control of the FDR is appropriate, there is a potential for a gain in power over methods strongly controlling the FWE.

In the following we describe suitable test statistics for detecting auto- and cross-source locations and
discuss how the FWE and FDR controlling procedures apply to the problem at hand.

B. Auto-Source Test Statistic

In constructing a test for the auto-source points, the function $g$ of Equation (8) is chosen to be the matrix trace operation, denoted $\text{Tr}[-]$,

$$g(D_{ss}(\zeta)) = \text{Tr}[D_{ss}(\zeta)] = \sum_i D_{s_is_i}(\zeta).$$

The test is therefore to determine if the sum of auto-source terms is nonzero. If we choose a TFD kernel which always yields positive peaks at the signal auto-terms, then we have a one-sided test with the $i$th alternate hypothesis stated as $K_i > 0, i = 1, \ldots, p$, in (9). Since the matrix trace operation is invariant under a unitary transformation, then $\text{Tr}[D_{xx}(\zeta)] = \text{Tr}[D_{ss}(\zeta)]$. We therefore propose a test statistic as follows:

$$T_A(\zeta) = \frac{\text{Tr}[W(\hat{D}_{xx}(\zeta) - \sigma^2 I)W^H]}{\sigma_A(\zeta)},$$

(12)

where $\sigma_A(\zeta)$ is chosen such that $T_A(\zeta)$ has unit variance under the null hypothesis.

A derivation of the variance, $\sigma_A(\zeta)$, for a general class of discrete-time TFDs can be found in the appendix. In the case of the PWVD, we show that

$$\sigma_A^2(\zeta) \approx E_w \sigma_v^2 (2\|W\|^2 + \|WW^H\|^2 \sigma_v^2),$$

(13)

where $E_w$ denotes the energy of the PWVD window function. We note that the variance is uniform across the TF plane for the PWVD, which has also been shown for the single sensor case by Stankovic [17].

C. Cross-Source Test Statistic

In the case of cross-source points, it is intuitive to define the function $g$ of Equation (9), as the sum of the magnitude of off-diagonal elements, denoted $\text{Off}[-]$;

$$g(D_{ss}(\zeta)) = \text{Off}[D_{ss}(\zeta)] = \sum_{i \neq j} |D_{s_is_j}(\zeta)|.$$
Typically the cross-terms peaks are highly oscillatory in nature and take on both positive and negative values. By considering the magnitude of components in $D_{ss}(\zeta)$, we ensure that terms in the summation of Equation (14) do not add destructively.

Unfortunately, the quantity $\text{Off}[D_{ss}(\zeta)]$ is not easily estimated from $D_{XX}(\zeta)$. It is possible, however, to determine a statistic which is zero when Equation (14) is zero, and greater than or equal to zero when Equation (14) is greater than zero. Consider in the noise-free case, the quantity

$$B_k(\zeta) = D_{XX_k}(\zeta) - m^{-1} \sum_{i=1}^{m} D_{X_iX_i}(\zeta)$$

$$= \sum_{u=1}^{d} \sum_{v=1}^{d} \left( a_{ku}a_{kv}^* - m^{-1} \sum_{l=1}^{m} a_{lu}a_{lv}^* \right) D_{s_ua_ua}(\zeta), \quad (15)$$

for $k = 1, \ldots, m$. The auto-source contribution in the above expression occurs when $u = v$ in the double summation, which is given by

$$B_{k|\text{auto-source}}(\zeta) = \sum_{u=1}^{d} \left( |a_{ku}|^2 - m^{-1} \sum_{l=1}^{m} |a_{lu}|^2 \right) D_{s_ua_ua}(\zeta)$$

$$= 0 \text{ when } |a_{ij}|^2 = P_j \forall i \in [1,m],$$

where $P_j$ is the received power of source $j$ at the array. The difference of a sensor TFD and the average of sensor TFDs therefore results in complete cancellation of the auto-source terms, independent of the array geometry, provided the received power for each source is the same at each sensor. This condition is met when each sensor has the same magnitude gain response, and the sources are in the far-field of the array. It is noted that the above criterion is robust to variations in the antenna phase responses across the array.

Based on the Equation (15), we propose a cross-source test statistic as follows:

$$T_C(\zeta) = \sum_{i=1}^{m} \frac{1}{\sigma^2_{C_i}} \left( \hat{D}_{X_iX_i}(\zeta) - m^{-1} \text{Tr}[\hat{D}_{XX}(\zeta)] \right)^2, \quad (16)$$

where $\sigma^2_{C_i}$ is the variance of $\hat{D}_{X_iX_i}(\zeta)$, for $i = 1, \ldots, m$. The variance $\sigma^2_{C_i}(\zeta)$ is derived for a general
class of discrete-time TFDs in the appendix. In the case of the PWVD, we show that

$$\sigma_{C_i}^2 \approx E_w \alpha_i^2 (2\text{Tr}[R_{XX}]/m - \sigma_
u^2) \quad i = 1, \ldots, m,$$

(17)

where $R_{XX}$ is the data covariance matrix and $E_w$ denotes the energy of the PWVD window function.

From (15) we can see that the scaling of cross-source terms depends on the array response. In the typical example of a uniform linear array (ULA) of $m$ sensors, the response at sensor $k$ to source $l$ is given by

$$a_{kl} = \sqrt{P_l} \exp\{j\Delta(k - 1) \sin \theta_l\}$$

(18)

where source $l$ has direction of arrival (DOA) $\theta_l$ relative to the array broadside and $\Delta$ is a constant depending on the inter-sensor spacing and carrier wavelength [18]. Substituting (18) into (15) yields

$$B_k(\zeta) = \sum_{u=1}^{d} \sum_{v=1}^{d} \sqrt{P_u} \sqrt{P_v} b'(k, \phi_{uv}, m) D_{a_u a_v}(\zeta)$$

where

$$b'(k, \phi_{uv}, m) \triangleq \exp\{j\Delta(k - 1)\phi_{uv}\} - \frac{1 - \exp j\Delta\phi_{uv} m}{1 - \exp j\Delta\phi_{uv}}$$

(19)

for $k = 1, \ldots, m$ and $\phi_{uv} = \sin \theta_u - \sin \theta_v$. We note that at each sensor $k$, Equation (19) depends on the difference between the source electrical angles, $\phi_{uv}$, and the total number of sensors $m$. To have an idea about how cross-source terms are scaled in (16) for a ULA, we plot the function $\sum_{k=1}^{m} |b'(k, \phi_{uv}, m)|^2$ for various values of $\phi_{uv}$ and $m$ in Figure 1. The surface is generated assuming the two sources have directions of arrival $(-\delta \theta/2, \delta \theta/2)$ and varying $\delta \theta$ from 0 to 180 degrees. We note that for $\delta \theta \to 0^\circ$ and $\delta \theta \to 180^\circ$, the cross-terms are scaled to zero, though for other values of $\delta \theta$ the cross-terms are increasingly amplified as the number of sensors increases.

D. Evaluation of the test

To evaluate the test given in Equation (9), for either auto- or cross-source terms, one must know or estimate the probability distribution of the test statistic under the null hypothesis. Empirical investigation
have revealed that for a PWVD window length of greater than 30 samples, the distribution of elements of 
\( \hat{D}_{XX}(\zeta) \) is well approximated as multivariate Gaussian, for a range of finite variance distribution models
of \( V(t) \). This result is upheld by the Central Limit Theorem, given the finite variance of \( \hat{D}_{XX}(\zeta) \). Under
this approximation, the null distributions of \( T_A(\zeta) \) and \( T_C(\zeta) \) are standard normal and Chi-Squared with
\( m - 1 \) degrees of freedom \( (\chi^2_{m-1}) \), respectively. Also, the use of consistent estimators of \( W \), \( \sigma_V^2 \) and
\( R_{XX} \) instead of the true values, does not change the asymptotic distribution of the test statistics.

We will define the MHT procedures used in terms of \( p \)-values; \( P_1, \ldots, P_p \), corresponding to hypotheses
\( H_1, \ldots, H_p \), where \( P_i \) is the lowest LOS for which \( H_i \) would be rejected based on the observed data. Let
\( P(1) \leq P(2) \leq \cdots \leq P(p) \) be the ordered \( p \)-values with corresponding null hypotheses \( H_{(1)}, H_{(2)}, \ldots, H_{(p)} \).

Hochberg’s SRB procedure for strongly controlling the FWE is defined as [13]:

Let \( k \) be the largest \( i \) for which \( P(i) \leq \frac{1}{p - i + 1} \alpha \)

then reject all \( H_{(i)} \) for \( i = 1, 2, \ldots, k \).

Benjamini and Hochberg’s SRB procedure of controlling the FDR is given by [16]:

Let \( k \) be the largest \( i \) for which \( P(i) \leq \frac{i}{p} \alpha \)

then reject all \( H_{(i)} \) for \( i = 1, 2, \ldots, k \).

In the case of auto-terms, we evaluate the \( p \)-values based on Equation (12) and define

\[ \hat{S}_A = \{ \zeta_k; \forall k \in [1, p] \text{ where } H_k \text{ is rejected} \}. \]  \hspace{1cm} (20)

We shall denote the estimate from Equation (20) obtained using the FWE based procedure as \( \hat{S}_{A1} \) and
using the FDR based procedure as \( \hat{S}_{A2} \). In the same way, calculating \( p \)-values based on Equation (16), we
obtain estimates of the cross-term locations; \( \hat{S}_{C1} \) and \( \hat{S}_{C2} \). To illustrate the difference between controlling
the FWE and FDR in TF point selection, we provide an example in Figure 2, for selection of auto-source
locations. The true peaks of the auto-source distributions lie along the dotted lines. It is clear in comparing
Figure 2 (a) and (b) that the FWE procedure has a lower number of correct detections, whereas the FDR procedure results in a number of false detections. Strong control of the FWE is a stricter condition than control of the FDR and therefore results in selection of only the stronger auto- or cross-source points. In the use of JD for BSS, we only need to find a few TF locations where the source STFD has strong diagonal structure (large auto-source terms). However, even the presence of weak off-diagonal terms in the source STFD can destroy the desired structure for JD. This concept holds in reverse for JOD. We therefore propose estimation of the desired TF points for BSS according to:

\[
\hat{S}_A = \hat{S}_{A1} \cap \hat{S}_{C2} \quad \text{and} \quad \hat{S}_C = \hat{S}_{C1} \cap \hat{S}_{A2},
\]

(21)

such that the strongest auto-source (resp. cross-source) terms are chosen for JD (resp. JOD) and locations with any detectable cross-source (resp. auto-source) contribution are omitted.

V. RESULTS

To evaluate the performance of the point selection scheme, in the application to BSS, we use a variation of the performance index proposed in [19]. The power of interference source $q$ in the $p$th separated source, may be expressed as $I_{pq} = E[|\hat{U}^H \hat{W} A|_{pq}]^2$. Overall performance is evaluated via the mean rejection level;

\[
I_{\text{perf}} = (d^2 - d)^{-1} \sum_{p\neq q=1}^{d} I_{pq},
\]

(22)

which gives the average power of an unwanted source component in a separated source. We assess the performance in terms of the SNR and the number, $K$, of t-f points selected. For the proposed scheme, the LOS is set to $\alpha = 0.01$ for both the FWE and FDR controlling procedures. We then choose the $K/2$ points each from $\hat{S}_C$ and $\hat{S}_C$ having the largest values of $T_A$ and $T_C$ respectively.

We also compare the performance of two other existing approaches. The first is by Belouchrani et al.
in which the peaks of the sensor TFDs as auto- or cross-terms are classified based on the criterion\(^1\) [4]:

\[
C_1(\zeta) = \frac{\text{Tr}[\hat{D}_{xx}(\zeta)]}{\|\hat{D}_{xx}(\zeta)\|}.
\]  

(23)

Large (resp. small) values of \(C_1(\zeta)\) indicate diagonal (resp. off-diagonal) structure. However, one must set an arbitrary threshold for point selection using Equation (23). In this experiment, we decide a point, \(\zeta\), belongs to \(S_A\) or \(S_C\) if \(C_1(\zeta) > 0.8\) or \(|C_1(\zeta)| < 0.2\) respectively. These values were found to yield the best results when using Equation (23). We then take \(K/2\) points from each set, corresponding to the largest values of \(\|\hat{D}_{xx}(\zeta)\|\), for use in the JDOD criterion.

A second approach, proposed by Févotte et al in [6], is to choose the t-f locations where only a single diagonal entry of \(D_{ss}(\zeta)\) is significant (termed SAT locations). Denoting the sample eigenvalues of \(\hat{D}_{xx}(\zeta)\) by \(\{\lambda_k^\zeta; k = 1, \ldots, d\}\), the SAT criterion is defined as

\[
C_2(\zeta) = \frac{\max_k |\lambda_k^\zeta|}{\sum_{k=1}^d |\lambda_k^\zeta|}.
\]

(24)

which should be close to one at true SAT locations and smaller otherwise. We note that computation of \(C_2(\zeta)\) requires an eigen-decomposition at many points in the t-f plane which implies a high computational load, whereas the \(p\)-values required for the proposed scheme can be computed using lookup tables. It was suggested to choose t-f points corresponding to local maxima [6], or simply the largest values [20] of the criterion in Equation (24). However, we obtained the best results with this technique by selecting \(K\) points from \(\hat{S}_{A2}\) corresponding to the largest values of Equation (24). This approach uses only JD to estimate the unitary transform of Equation (7).

The following test sources are used in the simulation experiments, consisting of one linear FM and

\(^{1}\)Herein \(|\|\|\) denotes the Frobenius norm of a matrix.
two quadratic FM signals:

\[
s_1(t) = e^{j2\pi(0.05t + 7.8125 \times 10^{-4}t^2)},
\]

\[
s_2(t) = e^{j2\pi(0.15t + 7.8125 \times 10^{-4}t^2)},
\]

\[
s_3(t) = e^{j2\pi(0.25t + 1.2500 \times 10^{-3}t^2 - 6.5 \times 10^{-6}t^3)}.
\]

The mixing system used corresponds to a ULA of \(m = 8\) sensors and the sources have direction with respect to the array broadside of \((-15^\circ, 10^\circ, -5^\circ)\). \(N = 128\) observations are generated with unit sampling period and white complex Gaussian noise is added. In calculation of the STFD matrices, we used the PWVD with a Hamming window of length 31 samples.

The different point selection procedures are illustrated in Figure 3, where the t-f points selected by each scheme for \(K = 40\) and an SNR of 10 dB (with respect to each source) are shown. We see that the scheme of Belouchrani et al chooses points for JD where both the auto- and cross-source signatures overlap. Since such points contain contributions from both auto- and cross-source TFDs, the performance of the JDOD algorithm is significantly degraded. This algorithm tends to work better for non-overlapping t-f signatures.

Févote et al’s method chooses only auto-source terms, though very few points corresponding to source 2 are chosen due to the overlapping cross-source signature. This can degrade the quality of the source 2 waveform estimate. The proposed scheme selects appropriate auto- and cross-source locations, though no auto-source points are chosen from source two. However, the selection of cross-source locations involving source two means that separation is still successful.

The overall performance of the point selection schemes, across a range of \(K = 4\) to \(K = 100\), and SNR=0 dB to SNR=20 dB, is shown Figure 4, where the mean rejection level has been estimated using 1000 Monte Carlo runs. Clearly the proposed method achieves the best BSS performance with respect to both SNR and number of t-f points chosen. We note that the performance using \(C_1(\zeta)\) is especially poor, due to the selection of points for JD at the intersection of the overlapping t-f signatures. The method
of Févote et al is successful, though the best performance is reached at much higher SNR and number of t-f points as compared to the proposed scheme. Though the total number of points chosen with each method was the same, the selection of some strong cross-source terms for use with JDOD provides better performance than JD alone.

In a second example, we have sources \( (s_2(t), s_3(t)) \) with DOAs \((-5^\circ, 5^\circ)\) present. An example of each point selection procedure is shown in Figure 5 computed for \( K = 40 \) and an SNR of 10 dB. In this example we note that the method based on \( C_2(\zeta) \) chooses points much farther from the TFD peaks than that of the proposed method. This is because the eigen-value based criterion may have a high value, even at noise locations on the TF plane. The BSS performance index is evaluated across the same range of \( K \) and SNR as in the previous example, and the results are shown in Figure 6. We note that, while both the proposed scheme and that of Févote et al are able to choose appropriate points for separation, the energy criterion fails. This is because there are no non-overlapping t-f signatures, as in the previous example, from which correct points for JD would be chosen. In the results shown, the proposed method is seen to achieve good performance with fewer TF points than the method of Févote et al, due both to selection of points closer to the TFD peaks and inclusion of cross-source locations as mentioned previously.

A third example uses two quadratic FM sources defined below, with DOAs \((-5^\circ, -1^\circ)\):

\[
\begin{align*}
\text{s}_4(t) &= e^{j2\pi(0.4t - 3.3594 \times 10^{-8}t^2 + 1.1393 \times 10^{-5}t^3)}, \\
\text{s}_5(t) &= e^{j2\pi(0.3t - 2.2396 \times 10^{-8}t^2 + 7.5955 \times 10^{-5}t^3)}.
\end{align*}
\]

In this case, the sources have very close t-f signatures and close DOAs. An example of the point selection results from each scheme is shown in Figure 7. We note that here even the criterion \( C_2(\zeta) \) chooses many points near the intersection of the TF signatures. This results because the DOAs are very close, so the eigen-values of the STFD matrices are not so well separated, and the use of \( C_2(\zeta) \) is therefore not as effective in discriminating SAT locations, especially in the presence of noise. The proposed method,
however, is based on selecting peaks of the auto- or cross-source TFDs and therefore less effected by closely spaced sources. The BSS performance of all three point selection schemes is evaluated as previously and the results plotted in Figure 8. We see that only the proposed method achieves reasonable separation of the sources. Both the energy based criterion and that of Févotte et al fail to determine correct t-f point for separation due to the closely spaced t-f and spatial signatures of the sources.

VI. CONCLUSIONS

A ‘point selection’ scheme for selecting STFD matrices with underlying diagonal or off-diagonal structure has been proposed based on multiple hypothesis testing. The proposed method allows blind application of BSS based on JDOD of the STFD matrices. In contrast to other proposed point selection schemes, there is no ad hoc, signal dependent threshold value to be chosen, rather, one decides on an acceptable probability of falsely selecting TF points. The simulation examples given here highlight a number of advantages of the proposed scheme:

- Selection of points when overlapping TF signatures are present is handled properly, even with closely spaced sources.
- By selection of both auto- and cross-source locations one can achieve better performance via JDOD than with JD alone.
- The proposed selection scheme results in good BSS performance with fewer chosen TF points and at lower SNR than other methods.

To elaborate upon the last point: as BSS performance is achieved for a smaller number of selected points with the proposed method, fewer STFD matrices must be evaluated and the time required for optimizing the JDOD criterion is reduced. Also, as pivotal test statistics are used, the thresholds for the MHT procedure may be pre-computed and called from a table. The computational complexity of the proposed method is therefore relatively low, compared with that of Févotte et al, which requires the
eigen-decomposition of many STFD matrices to compute the SAT criterion.

**APPENDIX**

In the following we derive the variances required for forming the auto- and cross-source statistics given in Equation (12) and (16) respectively. We consider the following discrete-time estimator of the STFD matrix in bilinear form:

\[
\hat{D}_{XX}(n, \omega, \varphi) = \sum_m \sum_l \varphi(m, l)X(n + m + l)X^*(n + m - l)e^{-j2\omega l}
\]

(25)

where \( \varphi(m, l) \) is the kernel defining the distribution. We also express the corresponding STFD in the inner product form:

\[
\hat{Z}_{XX}(n, \omega, \psi) = \sum_m \sum_k \psi(m, k)[X(n + m)e^{-j\omega m}][X(n + k)e^{-j\omega k}]^H
\]

(26)

where \( \psi(m, k) = \varphi((m + k)/2, (m - k)/2) \). We define the signal part of the observations as \( y(n) = As(n) \). The STFD matrix estimator has the form

\[
\hat{D}_{XX}(n, \omega, \varphi) = A + B + C
\]

where the matrices \( A, B \) and \( C \) are defined as

\[
A = \hat{D}_{yy}(n, \omega, \varphi)
\]

\[
B = \hat{D}_{yV}(n, \omega, \varphi) + \hat{D}_{Vy}(n, \omega, \varphi)
\]

\[
C = \hat{D}_{VV}(n, \omega, \varphi)
\]

and the dependence on \( n, \omega \) and \( \varphi \) is omitted from the notation for convenience. The matrices \( A, B \) and \( C \) shall be referred to as the signal, signal-noise and noise STFDs respectively. We note that only matrices \( B \) and \( C \) are comprised of random entries due to the noise.

*Lemma 1 (Signal-noise STFD):*
1) The expected value is given by $E[B] = 0$ and the covariance of two elements of $B$ is given by

$$
\text{Cov}[B_{ij}, B_{kl}] = \sigma_Y^2 \left[ \hat{Z}_{y_iy_k}(n, \omega, \phi) \delta_{j-l} + \hat{Z}_{y_iy_k}(n, \omega, \phi) \delta_{k-i} \right] \tag{27}
$$

where the kernel $\phi$ is related to $\varphi$ according to

$$
\phi(m_1, m_2) = \sum_k \varphi \left( \frac{m_1 + k}{2}, \frac{m_1 - k}{2}, \frac{m_2 + k}{2}, \frac{m_2 - k}{2} \right). \tag{28}
$$

This means that two elements on the same row or column of $B$ are correlated.

2) The expected value of the trace of the whitened STFD is $E[\text{Tr}[WBW^H]] = 0$ and the variance of the trace of the whitened STFD is given by

$$
\text{Var}[\text{Tr}[WBW^H]] = 2\sigma_Y^2 \sum_{j=1}^d \sum_{i=1}^d \text{Re} \left\{ \left[ (WW^H) \odot (W \hat{Z}_{y_iy_k}(n, \omega, \phi)W^H) \right]_{ij} \right\} \tag{29}
$$

where $\odot$ denotes the Hadamard or element-wise matrix product.

**Proof:**

1) We note that $E[B] = 0$ since $E[V(n)] = 0$ and the covariance between two elements of $B$ is given by

$$
\text{Cov}[B_{ij}, B_{kl}] = E \left[ \left( \hat{D}_{y_iy_j}(n, \omega, \phi) + \hat{D}_{y_iy_j}^*(n, \omega, \phi) \right) \left( \hat{D}_{y_ky_l}(n, \omega, \phi) + \hat{D}_{y_ky_l}^*(n, \omega, \phi) \right) \right]
$$

$$
= E \left[ \hat{D}_{y_iy_j}(n, \omega, \phi) \hat{D}_{y_ky_l}^*(n, \omega, \phi) \right] + E \left[ \hat{D}_{y_iy_j}(n, \omega, \phi) \hat{D}_{y_ky_l}^*(n, \omega, \phi) \right]
$$

$$
= \sigma_Y^2 (\hat{Z}_{y_iy_j}(n, \omega, \phi) \delta_{j-l} + \hat{Z}_{y_iy_j}(n, \omega, \phi) \delta_{k-i}),
$$

where the last step follows from the results of Stankovic [17] and the noise properties [21].
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2) Let $K = \text{Tr}[WBW^H]$. Clearly $E[K] = 0$ since $E[B] = 0$. The variance of $K$ is therefore

$$
\text{Var}[K] = E[KK^*]
$$

$$
= \sum_{i_1=1}^{d} \sum_{i_2=1}^{d} \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{i_1,k_1} W_{i_1,l_1}^* W_{i_2,k_2}^* W_{i_2,l_2} \text{Cov}[B_{k_1,l_1}, B_{k_2,l_2}']
$$

$$
= \sigma_Y^2 \sum_{i_1=1}^{d} \sum_{i_2=1}^{d} \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{i_1,k_1} W_{i_1,l_1}^* W_{i_2,k_2}^* W_{i_2,l_2}
$$

$$
\times (\hat{Z}_{y_{i_1}y_{i_2}}(n, \omega, \phi) \delta_{l_1-l_2} + \hat{Z}_{y_{i_2}y_{i_1}}(n, \omega, \phi) \delta_{k_1-k_2})
$$

$$
= \sigma_Y^2 \sum_{i_1=1}^{d} \sum_{i_2=1}^{d} \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{i_1,l_1} W_{i_1,l_1}^* \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{i_1,k_1} \hat{Z}_{y_{i_2}y_{i_1}}(n, \omega, \phi) W_{i_2,k_2}^*
$$

$$
+ \sum_{k=1}^{m} W_{i_1,k} W_{i_2,k}^* \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{i_1,l_1} \hat{Z}_{y_{i_2}y_{i_1}}(n, \omega, \phi) W_{i_2,l_2}
$$

$$
= \sigma_Y^2 \sum_{i_1=1}^{d} \sum_{i_2=1}^{d} \left\{ [\textbf{W} \textbf{W}^H]_{i_1i_1} |\textbf{W} \hat{Z}_{y\hat{y}}(n, \omega, \phi) \textbf{W}^H|_{i_1i_2}
$$

$$
+ |\textbf{W} \textbf{W}^H|_{i_1i_1}^* [\textbf{W} \hat{Z}_{y\hat{y}}(n, \omega, \phi) \textbf{W}^H|^*_{i_1i_2} \right\}
$$

$$
= 2 \sigma_Y^2 \sum_{i_1}^{d} \sum_{i_2}^{d} \Re \left\{ [\textbf{W} \textbf{W}^H] \odot (\textbf{W} \hat{Z}_{y\hat{y}}(n, \omega, \phi) \textbf{W}^H) \right\}_{i_1i_2}
$$

Lemma 2 (Noise STFD):

1) The expected value of the noise STFD and the covariance of two elements of $C$ are given respectively by

$$
E[C] = \sigma_Y^2 \sum_{m} \varphi(m, 0) I,
$$

$$
\text{Cov}[C_{ij}, C_{kl}] = \sigma_Y^2 \sum_{m} \sum_{l} |\varphi(m, l)|^2 \delta_{k-i} \delta_{l-j}.
$$

This results implies that any two different elements of $C$ are uncorrelated.

2) The expected value and the variance of the trace of the whitened noise STFD are given respectively
by

\begin{align}
\mathbb{E} [\text{Tr}(WCW^H)] &= \|W\|^2 \sigma_V^2 \sum_m \varphi(m, 0), \\
\text{Var} [\text{Tr}(WCW^H)] &= \|WW^H\|^2 \sigma_V^4 \sum_m \sum_l |\varphi(m, l)|^2.
\end{align}

(32) (33)

Proof:

1) The expected value of the noise STFD given in Equation (30) follows directly from the noise properties. The variance of an element \(C_{ij}\) is given by, for \(i \neq j\),

\[\text{Var} [C_{ij}] = \mathbb{E} [C_{ij}C_{ij}^*] = \sum_{m_1} \sum_{l_1} \sum_{m_2} \sum_{l_2} \varphi(m_1, l_1)\varphi(m_2, l_2)^* e^{-j2\pi(l_1-l_2)} \cdot K\]

where

\[K = \mathbb{E} [V_i(n + m_1 + l_1)V_i(n + m_2 + l_2)] \mathbb{E} [V_j(n + m_1 - l_1)V_j(n + m_2 - l_2)].\]

From the noise complex Gaussian zero-mean properties, it can be seen that \(K\) is zero unless \(m_1 + l_1 = m_2 + l_2\) and \(m_1 - l_1 = m_2 - l_2\), or equivalently \(m_1 - m_2 = l_2 - l_1\) and \(m_1 - m_2 = l_1 - l_2\). This condition is only met for \(m_1 - m_2 = l_1 - l_2 = 0\), which leads to \(K = \sigma_V^4 \delta_{m_1-m_2} \delta_{l_2-l_1}\), and

\[\text{Var} [C_{ij}] = \sigma_V^4 \sum_m \sum_l |\varphi(m, l)|^2.\]

The variance of a diagonal element is \(\text{Var} [C_{ii}] = \sigma_V^4 \sum_m \sum_l |\varphi(m, l)|^2\) which corresponds to the results of Amin [21]. It is also easily verified from the noise properties that

\[\text{Cov} [C_{ij}, C_{kl}] = 0 \forall (i, j) \neq (k, l).\]

2) Let \(K = \text{Tr}(WCW^H)\), with expected value:

\[\mathbb{E} [K] = \sigma_V^2 \sum_{m=-\infty}^{\infty} \varphi(m, 0) \text{Tr}(WW^H) = \sigma_V^2 \sum_{m=-\infty}^{\infty} \varphi(m, 0) \|W\|^2.\]
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The variance of the trace of the whitened noise STFD is given by

\[
\text{Var}[K] = \sum_{s_1=1}^{d} \sum_{s_2=1}^{d} \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} \sum_{l_1=1}^{m} \sum_{l_2=1}^{m} W_{s_1 k_1} W_{s_1 l_1}^* W_{s_2 k_2}^* W_{s_2 l_2} \text{Cov}[C_{k_1 l_1}, C_{k_2 l_2}]
\]

\[
= \sum_{s_1=1}^{d} \sum_{s_2=1}^{d} \sum_{k_1=1}^{m} \sum_{k_2=1}^{m} W_{s_1 k_1} W_{s_1 l_1}^* W_{s_2 k_2}^* W_{s_2 l_2} \text{Var}[C_{k_1}]
\]

\[
= \sigma_k^2 \sum_{m} \sum_{u} |\varphi(m, u)|^2 \sum_{k=1}^{m} \{ |W^H W|_{k1} \otimes |W^H W|_{k1}^* \}
\]

\[
= \sigma_k^2 \sum_{m} \sum_{u} |\varphi(m, u)|^2 \|W^H W\|^2 .
\]

We now consider the use of the PWVD which is defined by the kernel

\[
\varphi(m, l) = w(l/L)\delta_m ,
\]

where \(w(t)\) is a real positive symmetric function which is zero outside the interval \((-0.5, 0.5)\). In Equation (34), \(L\) is an odd integer which specifies the windowing length. Substituting Equation (34) into (28) leads to

\[
\phi(m_1, m_2) = w(m_1/L)w(m_2/L)\delta_{m_1-m_2}
\]

and using the above results gives

\[
\hat{Z}_{y_i y_j}(n, \omega, \phi) = \sum_{m=-(L-1)/2}^{(L-1)/2} w^2(m/L)y_i(n+m)y_j^*(n+m).
\]

Equation (36) can be interpreted as a correlation between signals \(y_i(n)\) and \(y_j(n)\) over a window of length \(L\) centered at time \(n\). Under the assumption of uncorrelated sources as described in Section III, for a sufficient window length Equation (36) may be approximated as

\[
\hat{Z}_{y_i y_j}(n, \omega, \phi) \approx E_w [A A^H]_{ij},
\]

where \(E_w = \sum_n w^2(n)\) is the window energy.

- In order for \(T_A(\zeta)\) to have unit variance, we must define

\[
\sigma_A^2(\zeta) = \text{Var}[\text{Tr}[W \hat{D}_{XX}(\zeta)W^H]] = \text{Var}[\text{Tr}[W(B + C)W^H]].
\]
Therefore, by substituting Equation (37) into (29) and combining this with (33) we obtain the expression for $\sigma^2_\xi(\zeta)$ given in Equation (13).

- For the cross-source test statistic, $T_C(\zeta)$, we obtain (using the PWVD):

$$
\sigma^2_{C_i} = \text{Var} \left[ \hat{D}_{X_iX_i}(\zeta) \right] = \text{Var} \left[ B_{ii} + C_{ii} \right] \\
= 2\sigma^2_Y \hat{Z}_{\nu\nu}(\zeta; \phi) + \sigma^4_Y \sum_m \sum_l |\varphi(m, l)|^2 \\
= E\sigma^2_Y (2|AA^H|_{ii} + \sigma^2_Y),
$$

for $i = 1, \ldots, m$. Assuming that each sensor has the same gain, then the diagonal elements of $AA^H$ are equal, while under the uncorrelated sources assumption the array covariance matrix is $R_{XX} = AA^H + \sigma^2_Y I$, which leads to the result given in Equation (17).
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Fig. 8. Mean rejection level versus SNR and number of TF points chosen based on (top) the proposed scheme (center) Belouchrani et al (bottom) Fèvotte et al.
Chapter 6
Estimation of FM Parameters Using a Time-Frequency Hough Transform

Abstract
An estimator for the phase parameters of mono- and multicomponent FM signals, with both good numerical properties and statistical performance is proposed. The proposed approach is based on the Hough transform of the pseudo Wigner-Ville time-frequency distribution (PWVD). It is shown that the numerical properties of the estimator can be improved by varying the PWVD window length. The effect of the window time extent on the statistical performance of the estimator is delineated. Experimental data is used for validation of the statistical properties.
I. INTRODUCTION

This chapter considers the estimation of the phase parameters of mono- or multicomponent FM signals from noisy observations. The multicomponent signal model is
\[ s(t) = \sum_{k=1}^{K} A_k e^{j\varphi(t; \theta_k)}, \]
where \( K \) is the number of components, \( \{A_k\} \) are complex-valued amplitudes and \( \{\varphi(t; \theta_k)\} \) are the phase functions parameterised by \( \{\theta_k\} \) and containing no constant term with respect to time. The instantaneous frequency (IF) of component \( k \) is defined as \( \omega(t; \theta_k) = d\varphi(t; \theta_k)/dt \). Given \( N \) noisy samples of \( s(t) \), the problem is to estimate \( \{\theta_k\} \). In particular, we focus on the case of a linear FM model, which has importance in many signal processing applications.

A number of approaches exist for estimating \( \{\theta_k\} \), given particular phase models such as the polynomial phase transform (PPT) \cite{2}, also known as the higher-order ambiguity function (HAF), generalized product and integrated forms of the HAF \cite{3}, \cite{4}, the Wigner-Hough transform (WHT) \cite{5}, \cite{6} and a generalized time-frequency Hough transform \cite{7}. The WHT is of particular interest for linear FM signals, as it offers optimal detection and asymptotically efficient estimation, with an improved SNR performance threshold over other methods such as the PPT. It also provides significant suppression of cross-terms in the multicomponent case.

Statistical analysis of the WHT method was presented in \cite{6}, where the output SNR and the estimated parameter variance were derived. It was shown that the method exhibits a performance “threshold effect” in additive white Gaussian noise such that the performance degrades rapidly for SNR below 1/\( N \). The method was also shown to be asymptotically efficient. However, the phase parameter estimation using the WHT requires optimization of a function with many local minima and operating in a very narrow region of attraction about the global maximum. It was suggested in \cite{6} that this problem may be approached by first decimating and lowpass filtering the Wigner-Ville distribution (WVD) before applying the Hough transform, in order to broaden the peak centered about the true parameter values. While this approach may reduce the total number of Hough transform trajectories needed to find the global maximum, each
trajectory implies a computational cost higher than that of the unfiltered WHT, which is already of order $N^2$.

In the following we investigate an approach based on the Hough transform of the pseudo Wigner-Ville distribution (PWVD) and demonstrate improved numerical properties with respect to the WHT based estimator. The PWVD is computed by first windowing the local auto-correlation function in the lag domain, which serves to both reduce the computational cost, and broaden the peaks of interest in the subsequent Hough transform domain, and as such, improving the numerical properties of the estimator. The price is paid in terms of a reduced SNR performance threshold and statistical efficiency with respect to the WHT. However, using the pseudo Wigner-Hough transform (PWHT) as an initialization step for the WHT provides a computationally efficient means of achieving optimal estimation, in much the same manner that nonlinear instantaneous least-squares (NLIS) improves over a direct nonlinear least-squares (NLLS) approach [8].

In the following we outline an estimation method for linear FM signals based on the PWHT. A region of attraction (RoA) for the estimator is derived which defines the required accuracy of an initial estimate or grid search, such that an efficient gradient-based optimization algorithm will converge to the true global maximum. Statistical analysis in terms of the output SNR and estimation variance is provided and compared to the corresponding results for the WHT method. In addition, we investigate the application of the PWHT to estimation of multicomponent and nonlinear FM signals.

II. THE WIGNER-HOUGH TRANSFORM

The Wigner-Hough transform (WHT) of a signal $s(t)$ is defined as the line integral through the WVD of $s(t)$, along the IF model; $\omega(t; \theta)$. The WHT is therefore a mapping from the time domain to the parameter domain of $\theta$. The discrete-time WHT, formed from $N$ samples, $\{s(n)\}_{n=0}^N$, of a signal $s(t)$,
is given by

\[
W_s(\theta) = \left[ \sum_{n=0}^{N/2-1} \sum_{l=-n}^{n} + \sum_{n=N/2}^{N-1-n} \sum_{l=-(N-1-n)}^{N-1-n} \right] s(n+l)s^*(n-l)e^{-j2\omega(n;\theta)l},
\]

(1)

where \( N \) is assumed to be even. The WVD is known to be an unbiased estimator of the IF for linear FM signals [9]. However, as the IF becomes nonlinear in nature, the WHT becomes increasingly biased and in most cases, not useful. We therefore restrict our attention to a linear FM signal of the form

\[
s(n) = Ae^{j(a_0n+b_0/2n^2)},
\]

where \( A \) is a complex valued amplitude, and \( a_0 \) and \( b_0 \) correspond to the mean frequency and sweep rate respectively.

In the following, we derive expressions for the RoA of the WHT in the case of linear FM signals. Given the point \((a_0, b_0)\) lies somewhere within the space \( \Omega \subset \mathbb{R}^2 \), the aim is to find a region \( \Omega_c \subset \Omega \) such that a gradient-based optimization procedure initialized within \( \Omega_c \) will converge to the maximum at \((a_0, b_0)\). We derive a conservative RoA as the diamond shaped area centered at \((a_0, b_0)\) with width and height given by the peak width in the \( a \) and \( b \) directions respectively, as illustrated in Figure 1. The width of the RoA in \( a \) and \( b \) will be denoted by \( \Delta_a \) and \( \Delta_b \) respectively.

When additive noise is present, the observations can be modelled as \( x(n) = s(n) + v(n), n = 0, \ldots, N - 1 \); where \( s(n) \) is as defined previously and \( v(n) \) is a complex random process. In this case, one may express the WHT of \( \{x(n)\} \) as \( W_x(a, b) = W_s(a, b) + \delta W_x(a, b) \). In [6], Barbarossa conducted a statistical analysis of \( W_s(a, b) \) in the case of additive white Gaussian noise (AWGN) of variance \( \sigma^2 \).

At the true parameter location \((a_0, b_0)\), the variance of the perturbation term, \( \delta W_x(a, b) \), was found to be

\[
\text{Var} \left[ \delta W_x(a_0, b_0) \right] = \frac{1}{2} \left[ N^3 |A|^2 \sigma^2 + N^2 \sigma^4 \right].
\]

(2)

In a close neighborhood of \((a_0, b_0)\), we may therefore express the WHT as

\[
W_x(a, b) = N^2 \left[ \frac{1}{N^2} W_s(a, b) + O(1/\sqrt{N}) \right].
\]

(3)

We note that \( W_s(a, b) \) takes its maximum value at \((a_0, b_0)\) of \( N^2 |A|^2 / 2 \), which is \( O(N^2) \). Thus, from Equation (3) we observe that, to within \( O(1/\sqrt{N}) \), the shape of \( W_x(a, b) \) is determined by the function
\( W_s(a, b) \), in a close neighborhood of the true parameter values. We therefore determine an approximate RoA for the WHT estimator based on the shape of \( W_s(a, b) \).

It can be readily shown by direct substitution into Equation (1) that

\[
W_s(a, b_0) = 2 \left[ \frac{\sin(\bar{a}N/2)}{\sin(\bar{a})} \right]^2
\]

\[
W_s(a_0, b) = \left[ \sum_{n=0}^{(N/2)-1} - \sum_{n=N/2}^{(N-1)} \right] \frac{\sin(bn(1 + 2n - 2N))}{\sin(bn)}
\]

where \( \bar{a} = a_0 - a \) and \( \bar{b} = b_0 - b \). From Equation (4) it is clear that the main peak width is \( \Delta_a = 2\pi/N \).

However, it is not easy to analytically solve for the peak width of Equation (5) due to the nonlinear nature of the expression. We have numerically solved \(^1\) for the main peak width of (5) across a range of values of \( N \), as the distance between the first local minima either side of the origin \( (\bar{b} = 0) \). The useful approximation; \( \Delta_b \approx 8\pi/[N(\frac{10}{9}N - 1)] \), was found to deviate from the numerical solution by a maximum of 1.769%, across the range of values \( N = 2^8 \) to \( N = 2^{14} \).

Restricting attention to the case of non-aliased\(^2\) linear FM signals, we note that \( a \in [0, \pi) \) and \( b \in [-a/N, (\pi - a)/N] \), i.e. we must search for the true value of \( a \) and \( b \) over intervals of \( \pi \) rad/s and \( \pi/N \) rad/s\(^2\), respectively. From the previous discussion, we conclude that the RoA for the WHT is \( O(1/N) \) in \( a \) and \( O(1/N^2) \) in \( b \), though we may say the RoA is \( O(1/N) \) for both \( a \) and \( b \) with respect to the non-aliased parameter range. The problem of estimating \( a \) and \( b \) using the WHT is therefore evident; the desired peaks of the WHT become narrower as the number of observations increases, making the peak finding problem increasingly difficult.

\(^1\)Optimization routines available within the software package MATLAB\textsuperscript{®} were successfully employed to this end.

\(^2\)Due to the inherent frequency axis scaling of the discrete-time WVD, non-aliased signals are those whose IF lies within \([0, \pi) \) rad/s within the observation interval.
III. THE PSEUDO WIGNER-HOUGH TRANSFORM

In the discrete-time case, the pseudo Wigner-Hough transform (PWHT) is calculated from \( N \) samples \( \{s(n)\}_{n=0}^{N} \) of \( s(t) \) as,

\[
P_s(\theta) = \sum_{n=-M}^{(N-M-1)} \sum_{l=-M}^{M} s(n+l)s^*(n-l)e^{j2\omega(n;l)\theta} \tag{6}
\]

where \( M \) is a parameter defining the odd PWVD window length; \( L = 2M + 1 \). We have defined the PWHT as the summation over the \( N - L + 1 \) points in the center of the PWVD, leaving out the rising and falling edges of the distribution, assuming that \( L \ll N \). Defining \( R_s(n, l) = s(n+l)s^*(n-l) \) as the local auto-correlation function, we observe that the PWHT is a weighted sum over the center rectangle of the support of \( R_s(n, l) \), whereas the WHT sums over the full diamond-shaped support. The computation time of the PWHT is therefore less than that of the WHT. The number of complex multiplications and additions required is summarised in Table I (for \( N \) even), which shows that the PWHT has reduced computational cost by a factor of approximately \( 2L/N \) for \( L \ll N \).

<table>
<thead>
<tr>
<th>Method</th>
<th># Complex Mult's</th>
<th># Complex Add's</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHT</td>
<td>( N^2 )</td>
<td>( N^2/2 - 1 )</td>
</tr>
<tr>
<td>PWHT</td>
<td>( 2L(N - L + 1) )</td>
<td>( L(N - L + 1) - 1 )</td>
</tr>
</tbody>
</table>

**Table I**

Comparison of the computational complexity of the PWHT and the WHT.

Apart from reducing the computational complexity, the PWHT has another important and fundamental advantage over the WHT. The PWVD may be seen as the WVD convolved with a sinc function in the frequency domain, which results in a widening of the main lobe of any signal components. Figure 2 depicts the PWHT and WHT functions for a two linear FM component signal observed in AWGN at an SNR of 0dB, with \( N = 128 \) and \( M = 5 \). Clearly the peak width in the parameter space is much larger
for the PWHT than for the WHT. This implies improved numerical properties with respect to the WHT, when performing optimization, i.e. a larger RoA. Of course, there is also a disadvantage in the windowing used in the PWHT, which is also evident in Figure 2. Namely, the noise floor has increased due to the shorter summation interval used. This implies that the SNR performance threshold and estimator variance of the PWHT is worse than that of the WHT. In order to clarify these points, we derive in the following sections expressions for the RoA of the PWHT, the output SNR, and the statistical accuracy.

A. Region of Attraction

Herein, we determine an approximate expression for the RoA of the PWHT estimator of linear FM signals. The same notation is used as previously in Section II. In the case of noisy observations, thePWHT may be expressed as $P_x(a, b) = P_s(a, b) + \delta P_x(a, b)$. As shown in Appendix I, the variance of the perturbation term $\delta P_x(a, b)$ at the true parameter location $(a_0, b_0)$ is given by

$$\operatorname{Var}[\delta P_x(a_0, b_0)] = \frac{2}{3} \sigma_v^2 |A|^2 L (3NL - (L - 1)(4L + 1)) + \sigma_v^4 (N - L + 1)L,$$

which is $O(NL^2)$. In a close neighborhood of $(a_0, b_0)$, we may therefore express the PWHT as

$$P_x(a, b) = NL\left[ P_s(a, b) + O(1/\sqrt{N}) \right].$$

We note that $P_s(a, b)$ takes its maximum value at $(a_0, b_0)$ of $(N - L + 1)L|A|^2$, which is $O(NL)$. Accordingly, to within $O(1/\sqrt{N})$, the shape of $P_x(a, b)$ is determined by the function $P_s(a, b)$, in a close neighborhood of the true parameter values. We therefore determine an approximate RoA for the PWHT estimator based on the shape of $P_s(a, b)$.

To determine $\Delta_a$ and $\Delta_b$, we first compute the derivatives of $P_s(a, b)$ with respect to $\bar{a} = a_0 - a$ and $\bar{b} = b_0 - b$.

We work with the window parameter $M = (L - 1)/2$, as it leads to more compact expressions.
\( \bar{b} = b_0 - b \). Substituting the linear FM signal into Equation (6) and taking \( b = b_0 \) we obtain:

\[
P_s(a, b_0) = (N - 2M) \frac{\sin(a(2M + 1))}{\sin(a)}
\]

\[
\frac{\partial P_s(a, b_0)}{\partial a} = (N - 2M) \frac{M \sin(2\bar{a}(M + 1)) - (M + 1) \sin(2\bar{a}M)}{\sin^2(a)}.
\] (9)

Substituting the linear FM signal into Equation (6) and taking \( a = a_0 \) we obtain:

\[
P_s(a_0, b) = \sum_{n=M}^{N-M-1} \frac{\sin(\bar{b}(2M + 1)n)}{\sin(bn)}
\]

\[
\frac{\partial P_s(a_0, b)}{\partial \bar{b}} = \sum_{n=M}^{N-M-1} \frac{n[(M + 1) \sin(2\bar{b}Mn) - M \sin(2\bar{b}(M + 1)n)]}{\sin^2(bn)}.
\] (10)

To determine the peak width in \( a \), one may solve Equation (9) for the location of the first zeros occurring either side of \( \bar{a} = 0 \). However, for Equation (10) this approach is not always valid. Depending on the value of \( M \) and \( N \), the peak in \( \bar{b} \) may not have local minima at the edges, as illustrated in Figure 3, where \( P_s(a, b) \) and its derivative are plotted for \( M = 10 \) and \( N = 128 \). In this case we define the peak edges as the midpoint between the first and second points of inflection. Determining \( \Delta_a \) and \( \Delta_b \), therefore, requires solving for the zeros of \( \frac{\partial P_s(a_0, b_0)}{\partial a} \) and \( \frac{\partial^2 P_s(a_0, b)}{(\partial \bar{b})^2} \) respectively, where

\[
\frac{\partial^2 P_s(a_0, b)}{(\partial \bar{b})^2} = \sum_{n=M}^{N-M-1} 2n^2 \csc^2(2\bar{b}n)[M(M + 1) \cos(2\bar{b}Mn) - M(2\bar{b}(M + 1)n) - 2 \cot(2\bar{b}n)(M + 1) \sin(2\bar{b}Mn) - M \sin(2\bar{b}(M + 1)n)].
\] (11)

For a particular value of \( M \) and \( N \), one may numerically solve for the zeros of the nonlinear equations (9) and (11) to determine \( \Delta_a \) and \( \Delta_b \). We have performed the numerical analysis across a wide range of values of \( M \) and \( N \) and found the following useful empirical approximations:

\[
\Delta_a \approx \frac{2\pi}{1.4(2M + 1)} = \frac{2\pi}{1.4L'},
\] (12)

\[
\Delta_b \approx \frac{2\pi}{(-1.19M^2 + 1.2MN - 3M + 0.4N + 17.5)} = \frac{2\pi}{18.7025 - 0.2975L^2 + L(-0.905 + 0.6N) - 0.2N'}.
\] (13)
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The expressions (12) and (13) demonstrate that the RoA in both $a$ and $b$ increases with reduced window length, in the computation of the PWHT. In comparison to the ROA of the WHT, the ROA of the PWHT increases in $a$ from $O(1/N)$ to $O(1/L)$ and in $b$ from $O(1/N^2)$ to $O(1/(LN))$. Again, considering only the non-aliased parameter ranges, the RoA for both $a$ and $b$ is $O(1/L)$. This results is particularly interesting, because the RoA is now independent of the number of samples, and as such we may control the RoA using the window parameter. Further, the Equations (12) and (13) can be used to determine the appropriate grid sampling density for performing a grid search of the parameter space using the PWHT. By sampling along the $a$ and $b$ parameter directions with spacing $\Delta_a/2$ and $\Delta_b/2$ respectively, we can ensure that one of the trajectories evaluated will lie within the RoA of the PWHT, yielding a suitable initialization for optimization routines. The implementation of the PWHT is further elaborated in the final part of this section.

To illustrate the results derived above, the PWHT and the approximate RoA specified by Equations (12) and (13) are plotted in Figure 4, over the range of non-aliased parameter values. In this example, we show the PWHT function simulated at an SNR of 0 dB, for various values of $N$ and $M$. The black diamond and cross in each sub-figure show the approximate RoA and true parameter locations respectively. In all sub-figures, the approximate RoA regions lie over the main peak contour as expected. Comparing Figure 4 (a) and (c) we observe that although the sample lengths are different ($N = 64$ and $N = 128$ respectively), using the same PWVD window length ($L = 13$) yields the same RoA. This illustrates how the RoA is independent of the sample length, with respect to the range of non-aliased parameter values. Comparing Figure 4 (b)-(d) we observe how increasing the PWVD window length decreases the RoA, for $L = 7, 13$ and $27$ respectively.
B. Output SNR

In the following, we perform a statistical analysis of the PWHT based estimate, in terms of the output SNR. In the case of nonlinear FM signals, the analysis holds based on the assumption:

A1) \( \exists M \in \mathbb{Z}^+ \) and an interval \( \mathcal{I}_n = \{n - M, \ldots, n + M\} \) such that:

\[
\omega(k; \theta) \approx a_n + b_n k \quad \forall k \in \mathcal{I}_n; \quad \text{and} \quad \forall n \in \{M, \ldots, N - M - 1\},
\]

i.e. the signal IF is approximately linear within all time intervals of length \( L \), over the entire observation period.

We also assume that the noise \( v(n) \) is a complex white Gaussian process of variance \( \sigma_v^2 \).

Given observations \( \{x(n) = s(n) + v(n)\}_{n=0}^{N-1} \) where \( s(n) = Ae^{j\varphi(n; \theta)} \), the output SNR is defined as

\[
SNR_{out} = \frac{|P_x(\theta_0)|^2}{\text{Var} \{P_x(\theta_0)\}}.
\]

Assuming the value of \( M \) is chosen such that Assumption A1 is satisfied for the given signal and using Equation (6), we obtain the following expression for the output SNR in terms of the input SNR;

\[
SNR_{in} = |A|^2/\sigma_v^2;
\]

\[
SNR_{out} \approx \frac{(N - L + 1) N SNR_{in}^2}{\frac{2^{3NL-(L-1)(4L+1)}}{N-L+1}} SNR_{in} + 1,
\]

where the above expression becomes exact in the case of linear FM signals. The derivation of Equation (15) is included as Appendix I. Assuming \( L << N \), then the denominator of Equation (15) is approximately equal to \((2L)SNR_{in} + 1\). We therefore see a thresholding effect versus the input SNR; for \( SNR_{in} >> 1/(2L) \), the output SNR is approximated as \( SNR_{out} \approx N(SNR_{in}/2) \). For \( SNR_{in} << 1/(2L) \) the output SNR degrades rapidly according to \( SNR_{out} \approx (NL)SNR_{in}^2 \). The SNR performance threshold of the method is therefore said to occur at the interception point of these two limiting behaviors, i.e. at \( SNR_{in} = 1/(2L) \). In comparison with the WHT (suitable only for linear FM signals) which has an SNR performance threshold at \( 1/N \), the threshold of the PWHT is higher (worse), however the output SNR performance above the input SNR threshold is the same.
C. Estimation accuracy

The mean and variance of the PWHT estimator are derived below via a generalization of the perturbation approach taken in [6], for analysis of the WHT. Assuming the same signal model as in the previous section, we may express the PWHT of the observations as the sum of $P_s(\theta)$ being the PWHT of the noise-free signal and a perturbation $\delta P(\theta)$ composed of cross signal-noise and noise only terms. Under Assumption A1, the maximum of $P_s(\theta)$ occurs at $\theta_0$, but in the presence of noise, the maximum of the PWHT shifts to a location $\theta_0 + \delta \theta$ due to the influence of $\delta P(\theta)$. The bias and variance of the estimator are therefore determined by the mean and covariance matrix of $\delta \theta$. As a first order approximation, the bias $\mathbb{E}[\delta \theta] = 0$ and the covariance matrix $\Gamma_{\delta \theta} = \mathbb{E}[\delta \theta \delta \theta^T] = C^{-1}BC^{-T}$, where

$$
C = |A|^2 \sum_{n=M}^{N-M-1} \sum_{i=-M}^{M} \left[-j2l \frac{\partial^2 \omega(n; \theta)}{\partial \theta \partial \theta^T} \bigg|_{\theta=\theta_0} + 4\xi^2 \left[ \frac{\partial \omega(n; \theta)}{\partial \theta} \frac{\partial \omega(n; \theta)}{\partial \theta^T} \right] \bigg|_{\theta=\theta_0} \right],
$$

(16)

$$
B = 8|A|^2 \sigma_n^2 \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \left[ \frac{\partial \omega(n; \theta)}{\partial \theta} \frac{\partial \omega(m; \theta)}{\partial \theta^T} \right] \bigg|_{\theta=\theta_0} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \delta(n-m+l-k) + 4\xi^2 \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \left[ \frac{\partial \omega(n; \theta)}{\partial \theta} \frac{\partial \omega(n; \theta)}{\partial \theta^T} \right] \bigg|_{\theta=\theta_0}.
$$

(17)

The derivation of the above formulae is included in Appendix II. From (16) and (17) one can easily show that

$$
\Gamma_{\delta \theta} = \frac{1}{SNR_{in}} D + \frac{1}{SNR_{in}^2} E,
$$

where the matrices $D$ and $E$ depend on $M$, $N$ and the first and second order derivatives of the IF model at $\theta_0$. We note that the above expression for $\Gamma_{\delta \theta}$ has the same form as the variance of the WHT estimator given in [6], for linear FM signals. Further, for particular IF models such as PPS, it is evident from (16) and (17) that the variance is independent of the true signal parameter value $\theta_0$.

A Monte Carlo simulation was conducted to verify theoretical results for a number of signal models. In Figures 5, 6 and 7 we show the simulated variance and root mean-squared error (RMSE) for linear FM (LFM), quadratic FM (QFM) and sinusoidal FM (SFM) signal models respectively. The phase function
for each case is defined as

\[ \varphi_{LFM}(n; \theta) = an + b/2n^2; \quad \theta = (a, b)^T \]

\[ \varphi_{QFM}(n; \theta) = an + b/2n^2 + c/3n^3; \quad \theta = (a, b, c)^T \]

\[ \varphi_{SFN}(n; \theta) = B \sin(\omega_0n + \phi); \quad \theta = (B, \omega_0, \phi)^T. \]

All simulations were conducted with 500 Monte Carlo runs, \( N = 128 \) samples and PWVD window lengths 27, 21 and 11 respectively. The model parameters used were \( \theta_{LFM} = 2\pi(0.025, 6.378 \times 10^{-3}), \)

\[ \theta_{QFM} = 2\pi(0.2, 5.197^{-3}, -3.224 \times 10^{-5}) \]

and \( \theta_{SFN} = 2\pi(0.102, 1.953 \times 10^{-2}, 0.23). \) The Cramér-Rao Bound (CRB) for each case is also shown as a reference. We note that the simulated variance coincides with the theoretical expression in all cases. However, the MSE for the amplitude parameter, \( B, \) of the sinusoidal FM model and the first-order phase parameter, \( a, \) of the quadratic FM model, differ from the variance at higher SNR. This bias results from the nonlinearity of the IF and can be reduced by using a smaller window length, at the expense of increased variance.

For the particular case of linear FM signals, we have also obtained closed form expressions for the estimator variance. The signal parameters of interest are denoted \( a_0 \) and \( b_0, \) corresponding to mean

\[ ^4 \text{A general form of the CRB for the signal model considered here is derived in Appendix III.} \]
frequency and sweep rate. The respective estimators based on the PWHT are denoted \( \hat{a} \) and \( \hat{b} \), where:

\[
\text{Var}[\hat{a}] = \left\{ \frac{12}{SNR_{\text{in}}} \left[ 112(M^6 - M^5(2N - 1)) + (N - 1)^2(35N^2 + 7N - 1) \\
- 4M^3(77N^3 - 177N^2 + 95N + 5) + 7M^2(10N^4 - 62N^3 + 91N^2 - 28N - 3) \\
+ M(70N^4 - 280N^3 + 283N^2 - 62N - 11) + 8M^4(39N^2 - 64N + 18) \right] \right. \\
- \left. \frac{105}{SNR_{\text{in}}^2} \left[ +4M^3(13N^2 - 6N + 1) + 2M(7N^4 - 9N^3 + 3N - 1) \\
(16M^5 - 40M^4N - (N - 1)^2N(2N^2 + N - 1) - 2M^2N(19N^2 - 18N + 3) \right] \right\} \\
\times \left\{ 70M(M + 1)(2M + 1)(N - 2M)^3(2M^2 + 4M - 1)^2 \right\}^{-1} \quad (18)
\]

\[
\text{Var}[\hat{b}] = \left\{ \frac{108}{SNR_{\text{in}}} \left[ 12(-1 + 32M^4 + M^3(8 - 56N) + 14M^2(N - 4)N + 7N^2 + \\
2M(-2 - 14N + 7N^2)] - \frac{315}{SNR_{\text{in}}^2} [8M^3 + N - 12M^2N - N^3 + M(-2 + 6N^2)] \right\} \\
\times \left\{ 35M(1 + 3M + 2M^2)(8M^3 + N - 12M^2N - N^3 + M(-2 + 6N^2))^2 \right\}^{-1} \quad (19)
\]

While the above expressions are somewhat complicated, it can be shown that the estimator is not asymptotically efficient. To illustrate this we have plotted the variance of \( \hat{b} \) divided by the CRB, in Figure 8. We note that although the estimation is not efficient, there is clearly an optimal value of \( M \) for which the variance is minimized, which occurs at approximately \( M = 0.1N \).

The optimal value of \( M \) which gives the lowest variance may be obtained by differentiating (18) and (19) with respect to \( M \) and solving for the location of the minimum variance in terms of \( N \). However, a direct algebraic solution of the above equations is somewhat difficult due to the high order terms present. Since the minimum is known to occur close to \( M = 0.1N \), we have taken a first order Taylor series expansion of the derivatives of (18) and (19) about this location, and solved for \( M \). The approximate

\(^5\)The minimum variance of \( \hat{a} \) was found to occur at the same value of \( M \).
expression of the optimal value of $M$ for $a$ and $b$ respectively, were found to be

$$M_{\text{opt}, a} = -0.311009 + \frac{1}{SNR_{\text{in}}} - 2.69542 + 0.103864N + O(1/N),$$

$$M_{\text{opt}, b} = -0.344559 + \frac{1}{SNR_{\text{in}}} - 2.64928 + 0.106091N + O(1/N).$$

In many practical cases of interest, e.g. for $SNR_{\text{in}} > 1$ and $N >> 27$, the optimal value of $M$ is close to $0.1N$ for estimation of both $a$ and $b$ and one may use this value as a rule of thumb.

D. Implementation

The proposed estimation algorithm is summarised in Table II and described as follows: Firstly, one chooses a set of window lengths $M_1 < M_2 < \cdots < M_p$ and an initial estimate of the strongest signal component is obtained. This may be done, e.g. via a grid search of the PWHT with $M = M_1$. The appropriate grid spacing in the case of linear FM signals is determined from the RoA expressions given in Section III-A. The estimate is then refined in steps via optimization of the PWHT using $M_1, \ldots, M_q$ successively, where the estimate obtained using $M = M_i$ serves to initialize the optimization with $M = M_{i+1}$. In the case of linear FM signals, one may use the final estimate ($M = M_q$) to initialize optimization of the WHT function.

1) Define $M_1 < M_2 < \cdots < M_p$.
2) Perform grid search of using $M = M_1$ to obtain $\hat{\theta}_0$. Set $i \leftarrow 1$.
3) Obtain $\hat{\theta}_i$, via gradient-based optimization of (6), with initial location $\hat{\theta}_{i-1}$.
4) Set $i \leftarrow i + 1$. While $i \leq p$ repeat from 3.
5) If a linear FM model is applies, use $\hat{\theta}_p$ to initialize optimization of the WHT, otherwise $\hat{\theta} = \hat{\theta}_p$.

TABLE II

ESTIMATION ALGORITHM BASED ON THE PWHT.

For optimization of the PWHT using efficient gradient based schemes, one may require both the first
and second order derivatives with respect to the parameters. We first reformulate the PWHT given in Equation (6), in a more compact matrix equation:

\[ P_{xx}(\theta) = 1'(R_{xx} \circ W(\theta))1 \]  

(20)

where 1 is a length L vector of ones and \( R_{xx} \) and \( W(\theta) \) are \( L \times N - L + 1 \) complex-valued matrices given by

\[ [R_{xx}]_{pq} = x(q + p - 2)x^*(q - p + L - 1) \]

\[ [W(\theta)]_{pq} = \exp[-j2\omega(q + M - 1; \theta)(p - M - 1)] \]

for \( p = 1, \ldots, L \) and \( q = 1, \ldots, N - L + 1 \). The first and second order derivatives of \( P(\theta) \) with respect to the parameters are then given by

\[ \frac{\partial P(\theta)}{\partial t_i} = 1'(R_{xx} \circ W(\theta) \circ G_i(\theta))1 \]  

(21)

\[ \frac{\partial^2 P(\theta)}{\partial t_i \partial t_k} = 1'(R_{xx} \circ (G_i(\theta) \circ G_k(\theta) + W(\theta) \circ K_{ik}(\theta)))1 \]  

(22)

where

\[ [G_i(\theta)]_{pq} = -j2 \frac{\partial \omega(q + M - 1; \theta)}{\partial t_i} (p - M - 1) \]

\[ [K_{ik}(\theta)]_{pq} = -j2 \frac{\partial^2 \omega(q + M - 1; \theta)}{\partial t_i \partial t_k} (p - M - 1) \]

We can see that to compute the gradient vector and Hessian matrix, we require the first and second order derivatives of the IF model. We also notice from Equation (21) and Equation (22) that the data matrix \( R_{xx} \) and the weighting matrix \( W(\theta) \) need only be computed once. From the matrix formulation in Equation (20) it is clear that there is a separation between the data and model based calculations. For example, one must only calculate the data matrix \( R_{xx} \) once for a given set of observations. A set of trajectories \( \{\theta_k\} \) through the TF plane corresponding to a rough grid search of the parameter space may be pre-computed and the weighting matrices \( \{W(\theta_k)\} \) stored in memory.
To illustrate the performance of the PWHT estimator with the implementation strategy given in Table II, we take the example of an LFM signal with mean frequency \( a_0 = 0.12/T_s \) and chirp rate \( b_0 = 0.23/(NT_s) \), where \( T_s \) denotes the sample period. The root mean square error (RMSE) of the estimator for \( a \) and \( b \) is simulated and compared with theoretical variance expressions and the CRB, as shown in Figure 9, with \( N = 128 \). The algorithm of Table II is applied, with the window parameter \( M \) values (3, 6, 9, 13). The initial estimate is computed by a grid search of the PWHT with \( M = 3 \). The parameter space is sampled in the range \( a \in [0, \pi) \) and \( b \in [-a/N, (\pi - a)/n] \) with spacing \( \Delta_a/2 \) and \( \Delta_b/2 \) along \( a \) and \( b \) direction respectively, where \( \Delta_a \) and \( \Delta_b \) are given by (12) and (13), respectively.

This sampling scheme requires pre-calculation of a total of 50 PWHT trajectories. We note that a grid search using the same sampling scheme for the WHT (using \( \Delta_a \) and \( \Delta_b \) as given in Section II) would require 4736 trajectories. In optimization of the PWHT we have used an efficient gradient based technique proposed by Fletcher and Powell (FP) [10] for an SNR of 0 dB and above. It was found that for an SNR below 0 dB, the FP algorithm did not always converge and in these cases we have used a more robust, albeit more complex, algorithm proposed by Nelder and Mead (NM) [11], known as the simplex algorithm, which was found to produce good results down to about -5 dB SNR. The simulation results have been obtained by averaging 500 Monte Carlo runs.

In order to illustrate the effect of increasing the window length, in the procedure of Table II, the RMSE for each value of \( M \) is plotted in Figure 9. While the initial accuracy of the grid search (with \( M = 3 \)) is very poor, it is sufficient for initialization of the optimization routine, which provides increasing accuracy as the value of \( M \) is increased. We note that the simulated accuracy shown in Figure 9 is consistent with theoretical analysis (for \( M = 13 \)), down to about -3 dB SNR. The discrepancy at extremely low SNR is expected as assumptions inherent in the derivation of the RoA are no longer valid. As the noise floor increases, the true RoA shrinks, and for SNR \( \ll 1 \) one needs to use a denser grid search in order to achieve convergence. For higher SNR, although the estimation is not efficient, the performance is still
very close to the CRB and the computation time has been greatly reduced when compared to the WHT based estimator. In this case, the need to use the WHT becomes questionable, since the large increase in computational burden provides only a minor improvement in estimation accuracy. However, statistical efficiency is easily achieved, if desired, by optimising the WHT using the PWHT estimate for initialising the search. The overall approach is still far more computationally efficient than trying to directly optimise the WHT function.

IV. MULTICOMPONENT SIGNAL ESTIMATION

In the case of multicomponent signals, there will be a number of peaks within the parameter space of the PWHT, as illustrated in Figure 2. One approach in this case, is to threshold the (P)WHT function to determine the number and/or rough location of the peaks. However, such a method would require a relatively fine grid search despite the increased peak width of the PWHT, and the issue of how to set an appropriate threshold must be considered. From a statistical point of view, one may formulate the peak search as a detection problem, and set the threshold based on a certain level of significance. This then requires knowledge of the probability distribution of the (P)WHT.

To avoid these issues, we propose sequential estimation of each component. One estimates the 'strongest' component from the largest peak of the PWHT, using the method outlined in Table II. The complex amplitude is then estimated, for example using a simple least-squares approach, and the reconstructed component is then subtracted from the observations. This is repeated until all components have been estimated. If the number of components is unknown, one may construct a test to determine when the residual term contains no more signal components, though this is not elaborated upon here. The estimation procedure is summarised in Table III.

In contrast to sequential phase-based estimation of multicomponent signals [12], we do not require that the component being estimated is stronger than the other components present. However, the proposed
1) Set $i \leftarrow 1$. Organize the observations into the vector $x = (x(0), \ldots, x(N - 1))'$.

2) Estimate $\theta_i$ using the procedure of Table II, to obtain $\hat{\theta}_i$.

3) Form the vector $s_i = (e^{j\varphi(0;\hat{\theta}_i)}, \ldots, e^{j\varphi(N-1;\hat{\theta}_i)})'$.

4) Estimate the amplitude according to $\hat{A}_i = s_H^H x / N$.

5) Remove the estimated component: $x \leftarrow x - \hat{A}_i s_i$.

6) Set $i \leftarrow i + 1$. If $i \leq d$, repeat from Step 2.

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULTICOMPONENT ESTIMATION ALGORITHM BASED ON THE PWHT.</td>
</tr>
</tbody>
</table>

The approach suffers from an inherent bias since the multiple peaks disturb one another through main and/or side lobes, resulting in a shift of the peak location from the true parameter values, even if Assumption A1 holds. In order to reduce this bias, one may obtain the initial estimates $\{\hat{\theta}_i\}_{i=1}^q$ using the procedure of Table III, followed by a bias reduction step, in which all estimated components but the desired are subtracted from the observations, and the desired component parameters are then re-estimated using the PWHT. In this bias reduction step, one may use the previous (biased) estimate to initialize optimization of the PWHT with the final value $M = M_q$, i.e. it is not necessary to repeat the full estimation procedure of Table II again.

To demonstrate the multicomponent estimation procedure, we first consider a three-component LFM signal. The parameters of the components used were $\theta_1 = 2\pi(0.025, 3.189 \times 10^{-3})$, $\theta_2 = 2\pi(0.42, -2.362 \times 10^{-3})$, and $\theta_3 = 2\pi(0.26, -1.654 \times 10^{-3})$. In the implementation of the procedure from Table II (in step 2 of Table III), we have used the same grid-search points as in the previous section. We have also applied the WHT after the last PWHT step, with two final iterations to reduce bias. Figure 10 shows the simulated estimation accuracy using $N = 128$ observations. It can be seen from the results that after two bias reduction iterations, the estimation accuracy becomes close to that of the single component case. Of
course, at extremely high SNR when the bias becomes the dominant source of estimation error, more bias reduction iterations are typically required to achieve statistical efficiency.

As a second example we consider the SFM model defined previously. As discussed in Section III-C, the estimation of parameter $B$ is biased. In the multicomponent case, we have found that despite this bias, the sequential estimation procedure of Table III remains successful. We illustrate this in application to experimental data, which has been collected from a 24 GHz radar system, observing a rotating fan. The rotational movement of the scatterer in this experiment results in a sinusoidal Doppler shift with respect to time, termed a micro-Doppler signature. To illustrate the estimation of multicomponent signatures, we apply the PWHT estimator to the data collected only from the in-phase baseband channel of the radar system. This effectively produces two “signatures” each $\pi$ radians out of phase with the other. The baseband signal was sampled at 1000 Hz and we have used an observation interval of 402 samples (~0.4 seconds) to estimate the micro-Doppler signatures. The initial grid search is performed for $B \in [0, 250]$ Hz, $\phi \in [0, 2\pi)$ rad and $\omega_0 \in [1, 10]$ Hz, with 12, 10 and 6 samples along each parameter range respectively (720 total trajectories). In the initial search, $M = 15$ was used to calculate the PWHT, and in the final optimization step, $M = 35$.

In Figure 11 we show the PWHT of the experimental data for $B = 16$ Hz. The figure shows both cases of $M = 15$ and $M = 35$, which clearly illustrates the advantage of widening the main peak, achieved with the smaller window length. In Figure 12 we show the estimated micro-Doppler signatures overlaid on the PWVD of the data (for $M = 35$). In this figure we see both the initial grid search estimates and the final estimated signatures. It is observed that both the final estimated signatures overlap the TF signatures as expected, although the initial grid search yielded somewhat inaccurate results.
V. CONCLUSIONS

This work has examined a computationally attractive implementation of the WHT estimator for linear FM signals. A technique for reducing the number of required trajectories to be computed was proposed based on the PWVD, having window length $L$, which widens the peak of interest in the parameter space. It was shown that the peak width is increased from $O(1/N)$ for the WHT to $O(1/L)$ for the PWHT, allowing one to effectively control the RoA of the estimator. An estimation scheme for both single and multicomponent signals was proposed based on this result. The application of the PWHT to nonlinear FM signals was also considered, and shown to be effective under the assumption that the signal IF is approximately linear within all intervals of length $L$. Statistical analysis was performed in the case of additive white Gaussian noise, which showed how the SNR performance threshold is affected, and interestingly, that the output SNR is the same as that of the WHT, despite the reduced computational requirement. A general expression for the estimator variance was provided for nonlinear FM signals, and in closed form for linear FM signals. It was shown that in the case of linear FM signals there is clearly an optimal choice for the PWVD window length which yields a performance level close to that of the CRB. Theoretical results presented were verified with simulations for linear and sinusoidal FM signals, in both the single and multicomponent case. Results with experimental data where the sinusoidal FM model applies were also presented, which illustrate the effectiveness of the proposed scheme in practice.

APPENDIX I

DERIVATION OF THE OUTPUT SNR

In order to determine the output SNR as defined in Equation (14) we need to find $|P_x(\theta_0)|^2$ and $\text{Var}[P_x(\theta_0)]$ where $s(n) = Ae^{j\phi(n;\theta_0)}$ and $x(n) = s(n) + v(n)$. In the following we assume $v(n)$ is a complex circular white Gaussian process of variance $\sigma_v^2$. 
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Let us express the PWHT of the observations as $P_x(\theta) = P_s(\theta) + P_{sv}(\theta) + P_v(\theta)$ where

$$P_{sv}(\theta) \triangleq \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{m=M}^{M} \sum_{l=-M}^{M} e^{-j2\omega(n,\theta)t}$$

(23)

and the expressions for $P_s(\theta)$ and $P_v(\theta)$ follow the definition given in Equation (6). Since the third order moments of $v(n)$ are zero, then $\text{Var}[P_x(\theta_0)] = \text{Var}[P_{sv}(\theta_0)] + \text{Var}[P_v(\theta_0)]$.

From Equation (23) it is clear that $\mathbb{E}[P_{sv}(\theta)] = 0$. The variance is calculated according to:

$$\text{Var}[P_{sv}(\theta_0)] = \mathbb{E}[|P_{sv}(\theta_0)|^2] = \sum_{n=M}^{N-M-1} \sum_{m=M}^{M} \sum_{l=-M}^{M} \sum_{k=-M}^{M} e^{-j2(\omega(n,\theta)t-l-\omega(m,\theta)k)}$$

$$\times \mathbb{E}[|s(n+l)v^*(n+l) + s^*(n-l)v(n+l)|^2]$$

$$= \sum_{n=M}^{N-M-1} \sum_{m=M}^{M} \sum_{l=-M}^{M} \sum_{k=-M}^{M} e^{-j2(\omega(n,\theta)t-l-\omega(m,\theta)k)}$$

$$\times [s(n+l)s^*(m+k)E[v^*(n+l)v(m+k)] + s^*(n-l)s(m-k)E[v(n+l)v^*(m+k)]]$$

Using the circular property of the noise process and assumption A1, we obtain

$$\text{Var}[P_{sv}(\theta_0)] \approx |A|^2 \sigma_v^2 \sum_{n=M}^{N-M-1} \sum_{m=M}^{M} \sum_{l=-M}^{M} \sum_{k=-M}^{M} e^{-j2(a_m+b_m(m+k))}$$

$$\times [e^{j(a_n+b_n(n+1)/2)} \delta(n-m+l-k) + e^{j(a_m+b_m(m+1)/2)} \delta(n-m+l-k)]$$

where $(a_n, b_n)$ and $(a_m, b_m)$ denote the parameters of the linear IF approximation on the intervals $\mathcal{I}_n$ and $\mathcal{I}_m$ respectively. Since the Kronecker delta functions restrict non-zero terms of the summation to the case $|n-m| < L$, we assume $a_n \approx a_m$ and $b_n \approx b_m$ in the above equation, allowing the simplification:

$$\text{Var}[P_{sv}(\theta_0)] \approx |A|^2 \sigma_v^2 \sum_{n=M}^{N-M-1} \sum_{m=M}^{M} \sum_{l=-M}^{M} \sum_{k=-M}^{M} [e^{j(n-m+k-l)(2a_n+b_n(n+m-l-k))/2} \delta(n-m-l+k) +$$

$$e^{-j(n-m+l-k)(2a_n+b_n(n+m+l+k))/2} \delta(n-m-l-k)]$$

$$= |A|^2 \sigma_v^2 \sum_{n=M}^{N-M-1} \sum_{m=M}^{M} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \delta(n-m-l+k) + \delta(n-m+l-k)]$$

$$= |A|^2 \sigma_v^2 \frac{2}{3} (2M+1)(3N(2M+1) - 2M(5 + 8M))$$

$$= |A|^2 \sigma_v^2 \frac{2}{3}(3NL - (L - 1)(4L + 1)).$$
The closed form expression in second-to-last line above was obtained with the aid of the software package Mathematica, and is valid under the condition that $N > 4M + 1$.

The second order moment of $P_v(\theta)$ is given by

$$E[|P_v(\theta)|^2] = \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \text{e}^{-j2[\omega(n, \theta_0)l - \omega(m, \theta_0)k]} \times \text{E}[v(n + l)v^*(n - l)v^*(m + k)v(m - k)]$$

$$= \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \left[\text{E}[v(n + l)v^*(n - l)] \text{E}[v^*(m + k)v(m - k)] \right]$$

$$+ \text{E}[v(n + l)v^*(m + k)] \text{E}[v^*(n - l)v(m - k)] \text{e}^{-j2[\omega(n, \theta_0)l - \omega(m, \theta_0)k]}$$

Using the circular property of the noise process and assumption A1, we obtain

$$E[|P_v(\theta)|^2] \approx \sigma_v^4 \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \text{e}^{-j2[(a_n + b_n)n - (a_m + b_m)m)]}$$

$$\times \left[\delta(l)\delta(k) + \delta(l - k)\delta(n - m)\right],$$

where $(a_n, b_n)$ and $(a_m, b_m)$ denote the parameters of the linear IF approximation on the intervals $\mathcal{I}_n$ and $\mathcal{I}_m$ respectively. Given the arguments of the Kronecker delta functions the above expression simplifies to:

$$E[|P_v(\theta)|^2] = \sigma_v^4 ((N - 2M)^2 + (N - 2M)(2M + 1))$$

$$= \sigma_v^4 ((N - L + 1)^2 + (N - L + 1)L).$$

Also, $E[P_v(\theta)] = \sigma_v^2(N - L + 1)$, which leads the overall variance expression

$$\text{Var}[P_x(\theta_0)] = |A|^2 \sigma_v^2 \frac{2}{3} L(3NL - (L - 1)(4L + 1)) + \sigma_v^4(N - L + 1)L. \quad (24)$$

It is easily verified by direction substitution that, under assumption A1,

$$P_x(\theta_0) = |A|^2 L(N - L - 1). \quad (25)$$
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Substitution of Equation (25) and (24) into Equation (14) yields the desired expression for the output SNR given in Equation (15).

**APPENDIX II**

**DERIVATION OF THE ESTIMATOR BIAS AND VARIANCE**

The maximum of $P_x(\theta) = P_s(\theta) + \delta P(\theta)$ occurs at a location $\theta_0 + \delta \theta$, where $\theta_0$ is the true parameter value and $\delta \theta$ is a perturbation due to noise. The maximum of $P_x(\theta)$ satisfies

$$\left[ \frac{\partial}{\partial \theta} (P_x(\theta) + \delta P(\theta)) \right]_{\theta_0 + \delta \theta} = 0$$

We expand Equation (26) using a first order approximation:

$$\left[ \frac{\partial}{\partial \theta} (P_s(\theta) + \delta P(\theta)) \right]_{\theta_0} + \left[ \frac{\partial^2}{\partial \theta \partial \theta^T} P_s(\theta) \right]_{\theta_0} \delta \theta \cong 0. \tag{27}$$

Under assumption A1, $\left[ \frac{\partial}{\partial \theta} P_s(\theta) \right]_{\theta_0} = 0$, therefore

$$\delta \theta = \left[ \frac{\partial^2}{\partial \theta \partial \theta^T} P_s(\theta) \right]^{-1} \left[ \frac{\partial}{\partial \theta} \delta P(\theta) \right]_{\theta_0}. \tag{28}$$

Defining $C \triangleq \left[ \frac{\partial^2}{\partial \theta \partial \theta^T} P_s(\theta) \right]_{\theta_0}$ and $b \triangleq \left[ \frac{\partial}{\partial \theta} \delta P(\theta) \right]_{\theta_0}$, where $b$ is a random vector, the mean and covariance matrix of $\delta \theta$ are given by $\mu_{\delta \theta} = -C^{-1}E[b]$ and $\Gamma_{\delta \theta} = C^{-1}(E[bb^T] - E[b]E[b^T])C^{-T}$ respectively. Substituting Equation (6) into the expression for $C$, we obtain

$$C = \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} s(n+l)s^*(n-l) \left[ \frac{\partial^2}{\partial \theta \partial \theta^T} e^{-j2\omega(n;\theta)} \right]_{\theta_0}$$

$$= \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} s(n+l)s^*(n-l)e^{-j2\omega(n;\theta_0)} \left[ -j2l \frac{\partial^2 \omega(n;\theta)}{\partial \theta \partial \theta^T} + 4l^2 \frac{\partial \omega(n;\theta)}{\partial \theta} \frac{\partial \omega(n;\theta)}{\partial \theta^T} \right]_{\theta_0}$$

$$= |A|^2 \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} \left[ -j2l \frac{\partial^2 \omega(n;\theta)}{\partial \theta \partial \theta^T} + 4l^2 \frac{\partial \omega(n;\theta)}{\partial \theta} \frac{\partial \omega(n;\theta)}{\partial \theta^T} \right]_{\theta_0}$$

where the final simplification above is made using assumption A1. Expanding the expression for $b$ using Equation (6) we obtain

$$b = -j2 \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} e^{-j2\omega(n;\theta_0)} \left[ \frac{\partial \omega(n;\theta)}{\partial \theta} \right]_{\theta_0}$$

$$\times [s(n+l)v^*(n-l) + s^*(n-l)v(n+l) + v(n+l)v^*(n-l)].$$
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Using the assumption of AWGN,

\[ E[b] = -j2\sigma_v^2 \sum_{n=M}^{N-M-1} \sum_{l=-M}^{M} \delta(l) e^{-j2\omega(n;\eta)} \left[ \frac{\partial \omega(n;\theta)}{\partial \theta} \right] \theta_0 = 0 \]

which means that, to a first order approximation, \( \mu_{\theta} = 0 \) and the estimator is unbiased. The covariance matrix of \( b \) is given by

\[
E[bb^H] = 4 \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \left[ \frac{\partial \omega(n;\theta)}{\partial \theta} \frac{\partial \omega(m;\theta)}{\partial \theta^T} \right] \left[ \delta(l) e^{-j2\omega(n;\theta)l} - \delta(m;\theta)k \right] \\
\times [s(n+l)s^*(m+k)E[v^*(n-l)v(m-k)] + s^*(n-l)s(m-k)E[v(n+l)v^*(m+k)] + E[v(n+l)v^*(n-l)v(m-k)v^*(m+k)]]
\]

which, using assumption A1 and the noise properties, may be simplified as

\[
E[bb^H] = 4 \sum_{n=M}^{N-M-1} \sum_{m=M}^{N-M-1} \sum_{l=-M}^{M} \sum_{k=-M}^{M} \left[ \frac{\partial \omega(n;\theta)}{\partial \theta} \frac{\partial \omega(m;\theta)}{\partial \theta^T} \right] \left[ \delta(l) \delta(k) + \delta(n-m-l-k) \delta(n-m+l+k) \right]
\]

Exploiting symmetry in the summations, and the fact that \( \sum_{l=-M}^{M} l^2 = \frac{1}{3} M(M+1)(2M+1) \), we obtain the final simplification given in Equation (17), where \( B = E[bb^H] \).

**APPENDIX III**

**DERIVATION OF THE CRAMÉR-RAO BOUND**

In this section we derive a general form of the Cramér-Rao Bound (CRB) for estimating the parameter vector \( \theta \in \mathbb{R}^{p \times 1} \) from observations \( \{x(n) = s(n) + v(n)\}_{n=0}^{N-1} \) where \( s(n) = A e^{j\varphi(n;\theta)} \) and \( v(n) \) is a complex white Gaussian noise sequence of variance \( \sigma_v^2 \). The full vector of unknown parameters is \( \eta = (\theta^T, |A|, \angle A, \sigma_v^2)^T \). We organize the observations and signal samples into vectors \( x = (x(0), \ldots, x(N-1))^T \) and \( s = (s(0), \ldots, s(N-1))^T \) respectively. The CRB is given by the
inverse of the Fisher information matrix (FIM); \( J \). Given a Gaussian distributed random vector \( x \), the FIM can be calculated according to [13]:

\[
J_{pq} = \text{Tr} \left[ \Gamma^{-1} \frac{\partial \Gamma}{\partial \eta_p} \Gamma^{-1} \frac{\partial \Gamma}{\partial \eta_q} \right] + 2 \text{Re} \left[ \frac{\partial \mu^H}{\partial \eta_p} \Gamma^{-1} \frac{\partial \mu^H}{\partial \eta_q} \right],
\]

where \( \Gamma \) and \( \mu \) correspond to the covariance matrix and mean vector of \( x \) respectively. Clearly \( \Gamma = \sigma_v^2 I \) and \( \mu = s \) in this case. We first find the partial derivatives of \( s \) with respect to \( \eta \) as

\[
\frac{\partial s}{\partial \eta^T} = \left[ j \frac{\partial \varphi(\theta)}{\partial \eta_p} \odot s, |A|^{-1} s, j s, 0_N \right]
\]

where \( 0_N \) denotes a length \( N \) column vector of zeros. In Equation (30) we have used the definition \( \varphi(\theta) = (\varphi(0; \theta), \ldots, \varphi(N - 1; \theta))^T \). We wish to construct the FIM matrix in block form

\[
J = \begin{bmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{bmatrix}
\]

such that the entries concerned with \( \theta \) are contained in \( J_{11} \). Using (29) and the partial derivatives of \( s \) from Equation (30), we find

\[
J_{11} = 2|A|^2/\sigma_v^2 Q^T Q
\]

\[
J_{12} = J_{21}^T = [0_p, 2|A|^2/\sigma_v^2 Q^T 1_N, 0_p]
\]

\[
J_{22} = \text{diag} \left[ 2N/\sigma_v^2, 2N|A|^2/\sigma_v^2, N/\sigma_v^4 \right]
\]

where \( Q = \partial \varphi(\theta)/\partial \theta^T \) and \( 1_N \) is a length \( N \) column vector of ones. By use of the partitioned matrix inversion identity we may find the CRB with respect to \( \theta \) as

\[
C(\theta) = (J_{11} - J_{12} J_{22}^{-1} J_{21})^{-1}
\]

\[
= \frac{N}{2SNR_{in}} (Q^T (NI - 1_N 1_N^T) Q)^{-1}
\]

where \( SNR_{in} = |A|^2/\sigma_v^2 \).
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Fig. 1. The RoA is conservatively derived as the diamond shape defined by the peak width in $a$ and $b$. 
Fig. 2. (a) WHT and (b) PWHT of the sum of two chirp signals.
Fig. 3. Normalized plot of $H_{s}(a_0, \bar{b})$ versus $\bar{b}$ (solid) and its derivative with respect to $\bar{b}$ (dashed).
Fig. 4. An example of the PWHT at SNR=0 dB, for (a) $N = 64$ and $L = 13$, (b) $N = 128$ and $L = 7$, (c) $N = 128$ and $L = 13$ and (d) $N = 128$ and $L = 27$. The approximate RoA given by Equations (12) and (13) is shown as a black diamond. The true parameter location at the intersection of the vertical and horizontal black lines.
Fig. 5. Theoretical and simulated accuracy of the PWHT estimator for a LFM signal model. Theoretical variance (-) CRB (-) simulated variance (o) simulated RMSE (x).

Fig. 6. Theoretical and simulated accuracy of the PWHT estimator for a QFM signal model. Theoretical variance (-) CRB (-) simulated variance (o) simulated RMSE (x).
Fig. 7. Theoretical and simulated accuracy of the PWHT estimator for a SFM signal model. Theoretical variance (-) CRB (-) simulated variance (o) simulated RMSE (x).

Fig. 8. Efficiency of the PWHT estimator of the chirp-rate.
Fig. 9. Single-component linear FM example. RMSE for chirp-rate estimation, after each optimization step.
Fig. 10. Multicomponent linear FM example. RMSE for chirp-rate estimation of one of the components, before and after bias reduction.

Fig. 11. PWHT for $M = 15$ (a) and $M = 35$ (b) of the experimental micro-Doppler data, evaluated for $B = 16$ Hz.
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Fig. 12. Estimated micro-Doppler signatures from the initial grid search with $M = 15$ (green) and optimization of the PWHT function with $M = 35$ (red), overlaid on the PWVD of the data computed with $M = 35$. 
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