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PROJECT SUMMARY

Ultra wide-band (UWB) environments and narrow-band, high power microwave (HPM)
sources present inadvertent or deliberate threats to communication systems, computers, vehicles,
or security systems. The fact that the operating frequency spectra of those sources extend well
beyond several GHz in conjunction with the ever-changing sophistication of digital circuits
presents new technological challenges for the understanding, analysis, modeling, and design of
the overall impact. In microwave regimes and above, conventional radio frequency (RF)
electronic devices are comparable to a wavelength and become distributed circuits. Moreover,
small apertures or cracks on the system shielding are no longer negligible and may become the
salient features of the whole structure. Strong electromagnetic coupling between various
components as well as shielding cavity resonances further complicates the physics of the UWB
and HPM effects on electronics. There is an urgent need to understand and model the effects of
UWB and HPM interactions with electronic circuits and systems at all scales. In this MURI
project, we developed new technology essential for accurately assessing, analyzing, computing,
and designing UWB and HPM coupling into sophisticated electronic systems. Our efforts
included four major tasks. (1) Characterization of coupling mechanisms responsible for
guiding electromagnetic (EM) energy from the source/generators down to electronic
components, with highly advanced frequency-domain and time-domain hybrid EM solvers
for large-scale systems developed though out this project. Through the use of EM topology
schemes, the EM coupling of pieces is included with a generalized scattering matrix analysis.
Proper transfer functions were developed for each coupling component. (2) Characterization of
the spurious waveforms at the chip or digital electronics from the penetrated HPM/UWB
sources. A full-wave three-dimensional EM analysis of linear passive systems is developed
successfully to convert the radiating and conducting EMI into sets of noise sources at the input
ports of nonlinear active circuits. Electrical circuit models for coupling paths (traces,
interconnects, and linear passive components) were also developed with full-wave EM solvers.
A network-oriented nonlinear transient simulator was developed for small-signal and large-signal
analysis of nonlinear electronics, including the distributed nature of the coupling path and EMI
sources. (3) Determination of conditions for induced change-of-logic states and alterations
of logic functions for digital circuits and computer systems. The fault-tolerance analysis was
used to determine, classify, monitor and control various system program errors under EM threat.
(4) System, subsystem and component design and testing with experiments for the
validation of EM penetration and coupling and circuit and system fault models.

Our MURI team consists of fifteen faculty members from six major research universities
with multi-disciplinary expertise and leadership on large-scale EM modeling, EMI/EMP on
circuits and systems, microwave integrated circuit modeling, designs of VLSI and digital circuits
and systems, computer-system fault analysis, and EMI/EMP testing. Through this MURI
project, our multi-disciplinary team has successfully pushed existing EMI/EMC technology into
much higher frequency regimes for UWB and HPM sources.

The major contributions of this five-year project include: (1) Large-scale EM analyses
to characterize pieces of importance to the penetration and coupling of UWB and HPM
sources into modern electronic circuits and systems. EM field solvers based on hybrid finite
element/method of moment and Time-domain hybrid method are now become available for
radiation and scattering of HPM or UWB pulses from large targets (aircraft, vehicles, boxes, etc.)
with penetrating wires, apertures, cracks, doors, and antennas. (2). Digital-circuit nonlinear
transient simulators that go beyond the traditional SPICE model by including the full-wave
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electric-circuit model for passive linear components and transmission lines. Full three-
dimensional EM field solvers for integrated circuits with implemented fast multi-pole reduced-
order algorithm combined with nonlinear circuit model are available now commercially through
this MURI project. We also delivered the EM solvers with the capability of converting the
HPM/UWB signals into current sources of the linear and nonlinear circuit models of digital
circuits for SPICE simulation. (3). High-level understanding and description of the salient
features of the spurious signals that alter the digital devices and computer systems
operation states, based on nonlinear transient simulation of selected examples of nonlinear
circuits. Analysis from algorithm-based fault tolerance and central-flow oriented watchdog
monitoring for program error determination and classification are now available for digital
circuits and systems under EM threat. The analysis also includes the capability of determining
the occurring frequency for various types of faults (data errors, control flow errors, program
crashes, and a hung processor). (4). Experimental and analytic validation of the EM solvers
for canonical pieces; System-level measurements for overall coupling model validation;
Experiments for validation and demonstration of high-power EMI effects at a component,
circuit, and system level; Design and analysis of large overall digital systems. (5). A total
number of 238 publications, of which 68 were technical reports or journal articles, an
advanced graduate course on EMC/EMI for the internet, and a special issue on
Electromagnetics was devoted to this MURI project. (6) Fortyseven students who received
MS and PhD degrees worked on topics related to this MURI project. (7) We also
collaborated with members of the other MURI teams at the University of Maryland.

I. INTRODUCTION AND ACCOMPLISHED OBJECTIVES

Over the past 30 years, significant progress has been made in understanding and mitigating
the effects of nuclear electromagnetic pulse (NEMP) fields on electrical systems. Starting from
early documents on the characteristics of NEMP and running through recent IEC committee
work on developing standards for NEMP protection, there are clear-cut guidelines on protection
methods and designs for hardening such systems. NEMP protection guidelines have been
incorporated into the construction of military facilities, and test facilities and procedures for the
NEMP environments have been developed. Recently, other EM threats have been developed or
postulated, including the ultra wide-band (UWB) environment and narrow band, high power
microwave (HPM) sources with operating frequency spectra extending well beyond several GHz.
Such signals are collectively denoted as "high power electromagnetic" (HPEM) environments.
Coupled with the fact that modern electrical circuits and systems have become increasingly
digital, it is evident that many of the HEMP test and analysis procedures developed for analog
systems are no longer appropriate for digital equipment. Thus, we need to extend our present
thinking of system-level interactions to include modern digital systems.

For modern digital systems subjected to HPEM excitation, the analysis and methodology
need to be redeveloped and tested. Conventional radio frequency (RF) lumped-circuit concepts
are no longer appropriate in microwave regimes. Simple traces become dispersive transmission
lines and interconnects become passive distributed circuit components. Moreover, small
elements of the system become comparable to a wavelength and are no longer negligible.
Electromagnetic coupling between various components becomes much more important. Many of
the standard approaches or common rules are no longer appropriate. In particular, the following
issues need to be addressed:
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* Modification of topological decomposition concepts to include high-frequency effects and
distributed field excitations.
* Extension of the coupling, penetration and propagation models to the higher of HPEM stresses.
* Development of a better understanding of the behavior of digital components and systems
subjected to EM stresses, including failure mechanisms of individual components and logic
upset, latch-up or failure of systems of digital components.

A digital system can be in many different states, depending on its internal functioning, and its
response to an external EM stimulus may depend on the "initial conditions" of the digital system.
Moreover, in current HEMP testing, there is usually no control of the software features or
changes made to the tested equipment, since only the hardware is considered of real importance.
For a digital system, its operating software is often changed and modified for testing, so that the
real properties of the system may not be present in the tested system. Thus, we must develop a
suitable test protocol for digital systems with rules for acceptable software flexibility, without
recurring engineering costs. This project investigated advanced modeling and analysis of digital
systems subjected to an UWB or HPM environment to address these needs.

The overall objective of this research is to develop analysis and design tools with verification
for electronic systems under HPM or UWB environments. Key to our technical approach is the
concept of electromagnetic topology, which permits the subdivision of a complex EM system
problem into smaller pieces that can be analyzed separately with high accuracy and efficiency.
Each piece is treated as an N-port network and modeled by a generalized scattering matrix. The
EM coupling of all pieces is modeled through the cascade of all scattering matrices. Based on
this topology concept, our effort is focused on four interactive tasks.

Task 1. Numerically model penetration and coupling of HPM and UWB sources into large-
scale, complex structures. This task developed EM models of field penetration due to
HPM/UWB signals generated by some exterior or interior sources. The analysis involves
features of the exterior and interior of the system as well as that of aperture(s) through which the
signal penetrates the system. A system is divided into many sub-systems (pieces) and each can
be analyzed thoroughly by a frequency-domain integral-equation moment method, a hybrid finite
element method, or a time-domain integral-equation method. Example pieces are: 1) Black boxes
with pins/connectors; 2) Cable bundles; 3) Cavities with apertures; 4) Cavities containing cable
bundles; 5) Antennas as direct (front door) and out-of-band (back door) entry ports; 6) Aperture
with cable bundle passing through; 7) Aperture in cavity with cable bundle passing through; 8)
Seams in surfaces; 9) Protected buildings like a concrete block house with rebar and other metal
constituents.

We have modeled the penetration into structures such as slots in a conducting plane backed
by a channel and cascaded cylindrical cavities. Electromagnetic wave coupling to the interior of
a cavity was successfully analyzed using a hybrid approach that maximizes the use of circuit
theory and transmission line theory to reduce the computational effort. Our results were validated
by comparison with exact full wave methods. The BLT equation is a frequency-domain matrix
equation describing the behavior of the voltages and currents at all of the junctions
(interconnections) of the multi-conductor cables in the network. We have extended the BLT
formalism to include the distributed interaction between electromagnetic fields and the
transmission line cables. We have provided a time-domain version of the BLT equation, which
allows for the description of interaction with non-linear loads. We have included fields into the
formalism of the BLT, which allows using a network formalism to study the penetration of fields
through apertures. Finally, we have also developed a hybrid S-parameter' characterization of
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transmission line networks connected to non-linear loads. There are applications where the
exact location of cables is not known. Hence, we developed a theory for random multi-conductor
transmission lines, where the randomness is associated with the position of the cables, and we
have derived expressions for the probability density function of the terminal voltages that appear
to be in very good agreement with experimental results previously find by the Air Force
Laboratory.

Task 2. Numerically analyze conducting and radiating EMI from HPM and UWB sources on
printed circuit boards and integrated circuits. This task determines the spurious or modulating
signal waveform at the chip or digital electronic circuits from the knowledge of the penetrated
signals from HPM/UWB sources. In order to accomplish this goal, we have developed three
major modeling and simulation capabilities. (1). A network oriented nonlinear transient
simulator that goes beyond the traditional SPICE-based transient simulators. It accounts
additionally for the distributed electromagnetic nature of the coupling paths (traces, passive
components, etc.) yet accommodates fully small-signal and large-signal models for the nonlinear
electronics. (2). Electrical circuit models for coupling paths to be used in the nonlinear transient
simulator. (3). A rigorous and expedient electromagnetic modeling capability that converts the
radiating and conducting EMI into a set of noise sources to be used in the nonlinear transient
simulator. An important feature of our model development is that we separate the
electromagnetic field analysis from the nonlinear circuit analysis, with the understanding that the
dimensions of nonlinear components are much smaller than the smallest wavelength of EMI
noise.

Our accomplishments include fast general purpose large scale solvers in both the frequency-
and the time-domain. We have also produced hybrid solvers that combine the method of
moments and SPICE to study transmission lines in the presence of complex structures.

Task 3. Analyze the excitation and response of digital circuits/systems to HPW/UWB
signals. This task evaluated by analysis at the board and device level the effects of HPW/UWB
sources on the digital device behavior. Chip or digital electronic circuit reactions to a given
spurious waveform and the resulting alteration of the function and/or performance of the digital
logic will be investigated. There are two main objectives in this task. (1) to understand and
describe the salient features of the types of spurious signals that can cause a change in state in a
representative set of digital logic circuits or systems. (2) to describe what an unintentional
change in state, or changes in state at several locations, will do to the function and/or output of a
digital system. The SPICE model and the nonlinear transient circuit simulators in Task 2 were
used to achieve the objectives.

The interference was modelled as a noise in the form of a single-frequency sinusoid or a
pulse train and is superposed to the pulse trains of the digital signals. SPICE simulations for
examples of digital circuits were performed to determine the threshold of the state change (error
bits) under various interference frequencies and voltage levels. Propagation effect of error bits
through the circuits was also investigated. Bit error rates at the input and output pins are further
related to the external microwave source for the case of a wire penetrating a cavity aperture.

Task 4. Develop and implement methods for validating HPM/UWB coupling models /
Design large and small scale (subsystem) experiments. Models of EM interaction with systems
and components, and their numerical realizations (codes), are only approximations to the real
world. They can be easily used to perform sensitivity studies, to evaluate hardening concepts and
to design new, well-protected systems. However, such computational models must be validated,
and the best way of doing this is to perform simulation and measurements on selected systems
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and components, or on suitable canonical representations of the same. In addition, it is necessary
that those who work with EM interaction with systems understand the fundamental mechanisms
involved in coupling. They should strive to develop the experience needed to identify in a
system of interest the presence or not of the major mechanisms or physical structures which are
known to influence coupling from point-to-point within the physical volume of the system.

The objective of this task is three-fold: (1) to develop and implement the methods for
validating the EM coupling, penetration, and propagation models; (2) to develop, standardize and
use test concepts suitable for understanding how high-power electromagnetic (HPEM)-induced
stresses at the component (chip) level affect the operation of the circuitry; and, (3) to develop
and describe simple experiments whose performance and study will enable a user to understand
the major mechanisms that influence the changes experienced by a signal as it makes its way
from one point to another in a system.

The investigations were will be both numerical and experimental to enable the user to
validate the accuracy of numerical data obtained for a selected subset of the pieces described
elsewhere in this proposal. Additionally, they enable the user to appreciate and validate the
topological notions that are at the basis of the approach taken in this MURI.

Our accomplishments include the production of several exact solutions for the radiation,
penetration, and scattering from bodies of simple shapes for which an exact analytical solution is
possible. These exact solutions find application in the validation of the numerical solutions
obtained with numerical solvers for EM problems.

II. RESEARCH CONTRIBUTIONS

2.1) UNIVERSITY OF ILLINOIS AT CHICAGO

New canonical problems
Exact analytical solutions to boundary-value problems for complicated structures containing

a cavity, sharp metallic edges, and different penetrable media were presented. The geometries
include metallic cavities of semielliptical or semispheroidal cross-section flush-mounted under a
metallic infinite plane. The cavities are filled with isorefractive materials. The solutions are
found for primary fields that include dipole sources, plane waves or line sources. A list of the
geometries is shown in Fig. 1. The solutions are determined by expanding the primary and
secondary fields in infinite series of eigenfunctions involving the products of radial and angular
Mathieu functions or spheroidal functions and by imposing the boundary and radiation
conditions. This process leads to the analytical determination of all modal coefficients in the
eigenfunction expansions. Thus, the obtained solutions are exact and constitute new canonical
solutions of boundary-value problems. The exact analytical solutions for the new canonical
problems allow us to validate and check the large-scale EM solvers we developed to analyze
pieces. Measurements were also made to validate the analytical solutions for the new canonical
problems and to validate the hybrid method for the coupling into cavities.
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Analysis of RF Radiation Interference on Wireless Communication Systems
Advanced wireless communications including both RF analog and digital circuits have the
features of small size, low power, low cost, and transmitting high date-rate signals. Signal
interference with external power sources enter mostly through the front-end antenna and the
effect appears on the BER of the base-band digital signals. We combined EM and
communication theory to investigate the radiation noise effects. First, EM simulation is
performed to determine the radiation noise power at the chip input pin due to the external power
source. Communication theory taking into account the fast fading due to random multipath
signals is used to relate the BER to SNR of the systems. This method applies primarily to the
low-power case, where the front-end LNA is still operated in the linear region with the presence
of radiation noise. The proposed method provides a statistic and much simplified system
approach to evaluate the effects of radiation interference to a communication system.

An example of a complete communication system for a wireless mouth is shown in Fig. 2. It
was built on a 1 by 3 cm FR4 printed circuit board (PCB). A chip antenna is placed on the left-
front corner and a 7mm by 6mm chip with both RF and digital systems is packaged in the middle
of the board. The PCB is placed inside a PC mouth for wireless communication at the frequency
band of 2.4-2.47 GHz. The small board tuning passives are neglected in EM analysis. The
grounded FR4 PCB board is 40- mil thick and has a dielectric constant of 4.2. A bended inverted
F antenna is connected to the communication chip through a 50 Ohm metal trace. Note that the
metal ground is removed underneath the F antenna. The whole structure is simulated with
Ansoft HFSS software. Metal trace to the chip input pin is assumed terminated with a 50 ohm
load. Full-wave simulation is to determine the induced electric field (or induced voltage) at the
chip input pin, where the input impedance to the entire electronic system inside the chip is
assumed tuned to a 50 Ohm load. The incident field is assumed polarized in the plane of the
PCB board (0 = 90 degrees) (vertical polarization to the plane has little effect to the PCB Board)
with strength 1V/m and f = 2.44 GHz. This field corresponds to a microwave source 12.2dBm
transmitted power at 1meter away with OdB directivity. Induced power at the chip pin input
versus the 0 angle from simulation is shown in Figure 3. This input power is considered the
noise input to the system. This radiation noise adds to the system noise reducing the overall
system SNR and the bit error rate (BER) of the base-band digital signals.

For binary phase shift keying (BPSK) in the additive white Gaussian noise (AWGN) channel,
the BER is given as

BER = 00 e-dx , where y is the signal to noise ratio. (1)

AWGN channel is for the line of sight (LOS) signal path and is a reasonable assumption here for
a wireless mouth dongle. When the received signal is composed of the LOS signal and a
random multi-path component, the BER would be based on a Rice channel model.

For a good design, the system noise Njin a small communication system is less

-90dBmand the sensitivity of the receiving system is defined as the minimum received
noiseless signal energy such that BER is less than 0.1%. If we ignore the system noise (several
order of magnitude less than the radiation noise), SNR in dB can be written as

SNR ;: S - N,, (0) + 12.2 - x , (2)
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where S is the signal, N,(J1) is the radiation noise induced at the input pin given in Figure 3,
and x is the microwave source power (dBm) 1 meter away from the system. Radiation
interference of the communication system is characterized by the BER at base-band versus the
external noise source power for a given received signal. As an example, assuming that the signal
power is -50 dBm, Figure 4 shows the BER as a function of the external microwave power. Note
that if we fix Nm (0), increasing the distance by a factor of two corresponds to increasing the

noise power source by 6dB. Figure 4 also shows that the noise power due to the incident field
from either the left or right side of the dongle is much stronger than from the front, a result of the
front-end linear antenna orientation. For a -50 dBm signal, a 20 dBm external source 10 meter
away will result in the worst case of about 15% BER, far beyond what a system can tolerate.

Chip Packaging

• , ohm Load ./ "
-AtChip Pin

H
Figure 2. External microwave source interaction with a dongle for a wireless mouth.
Incident field is polarized in the x-y plane (0 = 900).
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x (Noise Power in Orr, 1 m away)Fig. 3. Induced radiation noise at the input pin uof a dongle obtained by HFSS simulation. 0 dB fPoion of external icraeowe 1 oure asw)

directivity microwave source transmits 12.2 dBm function of external microwave source for
power at 1 meter away at f = 2.44 GHz. f 2 44 GHz and signal power -50 dBm.
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Analysis of High-Power RF Interference on Digital Circuits
In the analysis of intentional high-power RF interference on digital circuits, the interference

is modelled as a noise in the form of a single-frequency pulse train (sinusoids or square waves)
and is superposed to the pulse trains of the digital signals. SPICE simulations for a CMOS
inverter and a 4-bit adder are performed to determine error bits at the circuit output with EMI
injected at the input port for various interference frequencies and voltage levels. Propagation
effect of error bits through the circuits is investigated. It is found that in general the digital
circuits will reduce the error bit rates as signals propagate through when the EMI frequency is
much higher than the signal frequency. Error bit rate amplifies when the EMI frequency is close
to the signal frequency. The phase difference between EMI noise and signal also affects the bit
errors. Bit error rate is further related to the external microwave source for the case of a wire
penetrating a cavity aperture.

For high-power interference, we investigate the digital bit error due to EMI sinusoids at
various voltage levels comparable to the transistor bias voltage. Common EMI voltage
amplitude and frequency due to the circuit cross talk and coupling are much smaller. The EMI
of interest here are those due to external high-power microwave sources. It is of interest to
know how the high-power microwave sources are related to the EMI voltage. This analysis
usually requires EM simulation of the EM field penetrating through the system into the circuit
pins. An example for a field wire penetrating an aperture in a conducting cavity and in contact
with a transmission-line wire is used here for demonstration. The physical geometry is shown in
Fig. 5. The EMI voltage levels at the pins of interest here are in the range of 1 to 4V.
Assuming that the high-power microwave sources radiate uniformly, it is found from the work of
University of Houston (to be addressed later) that IV 0.5GHz EMI at the transistor pin
corresponding to 38.2dBm transmitted power Im away from the box. If the source moves
farther away from the box, the required power level increases in order to induce same amount of
voltage at circuit pins.

Figure 5. A feed wire penetrating an aperture in a conducting cavity and in contact

with a transmission-line wire.

The formula for 0.5GHz transmitted power from the source is given as

Pt = 201°gl0(Vic) + 201og10 (r) - D + 38.2 (dBm) , (3)

where Fin (in volts) is the induced voltage at the circuit pin, r (meters) is the distance of the
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source to the box aperture, and D is the directivity of the high-power source. Similar formula
can be derived for various EMI frequencies. (3) is useful to determine the required transmitted
power to achieve a specific bit error rate at the output of a digital circuit. In this paper, Vine and
EMI frequency is assumed at the input port and we investigate its effect to the digital bit errors.

As an example, the investigation of EMI on digital systems is for the case of a 4-bit adder
shown in Figure 6. There are a total of 4 sub-circuits, each consisting of 28 CMOS transistors.
In each sub-circuit, there are three inputs (two bytes for addition and one from carry over) and
two outputs (one is the sum and another is the carry-over).

A3 A2 Al AO
+B3 B2 B1 BO

S3 S2S SO

qU•,,G CO, Cl, C2, C3 are carried bits

Fig. 6. The circuit diagram of a 4-bit adder.

The transistors are assumed based on a 0.18um BSIM3.1 (Berkeley Short-Channel IGFET model)
process. The channel width for PMOS is 0.8 lum and for NMOS is 0.27um. The circuit parameters are
found through MOSIS for SPICE simulation. In the 4-bit adder, each bit is either 1 or 0 and the
input bits are A3 A2 Al AO (as one number) and B3 B2 BI BO (as another number). The output
bits are S3 S2 S1 SO (as one number) with C3, C2, C1, and CO as the carried bits in the adder.
Strictly speaking, C3 is also the first bit of the 5bit output. As an example, in the EMI analysis,
the EMI waveform is injected at the BO pin with B1, B2, and B3 are all assumed 0. The digital
pulse trains are set for A3, A2, Al, and AO with the corresponding output pulse trains (S3, S2,
S1, and SO). The scheme to investigate the EMI effects on this full 4bit adder is to inject EMI
at BO pin and the bit error rate (BER) for BO is evaluated. The BER at the output pins SO, S1,
S2, and S3 are also evaluated with EMI presented at BO pin. The comparison of BER at the
input and output pins demonstrates the EMI effect through the adder.

Due to the simplicity of the circuit, for the inverter, we focus on the EMI voltage level below
the threshold voltage (2.5V) to investigate the modulated effect of the EMI sinusoid. For a 4-bit
adder, on the other hand, due to the circuit complexity, we investigate mostly the case where
EMI voltage level is above the threshold voltage and the overall EMI effect is more noticeable.

EMI voltage level versus BER at input and output pins is shown in Fig. 7 for 0.5GHz EMI.
First of all, when the EMI voltage level is across the threshold voltage (2.5V), BER at input and
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output pins increases dramatically, where the EMI voltage is sufficient large to cause error bits
even outside the transient zone (rise and fall time). For a smaller EMI voltage, where its effect
is mostly in the transient region, it is seen that voltage level is insignificant to the BER. It is
also observed that the BER at SO, the direct output from the input pin BO, is much higher than
the rest pins. The error bits at BO propagate to S1, S2, and S3 pins through the carried bits CO,
C1, and C2. It is seen that errors at the carried bits reduce as the signals pass from one adder
sub-circuit to the next. Overall, the output BER is less than the input BER in the over-threshold
region. This implies that when there is large voltage swing in the input pin, the system has little
time to react the sudden large change in voltage. As a result, the output errors are less. This
observation is further illustrated through the example in Figure 81, where the case is similar to
that in Figure 7 except the EMI voltage frequency is 1GHz. Comparing the two cases (1GHz
and 0.5GHZ EMI), one sees that for higher EMI frequencies, the BER is much less in the output
pins (10% or so). Investigating the BER for many EMI frequencies, one observes that the BER
is consistently lower at higher EMI frequencies. The investigation here provides a preliminary
study of the effects of high-voltage (comparable to threshold voltage) and high frequency (in
GHz range) EMI on high-speed digital circuits.
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Fig. 7. Bit error rate at the 4-bit adder I/O versus EMI voltage for 0.5GHz pulse train
interference at the input BO pin. Input is 5V 100 MHz pulse trains.
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Fig. 8. Bit error rate at the 4-bit adder 1/O versus EMI voltage for IGHz pulse
train interference at the input BO pin. Input is 5V 100 MHz pulse trains.
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