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INTRODUCTION

GOAL

The Active Conceptual Modeling of Learning (ACM-L) Workshop convened to accomplish the following goals:

- Introduce the Science and Technology (S&T) challenge
- Provide a forum for the exchange of ideas and research results of the proposed research and the impact in the Department of Defense (DoD) and commercial applications
- Identify a research and development (R&D) agenda for a technology development investigation

The ACM-L effort aims to develop ACM-L technology for next-generation learning-base system development. The effort focuses on enhancing our fundamental understanding of how to model continual learning from past experiences, and how to capture knowledge from transitions between system states. This understanding will enable us to provide traceable lessons learned to improve current situations, adapt to new situations, and potentially predict future actions. The goal is to provide a theoretical framework for the ACM-L. This framework is based on the Entity-Relationship (ER) approach and the human memory paradigm for developing a learning base to support complex applications such as homeland security; global situation monitoring; command, control, communication, computers, intelligence, surveillance, and reconnaissance (C4ISR); and cognitive capability development.

DESCRIPTION

The workshop was attended by invited researchers/participants and SPAWAR Systems Center San Diego (SSC San Diego) employees. All workshop sessions were unclassified. The agenda for the workshop, keynote addresses, and position paper abstracts are provided in Appendices A, B, and C.

S&T CHALLENGE ADDRESSED

Increasing changes in the real world demand a shift in conceptualization and a new way of viewing reality. We envision the future information environment as one that provides closer communication between the user, systems, and software modules. Therefore, we must understand and master the role of information management that intersects the real world and the software universe. Shifting from the passive to an active paradigm is necessary to model the real world in a manner that enables continual learning from past and present information to support the adaptive C4ISR process.

C4ISR Challenge

C4ISR is fundamentally a process of continuous adaptation to a changing situation described by the Observation-Orientation-Decision-Action (OODA) cycle or loop. A successful C4ISR system must adapt to rapidly changing situations. It must seek and assess information, learning and adjusting its desire for continual survival. Decision-makers need to understand operational assumptions about information changes and compare current operations to expectations. They must do this in order to understand what significant surprises are occurring and the relationships between temporal events, spatial events, intelligence, classifications, and forensics. Recognizing change and quickly relating the impact of that change to the current situation is essential. Continuous awareness and watchful monitoring of world situations are necessary.
Legacy stovepipe data systems dominate DoD C4ISR systems, and because they use the static model, current information systems can only reflect the most recent stored data. Limitations in modeling and processing changes between system states have led to inadequate applications support for C4ISR missions.

Information Technology Limitations

As the cornerstone for our nation's technology infrastructures, information technology has made a tremendous impact on our society in recent decades. Central to this cornerstone is the process of conceptual modeling. With the advent of information technology, system developers can now use sophisticated techniques to model the world by mapping real-world scenarios onto information systems and applications. However, today’s databases and knowledge bases only reflect the static characteristics of the intended Universe of Discourse (UoD). These characteristics are captured by the conceptual model as distinct snapshots. The information system, which provides “almost recent” information, does not support applications that require historical information, nor does it provide information for projecting the future based on past experience and lessons learned. When the relationships between snapshots are unavailable, simulating “what-if” scenarios is difficult. The notion of time is not directly supported because temporal relationships among entity behaviors cannot be fully modeled. Therefore, data changes, schema changes, and historical information cannot be supported or managed. A wide spectrum of situations that result from different degrees of importance of the relationships from different perspectives cannot be represented. The wide use and varied forms of information systems demonstrate the dynamic contributions of information technology. However, support for complex applications (e.g., adaptive C4ISR, homeland security, global information sharing, law enforcement, forensic investigation, peacekeeping, etc.) demands a new paradigm for modeling the relationships among the real world, the software universe, and technology development from an integrated perspective.

APPROACH: ACTIVE CONCEPTUAL MODELING OF LEARNING

An active paradigm was used to investigate the proposed S&T. To achieve adaptive C4ISR, learning from past experience is essential. Learning is a continuous process by which relatively permanent behavioral changes occur, potentially as a result of an experience. The basic process of learning includes the following:

- **Input**: Observe and select information from the domains in our environment
- **Observation/Interpretation**: Analyze and understand the selected information and make connections between past, present, and anticipated information from different contexts in order to identify central features
- **Integration and Synthesis**: Assimilate new information based on collective experiences to internalize and structure the data and draw inferences and/or conclusions
- **Application**: Choose and execute actions, thoughts, and applications based on what is learned

While perception is associated with the five senses (e.g., seeing, hearing, tasting, smelling, and touching), experience is a broader category. It is a kind of knowledge that includes inference and reasoning about the totality of past events through direct or indirect participation as an individual or group. Learning, which is reflected by discrete changes between states of knowledge, creates meaning from experience. Experience, which is the basis of learning, comprises knowledge or skills in or observation of some event gained through direct or indirect involvement in or exposure to people, environment, and/or events.
Lessons learned are a powerful method of sharing ideas for improving the current situation. A "lesson learned" is defined as "a good work practice or innovative approach that is captured and shared to promote repeat application, or an adverse work practice or experience that is captured and shared to avoid recurrence" [1]. Lessons learned represent knowledge generated by reflecting on experience that can avoid past mishaps, share observations, and improve future actions. While learning is an ongoing process that transfers knowledge from one state to another, a lesson learned summarizes knowledge at a point in time. To describe an experience is to model the past situation/event and associated knowledge from a different perspective. This historical perspective allows system developers to describe a lesson learned from the interaction of episodic and semantic memories describing general knowledge about the situation or domain in terms of the following:

- Topic: What was it about?
- Time/Space: When and where did it happen?
- Scenario: How did it happen?
- Players: Who were involved and what roles did they play?
- Cause/Effect: What may have caused it to happen and what did it tell us?

Episodic memory is the explicit memory of events. It is considered a “one-shot” learning mechanism. Semantic memory, on the other hand, considers multiple exposures to each referent. The semantic representation is updated on each exposure. Episodic memories, which have some similarities to written stories, can be viewed as a mental map that ties items together in semantic memory. The combined memories help us to recognize information coming through our five senses that can be interpreted and valued to form judgments through our thinking process. The plan was to investigate the relationships between episodic and semantic memory.

Complementary to machine learning, which attempts to develop systems to accumulate knowledge based on past experience and analytical observations, this effort focused on relationships between past knowledge/data and current knowledge/data from different perspectives. We proposed a framework for learning based on active conceptual modeling.

**ACTIVE CONCEPTUAL MODELING**

Active Conceptual Modeling [2], [3], [4] is a continual process that describes all aspects of a domain, its activities, and changes under different perspectives based on multi-perspective knowledge and human cognition. For any given time, the model is viewed as a multi-level (e.g., personal, organizational, global)/multi-perspective (e.g., DoD services), high-level abstraction of reality. The original goal of a database was to model some aspects of the real world of interest. The purpose of traditional data modeling is to help us better understand a specific real-world domain and enhance communication among ourselves. With the advent of the Internet, conceptual modeling is shifting to the proposed active paradigm. Information management, which has a new meaning in the context of the Internet, calls for new modeling techniques.

Conventional conceptual modeling for database design is a simple case of active modeling. The active conceptual model will provide the necessary control and traceability for the domain by linking snapshots to form a dynamic and moving picture of the evolving world. This single dynamic model will integrate temporal and special entities, time-varying relationships, temporal events, dynamic classification of entities, and uncertainty. The model will help us understand relationships among state changes and to continually learn and make inferences by providing traceable lessons learned from past experiences, which could be used to predict future actions. The active model would therefore subsume the current databases and knowledge bases.
The active model can only be realized through integration technology (e.g., artificial intelligence (AI), software engineering, information technology, cognitive science, arts and sciences, philosophy, etc.) and a combination of modeling techniques. The state-of-the-art in conceptual modeling can be used as the starting point. A framework of modeling approaches (e.g., ER [5], OO, Extensible Markup Language [XML], frame-based conceptual structures, ontology, Petrinet, etc.) must be established. Modeling techniques must be combined to visually model different characteristics of the world (e.g., temporal, multimedia, spatial, cognitive, philosophical, historical, etc.).

WORKSHOP FOCUS

The ACM-L effort focused on designing, developing, and demonstrating a learning base that will represent and monitor situations with lessons learned from previous experiences and notify warnings to support a large class of applications. To accomplish ACM-L, investigation of the following basic and exploratory research areas would be required:

- Integrating time, space, and perspective in ER/conceptual model
- Mathematical framework for conceptual models
- Mapping of constructs among conceptual models
- Multi-level conceptual modeling
- Multi-perspective conceptual modeling
- Aspects of conceptual modeling
- Modeling of information and event changes
- Dynamic reserve modeling
- Executable conceptual model
- ER and Knowledge Representation
- Multi-media information modeling
- Information extraction, discovery, and summarization
- Continuous knowledge acquisition
- Learning from experience
- Transfer learning among domains
- Combined episodic and semantic memories

While the ACM-L effort would like to explore different approaches for continuous modeling, this workshop focused on entity and relationship, which are the most fundamental concepts for modeling the real world. Using a new perspective, workshop participants discussed theoretical extensions to the ER approach, which has significantly contributed to database/information modeling, software engineering, and knowledge management. The executable conceptual model is an essential concept that needs further exploration as a basis for active information/learning-base system implementation.

BREAK-OUT SESSIONS

Working sessions took place after the position paper presentations. Workshop participants were divided into two technical groups and one application group. The working sessions identified key relevant areas with research issues, available references, and potential R&D accomplishments. The information was intended for the development of a roadmap for future R&D efforts in ACM-L.
Technical Sessions

The two technical sessions focused on the following areas and issues:

1. Time and Events
   
   **Issues:** Semantics of connections between time and events; characterization and classification of events; complexity of events with issues of composition, decomposition, splitting, merging and overlapping, etc.; temporal logic and granularity; the meaning of time between state and event, initiation, detection, processing, timeframe for decision-making, and time in the future; and integrating time in conceptual modeling

   **Short Term:** Temporal concepts and terminology for active conceptual modeling
   
   **Medium Term:** Time-related event processing system
   
   **Long Term:** Integrating temporal in active conceptual model

2. Continuous Changes
   
   **Issues:** Representing snapshots and time-varying attribute values as a means for modeling changes, computing delta between snapshots with different types of data, preserving time-varying data reflecting their multi-level and multi-perspective environment, ecological processes and operations, and methods for detecting changes in multimedia data

   **Short Term:** Recognizing changes in structured and semi-structured data
   
   **Medium Term:** Methods for detecting changes in multimedia data

3. Understanding and Processing of “Stories”
   
   **Issues:** Vagueness, uncertainty, inconsistency. What makes a set of events a “story”? Research in AI has dealt with unstructured data, but only with a few cases involving a few parameters. The approaches were informal and the interpretations often were not unique. Data have many forms, and establishing commonality is difficult. “Markers” have been used to extract and summarize information, and semantics of “markers” need to be defined more clearly. Conceptually processing “stories” is feasible, but the scalability issues of generating and processing “stories” may be difficult. Other issues are the verification of “stories,” provenance issues that include semantics of provenance and automation, and acquisition of provenance.

   **Short Term:** Conceptually modeling “stories” in ER framework
   
   **Medium Term:** Generating and processing “stories”
   
   **Long Term:** Assessment and evaluation of impact in decision-making

4. Events and Triggers
   
   **Issues:** Representing workflow on top of the events, creating a trigger view on top of conceptual view, rich triggers with spatial and temporal processes, and integrating flow processes with policies and regulations

   **Short Term:** Diagrammatic techniques for representing workflow and conceptual views
   
   **Medium Term:** Diagrammatic representation of workflow over events, triggers with spatial and temporal features
   
   **Long Term:** Flow processes with policies and regulations with entities
5. Learning and Monitoring

Issues: Reference on learning includes knowledge discovery, inference, machine learning, case-based and analogical reasoning, and causality; generalization from instances to schema and schema evolution based on past experience or new data collected, the detection of “anomalous events”; whether new data are consistent with known “signature” concepts or rules; limitations and constraints need to be considered when an action taken depends on the time window and number of outliers; and the use of “sliding windows” for continuous processing.

Short Term: Realizing rules and knowledge learning from instances

Medium Term: Detecting some types of anomalous behavior

Long Term: Continuous learning and knowledge discovery


Issues: Preserving historical changes with schema evolution, processing data under past environment with rules and policies applicable at the time in the past, tracing the sources of the changes in the past and forecasting future trends, representing incremental and discrete changes with versions, and version migration and management.

Short Term: Linking ER schema changes to XML

Medium Term: Developing tools for data migration

Long Term: Providing schema evolution in ER conceptual model

7. Executable Active Conceptual Model and Database Management System

Issues: Creating executable conceptual model; supporting changes in conceptual model; generating and maintaining incremental executable versions; ensuring information and data semantic integrity; managing persistent storage for active data; providing transparency and traceability between users, applications, conceptual schema, and stored data.

Short Term: Concepts and basic building blocks for executable conceptual model

Medium Term: General architecture for ER database management system

Long Term: ER database management system for storing and accessing active data.

Application Session

In their discussion, participants in the application break-out working session focused on the operation requirements of the following scenario:

- Continuous briefing display must accommodate surprise in the sense that a new type of event has occurred
- Look at previous instances and use them to compare to what we are seeing this time
  - Previous operations
  - Sea stories
  - Branches representing hypotheses
  - Morph into a new plan
• Model 23 scenarios
  ♦ Pull information in to support the scenarios
  ♦ Modify to match real world and capture the reasons for change and the temporal aspects of when they changed
• What is different if we look at things from small components versus one monolithic system?
• Liberating instances from the tyranny of classes; bottom up/dynamic classification
  ♦ Add new classes (e.g., insurgents)
  ♦ Reasons can be based on data mining or analysis what if, uncertainty
• Tagging is part of the Standard Operating Procedures (SOPs) and the database. Tag information as invariant, fuzzy, tied to some rule; what are the ways that knowledge can legitimately change?
• Focus on unclassified information initially from Asia-Pacific Area Network (APAN) and Internet. Use basic tool set (e.g., Microsoft® Office 2003 Professional or 2007 Professional and Google™ Earth for map imagining, etc.)
• Design events that “trigger” alerts
• Build a database that compiles some past history, sea stories, and Web pages that can be accessed, assessed, visualized; and that take a course of action

**FINDINGS**

Among a broad spectrum of issues discussed, participants identified key technical areas and stressed the importance of developing an S&T team to address them. The following categories were based on results from the position papers and break-out working session.

1. **Integrating Time, Space, and Perspective in Conceptual Model**

   The ACM-L effort needs to investigate alternative approaches for representation of snapshots (which include the time and space dimensions) and computation of the difference between snapshots to derive significant changes. The ACM-L research community can then provide a theoretical basis for this conceptual model that includes multi-level and multi-perspective representation of information. They will build a historical view of information on semantics of information provenance in terms of “when,” “where,” “how,” “who,” and “why,” and their relationships. Having accomplished this goal, they can then create the background knowledge for interpreting and understanding information in a holistic manner.

   These issues are addressed in the following position papers:
   - Understanding the Semantics of Provenance to Support Active Conceptual Modeling
   - A Rule-Based Approach to Entity-Relationship Modeling
   - Modeling and Integration of Active Spatial Data for Future GIS-based Applications

2. **Management of Continuous Changes and Learning**

   Continuous situation cognizance and monitoring are the key prerequisites for systems supporting adaptive C4ISR. The iterative process of the OODA loop, which provides situation alertness, is also a learning process. The speed of the process is important for an effective system. The ACM-L research community needs to investigate active capability with context-aware adaptation and proactive impact in order to detect changes and react to the evolution of the environment. which results from changes in the values of various (possibly correlated) attributes. Hypothetical “what-if” queries will be researched to provide a foundation for testing, learning, and modifying the systems.
Key issues to be addressed include the following:

- Relationship of time, events, and triggers in evolving systems
- Understanding, representation, and processing of “stories” composed of a set of timed events
- Relationship of learning and monitoring of events

These issues are addressed in the following position papers:

- Approaches for Active Conceptual Modeling of Learning
- Harness Dynamic Human Data and Knowledge: A Grand Research Challenge
- Superimposed Tools for Active Arrangement and Elaboration of Resources to Support and Document Learning

3. Behaviors of Evolving Systems—Model Evolution, Patterns, Interpretation, Uncertainty, Fusion

The ACM-L effort needs to investigate the behaviors of evolving systems, which include model evolution in terms of addition/deletion of entities, attributes, relationships, and values of the instances. To recognize patterns without many false alarms, accurate methods for recognizing patterns are needed. Matches of complex patterns will rarely be perfect. Good methods would help find a large percentage of the relevant instances with a small fraction of irrelevant matches. The ACM-L effort will explore filtering and fusion techniques for recognizing patterns and anomalies in large volumes of uncertain information.

Key issues to be addressed include the following:

- Schema evolution and version management in ER conceptual model
- Dynamic reverse modeling
- Complex event processing

These issues are addressed in the following position papers:

- The Event Construction in Active Information Systems
- Adaptive and Context-Aware Reconciliation of Reactive and Pro-Active Behavior in Evolving Systems
- Schema Changes of Historical Information In Conceptual Models of Learning

4. Executable Conceptual Model

The ACM-L effort needs to investigate execution of the active conceptual model, which supports information change management; generating and maintaining incremental executable versions; ensuring information semantic integrity; managing persistent storage for active data; and providing transparency and traceability between users, applications, conceptual schema, and stored data. The executable model will serve as a basis for user interface development.

These issues are addressed in the following position papers:

- An Active XML Data Model
- Formal Foundations of Conceptual Modeling for Learning from Surprises
CONCLUSION

RESEARCH
State-of-the-art conceptual modeling is a simple case of the proposed active conceptual modeling. The fundamental innovation of ACM-L is to revolutionize how database systems are built. If the ACM-L effort succeeds, it will change the way database systems are constructed by pushing state-of-the-art conceptual modeling considerably beyond past achievements in database technologies. The initial assessment was that ACM-L could provide a theoretical conceptual foundation for developing the next generation of active information/learning-base systems. This active system will provide a new info-forensics capability to first backtrack the database to the occurrence of a specific event and then establish an outlook progression of the incident to identify possible oversight of missing faces. Through ACM-L, ongoing lessons learned could be achieved, which may provide insights into the future. The active model will provide a closer UoD conceptualization for implementation as an information system/architecture, which will enable continuous learning of the world and provide a constant challenge for technical inventions.

APPLICATION
ACM-L results could help satisfy the following operational requirements under consideration at U.S. Pacific Command (USPACOM):

• Develop a real-time command that anticipates operational needs, creates opportunities, and operates within the competition’s decision-cycle and predicts potential problems. “Real time” means making necessary information available to the people and systems that need it, when they need it, and in a way in which they can act effectively on that information.

• Execute complex event processing solutions that sift meaning in real time.

• Unearth important combinations and patterns of events that span multiple, disparate systems.

The workshop was well attended by SSC San Diego personnel, external participants from Air Force Rome Labs, the National Institute of Standards and Technology, SRI, Inc., and SPAWAR Headquarters, etc. The intent of the workshop was to cover as much of the topic as possible. As gauged by the level of discussion, the enthusiasm of the participants, and feedback, the workshop was very successful, and the need to continue work in this area is important. A wide spectrum of research issues were identified and recommendations were made to address these issues.

NEXT STEPS
The participants agreed that the conceptual modeling community has developed sound theory and practices to help analysts capture more semantics. However, more dynamic aspects in the conceptual models need to be captured. Some concepts already exist, and static model theory is well developed; what remains is to investigate them in continuous active modeling and link them to learning. Predicting system evolution will enable risk assessment and adaptive decision-making.
The participants agreed that no single research group can achieve the ACM-L vision. They identified the following immediate actions that would assist in addressing the issues discussed:

- Conduct surveys of existing work in each area and develop a comprehensive reference resource and bibliography of work in relevant areas. Establish a collaborative Web-based repository at Louisiana State University (LSU) to which this research community will contribute and update information.
- Provide more workshop and working sessions on this topic. A special session has been suggested at the forthcoming FR06 conference. An annual workshop would be valuable in motivating the group.
- Provide cross-fertilization among valuable related fields, such as ontology, knowledge representation, knowledge management, network theory, simulation, visualization, and information science.
- Critically analyze existing models. Incorporate constructs for developing and evolving a focused ACM-L collective proposal.
- Develop and maintain a repository of application cases that the research community can use for testing ideas, proposals, and prototype systems.
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0730-0815  Registration, Bldg 27 (Security)
            Proceed to Bldg 33, Conference Center, 4th Floor
            JAN STULL
            SSC San Diego

0830-0835  Welcome, Conference Center
            CAPT FRANK UNETIC
            Commanding Officer, SSC San Diego

0835-0910  Introduction of Speakers/Admin Remarks
            SSC San Diego Overview
            TOM LAPUZZA
            SSC San Diego

0910–0925  SSC San Diego Academic Outreach
            DR. ERIC HENDRICKS
            SSC San Diego

1000–1030  Break

1030       Introductions
            DR. LORRAINE DUFFY
            SSC San Diego

1030-1130  Conceptual Modeling of Learning From Surprises-Wrapping Your Arms Around Chaos
            DR. JENS JENSEN
            USPACOM

1130       Introductions

1130–1215  Keynote Address
            “Active Conceptual Modeling: The New Frontier in R&D”
            LEAH WONG
            DR. PETER CHEN
            Louisiana State University
<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Speaker</th>
<th>Institution</th>
</tr>
</thead>
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<tr>
<td>1215–1315</td>
<td><strong>Lunch, Cloud Room Veranda</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1315–1345</td>
<td>Understanding the Semantics of Provenance to Support Active Conceptual Modeling</td>
<td><strong>DR. SUDHA RAM</strong></td>
<td>University of Arizona</td>
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<tr>
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</tr>
<tr>
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<td><strong>DR. STEVE LIDDLE</strong></td>
<td>Brigham Young University</td>
</tr>
<tr>
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<td></td>
<td></td>
</tr>
<tr>
<td>1500–1530</td>
<td>An Active XML Data Model</td>
<td><strong>DR. TOK WANG LING</strong></td>
<td>National University of Singapore</td>
</tr>
<tr>
<td>1530–1600</td>
<td>Schema Changes and Historical Information in Conceptual Models of Learning</td>
<td><strong>DOUG LANGE</strong></td>
<td>SSC San Diego</td>
</tr>
<tr>
<td>1600–1630</td>
<td>A Rule-Based Approach to Entity-Relationship Modeling</td>
<td><strong>DR. IL-YEOL SONG</strong></td>
<td>Drexel University</td>
</tr>
<tr>
<td>1630</td>
<td>End of first day technical session</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1645–1800</td>
<td>Light refreshments in Conference Center</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Speaker</th>
<th>Institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>0830-0900</td>
<td>Database Technology Needs for Advanced Reasoning and Learning</td>
<td><strong>TED SENATOR</strong></td>
<td>DARPA/IPTO</td>
</tr>
<tr>
<td>0900-0930</td>
<td>Approaches for Active Conceptual Modeling of Learning</td>
<td><strong>DR. HANNU KANGASSALO</strong></td>
<td>University of Tampere, Finland</td>
</tr>
<tr>
<td>0930-1000</td>
<td>Harness Dynamic Human Data and Knowledge: A Grand Research Challenge</td>
<td><strong>DR. T.C. TING</strong></td>
<td>University of Connecticut</td>
</tr>
<tr>
<td>1000–1030</td>
<td>Adaptive and Context-Aware Reconciliation of Reactive and Pro-Active Behavior in Evolving Systems</td>
<td><strong>DR. PETER SCHEUERMANN</strong></td>
<td>Northwestern University</td>
</tr>
<tr>
<td>1030–1045</td>
<td>Break</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1045–1115  Modeling and Integration of Active Spatial Data for Future GIS-Based Applications
          DR. SHAMKANT NAVATHE
          Georgia Institute of Technology

1115-1145  Superimposed Tools for Active Arrangement and Elaboration of Resources to Support and Document Learning
          DR. LOIS DELCAMBRE
          Portland State University

1145-1245 Lunch on the Cloud Room Veranda

1245-1330 Panel Discussion
          DR. JOHN SALASIN
          NIST
          DR. JAMES LANG
          COL, USAF, RET
          WORKING SESSION MODERATOR (TBD)

1330–1500 Break-out Working Sessions (locations to be announced)

1500–1515 Break

1515–1545 Report From Working Sessions

1545–1600 Wrap-up
          - Acknowledgement
          - Kick-off for Roadmap Discussion
          LEAH WONG
          DR. PETER CHEN

1600      End of workshop technical session

FRIDAY, MAY 12, 2006 - PLENARY SESSION (Cloud Room)
Breakfast on your own, Coffee will be served; however, Cafeteria is closed

0900-0920 The Needs of the Warfighters
          VADM LYLE BIEN, USN, RET

0920–1200 Roadmap Discussion

1200      End of Workshop

Note: (1) The names listed are the names of the presenters of the papers
      (2) The following paper will not be presented: “Challenges to Conceptual Modeling,” Bernhard Thalheim of Kiel University, Germany
APPENDIX B

CONCEPTUAL MODELING OF LEARNING FROM SURPRISES
WRAPPING YOUR ARMS AROUND CHAOS

Jens A. Jensen, PhD
Joint Operation Planning and Execution System (JOPES) Functional Manager
Operations Directorate
United States Pacific Command
Camp H. M. Smith, HI 96861-4013
USA

Abstract

The world is a chaotic place. Monitoring world events and making sense of them is more art than science. Gathering data, comparing to models, providing analysis and presenting to decision-makers are key elements for study. Consider the longstanding efforts to model the global climate and weather, yet, we continue to be surprised by climatic events on a local scale. Even after years of study, we remain challenged to provide adequate models to predict the future with regards to climate. The focus of this paper is to support the preliminary thesis for conceptual modeling of learning from surprises. The attack on the World Trade Center on September 11, 2001, the Tsunami disaster in the Indian Ocean Basin which occurred in Indonesia and other countries in 2004, and the large mudslide that occurred in the Philippines in 2006 made the whole world realize that we need to analyze past surprises and, possibly, predict future surprises. The much anticipated Pandemic Influenza threat is worthy of consideration as an example. While we might anticipate its occurrence, it is almost certain that the actual event will be a surprise and the consequences will be chaotic on a global scale.

Keywords

chaos, conceptual modeling, learning, surprises, system modeling, database, knowledge base, complex event processing (CEP), event triggers

1.0 Introduction

Surprise is more the rule than the exception. For example, the United States has never executed a deliberate plan. Every military operation has required planning from scratch or at best significant modification to an existing contingency plan through crisis action planning procedures. Little understanding exists with regard to world events that ultimately lead to some culminating event. The problem is that many of these events surprise us and due to a rapid turnover of personnel, leads to surprise and a chaotic response initially.

Experience demonstrates to us that surprise is the normal course of events. Resources are limited and no models exist to monitor human interaction on national, regional and global scales. The problem has not only been plucking the meaningful events from the unimportant ones but also finding the often seemingly unrelated patterns between them, and doing so before it’s too late to make a difference. We are capable of collecting huge amounts of data and do. Gleaning the
importance of what we have gathered is the difficult part. Complex Event Processing (CEP) promises to assist in capitalizing on the rich data and information hidden away in our data/information warehouses. The science supporting CEP is the ability to create high-level “operational” events from numerous low-level system events. CEP events are created by filtering real-time data and infusing it with defining detail such as dependencies or causal relationships discovered by correlating intermediate event objects for analysis. Successful matches to comparative rules, which can include relationship and temporal assessment, can invoke actions such as an alert or an e-mail to a decision-maker, or they can spawn an entirely new event. The questions proposed by Peter Chen and Leah Wong are typical of the questions that must be asked in defining the requirements for this project as listed in this paper.

- How do we analyze the surprise scenarios?
- What information do we need to analyze the surprise situations?
- What have we learned from the surprises?
- How can we handle surprises in current and future world situations?

My effort is to provide to operational context for the effort.

2.0 Problem

From a political, military, economic, social, diplomatic, infrastructure, information, geologic, and climatic perspective the Earth is an extremely complex unit. Mathematical methods for predicting and measuring events and effects must be used with care. Using various metrics to assess essentially unquantifiable aspects of worlds events attempt to make what is more art, science.

The above figure provides a picture of the types of topics that are considered during the military decision-making process. Working backwards from operations to identify through operational forensics the patterns and events that would have triggered earlier recognition and more timely evaluation of a building crisis.

3.0 Presentation Objective

The presentation will provide background of real events in order to provide background on the military decision-making process. The basic process of learning includes the following [1]:

1. **Input**: observe and select information from the domains in our environment

2. **Observation/Interpretation**: analyze and understand the selected information and make connections between past, present, and anticipated information from different contexts in order to identify central features

3. **Integration and Synthesis**: assimilate new information based on our experiences or others’ experiences in order to internalize and structure the inform action and draw inferences and/or conclusions

4. **Application**: choose and execute actions, thoughts, and applications based on what is learned

I would expect that in addition to the above that appropriate sources of data and information are required, case templates, rules and filters and transaction histories will also be required. Analysts will monitor for flagged triggers and conditions and adapt the rules according to operational needs and changing operational conditions. Some event processing language is required to model “complex event” objects based on low-level system events and to define the rules that trigger alerts and actions. Lessons learned, battle logs, interviews, and other after action review documents will aid in defining and updating the proposed system.

4.0 Conclusion

High turnover rates amongst military decision-makers, the infrequency of events, the often dissimilarities in events, and other complications make a conceptual model for learning from surprises an operational imperative. The world is a complex environment. A solution for this complex environment will have to sift through streams of event data from distributed systems looking for combinations of events or patterns with operational significance and triggering actions in response. The attached presentation provides an overview of the Tsunami Relief Effort in early 2005.
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Abstract

The conventional/traditional conceptual modeling concentrates on modeling the “static” views (i.e., the snapshots) of the world. Active conceptual modeling is a continual process of describing all aspects of the open world, its activities, and its changes under different perspectives, based on our knowledge and understanding. For any given time, the model can be viewed as a multilevel and multi-perspective high-level abstraction of reality.

The active conceptual model will provide the necessary needs of control and traceability for the evolving and changing world state. It will help understand relationships among changes, which may have significance to current world state (e.g., terrorist training could have been changed since the 9-11 attack). The active model allows for continual learning and provides traceable lessons learned from past experiences, including surprises, which may be potentially useful for predicting future actions.

After three decades of efforts of many researchers and practitioners, the conventional (static) conceptual modeling methodologies and techniques based on the Entity-Relationship (ER) model and its extensions [1] have being practiced daily by hundreds of thousands of professionals and developers all over the world. Now, the time is right to start a major research and development effort in active conceptual modeling. However, many challenging research problems need good solutions:

- Time/Space: How can we model the “time” and “space”?
- Scenario: How can we describe a scenario?
- Players: Who were involved and what roles did they play?
- Cause/Effect: What is the best way to describe the cause-effect relationship?
- Event/Activity: Do we need different symbols (icons) to represent event and activity?
  - How can we relate events with activities?

These are some of the tough questions that need clean solutions so that the active conceptual modeling can be moved from the research stage to the development stage, and then to the practice stage. We hope the R&D community will be able to develop and perfect the active conceptual modeling methodologies and techniques quickly so that we can realize the benefits [2] of the active conceptual modeling in the not too distant future.
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Abstract

Students engaged in studying or scholarly research often scan, review, select, annotate, group, and link bits of information about the subject from a range of source materials. More broadly, a number of analysis and decision support tasks require a similar consideration, selection, and processing of bits of information from a broad range of materials. As an example, an intelligence analyst may piece together bits of evidence that support a particular theory from a number of available information sources. Or a technical manager trying to make decisions may use selected information from various information sources as they try to figure out the current status of their projects and consider “what if” scenarios.

We have been developing the notion of superimposed information for about a decade to support the creation of superimposed information artifacts that select, organize, and elaborate bits of information from a broad range of base information sources, managed by various kinds of base applications. The key features of superimposed information and their associated superimposed applications include:

• Marks. Marks are encapsulated addresses that allow superimposed information to reference bits of information in base sources.

• Heterogeneous base information types. We have implemented marks for a broad range of base information types including: Microsoft® Word, PowerPoint®, and Excel®, Adobe Acrobat®; HTML; XML; plus several video and audio formats, so far.

• Heterogeneous superimposed models. Our superimposed tools have used several different models to structure the superimposed information including a simple nested structure of bundles/groups that can contain marks and an Entity-Relationship model over a set of Acrobat.pdf documents to support browsing and querying.

In one of our current projects we have been exploring the use of superimposed tools for education. We are also exploring whether a superimposed Strand Map model (i.e., a directed graph of learning objectives) can be used to organize lecture and course materials.

In this talk we will consider whether superimposed tools can support active learning in a broad range of environments and also consider whether a Strand Map can provide a useful organizing framework for active learning.
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Abstract

Information modelling is applied in many branches of research and practical work and it can be performed by using different approaches, on several levels, on several perspectives, and in several ways. In this work we regard it as a dynamic collection of processes, in which its content develops from physical processes to abstract knowledge structures. We study that collection first on several levels of abstraction of human cognition and knowledge, then we concentrate on special level of conceptual modeling which has become important in many branches of science and technology, including educational sciences, education technology and learning. Conceptual modelling is regarded as a process of 1) creating, recognition, or finding relevant concepts and conceptual models which describe the Universe of Discourse (UoD) of the information system (IS), and 2) constructing or selecting and representing the relevant conceptual content of information to be contained in the IS, based on this UoD. This characterisation includes active conceptual modeling with construction of new concepts, too. We study conceptual modelling and construction of concepts, conceptual models, and features of factual knowledge, as well as processes in which new information from the UoD may enter the IS, and some important aspects of epistemic information. Most methods developed so far emphasise set theoretical, extensional approach (e.g., ER approach), but other approaches exist, too. Then we analyse some epistemological theories and learning methods, which can be used for collecting information from the UoD, from different points of view. Finally we study some methods for collecting information from various sources in the UoD and accumulating it as possibly actual instances of various types of pre-defined or potential concepts. To some extent, new concepts may be constructed which fit to this collected information. These instances may be cases of sudden events or processes. We try to show some examples and discuss about possibilities of developing an automatic conceptual modelling mechanism.
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Abstract

State changes and historical information have not been emphasized in traditional approaches to conceptual modeling such as the Entity-Relationship approach. However, these aspects have been modeled and studied in other contexts, such as software maintenance, version control, software transformations, etc. This paper reviews some relevant previous results, shows how they have been used to simplify conceptual models to help people make sense out of complex changing situations, and suggests some connections to conceptual models of machine learning.
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Abstract

Unexpected events that make a large impact on society occur relatively often. The ability to predict these surprises in advance would be valuable in preserving life, protecting property, and improving quality of life. Predictive power comes from understanding a system’s current state, its recent evolution, and its likely or possible future states. The conceptual modeling community has developed sound theory and practices for conceptual modeling that, if properly applied, could help analysts model and predict more accurately. Network theory is valuable for understanding relationships between actors, but it can be improved if we use the ideas developed by the conceptual modeling community. Specifically, we need to associate more semantics with the links, and we need fully reified high-level objects and relationships that have a clear, formal underlying semantics that follows a natural, ontological approach. These concepts already exist, and the theory is well developed; what remains is to link them with the ideas needed to predict system evolution, thus enabling risk assessment and response planning.
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Abstract

Traditionally, relational database systems have been viewed as repositories that store the
information required by an application. Active database systems are extended relational database
systems that support active rules for the detection of events occurring in the database and the
triggering of actions based on the events. XML is fast emerging as the dominant standard for data
representation and exchange on the Web. An active XML system would be very useful in handling
similar applications to those handled by active relational database systems. In this paper, we present
an active XML data model that represents deductive rules, integrity constraints, and trigger rules
based on ORA-SS diagrams and XTree. ORA-SS is a modeling notation for semistructured data and
XTree is a declarative query language.
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Abstract

Organizations and the information systems that support them are artificial and intentionally designed artifacts. Policies and procedures created by an organization define how specific events affect the states of things about which the organization is concerned. Active information systems are designed to participate in the operation and management of organizational processes. They calculate and ascribe state to material and artificial things according to rules designed by the organization and activated when identified events occur. The ontological definition of an event as a state-transition proscribes the representation of events as entities. The resultant conceptualization of an information system as a state-tracking mechanism obscures the critical role that events play in active information systems. Effective analysis and design of such systems requires a more substantive ontological definition of an event as an entity having both identity and properties. Included in an event's properties are the rules that govern state transitions caused by the event. The resultant conceptualization of an information system is an event-processing mechanism, actively interpreting and re-interpreting events with respect to extant and posed rules. This ontological definition treats things and events uniformly as entities enabling them to have appropriate representations at the conceptual level. It provides a context in which learning can be represented through the definition, identification, and classification of critical events and the evaluation and evolution of rules governing their effects. Additional research is needed to develop and evaluate conceptual modeling grammars and methods that implement this event conceptualization within an information system development methodology.
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Future GIS-based Applications
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Abstract

GIS, as a research and applied field, has gone through a substantial evolution over the last two decades. New technologies for acquiring, analyzing, storing and retrieving data introduced constant challenges to designers and application developers. GIS incorporates many different fields and requires knowledgeable, interdisciplinary solutions. It is being used in governmental, environmental, military, real-estate, health and many more applications. Each field faces common tasks of data representation, mining, integration and sharing of information. To cope with that places a severe burden on conceptual modeling. Efficient use of GIS information in an integrated fashion with information from other domains will be at the core of future applications in command and control, homeland security, environmental monitoring and emergency response applications. The future depends upon developing an active and dynamic paradigm for ER and other related models to cater to the needs of GIS applications. This paper attempts to review the progress that has been made in GIS and the current state of this emerging, developing field. Conceptual modeling of geographic data requires representation of the different features as well as their spatial topology which is inherently dynamic and calls for the “active” component in modeling. Features to be modeled might be static or dynamic, distinct or fuzzy, continuous or discrete, and those traits make the representation, integration as well as the querying very complex. This field has yet to meet all the current demands and keeps facing new challenges in above applications as it evolves. The paper will discuss the modeling challenges in this ever-growing active and dynamic environment.
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Abstract

Provenance refers to the history of data including its origin, key events that occur over the course of its lifecycle, and other traceability-related information associated with its creation, processing, and archiving. It is the background knowledge that enables a piece of data to be interpreted correctly and to support learning. Our research focuses on investigating and understanding data provenance in various domains including homeland security. We believe that tracking provenance, such as the processing and usage history of data, enables users to share, discover, and reuse the data, thus streamlining collaborative activities and reducing the possibility of repeating dead ends, and facilitates learning. It also provides a mechanism to transition from static to active conceptual modeling. The primary goal of our research is to investigate the semantics or meaning of data provenance. We are developing an ontology that represents different elements of provenance and their relationships to each other. We conceptualize provenance as a combination of five interconnected elements including, “when”, “where”, “how”, “who”, and “why”. Each of these elements may be used to track events that occur in specific domains such as homeland security. The element “when” records the event time, and “where” captures the event location. The element “how” documents actions leading up to the event. The completion of one or more actions leads to an occurrence of an event. “Who” refers to people or organizations involved in various events. Finally, the element “why” is defined as the decision rationale of an action. The provenance ontology enables us to create a comprehensive record of provenance in a consistent and structured way. In particular, we examine mechanisms to extend current conceptual models to embed time and space (i.e., when and where) to develop active conceptual models.
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Abstract

One distinct characteristic of the context-aware systems is their ability to react and adapt to the evolution of the environment, which is often a result of changes in the values of various (possibly correlated) attributes. Based on these changes, reactive systems typically take corrective actions, e.g., adjusting parameters, in order to maintain the desired specifications of the system’s state. Pro-active systems, on the other hand, may change the mode of interaction with the environment as well as the desired goals of the system. In this paper we describe our (ECA)2 paradigm for reactive behavior with proactive impact and we present our ongoing work and vision for a system that is capable of context-aware adaptation while ensuring the maintenance of a set of desired behavioral policies. Our main focus is on developing a formalism that provides tools for expressing normal, as well as defeasible and/or exceptional specification. However, at the same time, we insist on a sound semantics and the capability of answering hypothetical “what-if” queries. One of our desiderata is to enable an “in-concert” dual interaction, both graphical and one based on a high-level language for describing the activities and their effects. We believe that, along with the capability for hypothetical reasoning, this will provide an important foundation for testing, learning and modifying the systems, both in the development stage, as well as the deployed ones.
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Abstract

The Entity-Relationship (ER) model is widely used in data modeling and system analysis. Developing a right ER model for a subject domain is still art and science. Discovering a set of domain entity types and non-redundant relationships types is intellectually challenging and time-consuming for novice modelers. This paper presents a rule-based approach to Entity-Relationship modeling. The approach synthesizes several different modeling techniques in the form of rules. The rules integrate the noun analysis method, entity categories, English sentence structures, check lists, and other heuristic rules for modeling. We illustrate our approach using a detailed case study. Our teaching experience shows that our method is effective in developing ER models for many business applications.
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Abstract

Drawing from past experience for forecasting the future has long been acknowledged throughout human history, but its potential has yet to be fully recognized. A greater opportunity has been offered by the recent advent in computing, communication and storage technologies. Massive and detailed traces about what happened could be stored and then inferred from them for future actions. Google’s enormous success is based mainly on two major factors, the index of entire Internet resources and deriving user’s intentions from their search behavior. How to harness dynamic data and knowledge from today’s database systems that reflect only the static view of the world, and maintain no trace to the past, is a grand challenge. However, the potential impact would be immense. The dream to have a “database of intentions” that can understand and infer from the past for future directions is not too far from its reality. This position paper initiates a essential step toward this challenge by extending the existing ER Model for modeling dynamics of evolving data with precedent and antecedent relationships that capture temporal and logical orders of inter- and intra-entity behaviors. The characteristics of the changes with respect to when, what, and how would be persistently preserved in the database for learning and inferring from them. The proposed Relationships are presented and illustrated.
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Abstract

Database and information systems technology has substantially changed. Nowadays, content management systems, (information-intensive) web services, collaborating systems, internet databases, OLAP databases, etc. have become buzzwords. At the same time, object-relational technology has gained the maturity for being widely applied. Conceptual modeling has not (yet) covered all these novel topics. It has been concentrated for more than two decades around specification of structures. Meanwhile, functionality, interactivity, and distribution must be included into conceptual modeling of information systems.

The paper develops an approach to conceptual modeling for object-relational, collaborating information systems that support virtual communities of work, integration of information systems, varieties of architecture such as the OLTP-OLAP architecture, varieties of play-out and play-in systems, and data analysis engines. The paper is based on an extended Entity-Relationship model that covers all structuring facilities of object-relational systems. It uses the theory of media types and storyboards for the specification of interactivity and provides a framework for collaboration.
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Published three books and more than 200 papers
The Active Conceptual Modeling of Learning (ACM-L) Workshop convened to accomplish the following goals:

- Introduce the Science and Technology (S&T) challenge
- Provide a forum for the exchange of ideas and research results of the proposed research and the impact in the Department of Defense (DoD) and commercial applications
- Identify a research and development (R&D) agenda for a technology development investigation

A wide spectrum of research issues were identified and recommendations were made to address these issues.
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