Time-resolved diffraction profiles and atomic dynamics in short-pulse laser-induced structural transformations: Molecular dynamics study
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The diffraction profiles and density correlation functions are calculated for transient atomic configurations generated in molecular dynamics simulations of a 20 nm Au film irradiated with 200 fs laser pulses of different intensity. The results of the calculations provide an opportunity to directly relate the detailed information on the atomic-level structural rearrangements available from the simulations to the diffraction spectra measured in time-resolved x-ray and electron diffraction experiments. Three processes are found to be responsible for the evolution of the diffraction profiles. During the first several picoseconds after the laser excitation, the decrease of the intensity of the diffraction peaks is largely due to the increasing amplitude of thermal atomic vibrations and can be well described by the Debye-Waller factor. The effect of thermoelastic deformation of the film prior to melting is reflected in shifts and splittings of the diffraction peaks, providing an opportunity for experimental probing of the ultrafast deformations. Finally, the onset of the melting process results in complete disappearance of the crystalline diffraction peaks. The homogeneous nucleation of a large number of liquid regions throughout the film is found to be more effective in reducing long-range correlations in atomic positions and diminishing the diffraction peaks as compared to the heterogeneous melting by melting front propagation. For the same fraction of atoms retaining the local crystalline environment, the diffraction peaks are more pronounced in heterogeneous melting. A detailed analysis of the real space correlations in atomic positions is also performed and the atomic-level picture behind the experimentally observed fast disappearance of the correlation peak corresponding to the second nearest neighbors in the fcc lattice during the laser heating and melting processes is revealed.
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I. INTRODUCTION

Short (pico- and femtosecond) pulse laser irradiation has the ability to bring material into a highly nonequilibrium state and provides a unique opportunity to study the material behavior and phase transition dynamics under extreme conditions. The challenge of probing fast structural transformations is being met by active development of a variety of time resolved probe techniques.1–16 Until recently most of the data on the kinetics of laser-induced phase transformations has been provided by optical probe techniques, e.g., Refs. 1–4. While high temporal resolution is readily achievable in optical pump-probe experiments, the reflectivity measured by optical probes can only reveal changes in the electronic structure of the irradiated surface and provides limited direct information on atomic structural rearrangements.

Recent advances in time-resolved x-ray and electron diffraction techniques open up an exciting opportunity to go beyond the analysis of the characteristic time scales of laser-induced phase transformations and to directly probe the transient atomic dynamics. For example, observations of the inertial motion of atoms on the optically modified or softened potential energy landscape, reported by Lindenberg et al.,6 provide new insights into the mechanisms of nonthermal melting of covalently bonded materials. Excitation of large coherent atomic displacements at low laser fluences and disordering or melting at higher fluences has been deduced by Sokolowski-Tinten et al. from analysis of time evolution of the diffraction signals obtained for 50 nm bismuth films irradiated with femtosecond laser pulses.7 The resolidification process of a laser-melted surface region of an InSb target has been studied with nanosecond temporal resolution by Harbst et al. and the velocity of the resolidification front has been measured for different laser fluences.8 Due to the limited intensity of the available x-ray pulses, the diffraction signals are typically derived from rocking curves, for fixed Bragg angles. The advances in short-pulsed electron sources enable a competitive alternative to x rays in the exploration of atomic dynamics.9 High structural sensitivity and subpicosecond time resolution were recently demonstrated by Siwick et al. in an electron diffraction study of ultrafast solid-to-liquid transition dynamics in 20 nm aluminum films irradiated with 120 fs laser pulses.11 The diffraction intensity over a range of scattering vectors was measured in this work, allowing for analysis of time evolution of the density correlation function during the melting process and providing information on the atomic rearrangements during the first picoseconds following the optical excitation.

Although time-resolved diffraction experiments provide important atomic-level insights into the fast laser-induced processes, the complexity of the nonequilibrium phase transformations hinders the direct translation of the diffraction profiles to the transient atomic structures. Atomic-level simulations can help in reliable interpretation of experimental observations. Indeed, classical and ab initio molecular dynamics (MD) simulations have been used to study the mechanisms and kinetics of laser-induced nonequilibrium17,18 and thermal19–21 melting processes, the evolution of voids in photomechanical spallation,22 as well as the dynamics of explosive material disintegration and ablation.23,24 MD simula-
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tions provide complete atomic-level information on the mechanisms of laser-induced phase transformations. At the same time, diffraction profiles and density correlation functions can be calculated from atomic configurations predicted in MD simulations, providing a direct connection between the results of MD simulations and time-resolved diffraction experiments.

In this paper we report the results of calculations of diffraction profiles and density correlation functions from transient atomic configurations obtained in MD simulations of short-pulse laser melting of 20 nm Au and Al films. The computational model used in MD simulations of laser melting of metal films is briefly described next, in Sec. II. Numerical methods for calculation of the structure functions from atomic configurations are discussed in Sec. III. The microscopic picture of the competition between the homogeneous and heterogeneous melting processes obtained in MD simulations is discussed and related to the evolution of the diffraction profiles and density correlation functions in Sec. IV. Connections between the characteristic features of the diffraction profiles and the mechanisms of laser melting revealed in the simulations, as well as the implications of the simulation results for interpretation of experimental data are reviewed in Sec. V.

II. COMPUTATIONAL SETUP FOR SIMULATIONS OF LASER INTERACTIONS WITH Au THIN FILMS

MD simulations of fast laser-induced structural transformations are performed for thin, 20 nm, freestanding metal films irradiated by a short, 200 fs, laser pulse. This choice of the computational system is defined by the availability of high-quality time-resolved electron diffraction data obtained in the transmission mode for thin freestanding films. Most of the simulations reported in this paper are for Au films, with an additional simulation performed for an Al film with irradiation conditions comparable to the ones used in a recent experimental study. The simulations are performed with a hybrid atomistic-continuum model that combines the classical MD method for simulation of nonequilibrium processes of lattice superheating, deformation, and melting with a continuum description of the laser excitation and subsequent relaxation of the conduction band electrons. The model is based on well-known two-temperature model (TTM), which describes the time evolution of the lattice and electron temperatures by two coupled nonlinear differential equations. In the combined TTM-MD method, MD substitutes the TTM equation for the lattice temperature. The diffusion equation for the electron temperature is solved by a finite-difference method simultaneously with MD integration of the equations of motion of atoms. The electron temperature enters a coupling term that is added to the MD equations of motion to account for the energy exchange between the electrons and the lattice. The cells in the finite-difference discretization are related to the corresponding volumes of the MD system and the local lattice temperature is defined for each cell from the average kinetic energy of thermal motion of atoms. A complete description of the combined TTM-MD model is given in Ref. 19.

Irradiation by a laser pulse is represented in the continuum part of the model by a source term with a Gaussian temporal profile and exponential attenuation of laser intensity with depth under the surface (Beer-Lambert law). The electron mean free path in Au is larger than the optical penetration depth and the ballistic energy transport defines the effective laser energy deposition depth, estimated to be on the order of 100 nm. Since the ballistic range in Au exceeds the thickness of the films considered in this work, 20 nm, the reflection of the ballistic electrons from the back surface of the film results in a uniform distribution of the electronic temperature established on the time scale of electron thermalization. The theoretical prediction of the uniform rise of the electronic temperature for thicknesses smaller than the ballistic range has been confirmed in a series of pump-probe measurements of transient reflectivity performed for Au films of different thicknesses, from 10 to 500 nm. The effect of the ballistic energy transport and the finite size of the film are accounted for in the source term describing the laser irradiation.

The range of laser fluences used in the simulations performed for Au films, from 45 to 180 J/m², is chosen so that only an incomplete heterogeneous melting of the film is observed at the lowest fluence and an ultrafast homogeneous melting of the whole film is observed at the highest fluence. The absorbed laser fluences rather than the incident fluences are given here and are used in the remaining part of the paper.

The interatomic interaction in the MD part of the model is described by the embedded-atom method (EAM) with the functional form and parametrization suggested in Ref. 28. The choice of the interatomic potential defines all the thermal and elastic properties of the material. Some of the properties of EAM Au relevant to the material response to the laser heating are listed in Table I, along with experimental data for Au. While there are some quantitative discrepancies between the properties of the model EAM Au and experimental data, the overall agreement is reasonable and we can expect that the model will adequately reproduce the material response to fast laser heating. Moreover, the knowledge of the thermodynamic parameters of the model material allows us to perform a quantitative analysis and physical interpretation of the simulation results.

The parameters used in the TTM equation for the electron temperature are as follows. For Au, the electronic heat capacity is $C_e = \gamma T_e$ with $\gamma = 71 \text{ J m}^{-3} \text{ K}^{-2}$, the electron-phonon coupling constant is $G = 2.1 \times 10^{16} \text{ W m}^{-3} \text{ K}^{-1}$, and the dependence of the electron thermal conductivity on the electron and lattice temperatures is described by an expression suggested in Ref. 32. For Al, $C_e = \gamma T_e$ with $\gamma = 125 \text{ J m}^{-3} \text{ K}^{-2}$, $G = 3.1 \times 10^{17} \text{ W m}^{-3} \text{ K}^{-1}$, the electron thermal conductivity is $K_e = K_0 T_e / T_i$, with $K_0 = 238 \text{ W m}^{-1} \text{ K}^{-1}$, and the optical penetration depth at 800 nm is 8 nm.

The initial MD system in simulations of laser interaction with Au films is a fcc crystal composed of 500 000 atoms with dimensions of $20.46 \times 20.46 \times 20.46$ nm³ and periodic boundary conditions imposed in the directions parallel to two (001) free surfaces. The periodic boundary conditions simulate the situation in which the laser spot diameter is sufficiently large so that the energy redistribution in the lateral
directions, parallel to the free surfaces of the film, can be neglected on the time scales considered in the simulations. Several simulations are performed for systems with dimensions of \(8.18 \times 8.18 \times 20.46 \text{ nm}^3\) (80 000 atoms), \(16.37 \times 6.37 \times 20.46 \text{ nm}^3\) (320 000 atoms), and \(28.64 \times 28.64 \times 20.46 \text{ nm}^3\) (980 000 atoms) to investigate the effect of the size of the computational cell on the calculated diffraction profiles. In the simulation performed for an Al film, a similar system composed of 500 000 atoms with dimensions of \(20.56 \times 20.56 \times 20.56 \text{ nm}^3\) is used. Before applying laser irradiation, all systems are equilibrated at 300 K and zero pressure.

The identification of liquid and crystal regions in the atomic configurations obtained in the simulations is done with a local order parameter calculated for each atom based on the local structure within the first two neighbor shells. The local order parameter is used to identify the crystal and liquid regions in the transient atomic configurations and to quantitatively describe the kinetics of the melting process.

### III. NUMERICAL METHODS FOR CALCULATION OF STRUCTURE FUNCTIONS FROM ATOMIC CONFIGURATIONS

In order to calculate diffraction patterns from atomic configurations generated in MD simulations, we consider the scattering of a monochromatic or monoenergetic beam of x-ray photons or electrons on a sample consisting of \(N\) atoms. Assuming that only single elastic scattering takes place, the amplitude of the wave scattered by the sample is given by summing the amplitudes of scattering from each atom in the configuration:

\[
\Psi_i(\hat{Q}) = \sum_{j=1}^{N} f_j \exp(-i\hat{Q} \cdot \hat{r}_j),
\]

where \(\hat{Q}\) is the scattering vector, \(\hat{r}_j\) is the position of atom \(i\) with respect to an arbitrarily chosen origin, \(f_j\) is the x-ray or electron atomic scattering form factor for the \(i\)th atom, and the sum goes over all the atoms. The magnitude of \(\hat{Q}\) is given by \(Q = 4\pi \sin \theta / \lambda\), where \(\theta\) is half the angle between the incident and scattered wave vectors, and \(\lambda\) is the wavelength of the incident wave. The scattering form factors \(f_j\) are functions of \(Q\) with different dependences in x-ray and electron scattering. The intensity of the scattered wave can be found by multiplying the scattered wave function by its complex conjugate:

\[
I(\hat{Q}) = \Psi_i(\hat{Q}) \cdot \Psi_i^*(\hat{Q}) = \sum_{j=1}^{N} \sum_{i=1}^{N} f_i f_j \exp(-i\hat{Q} \cdot (\hat{r}_i - \hat{r}_j)).
\]

The spherically averaged powder-diffraction intensity profile can be obtained by integration of Eq. (2) over all directions of interatomic separation vector \(\hat{r}_{ij} = \hat{r}_i - \hat{r}_j\), resulting in the Debye scattering equation:

\[
I(Q) = \frac{1}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} f_i f_j \sin(Q r_{ij} \hat{r}_{ij}).
\]

By dividing the above equation by \(\sum_{i=1}^{N} f_i^2\) we obtain a function that, following Ref. 38, we call the structure function:

\[
S(Q) = \frac{I(Q)}{N} = 1 + \frac{2}{N} \sum_{j=1}^{N} \sum_{i<j} f_i f_j \sin(Q r_{ij} \hat{r}_{ij}).
\]

This function approaches unity at large \(Q\) and is often used to present experimental diffraction results. For a monatomic system the dependence on the atomic form factors can be eliminated and we have

\[
S(Q) = 1 + \frac{2}{N} \sum_{j=1}^{N} \sum_{i<j} \sin(Q r_{ij} \hat{r}_{ij}).
\]

The structure function defined by Eq. (5) can be computed directly from the atomic configurations generated in MD simulations. The calculations, however, involve the summation over all pairs of atoms in the system, leading to the quadratic dependence of the computational cost on the number of atoms and making the calculations prohibitively expensive for large systems.

An alternative approach to calculation of \(S(Q)\) is to substitute the double summation over atomic positions in Eq. (5) by integration over the pair density function, which is a real-space representation of correlations in atomic positions.
\[
\rho(r) = \frac{1}{4\pi N r^2} \sum_{j=1}^{N} \sum_{i=1,i\neq j}^{N} \delta(r-r_{ij}) = \frac{1}{2\pi N r^2} \sum_{j=1}^{N} \sum_{i<j}^{N} \delta(r-r_{ij})
\]

(6)

where \(\delta\) is the Dirac delta function. Although the calculation of the pair density function still involves \(N^2/2\) evaluations of interatomic distances \(r_{ij}\), it can be done much more efficiently than the double summation in Eq. (5), which requires evaluation of the sine function and repetitive calculations for each value of \(Q\). The expression for the structure function, Eq. (5), can be now reduced to a simple integration, which, in fact, is the Fourier transform of the pair density function:

\[
S(Q) = 1 + \int_{0}^{\infty} 4\pi r^2 \rho(r) \frac{\sin(Qr)}{Qr} dr.
\]

(7)

In the calculation of the pair density function, the maximum value of \(r\) is limited by the size of the MD computational cell. If the periodic boundary conditions are used to represent a part of a larger or infinite system, the pair density function can only be evaluated up to a maximum value \(R_{\text{max}}\) that should not exceed one-half of the computational cell. The truncation of the numerical integration in Eq. (7) at \(R_{\text{max}}\) induces spurious ripples with a period of \(\Delta = 2\pi/R_{\text{max}}\). A number of methods have been proposed to suppress these ripples so that the Fourier ringing dies out more quickly.35,38,39,41,42 The method that we adopt in this work is to multiply the integrand in Eq. (7) by a damping function \(W(r)\), similar to the Lorch modification function in neutron diffraction experiments.43

\[
W(r) = \frac{\sin \left( \frac{r\Delta}{2} \right)}{\frac{r\Delta}{2}} = \sin \left( \frac{\pi r}{R_{\text{max}}} \right) \frac{\pi r}{R_{\text{max}}},
\]

(8)

Thus the structure function \(S(Q)\) can be calculated as

\[
S(Q) = 1 + \int_{0}^{R_{\text{max}}} 4\pi r^2 \rho(r) \frac{\sin(Qr)}{Qr} W(r) dr.
\]

(9)

The damping function replaces the sharp step function at the cutoff distance \(R_{\text{max}}\) by a smoothly decreasing contribution from the density function at large interatomic distances and eventually approaching zero at \(R_{\text{max}}\).

Figure 1(a) shows structure functions calculated with and without the damping function for an fcc Au system composed of 500 000 atoms (\(R_{\text{max}} = 100\) Å) and equilibrated at 300 K. It is apparent that the introduction of the damping function completely eliminates spurious truncation ripples in the structure function. While for the fcc crystallite at 300 K the presence of ripples does not prevent identification of the real structural peaks, Fig. 1(a), the elimination of ripples is crucial for the analysis of the structural transformations occurring at elevated temperatures, when the real structural peaks can be small and completely obscured by the ripples.

Although application of the damping function eliminates the truncation ripples, the finite size of the MD system and the introduction of the cutoff in the pair density function also affect the real peaks of the structure function. To illustrate the effect of the size of the MD system on the calculated structure functions, elimination of spurious ripples induced by the truncation of the pair density function at \(R_{\text{max}} = 100\) Å by introduction of the damping function \(W(r)\) in Eq. (9) is illustrated in (a), where the results are shown for a 20.46 \(\times\) 20.46 \(\times\) 20.46 nm\(^3\) fcc Au system equilibrated at 300 K. Solid (black) and dashed (red) lines show the results of the calculations performed with and without \(W(r)\), respectively. Structure functions calculated using Eq. (9), with the damping function, for systems of different sizes in the lateral directions are shown in (b).
functions are 40, 80, 100, and 140 Å, respectively. It can be seen that the failure to include long-range atomic correlations beyond 40 Å results in a significant broadening of all peaks, with some of the peaks starting to merge. As the value of $R_{\text{max}}$ increases to 80 Å, the peaks become sharp and well defined. Further increase of $R_{\text{max}}$ to 100 and to 140 Å results in a much more moderate sharpening of the peaks, with no changes to the peak positions. Analytical calculation of the broadening of the peaks due to the introduction of the damping function with $R_{\text{max}}=100$ Å predicts a broadening of $\Delta Q=5.437/R_{\text{max}}=0.054 \text{ 37 Å}^{-1}$.44 Since the purpose of the present paper is to investigate the evolution of the diffraction pattern during the fast laser heating of the film up to the melting temperature and above, the relatively small finite-size effect is expected to be negligible compared to the changes in the diffraction peaks associated with the temperature rise and structural transformations. Thus, all simulations discussed in the next section are performed for a 20.46 ×20.46 ×20.46 nm$^3$ (500 000 atoms) system and all structure functions are calculated with Eq. (9) and $R_{\text{max}}=100$ Å.

IV. RESULTS AND DISCUSSION

A. Kinetics and mechanisms of laser melting

The time scales of laser melting predicted in TTM-MD simulations of 20 nm Au films irradiated with 200 fs laser pulses at absorbed fluences ranging from 45 to 180 J/m$^2$ are presented in Fig. 2. The fraction of the crystal phase is defined by the number of atoms with local crystalline environment, as predicted by the local order parameter.19 Two distinct regimes can be identified in Fig. 2, a high-fluence regime when the entire film melts within just several picoseconds, and a low-fluence regime when the melting process slows down and the melting starting time increases sharply with decreasing fluence. Below we briefly discuss the melting mechanisms of Au films in these two regimes.

At the highest laser fluence of 180 J/m$^2$, melting starts at about 10 ps after the laser pulse and completes by 14 ps. Similarly fast decrease of the fraction of the crystal phase is observed in simulations performed at absorbed fluences of 140 and 100 J/m$^2$. The melting mechanism in this high-fluence regime is exemplified here by the results obtained in a simulation performed at 180 J/m$^2$. The temporal and spatial evolution of the lattice temperature and pressure in the irradiated film is shown in the form of contour plots in Fig. 3. The large mean free path of excited electrons and a weak electron-phonon coupling in Au results in a uniform distribution of the electronic temperature in the film before the electron-lattice thermalization. As a result the whole film is heated up uniformly at a rate on the order of $\sim 10^{14}$ K/s [Fig. 3(a)]. The fastest heating is observed within the first 15 ps of the simulation, whereas complete equilibration between the hot electrons and the lattice takes up to 70 ps. The fast increase of the lattice temperature results in the overheating of the lattice above the limit of its stability, $\sim 1.25T_m$, and leads to the fast homogeneous melting of the whole film within $\sim 3–4$ ps. The solid and dashed lines in Fig. 3 mark the beginning (90% of the crystal phase) and the end (10% of the crystal phase) of the melting process and can be related to the corresponding points in Fig. 2.

The pressure contour plot in Fig. 3(b) shows that the fast lattice heating results in the buildup of compressive stresses inside the film within the first $\sim 5$ ps. The initial compressive pressure drives the expansion of the film. In earlier simulations performed for Ni and thicker Au films19,20,45 the relax-
The atomic-level picture of the homogeneous melting process in the high-energy regime is shown in Fig. 4. The visual analysis of snapshots from the simulation suggests that the growth of the liquid regions appearing at the free surfaces of the film (see a snapshot taken at 10 ps) does not make any significant contribution to the overall melting process. The energy transfer from the hot electrons to the lattice quickly leads to the overheating of the lattice up to the limit of the crystal stability, when a spontaneous nucleation of a large number of small liquid regions occurs throughout the film, leading to the rapid collapse of the crystalline structure from 10 to 14 ps.

A similar melting process, dominated by homogeneous nucleation of liquid regions inside the overheated crystal, is observed for all other fluences in the high-fluence regime, down to 70 J/m². The decrease in fluence shifts the melting process to a later time and gradually increases the contribution of the heterogeneous melting that takes place by propagation of two melting fronts from the surfaces of the film. The latter process is reflected in the development of the initial slow shoulders in the melting curves shown in Fig. 2(b). The slow components of the melting process are apparent in the curve plotted for 70 J/m², where almost 10% of the film melts due to the propagation of the melting fronts, before the critical superheating is reached and the faster homogeneous melting takes over.

The melting process observed at 55 J/m² can be considered to be a transitional one between the high-fluence (homogeneous melting) and low-fluence (heterogeneous melting) regimes. At this fluence both mechanisms of melting contribute approximately equally to the melting process [Fig. 5(a)]. During the time from 25 to 40 ps, the propagation of two melting fronts from the surfaces of the film is largely responsible for the increase in the fraction of the liquid phase. After 40 ps, the growth of liquid regions nucleated inside the overheated crystal starts to make a major contribution to the melting process, significantly accelerating the total rate of melting, as reflected in the slope of the melting line in Fig. 2(b). The melting slows down again at later time due to the lattice temperature decrease. From the time of 70 to 90 ps the last crystalline island slowly melts [Fig. 5(a)], as the temperature of the film is approaching the equilibrium melting temperature.

At laser fluences below 55 J/m², the propagation of the melting fronts from the surfaces of the film dominates the melting process and a significant increase of the melting time is observed in Fig. 2. Snapshots from a simulation performed at a fluence of 45 J/m² illustrate the melting process in this regime [Fig. 6(a)]. Two melting fronts propagate from the free surfaces with velocities that decrease down to zero as the melting progresses and the temperature approaches the equilibrium melting temperature. By the end of the simulation (500 ps) the temperature of the film decreases down to the equilibrium melting temperature and the remaining 49% of the film material remains in the crystalline state. Incomplete and purely heterogeneous melting is also observed in the simulations performed at 50 and 51 J/m². Based on the properties of the model EAM Au material we can estimate the critical absorbed fluence \( F_m \) that would supply enough energy to completely melt the film:

\[
F_m = \left( \int_{300}^{T_m} C_f(T)dT + \int_{300}^{T_m} C_e(T)dT + \Delta H_m \right) d, \tag{10}
\]

where \( d \) is the thickness of the film, \( C_f \) and \( C_e \) are the lattice
and electron heat capacities, and $\Delta H_m$ is the heat of melting. Using the parameters of EAM Au listed in Table I and electron heat capacity defined in Sec. II we can estimate $F_m = 53.78 \text{ J/m}^2$, with 36.52 and 0.59 J/m$^2$ going into heating of the lattice and electrons up to the equilibrium melting temperature $T_m$ and 16.67 J/m$^2$ required for melting the film at $T_m$. This estimation is consistent with the results of MD simulation described above.

The relative contribution of the homogeneous and heterogeneous melting mechanisms in the simulations described

FIG. 4. (Color online) Snapshots (a) and structure functions (b) of atomic configurations during the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 180 J/m$^2$. Atoms are colored according to the local order parameter $\phi$—blue atoms have local crystalline surroundings, red atoms belong to the liquid phase. In (a), the laser pulse is directed from the right to the left sides of the snapshots. In (b), curves are shifted vertically with respect to each other in order to better show the changes in the structure function. Zero time corresponds to a perfect fcc crystal at 300 K just before the laser irradiation.
above is controlled by the temperature dependence of the velocity of the melting fronts propagating from the free surfaces of the film and the lattice heating regime. The rate of the lattice heating is defined by the irradiation parameters (laser fluence and pulse duration) and the strength of the electron-phonon coupling, whereas the temperature dependence of the velocity of the melting front can be described by nonequilibrium kinetic theory. The maximum velocity of the melting front propagation is the velocity at the limit of the crystal stability, above which a massive homogeneous

FIG. 5. (Color online) Snapshots (a) and structure functions (b) of atomic configurations during the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 55 J/m². Atoms are colored according to the local order parameter $\phi$—blue atoms have local crystalline surroundings, red atoms belong to the liquid phase. In (a), the laser pulse is directed from the right to the left sides of the snapshots. In (b), curves are shifted vertically with respect to each other in order to better show the changes in the structure function. Zero time corresponds to a perfect fcc crystal at 300 K just before the laser irradiation.
nucleation of liquid regions inside the overheated crystal takes place. While one can safely assume that the maximum velocity of the melting front is ultimately limited by the speed of sound, recent MD simulations demonstrate that the real maximum velocity at the limit of crystal stability does not exceed 15% of the speed of sound. Moreover, under conditions of laser melting, the overheating required for the onset of the homogeneous nucleation of liquid regions is significantly reduced by the uniaxial lattice distortions produced as a result of the relaxation of laser-induced thermoelastic stresses. This reduction in the lattice stability explains why the homogeneous nucleation is observed down to a relatively low fluence of 55 J/m², when the melting process is slow and takes up to 90 ps.

FIG. 6. (Color online) Snapshots (a) and structure functions (b) of atomic configurations during the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 45 J/m². Atoms are colored according to the local order parameter $\phi$—blue atoms have local crystalline surroundings, red atoms belong to the liquid phase. In (a), the laser pulse is directed from the right to the left sides of the snapshots. In (b), curves are shifted vertically with respect to each other in order to better show the changes in the structure function.
B. Structure function calculations

Calculation of the diffraction profiles provides an attractive possibility to directly relate the detailed information on the kinetics and mechanisms of laser-induced structural transformations obtained in MD simulations to the results of time-resolved diffraction experiments.\textsuperscript{5–8,10–13} In this section we present the results on the evolution of the structure function $S(Q)$ in two representative simulations discussed above, a simulation at 180 J/m\textsuperscript{2} where a fast homogeneous melting is observed and a simulation at 45 J/m\textsuperscript{2} where much slower heterogeneous melting takes place.

The temporal evolution of the diffraction profile is shown for a fluence of 180 J/m\textsuperscript{2} in Fig. 4(b). Although by the time of 7 ps the melting process has barely started and most atoms ($\sim$99\%) are still identified by the local order parameter as maintaining local crystalline surroundings, the structure function has changed significantly. First, there is a considerable reduction in the heights of all the peaks as compared to the structure function calculated at zero time, before the laser pulse. This reduction can be largely attributed to the fast heating of the crystal from 300 to 1059 K [Fig. 3(a)]. Quantitative analysis of peak height reduction due to the increase in the amplitudes of thermal atomic vibrations is given in Sec. IV D. Second, there is a pronounced shift to the left of the (111) diffraction peak and splitting of the (200), (220), and (311) peaks. The appearance of new diffraction peaks may be indicative of solid-solid phase transformations. A detailed structural analysis, however, does not reveal any structural changes in the film beyond the appearance of a large number of liquid regions throughout the film.

A fast collapse of the crystalline structure from 10 to 14 ps, apparent from the snapshots shown in Fig. 4(a), is also clearly reflected in the evolution of the structure function. In just 3–4 ps the peaks characteristic of the fcc structure disappear and the structure function takes the shape characteristic of the liquid structure, with only one broad peak that can be identified. The duration of the melting process observed in this simulation is in a good agreement with the one measured in time-resolved electron diffraction experiments performed for 20 nm Al films, 3.5 ps.\textsuperscript{11} Some of the differences between the evolution of the diffraction peaks observed in the simulation and experiment, most notably the absence of peak splitting and shifts in the positions of diffraction peaks in experimental observations, are discussed in Sec. V.

An evolution of the structure function in the low-fluence regime, when the melting process is dominated by the propagation of the melting fronts from the free surfaces of the film, is illustrated in Fig. 6(b), where the results are shown for an absorbed fluence of 45 J/m\textsuperscript{2}. Similarly to the fast homogeneous melting discussed above, laser irradiation leads to the reduction of heights of the peaks and induces a shift of the (111) peak to the left and splitting of other peaks. There are, however, important differences in the evolution of the structure functions in low- and high-energy regimes. While the heights of the peaks are decreasing gradually during the melting process, the peaks remain well defined up to the end of the simulation, when more than 50\% of the film is melted. For the same fraction of atoms belonging to the crystalline parts of the system (having crystalline local environment as defined by the local order parameter) the diffraction peaks are more pronounced in the case of heterogeneous melting. For instance, although from Table II we can see that the same number of atoms remain in the crystalline parts of the film at 11 ps after the 180 J/m\textsuperscript{2} pulse and at 60 ps after the 45 J/m\textsuperscript{2} pulse, the diffraction peaks are much more clearly defined in the corresponding curve in Fig. 6(b), as compared to the one in Fig. 4(b). One can derive the same conclusion from the comparison of structure functions shown for 12 ps in Fig. 4(b) and 180 ps in Fig. 6(b).

It is clear from the visual analysis of the snapshots of atomic configurations that the homogeneous nucleation of a large number of liquid regions throughout the film [Fig. 4(a)], is effective in destabilizing the lattice and reducing the long-range order throughout the film. While most of the atoms still retain their local crystalline surroundings at 11 and 12 ps, the long-range correlations in atomic positions are largely lost and the diffraction peaks are significantly reduced. Similarly, the presence of relatively small crystalline islands observed at 60 and 70 ps in a simulation performed at 55 J/m\textsuperscript{2} [Fig. 5(a)] can be hardly identified from the corresponding diffraction patterns [Fig. 5(b)]. In the case of heterogeneous melting, the correlations in atomic positions are retained on the scale of the crystalline regions and the diffraction pattern is generated by superposition of the diffraction from the liquid and crystalline parts of the system. In other words, the long-range order is more subtle in homogeneous melting than in heterogeneous melting due to the smaller characteristic length scales at which the homogeneous phase transformation takes place.

<table>
<thead>
<tr>
<th>Time (ps)</th>
<th>10</th>
<th>60</th>
<th>180</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal fraction (%)</td>
<td>100.0</td>
<td>93.1</td>
<td>67.5</td>
<td>49.1</td>
</tr>
<tr>
<td>Time (ps)</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Crystal fraction (%)</td>
<td>93.1</td>
<td>67.5</td>
<td>15.9</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### C. Splitting of the peaks: The uniaxial lattice expansion

In this section we discuss the splitting of the diffraction peaks that takes place shortly after the laser irradiation [Figs. 4(b), 5(b), and 6(b)] and demonstrate that the splitting is a direct consequence of the uniaxial thermoelastic deformation of the film in response to the laser heating.

Laser excitation of the conduction band electrons and following electron-phonon equilibration lead to the fast heating of the lattice [Fig. 3(a)] and generation of thermoelastic stresses [Fig. 3(b)], which drive the expansion of the film.
The periodic boundary conditions applied in the directions parallel to the surfaces of the film only allow the expansion of the film to proceed in the direction normal to the surface. These conditions of the lateral confinement are also realized in experiments, where the laser spot diameter is much larger than the depth of the heated region or thickness of the irradiated film. The simulations are performed for a single-crystalline fcc film with (001) free surfaces. The uniaxial deformation of the fcc lattice along the [001] direction changes the space group symmetry of the lattice as the cubic lattice transforms into a tetragonal lattice. Thus, one should expect the occurrence of new diffraction peaks corresponding to the face-centered tetragonal (fct) lattice.

In order to investigate the degree to which the lattice expansion along can explain the splittings observed in the diffraction profiles in Figs. 4(b), 5(b), and 6(b), we calculate structure functions for a series of Au fcc structures uniaxially deformed along the [001] direction. The results of the diffraction profile calculations are shown in Fig. 7. Splittings and shifts of the diffraction peaks, increasing with increasing deformation, are apparent in the figure. The diffraction peaks from (111) and (311) atomic planes, present in the original fcc structure, shift in the direction of smaller $Q$. New diffraction peaks with (002), (202), (113), and (004) Miller indices appear as the lattice transforms from fcc to fct.

It should be noted that the appearance of new peaks is not observed in MD simulations of a fcc crystal slowly heated up to the melting temperature under constant hydrostatic pressure conditions (with periodic boundary conditions applied in all directions). In these simulations the effects of an increase in temperature are limited to the decrease of the heights of the peaks due to the atomic thermal vibrations (see Sec. IV D) and shift of the peak positions to smaller values of $Q$ due to the isotropic thermal expansion of the crystal.

By comparing the diffraction profiles obtained for the uniaxially deformed films (Fig. 7) with the results obtained in the laser melting simulations [Figs. 4(b), 5(b), and 6(b)], we can conclude that both the shifts and splittings of the peaks can be explained by the uniaxial thermoelastic expansion of the lattice. Using the (002) peak splittings shown in Fig. 7 as a reference, we can estimate that uniaxial deformations along the (001) direction of 2.8%, 5.3%, and 6.6% would produce the values of peak shifts and splittings observed in a simulation performed at 180 J/m$^2$ [Fig. 4(b)] at 7, 10, and 11 ps, respectively. These values calculated from the diffraction spectra are consistent with the ones obtained by directly measuring the thickness of the film in the snapshots of the atomic configurations [Fig. 4(a)] as well as with the distances between the density peaks in the density distribution along the direction normal to the film surfaces. The distances between the density peaks correspond to the spacing between the (001) lattice planes in the expanded film and are directly related to the position of the (002) diffraction peak.

In the case of the absorbed fluence of 45 J/m$^2$ (Fig. 6), the splittings of the diffraction peaks at 10, 60, 180, and 500 ps correspond to 2.3%, 3.9%, 3.1%, and 3.1% uniaxial deformations of the lattice. These values are again consistent with interplane distances measured in the density distribution along the direction normal to the film surfaces. The direct measurement of deformation based on the thickness of the film is hampered in this case by melting of the surface regions. The diffraction profiles calculated for times of 180 and 500 ps show some subtle reverse shifts and decrease in the splittings of the peaks with respect to the shift values observed at 60 ps. These changes may be related to the gradual cooling of the film associated with the melting process, by $\sim 50$ K from 60 to 180 ps.

Thus, the results discussed above indicate that, in the fluence range considered in this study, the melting of Au film is preceded by a significant thermoelastic uniaxial lattice expansion, which can be identified from shifts and splittings of the diffraction peaks. It has been shown that the uniaxial expansion and associated anisotropic lattice distortions can significantly reduce the lattice stability against the initiation of melting and can lead to the homogeneous nucleation of liquid regions at temperatures close to the equilibrium melting temperature. Although the analysis performed in this paper is done for a single-crystal film oriented perpendicular to [001] direction, quantitative analysis of laser-induced deformations is also possible for polycrystalline samples, as soon as the texture of the sample is known, e.g., Ref. 48. Investigation of the development of thermoelastic deformations in time-resolved x-ray or electron diffraction experiments has a potential for providing important information on the characteristic time scale of lattice heating and thermoelastic deformation as well as on the role of the uniaxial deformation in laser-induced phase transformations. Indeed, the evolution of the lattice deformation in a Au(111) single crystal following short-pulse laser heating has been measured with $\sim 10$ ps temporal resolution in x-ray diffraction experiments and related to the kinetics of the lattice tempera-
ture evolution in the surface region of the irradiated crystal.\textsuperscript{49} Periodic oscillations of the diffraction peak positions have been recently probed with $\sim 0.5$ ps resolution in electron diffraction experiments and related to the elastic vibrations of a free standing Al film irradiated with a femtosecond laser pulse.\textsuperscript{15,16} Similar oscillations of the diffraction peak positions have been observed in simulations of 200 fs pulse laser excitation of a Ni film at low fluences, below the threshold for laser melting.\textsuperscript{50} A discussion of the implications of the computational predictions on the shifts and splittings of the diffraction peaks for interpretation of experimental results obtained for polycrystalline targets and a fixed angle of incidence of the probe beam to the target surface is given in Sec. V.

D. Thermal effects

The decrease of the intensity of the diffraction peaks in the irradiated films can result from both structural changes and increasing thermal vibrations of the atoms. The latter contribution, related to the thermal smearing-out of the lattice planes, can be described by the Debye-Waller factor $e^{-2M}$, which relates the decrease of the peak intensity to the temperature evolution in the system:\textsuperscript{35}

$$S(Q,t) = [S(Q,0 \text{ ps}) - 1] \exp\left[-2M(T(t),Q)\right] / \exp\left[-2M(T(0 \text{ ps}),Q)\right].$$

(11)

The temperature dependence of the quantity $M$ in the Debye-Waller factor can be expressed through the mean-square displacement (MSD) $\langle u^2 \rangle$ of an atom vibrating around its equilibrium lattice position,

$$e^{-2M} = e^{-\frac{16\pi^2 \sin^2 \theta \langle u^2 \rangle}{3kT}} = e^{-\frac{\langle u^2 \rangle Q^2}{3}}.$$

(12)

The MSD can be computed directly from atomic trajectories obtained in constant-volume MD simulations, performed for a range of temperatures corresponding to those measured in the simulations for laser excitation. The results of such calculations can be then used to predict the reduction of the peak heights in the laser excitation simulations due to the increase of the lattice temperature alone.

The results of the application of this approach to the simulation performed at an absorbed fluence of 180 J/m$^2$ are shown in Fig. 8 for (111), (220), and (311) diffraction peaks. To make the connection between the thermal effects described by Eqs. (11) and (12) and the laser excitation simulations, we first calculate the average temperatures of the film at different times. The temperatures are then used to calculate the MSD and corresponding reduction of the peaks from the Debye-Waller factor, Eqs. (11) and (12). The results of the calculations are shown in Fig. 8 by dashed lines.

The heights of the peaks in the diffraction spectra calculated for the laser excitation simulation are shown in Fig. 8 up to 14 ps, whereas the results of the Debye-Waller calculations are shown up to 9 ps, the time when the average temperature of the film reaches 1.25 $T_m$ = 1203 K in the simulation of laser melting (above this temperature a fast homogeneous melting takes place within several picoseconds).\textsuperscript{19-21}

![FIG. 8. (Color online) Normalized height of the (111), (220), and (311) peaks as a function of time after irradiation of a 20 nm Au film with a 200 fs laser pulse at an absorbed fluence of 180 J/m$^2$. All peak heights are normalized to their values at 0 ps ($T$=300 K). Dotted lines are calculated through the Debye-Waller factor up to the temperature of 1.25 $T_m$, which corresponds to the limit of crystal stability. The values of the average temperature of the film at different times after the laser pulse are shown in the additional top x axis.](image-url)
the background level provided by the broad liquid peak of the structure function (Fig. 4). A sharp drop of the intensity of the (111) peak is observed during the melting process, from 10 to 14 ps.

Thus, we can conclude that the reduction of the diffraction peaks heights is mainly defined by the increasing lattice temperature (Debye-Waller factor) during the first several picoseconds following the laser excitation, when the film does not have time to expand and is “inertially confined.” As the film expands in response to the laser-induced thermoelastic stresses, the peak splitting due to the uniaxial lattice deformations starts to contribute to the reduction of the peaks. Finally, during the melting process the reduction of the height of the diffraction peaks is dominated by the destruction of the crystal order.

A similar analysis of the effect of the increasing lattice temperature on the diffraction peak intensities measured in the time-resolved electron diffraction study of laser-driven melting of thin Al films is presented in Ref. 12. The Debye equation and TTM are used in this work to predict the atomic mean square displacements and the temperature evolution, respectively. The conclusions from the analysis of the experimental data are in a good qualitative agreement with the computational results discussed above. The reduction of the diffraction peak heights initially follows the Debye-Waller calculation, with the onset of the deviations attributed to the loss of the crystalline order. A much shorter, as compared to the simulations, time for the beginning of the melting process, 1.5 ps, can be explained by a much stronger electron-phonon coupling in Al as compared to Au. Indeed, in a simulation performed for an Al film at irradiation conditions comparable to the experimental ones, we obtain an excellent quantitative agreement in both the time of the onset of melting and the duration of the melting process (see Sec. V).

E. Real-space correlations

Structural changes during the laser-induced phase transformations can be further investigated by keeping track of the evolution of real-space correlation functions calculated for atomic configurations predicted in MD simulations. In particular, correlations in atomic positions can be expressed in the form of the reduced pair distribution function $G(r)$, which describes the deviation of the pair density function $\rho(r)$, defined by Eq. (6), from the average density $\rho_0$,

$$
G(r) = 4\pi[\rho(r) - \rho_0].
$$

Experimentally, $G(r)$ can be calculated by the sine Fourier transform of the structure function $S(Q)$ and requires the ability to obtain the diffraction intensity of an adequate quality over a broad range of $Q$. This requirement presents a challenge for ultrafast time-resolved diffraction experiments that are often limited to the analysis of the diffraction signals obtained for fixed Bragg angles. The challenge of performing measurements for a range of scattering vectors can be met by increasing intensity of the x-ray or electron probes and accumulating the diffraction intensity over a large number of pulses. In simulations, both $\rho(r)$ and $G(r)$ can be calculated directly from atomic configurations, using Eqs. (6) and (13).

An important advantage of $G(r)$ is that its correlation peaks provide direct information on the structural coherence in the system. In real crystals, $G(r)$ obtained from diffraction experiments oscillate around zero with peak amplitudes gradually decreasing with increasing $r$ due to the crystal imperfections and the finite resolution of $Q$ value in the measurement. For disordered (liquid or amorphous) structures, the amplitude of $G(r)$ oscillations decreases much faster, indicating the absence of long-range order.

In Fig. 9 the reduced pair distribution function $G(r)$ is presented for a simulation of a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 180 J/m$^2$. Before the laser excitation (0 ps), $G(r)$ exhibits the characteristic features of the fcc crystal structure. Each peak in $G(r)$ corresponds to a specific interatomic distance between a pair of atoms in a perfect fcc structure. For example, the first peak in $G(r)$ matches the distance between the nearest neighbors (2.89 Å) in a fcc crystal equilibrated at 300 K. Changes of $G(r)$ during the fast homogeneous melting (see Fig. 4) are shown in Fig. 9(b). By comparing $G(r)$ at 0 and 11 ps we can see that before the onset of melting the increasing lattice temperature results in a significant broadening of the correlation peaks and reduction of their intensities. Some of the peaks become completely obscured and merge with the neighboring ones, e.g., the peak corresponding to the second-neighbor shell cannot be identified in Fig. 9(b). The seeming “disappearance” of the correlation peaks before the onset of melting, however, does not correspond to any structural changes in the crystal but is just a consequence of the thermal broadening of all peaks, as demonstrated in the analysis presented at the end of this section. Despite the broadening, the peaks at 11 ps remain well defined for the range of interatomic distances considered in the calculation, confirming the presence of the long-range crystalline ordering in the atomic configuration. Between the times of 11 and 14 ps the peaks in the high-$r$ region disappear, reflecting a complete loss of the long-range order in the solid-to-liquid transition. The remained correlation peaks continue to broaden and diminish between the times of 14 and 40 ps [Fig. 9(c)], indicating that there are still some substantial changes in the short- or medium-range correlations in atomic positions. This observation suggests that within this period of time the liquid structure created after the collapse of crystalline state is still in a nonequilibrium state and retain some “memory” of the crystalline state. The continuing increase of the lattice temperature [Fig. 3(a)] facilitates the destruction of the remaining medium-range ordering.

An alternative way of representing real-space correlations in atomic positions is provided by the radial distribution function (RDF) $R(r) = 4\pi r^2 \rho(r)$, from which coordination numbers corresponding to different neighbor shells can be determined by calculating the surface areas under the corresponding correlation peaks. The surface area can be found by the integration of $R(r)$ with the integration limits corresponding to the local minima on the sides of the corresponding peak of the RDF. The RDF obtained in a simulation performed for a 20 nm Au film irradiated by a 200 fs laser pulse at 180 J/m$^2$ is shown for 0, 10, and 20 ps after the laser pulse in Fig. 10. For 0 ps, the first and second coordination...
numbers corresponding to the first and second peaks of the RDF are calculated to be 11.92 and 5.96. The values are less than the coordination numbers in a perfect fcc lattice, 12 and 6, due to the presence of the two free surfaces in our system, where atoms have a smaller number of neighbors. At 10 ps the first coordination number is determined to be $12.1 \pm 0.4$ with the error value related to the uncertainty in defining the local minima in Fig. 10. This result indicates that, in agreement with visual picture of atomic configuration at 10 ps in Fig. 4(a), the local crystalline structure at this time is still preserved and most atoms still maintain 12 nearest neighbors. By the time of 20 ps the first coordination number decreases down to $10.9 \pm 0.4$, reflecting the destruction of the crystalline structure that is completed by this time (Fig. 4(a)). A similar decrease of the first coordination number from 12 to 10 during the laser-induced melting process has been deduced from time-resolved electron diffraction measurements reported in Ref. 11 for a 20 nm Al film.

The output of MD simulations contains complete information on the atomic dynamics induced by laser excitation and allows for detailed investigation of the origin of the changes in the correlation functions discussed above and illustrated in Figs. 9 and 10. In particular, one question arises as to why the correlation peak corresponding to the second-neighbor shell in the fcc structure [Fig. 9(a)] completely disappears even before the onset of the melting process, e.g., the plots for 11 and 10 ps in Figs. 9 and 10, respectively. To answer this question and to better understand other aspects of the evolution of the correlation functions, we trace the motions of the first-, second-, and third-nearest neighbors of each atom in the original fcc lattice. By doing so, we decompose the RDF into separate contributions from the first three original coordination shells. The result of the decomposition, shown in Fig. 11, indicates that before 10 ps, on average, most atoms in the three coordination shells are still localized around their equilibrium positions. Significant broadening of
interatomic distance—octahedral configurations disappear and a broad second peak corresponding to the interatomic distances found in clusters with local tetrahedral and icosahedral short-range order\textsuperscript{54,55} develops.

V. CONCLUSION AND CONNECTIONS TO EXPERIMENTS

Computational analysis of the structure function and pair distribution function, performed for transient atomic configurations generated in MD simulations of fast laser-induced phase transformations, provides a connection between the atomic-level structural rearrangements and changes in the diffraction profiles. The laser-induced evolution of the diffraction peaks is found to be defined by the combination of the following three factors: (1) increasing amplitude of atomic vibrations associated with the fast temperature rise, (2) peak splitting due to the uniaxial lattice deformations, and (3) destruction of the crystal order in the melting process. The contribution of the increasing thermal atomic vibrations dominates during the first several picoseconds after the laser pulse and can be well described by the Debye-Waller factor. The film expansion in response to the laser-induced thermoelastic stresses results in shifts and splittings of the diffraction peaks, providing an opportunity for experimental probing of the ultrafast deformations. Finally, the onset of the melting process results in further reduction the diffraction peaks due to the destruction of the crystal order.

Two of the three contributions to the reduction of the diffraction peak intensity discussed above have been observed in recent time-resolved electron diffraction experiments.\textsuperscript{11–13} For a 20 nm Al film irradiated at an excitation fluence of 700 J/m\textsuperscript{2}, the Debye-Waller calculations are found to be in a good agreement with experimental data for the first 1.5 ps, whereas further reduction of the height of the diffraction peaks has been attributed to the ultrafast melting that completes by the time of 3.5 ps after the laser pulse. No shifts in the positions of the diffraction peaks and no splitting of the peaks have been observed in this study as well as in time-resolved x-ray diffraction investigations of even faster nonthermal melting processes.\textsuperscript{5,6} The absence of the shifts and splittings of the diffraction peaks can be related to the condition of the inertial stress confinement,\textsuperscript{22,56} when the lattice heating and melting are taking place as constant-volume processes. In the case of the thermal melting, the time of the lattice heating is defined by the laser pulse duration $\tau_p$, and the time of the electron-phonon equilibration, $\tau_{\text{e-ph}}$, whichever is larger. The condition for the inertial stress confinement can be then formulated as $\max(\tau_p, \tau_{\text{e-ph}}) \leq \tau_3 \sim d/C_s$, where $d$ is the film thickness and $C_s$ is the speed of sound in the film material. Due to the strong electron-phonon coupling in Al, the time of the electron-phonon equilibration (defined by the exponential fit of the time dependence of the energy transferred from the electrons to the lattice) is short, $\tau_{\text{e-ph}} \approx 1.5$ ps, and fast homogeneous melting takes place before any significant expansion of the film can take place. Indeed, the results of the simulations of laser melting of a 20 nm Al film performed for experimental conditions reported in Ref. 11 show an ultrafast melting process within the first 3–4 ps with no peak shifts and splittings observed in...
the diffraction spectra (Fig. 12). The time of the melting onset, $1.5 \text{ ps}$, the duration of melting process, and the evolution of the structure function are all in a very good quantitative agreement with experimental observations. In the case of even more rapid nonthermal melting occurring on a subpicosecond time scale\textsuperscript{5,6} there is no doubt that the destruction of the crystal order occurs before any expansion of the material can take place.

In the simulations reported in this paper for Au films, a weak electron-phonon coupling in Au leads to a relatively slow heating of the film, $\tau_{e-ph} \approx 15 \text{ ps}$, whereas the small thickness of the film allows for a fast relaxation of thermoelastic stresses with $\tau_s \approx 10 \text{ ps}$. Actually, due to the presence of two free surfaces, the relaxation of the initial compressive pressure in a freestanding film takes place at an even shorter time scale of $\sim 5 \text{ ps}$ and is defined by the propagation of the two unloading waves from the free surfaces of the film [Fig. 3(b)]. As a result, the uniaxial expansion of the film precedes the onset of the structural transformation, and shifts and splittings of the diffraction peaks are observed in all simulations performed for Au films.

A clear separation of the time scales for lattice heating and melting has also been observed in the first time-resolved electron diffraction experiments performed for 20 nm Au films.\textsuperscript{13} At an absorbed laser fluence of 119 J/m\textsuperscript{2}, well above the threshold for the complete melting of the film, the melting starts at about 7 ps after the laser pulse and is completed in about 3 ps. While the duration of the melting process is in an excellent agreement with the results of our simulations (Fig. 2), the time of the melting onset is significantly shorter
in the experiment as compared to the simulations, 7 ps in experiment vs 17 ps in a simulation performed for comparable irradiation conditions. This quantitative discrepancy can be attributed to the assumption of the temperature-independent electron-phonon coupling constant used in this work. Indeed, recent calculations accounting for the contribution of the thermal excitation of the d band electrons to the electron heat capacity and electron-phonon coupling significantly increase the rate of the lattice heating and show an excellent agreement with experimental results.

Note that the structure functions discussed in this paper (Figs. 4–7 and 12) are for single crystals and include the information on all the lattice plane systems present in the crystal. In polycrystalline samples different orientations of crystallographic planes will be affected in a different way by the uniaxial expansion of the film and the structure function would exhibit broadening of the peaks instead of the splitting. In experiments performed with a fixed angle of incidence of the probe beam to the target surface, only the lattice planes that have the correct Bragg angle with the probe beam contribute to the measured diffraction spectrum. Splitting of the peaks can only be observed experimentally if probing is done at different incidence angles, so that different orientations of the same system of lattice planes with respect to the
direction of the uniaxial thermoelastic lattice expansion is probed. The maximum value of the peak shift is defined in this case not only by the extent of the film expansion but also by the orientation of the corresponding lattice planes with respect to the direction of the film expansion. The peak shift can be rather small if the planes having a small Bragg angle are probed in the transmission mode by an electron beam normal to the surface of the film.15,16 Nevertheless, for a given direction of the probe beam, analysis of the peak shifts in time-resolved x-ray or electron diffraction experiments can provide valuable information on the characteristic time scale of the lattice heating and thermoelastic deformation15,16,49 as well as on the role of the uniaxial deformation in laser-induced phase transformations.20 A discussion of the simulation results for Ni films, where periodic oscillations of the diffraction peak positions are observed probed in the transmission mode by an electron beam normal to the surface of the film.15,16 Nevertheless, for a given direction of the film, is presented elsewhere.50

The emerging time-resolved electron and x-ray diffraction probe experiments are opening new opportunities for investigation of atomic dynamics in the time and spatial domains accessible for direct atomistic simulations. The results of the simulations provide a direct link between the experimental observations and atomic-level structural changes in the irradiated material and help in interpretation of experimental data. In particular, the observed differences in the evolution of the diffraction profiles in the homogeneous and heterogeneous melting processes can, along with kinetics arguments, be instrumental in distinguishing between the two melting mechanisms. The shift and splitting of the diffraction peaks reflect the uniaxial thermoelastic lattice deformation of the film prior to melting and can be used for experimental probing of the laser-induced ultrafast deformations.
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