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The goal of this proposed project is to develop an automated technique to assist radiologists in estimating mammographic breast density. During the project years, we developed an automated mammographic density segmentation system, referred to as Mammographic Density ESTimator (MDEST), for both DMs and DFMs. Our studies showed that the automated MDEST system can provide percent dense area estimates that are highly correlated with radiologists’ interactive thresholding results and the percent volumetric fibroglandular tissue estimates from MR breast images. The quantitative estimates are superior to the radiologists’ qualitative BI-RADS density assessment. The MDEST system can provide a consistent and reproducible estimation of percent dense area on routine clinical mammograms. This will facilitate studies of various factors associated with breast cancer risk and mammographic sensitivity, and monitoring the effects of interventional or preventive strategies. The image analysis tool will therefore contribute to the understanding of the relationship of density to breast cancer risk, detection, prognosis, and to the prevention and treatment of breast cancers.
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(4) Introduction

Previous studies have found that there is a strong correlation between mammographic breast density and the risk of breast cancer. Mammographic breast density has been used by researchers in many studies to estimate breast cancer risk of epidemiological factors, monitor the effects of preventive treatments such as tamoxifen or dietary interventions, monitor the breast cancer risk of hormone replacement therapy, and investigate factors affecting mammographic sensitivity and cancer prognosis. However, most studies used Breast Imaging Reporting and Data System (BI-RADS) density rating as a measure of mammographic breast density, which contributes large inter- and intraobserver variations and may reduce the sensitivity of the analysis.

The goal of this proposed project is to develop a fully automated technique to assist radiologists in estimating mammographic breast density. We hypothesize that the computerized technique can accurately and efficiently segment the dense area on digitized or digital mammograms, thereby eliminating inter- and intra-observer variations. The dense area as a percentage of total breast area thus estimated will be more consistent and reproducible than radiologists' subjective BI-RADS rating. To accomplish this goal, we will (1) collect a large database of mammograms, including digitized film mammograms and digital mammograms, for training and testing the dense area segmentation program; (2) evaluate the correlation between the radiologists' breast density classification based on BI-RADS lexicon and the percent breast dense area; (3) study the correlation of percent breast dense area between different views of the same breast and between the same view of the two breasts; and (4) investigate the correlation between the percent breast dense area estimated from mammograms and the volumetric dense breast tissue estimated from a data set of magnetic resonance (MR) breast images. These comparisons will provide important information regarding the consistency of the BI-RADS rating with the measured percent breast dense area, the appropriate measure of % dense area from different mammographic views, and the usefulness of using the percent breast dense area on mammograms as an indicator of volumetric breast tissue density.

It is expected that this project will produce a fully automated and effective tool for analysis of mammographic breast density, which can be applied to routinely acquired mammograms without special calibrations. This will facilitate studies of various factors associated with breast cancer risk and mammographic sensitivity, and monitoring the effects of interventional or preventive strategies. The image analysis tool will therefore contribute to the understanding of the relationship of density to breast cancer risk, detection, prognosis, and to the prevention and treatment of breast cancer.
(5) Body

This is the final report of the project. We have described in detail the results of our studies in the past annual progress reports. The investigations conducted in this project are summarized in the following.

(A) Collection of a Database of Full Field Digital Mammograms (DMs) and Digitized Mammograms (DFM)

With IRB approval, we have collected a database of full field direct digital mammograms (DM) and a database of screen-film mammograms (DFM). The database of DMs contained about 290 cases with over 580 pairs of DMs. The database of DFMs included about 380 cases with over 760 DFMs. The data sets were used for the development of the breast density analysis tools for DMs and DFMs.

(B) Automated Breast Density Analysis System for Digitized Mammograms

We developed an automated image analysis tool Mammographic Density ESTimator (MDEST), to assist radiologists in estimating breast density in terms of percent dense area on mammograms. MDEST performs dynamic range compression, breast boundary tracking, pectoral muscle segmentation for the MLO view, automatic thresholding based on gray level histogram analysis, and calculates the percent dense area on a mammogram. In our study, we found that the correlation between the computer-estimated percent dense area and radiologists’ manual segmentation was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%. These results indicated that the automated image analysis tool can be an efficient and reproducible method for breast density segmentation. (Publications J1, J2, J3, P1, P2, A1, A2, A3, A6, A8)

(C) Correlation between Percent Dense Area and Percent Volumetric Fibroglandular Tissue

We performed a comparison between fibrogl andular tissue volume segmented from 3-dimensional MR images and the percent dense area estimated on corresponding DFMs. The correlation of manually segmented percent dense area of the CC and MLO views by radiologists with the percent volumetric fibrogl andular tissue on MR images was found to be 0.91 and 0.91, respectively. The correlation of automated MDEST segmented percent dense area of the CC and MLO views with the percent volumetric fibrogl andular tissue on MR images was found to be 0.91 and 0.89, respectively. The mean differences between the percent dense area and the MR percent volumetric density range from 3% to 6%. The high correlation indicated that the percent dense area on mammograms can be used as a surrogate for monitoring breast density changes. (Publications J2, P1, A1, A3)

(D) Correlation between Breast Density estimated on Digitized Screen-Film Mammograms and Full Field Digital Mammograms

We studied the correlation between the percent dense area estimated on DFMs and DMs. Pairs of two-view DFM and DM from 99 patients were used. All mammograms were manually segmented by 5 experienced breast radiologists using a graphical user interface developed in this project. The mean difference in the segmented density between DFMs and DMs was about 3.5%
and the mean ratio was about 1.30, indicating that the mammographic density was about 30% higher, on average, on the DFM. The difference in the mammographic density may be attributed to the harder beam quality used and the digital image processing applied to the DMs. The lower density may improve the mammographic sensitivity for lesion detection on dense breasts. However, for patients with DFM and DMs taken over time, comparison of serial mammograms for breast density changes will be problematic. (Publications A4)

(E) Automated Breast Density Analysis System for Digital Mammograms

The MDEST system was originally developed using DFM. To adapt the system to DMs, we incorporated an Expectation-Maximization (EM) algorithm to extract gray level features from the histogram. A rule-based classifier was trained to estimate a gray level threshold for segmenting the dense area from the breast region adaptively. The performance of the MDEST system for DMs was improved after the incorporation of the EM estimation and re-training. The correlation between the computer-estimated percent dense area and the radiologists’ manual segmentation improved from 0.85 and 0.87 to 0.94 and 0.92, respectively, for CC and MLO views. The root-mean-square (RMS) errors improved from 7.3% and 5.7% to 4.2 and 4.4%, respectively, for CC and MLO views. (Publications P2, A5, A6, A8)

(F) Breast Segmentation: Breast Boundary Detection and Pectoral Muscle Trimming

Breast density estimation depends strongly on the accuracy of breast boundary segmentation and, for the MLO view, pectoral muscle segmentation. We developed an improved breast boundary tracking method using Sobel edge detection in combination with multiple edge thresholding to generate contour images and active contour for segmentation. For the detection of pectoral boundary, we developed a method that included gradient-based directional filtering, gradient-based texture analysis to generate an orientation image, mean shift smoothing, and ridge-tracking. For a data set of 118 MLO view mammograms, the new method identified 99.2% of the pectoral muscles. (Publications P3, A7)

(G) Comparison of Mammographic Density by MDEST Radiologists’ Estimates and BI-RADS Categories

The fully-automated MDEST computer program was used to estimate breast density on digitized mammograms from 65 women, ages 24-89 (mean = 53). Five breast radiologists prospectively assigned qualitative BI-RADS density categories and visually estimated percent density of 260 mammograms. Qualitative BI-RADS assessments were compared to new quantitative BI-RADS standards. The reference standard density for this study was established by allowing the 5 radiologists to manipulate the MDEST gray level threshold, which segmented mammograms into dense and non-dense areas. It was found that there was close correlation between the reference standard and radiologist-estimated density (correlation =.90-.95) and MDEST density (correlation = 0.89). MDEST had tighter agreement with the reference standard, with an average overestimate of 1% (-15% to +18%). MDEST correlated better with percent density than qualitative BI-RADS categories. There was large overlap and range of percent density in qualitative BI-RADS categories 2 through 4. Qualitative BI-RADS categories correlated poorly with the new quantitative BI-RADS categories. 6% (16/260) of views were erroneously classified by MDEST. This study indicated that MDEST compared favorably to radiologist estimates of percent density, and is more reproducible than radiologist estimates.
using qualitative BI-RADS density categories. Qualitative and quantitative BI-RADS density assessments differed markedly. (Publication J3)

(6) Key Research Accomplishments

- Collected over 670 cases digitized film mammograms and digital mammograms for development of the automated density segmentation program (Task 1).
- Developed an automated image analysis tool Mammographic Density ESTimator (MDEST) for estimation of the percentage of breast dense area on mammograms. (Task 2)
- Evaluated the segmentation accuracy by comparison with radiologists’ manual segmentation and found that the correlation between the computer-estimated percent dense area and radiologists’ manual segmentation was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%. (Task 2)
- Evaluated correlation between mammographic density and BI-RADS density ratings and found that there was a close correlation between the reference standard and radiologist-estimated density (R=.90-.95) and MDEST density (R = 0.89). MDEST correlated better with percent density than qualitative BI-RADS categories. (Task 2)
- Evaluated correlation between mammographic density and volumetric density measurement with MR breast images and found that the correlation of automated MDEST segmented percent dense area of the CC and MLO views with the percent volumetric fibroglandular tissue on MR images was 0.91 and 0.89, respectively. The mean differences between the percent dense area and the MR percent volumetric density ranged from 3% to 6%. (Task 3)
- Evaluated the correlation between mammographic density estimated on DFMs and DMs and found that the mean difference in the segmented density between DFMs and DMs was about 3.5% and the mean ratio was about 1.30, indicating that the mammographic density was about 30% higher, on average, on the DFMs. (Tasks 2 and 4)
- Adapted the MDEST density segmentation system to digital mammograms successfully and the system now can be applied to both modalities (Task 4)
- Compared automated density segmentation results on DMs with radiologists’ manual segmentation and found that the correlation between the computer-estimated percent dense area and the radiologists’ manual segmentation was 0.94 and 0.92, respectively, for CC and MLO views. The root-mean-square (RMS) errors were 4.2 and 4.4%, respectively, for CC and MLO views (Task 4).
- Developed a breast boundary detection method and a pectoral muscle trimming method to improve the accuracy of breast area estimation for calculation of percent dense area. For a data set of 118 MLO view mammograms, the pectoral muscle trimming method identified 99.2% of the pectoral muscles (Task 2 and Task 4).
(7) Reportable Outcomes

As a result of the support by the USAMRMC BCRP grant, we have developed an automated breast density analysis system for both DMs and DFMs. We have also developed graphical user interfaces for interactive thresholding of breast density on mammograms by radiologists efficiently. The results of these investigations have been presented in international conferences or published in peer-reviewed journals. The publications from this project are listed below. Many of these have been reported in the annual reports.

Journal Articles:


Conference Proceeding:


Conference Abstracts and Presentations:


(8) Conclusions

We have developed an automated mammographic density segmentation system, referred to as Mammographic Density ESTimator (MDEST), for both DMs and DFMs. Our studies showed that the automated MDEST system can provide percent dense area estimates that are highly correlated with radiologists’ interactive thresholding results and the percent volumetric fibroglandular tissue estimates from MR breast images. The quantitative estimates are superior to the radiologists’ qualitative BI-RADS density assessment. The MDEST system can provide a consistent and reproducible estimation of percent dense area on routine clinical mammograms. This will facilitate studies of various factors associated with breast cancer risk and mammographic sensitivity, and monitoring the effects of interventional or preventive strategies. The image analysis tool will therefore contribute to the understanding of the relationship of density to breast cancer risk, detection, prognosis, and to the prevention and treatment of breast cancers.
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Computerized image analysis: Estimation of breast density on mammograms
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An automated image analysis tool is being developed for the estimation of mammographic breast density. This tool may be useful for risk estimation or for monitoring breast density change in prevention or intervention programs. In this preliminary study, a data set of 4-view mammograms from 65 patients was used to evaluate our approach. Breast density analysis was performed on the digitized mammograms in three stages. First, the breast region was segmented from the surrounding background by an automated breast boundary-tracking algorithm. Second, an adaptive dynamic range compression technique was applied to the breast image to reduce the range of the gray level distribution in the low frequency background and to enhance the differences in the characteristic features of the gray level histogram for breasts of different densities. Third, rule-based classification was used to classify the breast images into four classes according to the characteristic features of their gray level histogram. For each image, a gray level threshold was automatically determined to segment the dense tissue from the breast region. The area of segmented dense tissue as a percentage of the breast area was then estimated. To evaluate the performance of the algorithm, the computer segmentation results were compared to manual segmentation with interactive thresholding by five radiologists. A “true” percent dense area for each mammogram was obtained by averaging the manually segmented areas of the radiologists. We found that the histograms of 6% CC and 8 MLO views of the breast regions were misclassified by the computer, resulting in poor segmentation of the dense region. For the images with correct classification, the correlation between the computer-estimated percent dense area and the “truth” was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%. The mean biases of the five radiologists’ visual estimates for the same images ranged from 0.1% to 11%. The results demonstrate the feasibility of estimating mammographic breast density using computer vision techniques and its potential to improve the accuracy and reproducibility of breast density estimation in comparison with the subjective visual assessment by radiologists. © 2001 American Association of Physicists in Medicine. [DOI: 10.1118/1.1376640]
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I. INTRODUCTION

Breast cancer is one of the leading causes for cancer mortality among women.1 One in every eight women will develop breast cancer at some point in their lives. The most successful method for the early detection of breast cancer is screening mammography. Currently, mammograms are analyzed visually by radiologists. Because of the subjective nature of visual analysis, qualitative responses may vary from radiologist to radiologist. Therefore, a computerized method for analyzing mammographic features would be useful as a supplement to the radiologist’s assessment. Previous research efforts in computer-aided diagnosis (CAD) for breast cancer detection mainly concentrated on detection and characterization of masses and microcalcifications on mammograms by using computer vision techniques. It has been demonstrated that an effective CAD algorithm can improve the diagnostic accuracy of breast cancer characterization on mammograms, which, in turn, may reduce unnecessary biopsies. In this work, we are studying the feasibility of developing a CAD system for an analysis of breast density on mammograms. Studies have shown that there is a strong positive correlation between breast parenchymal density on mammograms and breast cancer risk.2–9 The relative risk is estimated to be about 4 to 6 times higher for women whose mammograms have parenchymal densities over 60% of the breast area, as compared to women with less than 5% of parenchymal densities.

An important difference between breast density as a risk factor and most other risk factors is the fact that breast tissue density can be changed by dietary or hormonal interventions.6,10,11 Although there is no direct evidence that changes in mammographic breast densities will lead to changes in breast cancer risk, the strong correlation between breast density and breast cancer risk has prompted researchers to use mammographic density as an indicator for monitoring the effects of intervention as well as for studying breast cancer etiology.6,11–13

Different methods have been used for the evaluation of
mammographic breast density. Earlier studies used a subjective visual assessment of the breast parenchyma primarily based on the four patterns described by Wolfe2 (N1 is comprised entirely of fat; P1 has up to 25% nodular densities; P2 has over 25% nodular mammographic densities; DY contains extensive regions of homogeneous mammographic densities). The subjectivity in classifying the mammographic patterns introduced large variability in the risk estimation. Later studies used more quantitative estimates, such as planimetry, to measure the dense area in the breast manually outlined by radiologists on mammograms.3,7 These studies indicate that the percentage (%) of mammographic densities relative to the breast area can predict the breast cancer risk more accurately than a qualitative assessment of mammographic patterns. Warner et al.15 conducted a meta-analysis of the studies published between 1976 and 1990 to investigate the effect of different methods of classification on estimates of cancer risk. They found that the mammographic parenchymal pattern does correlate with the breast cancer risk. The magnitude of the risk varies according to the method used to evaluate the mammograms. With the quantitative estimates of mammographic density, the difference in risk between the highest and the lowest risk category is substantial and is greater than the risks associated with most other risk factors for breast cancer. More recent studies used fractal texture and the shape of the gray level histogram14 to quantify the parenchymal pattern or used interactive thresholding on digitized mammograms to segment the dense area.11,15 It was reported that the thresholding method provided a higher risk value than the texture measure or the histogram shape.16 Other researchers have attempted to calculate a breast density index to model the radiologists’ perception.17

In clinical practice, radiologists routinely estimate the breast density on mammograms by using the BI-RADS lexicon as recommended by the American College of Radiology18 in order to provide a reference for mammographic sensitivity. Because of the lack of a quantitative method for breast density estimation, researchers often use the BI-RADS rating for monitoring responses to preventive or interventional treatment and the associated changes in breast cancer risk.19 We have found that there is a large interobserver variability in the BI-RADS ratings among experienced mammographers.20,21 An automated and quantitative estimation, as investigated in this study, will provide not only an efficient means to measure mammographic density, but also a reproducible estimate that will reduce the inter- and intraobserver variability of mammographic density measurements. This image analysis tool will therefore allow researchers to study more definitively the relationship of mammographic density to breast cancer risk, detection, prognosis, and mammographic sensitivity, and to better monitor the response of a patient to preventive or interventional treatment of breast cancers.

In this paper, we will describe the image processing techniques used in our automated breast density segmentation algorithm. The performance of the computer segmentation was evaluated by a comparison with the average segmentation by 5 radiologists using interactive thresholding in the same data set.

II. MATERIALS AND METHODS

A. Database

A data set consisting of 260 mammograms of 65 patients was used for the development of the histogram analysis method in this study. Each case contains the craniocaudal (CC) view and the mediolateral oblique (MLO) view of both breasts of the patient. The first 50 mammograms were consecutive screening cases from the patient files in the Radiology Department at the University of Michigan. After data analysis, it was found that there were very few dense breasts in the initial data set. An additional 15 cases visually judged by radiologists to be dense breasts were then randomly selected and mixed with the initial set. The images were processed individually without knowing their BI-RADS categories. The mammograms were acquired with mammography systems approved by the Mammography Quality Standards Act (MQSA) and were digitized with a LUMISYS 85 laser film scanner with a pixel size of 50 μm × 50 μm and 4096 gray levels. The gray levels are linearly proportional to optical densities (O.D.) from 0.1 to greater than 3 O.D. units. The nominal O.D. range of the scanner is 0–4 with large pixel values in the digitized mammograms corresponding to low O.D. The full resolution mammograms were first smoothed with a 16 × 16 box filter and subsampled by a factor of 16, resulting in 800 μm × 800 μm images of approximately 225 × 300 pixels in size for small films and 300 × 375 pixels for large films.

B. Breast segmentation and image enhancement

The breast image is first segmented from the surrounding image background by boundary detection. The detected boundary separated the breast from other background features such as the directly exposed area, patient identification information, and lead markers. The density analysis was performed only within the breast region. An automated breast boundary tracking technique developed previously22,23 was modified to improve its performance. Briefly, the technique used a gradient-based method to search for the breast boundary. The background of the image was estimated initially by searching for the largest background peak from the gray level histogram of the image. After subtracting this background level from the breast region, a simple edge was found by a line-by-line gradient analysis from the top to the bottom of the image. The criterion used in detecting the edge points was the steepness of the gradient of four adjacent pixels along the horizontal direction. The steeper the gradient, the greater the likelihood that an edge existed at that corresponding image point. The simple edge served as a starting point for a more accurate tracking algorithm that followed. The tracking of the breast boundary started from approximately the middle of the breast image and moved upward and downward along the boundary. The direction to search for a new edge point was guided by the previous edge points. The edge
location was again determined by searching for the maximum gradient along the gray level profile normal to the tracking direction. Since the boundary tracking was guided by the simple edge and the previously detected edge points, it could steer around the breast boundary and was less prone to diversion by noise and artifacts. The accuracy of the boundary tracking technique was evaluated in our previous study [23] by quantifying the root-mean-square differences between the detected and manually identified breast boundaries. In the current study, the performance of the boundary tracking technique for this data set was determined by superimposing the detected boundary on the breast image and visually judged if the detected boundary coincided with the perceived breast boundary. The breast image and its boundary were displayed by appropriately adjusting the contrast and brightness. Incomplete, jagged and mistracked boundaries were considered incorrect tracking.

The unexposed film area around the film edges was detected automatically. After the breast boundary was found, a region growing algorithm was used to fill the enclosed breast region. The result was a binary map that distinguished the region growing algorithm was used to fill the enclosed breast tissue structures. A smoothed image, \( F_E \), to the breast image. For a given breast image, \( F(x,y) \), which contains low frequency background and higher frequency breast tissue structures, a smoothed image, \( F_B(x,y) \), was obtained by applying a large-scale box filter to \( F(x,y) \) to remove the high frequency components while retaining the low frequency components. The image \( F_B(x,y) \) was then compressed by a scale factor \( k \):

\[
F_C(x,y) = kF_B(x,y).
\]  

To facilitate histogram analysis, a dynamic range compression method was developed to reduce the gray level range of the histograms. With our digitization, the gray levels of the dense tissue are higher than those of the adipose tissue. Because of variations in exposure condition and breast thickness near the periphery, the gray level distribution corresponding to the breast parenchymal pattern is superimposed on a low frequency background that mainly represents the global variations in exposure. This low frequency background distorts the characteristic features of the histogram due to the density pattern. To reduce the distortion, an adaptive dynamic range compression technique was applied to the breast image. For a given breast image, \( F(x,y) \), which contains low frequency background and higher frequency breast tissue structures, a smoothed image, \( F_B(x,y) \), was obtained by applying a large-scale box filter to \( F(x,y) \) to remove the high frequency components while retaining the low frequency components. The image \( F_B(x,y) \) was then compressed by a scale factor \( k \):

\[
F_C(x,y) = kF_B(x,y).
\]  

To reconstruct the high frequency components, \( F_C(x,y) \), was subtracted from a constant gray level \( G \), and added to the original image, \( F(x,y) \):

\[
F_D(x,y) = G - F_C(x,y),
\]  

\[
F_E(x,y) = F_D(x,y) + F(x,y).
\]

Histogram analysis was applied to the dynamic-range-compressed image \( F_E(x,y) \). Figure 2 shows an example of the resulting images and gray level histograms obtained from this procedure, where the size of box filter is \( 35 \times 35 \), the scale factor \( k \) is 0.5, and the constant gray level \( G \) is the maximum gray level of the compressed image \( F_C(x,y) \). The values of these parameters were chosen experimentally as a balance between reducing the dynamic range and preserving the image features in the compressed image.

### C. Breast density segmentation and estimation

A rule-based threshold technique was developed to segment the dense areas from the breast background. The histogram of the breast region on the dynamic-range-compressed mammogram was generated and smoothed. The histograms of these images in the database were analyzed to formulate an automatic thresholding routine. The histograms were

**Fig. 1.** (a) A mammogram from our image database; (b) the image superimposed with the detected breast boundary and pectoral muscle boundary; (c) the binary map of the segmented breast region.
grouped into four classes based on the characteristic shapes of their histograms. It was observed that the grouping corresponded approximately to the four BI-RADS breast density ratings: Class I corresponded to breasts of almost entirely fat, Class II corresponded to scattered fibroglandular densities, Class III corresponded to heterogeneously dense and Class IV corresponded to extremely dense breasts. Examples of typical histograms for these four classes are shown in Fig. 3. The histograms seemed to follow two basic patterns. In one pattern, there was only one dominant peak, which represented most of the breast structures in the breast region. In the other pattern, in addition to a large peak in the histogram, there was one or two smaller peaks on the right or left side of the large peak. In a majority of the cases, the smaller peak was distinguishable from the large one when the random fluctuation on the histogram was smoothed.

1. Peak detection and feature description

The gray level histogram within the breast area was generated and normalized, and passed through an averaging window to smooth out the random fluctuations. We estimated the window size to be in the range of 30 to 50 gray levels by experimentally evaluating the histogram shapes and density segmentation at different window sizes. Too small a window size cannot smooth out the fluctuation and too large a window size will blur the useful features. A window size of 30 was used in this study. The second derivative of every point on the histogram curve was computed. An example of the histogram and its second derivative curve are shown in Fig. 4. The zero crossing locations were detected by scanning for the positive-to-negative and negative-to-positive changes on the latter curve. If the second derivative was negative be-
between two zero crossing points, it indicated that a peak existed between these two points on the histogram. Normally, as shown in Fig. 4, a peak included the peak point $P_0$ and two valley points $P_1$ and $P_2$ located on the two sides of the peak point. The peak point $P_0$ was determined by searching for the maximum histogram value between the zero crossing points $Z_2$ and $Z_3$, and the $P_1$ and $P_2$ points were obtained by searching for the point with minimum histogram value between zero crossing points $Z_1$, $Z_2$, $Z_3$, and $Z_4$, respectively.

The following peak features can be defined by peak point $P_0$ and valley points $P_1$ and $P_2$:

- **Energy**: $E = \frac{1}{A} \sum_{i=P_1}^{P_2} f(i) \cdot f(i)$,
- **left-side energy**: $E_L = \frac{1}{A} \sum_{i=P_1}^{P_0} f(i) \cdot f(i)$,
- **right-side energy**: $E_R = \frac{1}{A} \sum_{i=P_0}^{P_2} f(i) \cdot f(i)$,
- **likelihood**: $L = E/E'$,

where $f(\cdot)$ is the histogram, $A$ is the total energy of the entire histogram and $A = \sum_{i=0}^{N} f(i) \cdot f(i)$, $N$ is the maximum gray level of the histogram. $E'$ is the energy calculated by approximating the histogram in the interval $[P_1, P_2]$ using two straight lines, $P_1P_0$ and $P_0P_2$. The energy $E$ of the peak is used to compare the sizes of the peaks on the histogram, higher energy means bigger size of the peak. $E_L$ and $E_R$ split the energy $E$ into two parts from the peak point for calculating the ratio of the energy in these two parts. The likelihood $L$ describes how close the real peak is to the triangle represented by the three points $P_0$, $P_1$, and $P_2$.

### 2. Rule-based histogram classification

A rule-based histogram classifier was developed to classify the gray level histogram of the breast area into four classes. As shown in Fig. 3, a typical Class I breast is almost entirely fat, it has a single narrow peak on the histogram. Class II has scattered fibroglandular densities, it has two peaks, other than the tail part on the left, on the histogram, with the smaller peak on the right of the bigger one. Class III is heterogeneously dense, it also has two peaks, but the smaller peak is on the left of the bigger one. Class IV is extremely dense, which has a single dominant peak on the histogram, but it is wider compared with the peak in the Class I histogram, and a second small peak sometimes occurs to the left of the main peak.

The classification is performed in two steps. In the first step, the computer determines whether there is only one single peak in the histogram. The biggest peak (main peak)
$P_M$ and its location are detected by comparing the energy of the peaks on the histogram. The single peak feature is mainly determined by the energy $E$ under the main peak and the features $E_L$ and $E_R$. If the histogram is found to have a single-peak pattern, in general, a narrow peak corresponds to very fatty breast (Class I), and a wider peak corresponds to very dense breast (Class IV). However, in some cases, the histogram of these two classes is very similar, as discussed below (Fig. 9), and it is difficult to distinguish them by their gray level histogram distributions. Two additional image features were analyzed to classify very fatty and very dense breasts. One feature is the gray level standard deviation (Std) in the entire breast area, defined as

$$\text{Std} = \left( \frac{1}{N \times \text{MAP}} \sum_{x \in \text{MAP}} \sum_{y \in \text{MAP}} (f(x,y) - \bar{f}(x,y))^2 \right)^{1/2},$$

where MAP is the breast binary map region, $N$ is the pixel numbers within MAP. Another feature is the number of single pixels and single pixel-size holes (NSH) counted in the breast area of a segmented binary image using the biggest histogram peak point $P_M$ as a threshold. For a very fatty mammogram, the breast mainly consists of a fatty background with some fibrous structures and fibroglandular tissue scattered in the breast area. The NSH value was found to be larger (greater than 50 pixels on average), and Std smaller (less than 500 on average), compared with a mammogram of a very dense breast.

In the second step, if the histogram is found to have more than one peak, decision rules are used to decide if the second major peak is on the left side or on the right side of $P_M$ by the features $E$, $E_L$, $E_R$ and $L$, and the relative position of the two peaks. If the second major peak is on the right, then the histogram is classified to be Class II; otherwise, it is classified to be Class III.

3. Gray level thresholding

Gray level thresholding is essentially a pixel classification problem. Its objective is to classify the pixels of a given image into two classes: one includes pixels with gray values that are below or equal to a certain threshold; the other includes those with gray values above the threshold. Thresholding is a popular tool for image segmentation, a variety of techniques have been proposed over the years. In our study, two threshold selection methods are used: one is the Discriminant Analysis (DA) method \(^{23}\) and the other is the Maximum Entropy Principle (MEP) based method. \(^{25}\) The DA method assumes that the image gray levels can be classified into two classes by a threshold. To estimate the threshold, a discriminant criterion based on the within-class variance and between-class variance is introduced. An optimal threshold is selected by the discriminant criterion to maximize the separability of the resultant classes in terms of gray levels. This method is well-suited for the cases where the gray level histogram is bimodal. In an ideal situation, the histogram has a deep and sharp valley between the two peaks representing objects and background, respectively, and the optimum corresponds to the gray level at the bottom of this valley. A more detailed description of the DA method can be found in Appendix A.

For the MEP method, the optimal threshold value is determined by maximizing the a posteriori entropy subject to certain inequality constraints that are derived by means of special measures characterizing the uniformity and the shape of the regions in the image. As is well-known, \(^{26}\) the maximum a posteriori probability can serve as a criterion to select a priori probability distributions when very little is known about the probability distribution. Compared with the DA method, MEP can provide a better thresholding result if the gray level histogram does not have a bimodal distribution. A more detailed description of the MEP method can be found in Appendix B.

The gray level histograms of the mammograms in our study are very complex, the histogram may be unimodal, bimodal or multi-modal. It is difficult to select an appropriate threshold by one general threshold selection method. Therefore, we combined both the DA and the MEP methods, to select a threshold according to the characteristic features of the histogram that has been classified into one of the four classes. Suppose $f(g)$ is the gray level histogram of the breast area. Let $T = \text{Method}(f(g)|g_1 < g < g_2)$ represent the threshold, $T$, that is selected by use of Method in the interval $[g_1, g_2]$ of the histogram $f(g)$, where Method can be either the DA or MEP method. The settings of the interval $[g_1, g_2]$ for the four classes are discussed below and shown in Fig. 3.

Class I: The histogram is unimodal so that the threshold is selected as

$$T = \text{MEP}(f(g)|g_1 < g < g_2),$$

where, $g_1$ is the main peak point; $g_2$ is the valley point on the right side of main peak.

Class II: The histogram is not unimodal and the histogram is classified as Class II; the threshold is selected by averaging two thresholds that are computed in two different intervals of the histogram by the DA method:

$$T_1 = \text{DA}(f(g)|g_1 < g < g_2),$$
$$T_2 = \text{DA}(f(g)|g_2 < g < g_3),$$

$$T = (T_1 + T_2)/2,$$

where $g_1$ is the valley on the left of the main peak; $g_2$ is the main peak point.

Class III: The histogram is not unimodal; there are two possibilities in the histogram distribution: there is a valley between the main peak and its left side peak, as shown in Fig. 3, or no obvious valley exists between the main peak and its left side peak. In two different intervals of the histogram, two thresholds are computed as

$$T_1 = \text{DA}(f(g)|g_1 < g < g_2),$$
$$T_2 = \text{DA}(f(g)|g_1 < g < g_2),$$

where $g_1$ is the left valley point of the left-side peak ($P_{LM}$) of the main peak, $g_1'$ is the peak point of $P_{LM}$ and $g_2$ is right valley point of the main peak. If there is an obvious valley, $T = (T_1 + T_2)/2$, otherwise $T = T_1$. 
Class IV: Since the histogram is considered unimodal, the threshold is computed by the MEP method, \( T = \text{MEP}(f(g)|g_1 < g < g_2) \), where, \( g_1 \) is the left valley point of the main peak; \( g_2 \) is the main peak point.

D. Radiologists’ segmentation of dense breast tissue

In order to evaluate the accuracy of the computer segmentation method, the computer segmentation results were compared to radiologists’ manual segmentation in the data set of 65 patient cases. Details of the observer study for estimation of the breast density and statistical analysis of the results were discussed elsewhere.27 Briefly, a graphical interface was developed for displaying the mammograms and recording the observer’s evaluation. The CC-view and MLO-view mammograms for a given breast were displayed side-by-side; a radiologist observer examined the mammograms and gave a BI-RADS rating and a visual estimation of the percent breast density with 10% increments. After the subjective evaluation, each view was displayed sequentially, together with the histogram of the dynamic-range-compressed image. The radiologist would interactively choose a threshold by moving a slider along the abscissas of the histogram plot. The segmented binary image, displayed side-by-side with the mammogram, would change instantaneously when the threshold was changed. The radiologist could inspect if the segmented area corresponded to the dense area on the mammogram. Once the radiologist was satisfied with the segmentation of the dense area, the gray level threshold and the percent dense area derived from this threshold were recorded. The display then moved to the next view of the same breast for evaluation. The mammograms of the other breast for the same patient would then be displayed and evaluated in the same way. The entire process was repeated for each patient until all patients in the data set were evaluated.

Five MQSA-approved radiologists participated in the experiment. To familiarize the radiologists with the procedures and to assist them in their visual estimation of the percent breast density, we had them trained on a separate set of 25 patient cases prior to the evaluation of the actual data set. During the training session, the computer displayed the percent breast dense area to the radiologist, which was obtained by the radiologist’s interactive thresholding of the image. The radiologist could then compare the manually segmented percentage with their visually assessed percent density for the image. This feedback helped ‘calibrate’ the radiologists’ visual estimates of the percent dense breast area. The percent dense area obtained by interactive thresholding was not displayed during the actual study.

III. RESULTS

An example of a typical mammogram from each of the four classes and its corresponding enhanced image, its histogram, the selected threshold and the segmented image are shown in Figs. 5(a)–5(d), respectively.

The average percent breast density obtained from manual segmentation by the five trained radiologists for each mammogram was used as the ‘true standard’ of the percent breast density for that mammogram. The breast region was segmented by the breast boundary tracking technique, and the pectoral muscle was trimmed for the MLO-view mammograms. The breast boundary was accurately tracked on 92.3% (240/260) of the mammograms, and the pectoral muscle was correctly trimmed on 74.6% (97/130) of the MLO views. The histograms of 6% (8 CC views and 8 MLO views) of the breast regions did not exhibit the typical characteristic features of the four classes and were misclassified by the computer, resulting in poor segmentation of the dense region.

Figure 6 shows a comparison of the percent breast density visually estimated by radiologists against the true standard for the 94% of the 260 mammograms that were classified correctly by the computer. Table I summarizes the comparison of the radiologists’ visual estimates with the true standard. The ‘difference’ between the estimated % breast density and the true standard was calculated for each case, and the mean and the standard deviation of this difference over all cases were estimated for each radiologist and shown in the table. Therefore, the mean difference was the average bias of the estimated % breast density from the true standard over all images in the data set. It can be seen that almost all radiologists had a positive bias, on average, when they visually estimated mammographic density, except for Radiologist 5 who had a small negative average bias on the CC-view reading. For a given radiologist, the over-estimation increased as the breast density increased. Although the correlation coefficients were high, ranging from 0.90 to 0.95, the deviations from the diagonal line were systematic. The average bias from the true standard varied from less than 1% to 11%, depending on the radiologist. The root-mean-square (RMS) errors of the five radiologists relative to the true standard ranged from 7.5% to 16.3%.

Figure 7 shows the comparison of the percent breast density between the computer segmentation and the true standard for the 94% of mammograms whose histograms were considered to be correctly classified. There was a trend of over-estimation in the very fatty breasts. In the medium density range, the variances from the true standard were high. Some images had a large deviation from the diagonal line, indicating that the threshold was incorrectly determined. Table II summarizes the comparison between the computer performance and the true standard. For the CC views with correct histogram classification, the correlation between the computer-estimated percent dense area and the true percent breast density was 0.94, and between the computer and the radiologists’ average visual estimate was 0.87 (not plotted). These correlation coefficients were 0.91 and 0.82, respectively, for the MLO views with correct classification. Although the correlation coefficients of the computer segmentation with the true standard were not better than those of the visual estimates, the average biases of the computer segmentation from the true standard were less than 2%, which were substantially less than those of visual estimates (Table I). This indicates that computerized segmentation is a good alternative to manual segmentation although variances of the automated method will need to be further reduced. The RMS
errors of the computer segmentation were also less than those of the radiologists' visual estimates, at 6.1% and 7.2%, respectively, for the CC view and MLO view, when the histograms were correctly classified. The biases and RMS errors for the different subsets of images are also shown in Table II. It can be seen that correct histogram classification was the most important factor in reducing the biases and the RMS errors. The contributions by breast boundary detection and pectoral muscle segmentation were minor, on average, for improving the estimation of the percent dense breast area.

Figure 8 shows the comparison of the individual radiologists' manual segmentation against the true standard. For CC views, the RMS difference in the percent breast density between an individual radiologist's manual segmentation and the true standard varied from 2.9% to 5.9% among the five radiologists. For MLO views, the RMS difference varied from 2.8% to 6.2%. The average biases of the five radiologists ranged from −2.8% to 2.2% for the CC views and from −3.1% to 3.0% for the MLO views. The maximum biases of the five radiologists varied from 4.4% to 22.6% for the CC views and from 5.2% to 23% for the MLO views.

The five radiologists provided BI-RADS density ratings for each breast. Although the BI-RADS ratings exhibited large inter-observer variations, it is interesting to compare the computer's histogram classification with the BI-RADS ratings. Since there were 260 images, each with 5 radiolo-
gists’ ratings, there were a total of 1300 rating comparisons. The comparison of the computer and the radiologists’ BI-RADS ratings is shown in Table III. It was found that 87.4% of Class I classification have BI-RADS ratings 1 or 2, 92.0% of Class II classifications have density ratings 2 or 3, 83.4% of Class III classifications have density ratings 3 or 4 and 57.1% of Class IV classifications have density rating 4. More detailed analysis of the variability of radiologists’ BI-RADS ratings was discussed by Martin et al.\textsuperscript{21}

### IV. DISCUSSION

Radiologists routinely estimate mammographic breast density using the four BI-RADS categories. In studies that require breast density estimation, radiologists’ visual estimates of mammographic density were often used as the density measure. Our observer study indicates that interobserver variation between the BI-RADS ratings of five experienced radiologists ranged from $-1$ to $+1$. The subjectively estimated percent dense area can deviate from the true standard by as much as 40%, as shown in Fig. 6. These results indicate the need to develop an objective method for the estimation of mammographic breast density in order to improve the accuracy and reproducibility of the estimation. A computerized image analysis method for mammographic breast density estimation will be a useful tool for study of breast cancer risk factors and for monitoring the change of breast cancer risk with preventive or interventional treatments.

In this study, we used the average of the percent breast area obtained with interactive thresholding by five experienced radiologists as the true standard. The gray level thresholding method used in this study could achieve a reasonable segmentation of the dense areas on the mammogram because the image was preprocessed with dynamic range compression. The image-based analysis of breast density will not provide the actual percentage of fibroglandular tissue in the breast volume. However, the previous studies that estab-

![Fig. 6. A comparison of the percent breast density between five radiologists’ visual estimates and the true standard. The dashed line represents the linear regression of all data points on the plot. The MLO view is shown. The trend for the CC view is similar.](image)

<table>
<thead>
<tr>
<th>Table I</th>
<th>A comparison of the radiologists’ visual estimate of mammographic breast density with the true standard. The “difference” was defined as the difference between the estimated % breast density and the true standard for each case, and the mean and the standard deviation of this difference are tabulated.</th>
</tr>
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<tbody>
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<td></td>
</tr>
<tr>
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<td>122</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>MLO view:</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram correctly classified</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
lished the correlation between breast density and breast cancer risk were all based on mammographic density. This indicated that mammographic density is a sufficiently sensitive marker for breast cancer risk, although it may be less accurate than volumetric density. An actual measurement of the percentage of fibroglandular tissue volume in the breast, for example, by x-ray penetration with correction for scatter and beam hardening, is difficult because it requires accurate x-ray sensitometry or phantom calibration for each image. These requirements will limit its use to a few laboratories that have specialized equipment and expert physicists. Magnetic resonance breast imaging can also provide volume measurement of dense tissue but it is expensive and not easily accessible. It can be expected that the estimation of mammographic breast density by a computerized image analysis method will be a more practical and viable approach, especially when direct digital mammography becomes more widely used in the future.

Our preliminary study indicates that breast density estimation can be performed automatically and accurately (Fig. 7). Although the accuracy of our current algorithm still needs to be improved, it can be seen that the computer segmentation can provide an estimate of the percent breast density with a very small bias (Table II). More importantly, computer segmentation will be more reproducible and consistent than visual estimates. This will improve the sensitivity of studies that depend on evaluation of the change in mammographic density over time or before and after a certain treatment.

In this study, we reduced the spatial resolution to a pixel size of 800 μm × 800 μm for image processing. The small matrix size of the reduced images improves the computational efficiency. The reduction in resolution has two major effects: reducing the image noise and blurring the details. Since the significant dense tissue in the breast that contributes to the parenchyma is relatively large compared to 800 μm, it is not expected that processing at this pixel size will have a strong effect on the accuracy of the estimated percent breast density. Differences in the segmented area may occur mainly along the boundary of the dense tissue region, but the effect may be averaged out statistically along boundaries of reasonable lengths. The residual errors in the estimation of the dense area should not be substantial in comparison with the inter- and intra-radiologists’ variations in their manual segmentation.

Successful segmentation of dense tissue depends strongly on whether a mammogram can be classified correctly into a proper class. A successful classification will likely result in the selection of a near optimal threshold. Conversely, if a mammogram is classified into a wrong class, the threshold will be selected incorrectly. For the mammograms of very fatty breasts, the gray level histogram has the characteristics of Class I, which contains one large single peak. These histograms can be distinguished relatively easily from most of the other classes of histograms if those histograms exhibit the typical features. For mammograms of BI-RADS category 2 or 3, there are scattered fibroglandular or heterogeneous densities in the breast. A small peak may be located on the left or on the right, or on both sides of the main peak on the histogram. The histogram could be classified into Class I if the small peak is not large enough and is not detected as a second peak. Otherwise, it would be classified into Class II or Class III, depending on the location of that small peak relative to the main peak of the histogram. For the two-peak pattern histogram, the DA threshold selection method is robust if there is an obvious valley between the two peaks. If the valley is flat or not obvious, averaging the two thresholds obtained by the DA method in two different intervals, as designed for this study, can reduce the chance of calculating an incorrect threshold that differs greatly from the optimum, but it also reduces the chance of finding the optimal threshold. Overall, the rules designed for classification of the two-peak patterns seem to perform consistently well for this data set. One of the difficult situations is to distinguish between

![Fig. 7. A comparison of the percent breast density between the computer segmentation and the true standard. The dashed line represents the linear regression of the data on the plot. (a) CC view, (b) MLO view.](Image)
Class I and Class IV, when the histogram of a very dense breast mimics that of a very fatty breast, as shown in Fig. 9. This image was correctly classified with the additional features, Std and NSH. However, there were other cases that failed in spite of the additional criteria. The large difference in the optimal threshold locations between these two classes will lead to a large error in the estimated percent breast density if the histogram is misclassified. Further study is needed to more accurately distinguish these two classes.

The dynamic range reduction technique reduces the variability of the gray level histograms and enhances their characteristics. This pre-processing facilitates the classification of the image into the correct class. There are many image smoothing techniques published in the literature. Low-pass filtering with a box filter is the simplest choice. The effectiveness of background correction with a box filtered image depends on the box size. We found that a $35 \times 35$-pixel filter is a good balance between computation time and the capability to remove the high frequency components. The subtraction of the low-pass filtered image from the original image is a form of unsharp masking. The breast boundary is generally enhanced as shown in Fig. 2(e). The pixels at the enhanced breast boundary contribute a small peak to the left tail of the gray level histogram of the breast area. Moreover, if dense tissue is present close to the breast boundary, it may not be segmented correctly due to intensity reduction. Other low frequency estimation techniques such as wavelet decomposition will be investigated in future studies.

In this feasibility study, we used a small data set of mammograms to develop a rule-based classifier for the histogram analysis. Although a large fraction of the histograms manifest characteristic features that can be grouped into four classes, corresponding approximately to the four BI-RADS breast density ratings, there are many exceptions. One such example is shown in Fig. 9. This causes misclassification and incorrect thresholding by the histogram classifier. It will be
necessary to investigate if other classification strategies can be more effective than a rule-based method. Furthermore, we have not performed a systematic study to optimize the many parameters used in the segmentation algorithm. Further work will be required to investigate the dependence of the segmentation accuracy on the various parameters. The parameter selection and the performance of the computer classifier will have to be improved by training with a larger data set and its generalizability evaluated with unknown cases. The generalization of the algorithm to images acquired with other digitizers or direct digital mammography systems will also need to be investigated.

V. CONCLUSION

We are developing an image analysis method for automated segmentation of the dense area from mammograms and estimation of the percent mammographic density. Our preliminary study indicates the feasibility of our approach. The computer-estimated mammographic breast density correlate closely with the average manual segmentation by five experienced radiologists and the average bias is much less than that of the radiologists’ visual estimation. We have found that correct classification of the histogram shapes is the most crucial step in our approach. The histograms of many mammograms have distinctive characteristics that can be recognized by a rule-based classifier. However, some histograms deviate from these rules and this can lead to misclassification. A further investigation will be needed to design more robust rules or classifiers to improve the classification accuracy. Despite these limitations, we have demonstrated in this preliminary study that the estimation of mammographic density can be performed efficiently and accurately by the automated image analysis tool. The fully automated algorithm can provide an objective and reproducible quantitative estimation of mammographic breast density that is expected to be superior to subjective visual assessment and comparable to manual segmentation by radiologists.
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APPENDIX A: GRAY-LEVEL THRESHOLDING—DISCRIMINANT ANALYSIS (DA) METHOD

Suppose the probability of the gray level \( n_i \) in an image with \( L \) gray levels can be estimated as

\[
p_i = \frac{n_i}{N}, \quad N = \sum_{i=1}^{L} n_i.
\]  

(A1)

If the pixels in the image are classified into two classes \( C_0 \) and \( C_1 \) by the threshold \( k \), then the probabilities of class occurrence and the class mean levels are given by...
\[ \omega_0 = \sum_{i=1}^{k} p_i = P(k), \quad \omega_1 = \sum_{i=k+1}^{L} p_i = 1 - P(k), \]  
(A2)

\[ \mu_0 = \sum_{i=1}^{k} ip_i/\omega_0 = \mu(k)/\omega_0, \]  
(A3)

\[ \mu_1 = \sum_{i=k+1}^{L} ip_i/\omega_1 = \frac{\mu_T - \mu(k)}{1 - P(k)}, \]

where

\[ P(k) = \sum_{i=1}^{k} p_i, \quad \mu(k) = \sum_{i=1}^{k} ip_i \quad \text{and} \quad \mu_T = \sum_{i=1}^{L} ip_i, \]  
(A4)

are the zeroth- and the first-order cumulative moments of the histogram up to the kth level, and the total mean level of original image, respectively.

The between-class variance is defined as

\[ \sigma_B^2(k) = \omega_0(\mu_0 - \mu_T)^2 + \omega_1(\mu_1 - \mu_T)^2 \]

\[ = \omega_0\omega_1(\mu_1 - \mu_0)^2 \frac{(\mu_T - \mu(k))^2}{P(k)(1 - P(k))}, \]  
(A5)

and the optimal threshold \( k^* \) is given by

\[ \sigma_B^2(k^*) = \max_{1 \leq k \leq L} \sigma_B^2(k). \]  
(A6)

**APPENDIX B: GRAY-LEVEL THRESHOLDING—MAXIMUM ENTROPY PRINCIPLE (MEP) METHOD**

Suppose the probability of the gray level \( n_i \) in an image with \( L \) gray levels can be estimated as

\[ p_i = n_i/N, \quad N = \sum_{i=1}^{L} n_i. \]  
(B1)

After thresholding the image by threshold \( k \), the \textit{a posteriori} probability of the pixels with gray level value less than \( k \), is given by

\[ F(k) = \sum_{i=0}^{k} p_i. \]  
(B2)

And the \textit{a posteriori} probability of all those pixels with values greater than or equal to \( k \) is \( 1 - F(k) \). Thus the Shannon entropy of the thresholded image is

\[ H(F(k)) = -F(k)\log F(k) - (1 - F(k))\log(1 - F(k)). \]  
(B3)

The optimal threshold \( k \) maximizes \( H(F(k)) \).

---
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Previous studies have found that mammographic breast density is highly correlated with breast cancer risk. Therefore, mammographic breast density may be considered as an important risk factor in studies of breast cancer treatments. In this paper, we evaluated the accuracy of using mammograms for estimating breast density by analyzing the correlation between the percent mammographic dense area and the percent glandular tissue volume as estimated from MR images. A dataset of 67 cases having MR images (coronal 3-D SPGR T1-weighted pre-contrast) and corresponding 4-view mammograms was used in this study. Mammographic breast density was estimated by an experienced radiologist and an automated image analysis tool, Mammography Density ESTimator (MDEST) developed previously in our laboratory. For the estimation of the percent volume of fibroglandular tissue in breast MR images, a semiautomatic method was developed to segment the fibroglandular tissue from each slice. The tissue volume was calculated by integration over all slices containing the breast. Interobserver variation was measured for 3 different readers. It was found that the correlation between every two of the three readers for segmentation of MR volumetric fibroglandular tissue was 0.99. The correlations between the percent volumetric fibroglandular tissue on MR images and the percent dense area of the CC and MLO views segmented by an experienced radiologist were both 0.91. The correlation between the percent volumetric fibroglandular tissue on MR images and the percent dense area of the CC and MLO views segmented by MDEST was 0.91 and 0.89, respectively. The root-mean-square (rms) residual ranged from 5.4% to 6.3%. The mean bias ranged from 3% to 6%. The high correlation indicates that changes in mammographic density may be a useful indicator of changes in fibroglandular tissue volume in the breast. © 2004 American Association of Physicists in Medicine. [DOI: 10.1118/1.1668512]
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I. INTRODUCTION

Studies have shown that there is a strong positive correlation between breast parenchymal density imaged on mammograms and breast cancer risk.1–3 The relative risk is estimated to be about 4 to 6 for women whose mammograms have parenchymal densities over 60% of the breast area, as compared to women with less than 5% densities. Other cohort studies4–13 also found that breast cancer risk in the category with the most extensive dense tissue was 1.8 to 6 times as high as that in the category with the least extensive dense tissue. Mammographic density as the risk indicator is greater than almost all other risk factors of breast cancer.5,14 Although there is no direct evidence that changes in mammographic breast densities will result in changes in breast cancer risk, the strong correlation between breast density and breast cancer risk has prompted researchers to use mammographic density for monitoring the effects of intervention as well as for studying breast cancer etiology.14–17

A number of researchers have investigated image analysis techniques to estimate breast density.15,18–28 The common approaches are to analyze the textural pattern or the percentage of mammographic densities relative to the breast area. It has been found that the texture measures were correlated with parenchymal density patterns but they appeared to be less sensitive measures of relative risk than the percent dense area.1,25,29 In current practice, breast density is estimated mainly by radiologists’ visual judgment of the fibroglandular tissue imaged on mammograms following the Breast Imaging—Reporting and Data System (BI-RADS) lexicon.30,31 Because of the qualitative and subjective nature of visual judgment, there are large intraobserver and interobserver variations in the estimated breast density. The large variability may reduce the observed correlation between breast cancer risk and breast density. It may also reduce the sensitivity of studies using mammographic density for monitoring the effect of risk modifying treatments. We have developed an automated image analysis system, Mammographic Density ESTimator (MDEST), to assist radiologists in estimating breast density on mammograms. A computerized analysis is expected to increase the reproducibility and consistency in the estimation of mammographic density, thereby improving the accuracy of the related studies. In our previous study, we have found that the percent mammographic density segmented by MDEST agreed closely with that estimated by radiologists’ interactive thresholding.32

The high correlation between breast cancer risk and breast...
density indicates that breast cancer risk may be closely related to the volume of glandular tissue in the breast. Among the modalities available for breast imaging at present, magnetic resonance (MR) imaging is likely to be the most accurate method for volumetric dense tissue estimation because fibroglandular tissue and adipose tissue can be well distinguished in MR images when a proper image acquisition technique is used. However, MR imaging is expensive, making it difficult to use MR imaging as a routine monitoring tool. On the other hand, a mammogram is a two-dimensional (2-D) projection image of a three-dimensional (3-D) object. The area of dense tissue measured on a mammogram is not an accurate measure of the volume of fibroglandular tissue in the breast because no thickness information is used. However, mammography is a widely available low cost procedure that may be used for monitoring breast density change during preventive and interventional treatment or other studies. Women who participate in screening will also have mammograms readily available for retrospective review. Therefore, mammography will most likely be the method of choice for breast density estimation.

In this study, we investigated the correlation between the volumetric fibroglandular tissue in the breast and the projected breast dense area on mammograms by analyzing the percent volumetric fibroglandular tissue in MR breast images and the percent dense area in corresponding mammograms. Our purpose in this study is not to evaluate the usefulness of either MR fibroglandular tissue volume or mammographic density as an indicator for breast cancer risk, which have been studied by other investigators. Rather, we used the MR breast images to estimate the volumetric fibroglandular tissue in the breast and explored the reason that a change in mammographic density (2-D) can be used as an indicator of breast density change (3-D). These comparisons will provide a better understanding of their relationship, and may lead to improved methods for utilizing mammographic density as a surrogate marker for breast cancer risk.

II. MATERIALS AND METHOD

A. Dataset

In a previous study, gadolinium contrast enhanced MR dynamic imaging was employed to characterize malignant and benign breast lesions. A dataset was collected with IRB approval which included MR images and corresponding mammograms acquired between detection and before biopsy for a given patient. In the MR study, several series of images were acquired for each patient. Patients were scanned prone using a commercial dual phased-array breast coil. The imaging protocol included a series was the coronal 3-D T1-weighted pre-contrast series (coronal sections 2–5 mm thick, 32 slices; 3-D Spoiled Gradient-Recalled Echo (SPGR); TE = 3.3 ms; TR = 10 ms, Flip = 40°, matrix = 256×128, FOV = 28–32 cm right/left, 14–16 cm superior/inferior, scan time = 2 min 38 sec). This 3-D SPGR sequence produces full volume coverage of both breasts with contiguous image sections. The dense parenchyma and fat tissue are well separated with this heavily T1-weighted acquisition. We used a set of 67 patients to study the correlation between the 2-D projected percentage of dense area on a mammogram and the percentage of dense tissue volume estimated from the 3-D MR images.

The mammograms consisting of the craniocaudal (CC) view and the mediolateral oblique (MLO) view of both breasts of the patient were digitized with a LUMISYS 85 laser film scanner at a pixel size of 50 μm×50 μm. The digitizer has a gray level resolution of 12 bits and a nominal optical density (O.D.) range of 0 to 4. For density segmentation, it is not necessary to use very high-resolution images. To reduce processing time, the full resolution mammograms were first smoothed with a 16×16 box filter and subsampled by a factor of 16, resulting in 800 μm×800 μm images for this study.

B. Estimation of fibroglandular tissue volume on MR images

Since it is not our intention to routinely segment MR images for breast density estimation, we did not attempt to develop an automated method for this application. Our algorithm for segmentation of volumetric fibroglandular tissue on MR images used a semi-automatic method. The computer performed an initial segmentation. A graphical user interface (GUI) was developed to allow a user to review the segmentation of every slice and make modifications if necessary. The method consists of four steps. First, the breast boundary was detected automatically on each slice. A deformable model and manual modification were used to correct for incorrectly detected boundaries that usually occurred in slices near the chest wall where there were no well-defined breast boundaries. Because of inhomogeneity of the breast coil sensitivity, the signal intensity in the breast region was not uniform across the field of view. A background correction technique that estimated the low frequency background from the gray levels along the breast boundary was developed to reduce this systematic nonuniformity. Manual interactive thresholding of the gray level histogram in the breast region was then used to separate the fibroglandular from the fatty region. Morphological erosion was used to exclude the skin voxels along the breast boundary. Finally, the volume of fibroglandular tissue was calculated by integration over all slices containing the breast. A flow chart of our algorithm is shown in Fig. 1.

C. Breast boundary detection

A two-step algorithm was developed for the detection of breast boundary on each slice. First, we used a seeded pixel thresholding algorithm (SPTA) for the initial assessment of a breast boundary. Second, a 2-D active contour algorithm further refined the boundary. For slices close to the chest wall where no clear boundary can be seen, manual modification was used to outline an estimated boundary.

The SPTA determined the optimal threshold by iteratively partitioning the MR image into two parts and using the gradient value along the boundary of the partition as a guide in optimizing the threshold. First, the center of gravity was se-
lected as the starting pixel on each slice. The gray level of the starting pixel was used as a threshold to create a binary partition of the image in which all pixels greater than the threshold were set to one and all other pixels were set to zero. Second, the gradient value of each pixel on the boundary of the binary partition was calculated by applying the Sobel filter to the original image. The gradient assessment for this particular binary partition was defined as the average gradient magnitude of these boundary pixels. The threshold value was reduced to zero in a stepwise manner. The partition for each threshold value was created and the gradient assessment for each partition was calculated as described above. The partition with the maximum gradient assessment was considered to be the initial segmentation result for the breast, and the boundary of this partition was considered to be the initial breast boundary.

After the initial segmentation, a deformable contour method was used to further refine the boundary. The movement of the boundary pixel was controlled by an energy function which consisted of internal energy and external energy. The internal energy components used in this study were the continuity and curvature of the contour, as well as the homogeneity of the segmented partition. The external energy components were the negative of the smoothed image gradient magnitude, and a balloon force that exerted pressure at a normal direction to the contour. The energy function was defined as the following:

$$E = \sum_{c=1}^{N} [E_{\text{inter}}(c) + E_{\text{exert}}(c)],$$

where $E_{\text{inter}}$ and $E_{\text{exert}}$ are the internal energy and the external energy, respectively, as defined in Eq. (2) and Eq. (3):

$$E_{\text{inter}} = w_{\text{curv}}E_{\text{curv}}(c) + w_{\text{cont}}E_{\text{cont}}(c) + w_{\text{hom}}E_{\text{hom}},$$

$$E_{\text{exert}} = w_{\text{grad}}E_{\text{grad}}(c) + w_{\text{bal}}E_{\text{bal}}(c),$$

where curv, cont, grad, bal, hom denoted curvature, continuity, gradient, balloon force and homogeneity, respectively, and each energy term was associated with a weight, $w$. The detailed definition for each term can be found in the literature.35 An example of a MR slice of a breast is shown in Fig. 2(a), and the segmented boundary is shown in Fig. 2(b). Note that the two breasts of a patient were scanned together but each breast was analyzed separately.

D. Background correction

To reduce the nonuniformity of the MR signal intensity in the breast region, a background correction technique36 using the pixel values around the segmented breast region was employed. For a given pixel $(i,j)$ inside the breast region, the gray value of the background image was estimated as shown in Eq. (4):

$$B(i,j) = \left[\frac{L}{d_l} + \frac{R}{d_r} + \frac{U}{d_u} + \frac{D}{d_d}\right] \left/ \left[\frac{1}{d_l} + \frac{1}{d_r} + \frac{1}{d_u} + \frac{1}{d_d}\right]\right.,$$

where $L$, $R$, $U$ and $D$ are the average gray values inside a breast background estimation region (BBER) centered at the left, right, upper and lower pixels on the breast boundary, respectively. A BBER was defined as the intersection of a $21 \times 21$-pixel box and the breast region. The center pixels for the left and right boxes were the intersection points between the breast boundary and a horizontal line passing through the given pixel $(i,j)$. Similarly, the upper and lower center pixels for the upper and lower boxes were the intersection points between the breast boundary and a vertical line passing through the given pixel $(i,j)$. Only the pixels that were within the intersected area between the $21 \times 21$-pixel box and the breast region were included in the definition of the BBER and the calculation of the average gray value. The contributions of the average gray levels to the background pixel $(i,j)$ were inversely weighted by their distances $d_l,d_r,d_u,d_d$ from the given pixel $(i,j)$. An example of the background corrected image is shown in Fig. 2(c).

E. Segmentation of fibroglandular tissue

We developed a GUI that allowed the user to perform a combination of manual and automatic operations to segment the breast boundary and the fibroglandular tissue on the MR
images. The first window (not shown) displayed the MR series and the corresponding mammogram of each breast to give the user an overview of the breast. The segmentation of the fibroglandular tissue on each MR slice was processed in the second window, shown in Fig. 3. The original MR slice, the corresponding background corrected image and the segmented binary image were shown in the upper part of the window. At the lower part of the window, the histogram of the voxel values in the breast region was shown. The user performed interactive thresholding on the histogram and the segmented binary image corresponding to the chosen threshold was displayed in real time in the upper part. If the breast boundary, which was automatically segmented by the computer initially, had to be corrected, the user could go to the third window and manually move the apices of the polygon outlining the boundary. The voxels contributed by the nipple were excluded. On the slices containing breast skin that had voxel values similar to those of fibroglandular tissue, a morphological erosion operation was applied to the breast boundary to exclude the skin voxels from the calculation of the fibroglandular tissue volume in the slice. The size of the structuring element could be selected interactively on the fourth window and the eroded boundary was displayed instantly for a chosen erosion operation. The user might again change the structuring element if the erosion result of the previous choice was deemed unsatisfactory. Since the eroded boundary only marked the region within which the fibroglandular voxels would be summed and would not be used for the calculation of the breast volume, as described below, it did not need to be precise as long as it excluded the skin voxels while not excluding the fibroglandular voxels.

F. MR fibroglandular tissue volume

After the fibroglandular tissue was segmented for each slice, the total number of voxels containing the fibroglandular tissue was obtained as a summation of these voxels over all slices of the breast. The total volume of the breast was obtained as the summation of the voxels enclosed by the breast boundary before morphological erosion. The ratio of these two volumes provided the percent volumetric fibroglandular tissue in the breast.

G. Mammographic density segmentation

We have previously developed an automated method for segmentation of the dense fibroglandular area on mammograms. The method, referred to as the Mammographic Density ESTimator (MDEST) was described in detail elsewhere. In brief, the breast boundary on the digitized mammogram is tracked. A dynamic-range compression technique reduces the gray level range of the breast area. By analyzing the shape of the gray level histogram, a rule-based classifier classifies the breast density into one of four classes. Typically, a Class I breast is almost entirely fat; it has a single narrow peak on the histogram. A Class II breast contains scattered fibroglandular densities. Its histogram has two main peaks, with the smaller peak on the right of the bigger one. A Class III breast is heterogeneously dense. Its histogram has two peaks, but the smaller peak is on the left of the bigger one. A Class IV breast is extremely dense. Its histogram has mainly a single dominant peak, but the peak is wider compared with the peak in the Class I histogram. A second smaller peak sometimes occurs on the left of the
main peak. Based on the histogram shape, a threshold is automatically calculated to separate the dense and fatty pixels. The mammographic density was estimated as the percentage of fibroglandular tissue area relative to the total breast area. For MLO view mammograms, the pectoral muscle is detected and excluded from the density area or breast area calculations. In our previous work, the performance of MDEST was verified by comparison with manual segmentation by 5 breast imaging radiologists using a dataset of 260 mammograms from 65 patients that were different from the cases used in the current study. We found that the correlation between the computer-estimated percent dense area and the average segmentation by the 5 radiologists was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%.

MDEST was applied to the mammograms of the 67 patients used in this study. The percent dense area on mammograms was estimated for the CC-view and the MLO-view mammogram of each breast separately. In addition, an MQSA-qualified radiologist also segmented the dense area by interactive thresholding for each mammogram. The correlation between the mammographic density obtained by manual and automatic segmentation is shown in Figs. 4(a) and 4(b) for the CC view and MLO view, respectively. The correlation coefficients for the CC view and MLO view were 0.90 and 0.89, respectively. The mammographic densities estimated by automatic and manual segmentation were compared with the percent volumetric fibroglandular tissue on MR images as described below.

H. Observer experiments

We performed an experiment to evaluate the variability of the estimated % volumetric fibroglandular tissue due to the uncertainty in the determination of the starting slice of the breast at the chest wall. The starting slice affected the estimation of the breast volume that was calculated by integrating from the starting slice to the anterior of the breast. Twenty-three MR cases from the dataset were randomly selected for this observer experiment. There were a total of 41 breasts because some cases had only one breast. For this subset of cases, each radiologist was asked to select the starting slice from the MR images for each breast. The estimated % volumetric fibroglandular tissue calculated with all available slices was then compared to that calculated with the selected starting slice. We also performed observer experiments to evaluate the inter-observer variations in the segmentation of fibroglandular tissue using the semi-automatic method. Two MQSA-qualified radiologists performed the segmentation of the fibroglandular tissue on the MR images of the 41 breasts using the semi-automatic method implemented with the GUI. A Ph.D. researcher who was trained by these radiologists also performed the segmentation independently with the GUI.

After verifying the consistency of segmentation by these observers, the trained Ph.D. completed the segmentation of all MR cases. The correlation between percent volumetric fibroglandular tissue on MR images and percent dense area on mammograms was then examined for the entire dataset.

III. RESULTS

A. Effect of selection of the starting slice

Figure 5(a) shows the correlation of the % volumetric fibroglandular tissue calculated using all available slices for the breast with that calculated using the selected starting slice by radiologist A for the 41 breasts. The correlation coefficient was 0.999. To compare the difference between their results, the mean difference and the root-mean-square (rms) residual, which is the residual from the linear least-squares-fitted line, were also calculated. The mean difference was 0.7 and the rms residual was 0.6. The result is similar for radiologist B (not shown), with a correlation coefficient of 0.999, a mean difference of 0.4 and a rms residual of 0.4. The correlation between the % volumetric fibroglandular tissue calculated using the selected starting slice by radiologist A with that calculated using the selected starting slice by radiologist B was also very high with a correlation coefficient of 0.988, a mean difference of 0.7 and a rms residual of 1.8, as shown in Fig. 5(b). These comparisons indicated that the variability in the selection of the starting slice of the breasts did not have a strong influence on the % volumetric fibroglandular tissue. We therefore used all available slices in the MR dataset for each breast in the following analyses.
B. Inter-observer variation between radiologists

Figure 6(a) shows the comparison of the percent volumetric fibroglandular tissues on MR images segmented by two radiologists for the 41 breasts. The correlation between the segmentation results of the two radiologists is 0.99. The mean difference was found to be 0.3 and the rms residual was 1.6.

C. Inter-observer variation between radiologists and trained Ph.D.

Figure 6(b) shows the comparison of the percent volumetric fibroglandular tissues segmented by the trained Ph.D. against that segmented by radiologist A. A similar result was obtained by comparing the percent volumetric tissue segmented by the trained Ph.D. and that segmented by radiologist A except that the data points were even closer to the diagonal (not shown). The correlation between the result of the trained Ph.D. and the results of both radiologists was 0.99. The corresponding mean differences were −0.8 and −0.4, respectively, and the rms residuals were 1.4 and 1.5, respectively.

D. Correlation between percent volumetric fibroglandular tissue on MR images and percent mammographic density

The percent volumetric fibroglandular tissue on MR images was compared with the percent dense area on CC- and MLO-view mammograms. After verifying that the difference in segmentation between the trained Ph.D. and the radiologists was similar to the interobserver variations between the two experienced radiologists, the trained Ph.D. completed the segmentation of the entire dataset.

Figure 7 shows the comparison of the percent volumetric fibroglandular tissue on MRI and the percent mammographic density segmented by a radiologist. The percent areas on CC- and MLO-view mammograms are higher than the percent volume on MR images with a mean difference of 5.7% and 3.0%, respectively.

Figure 8 shows the comparison of the percent volumetric fibroglandular tissue on MRI and the percent mammographic density segmented by MDEST. The percent areas on CC- and MLO-view mammograms segmented by the computer are higher than the percent volume on MR images with a mean difference of 5.3% and 2.6%, respectively.

The correlation coefficients, the mean differences and the rms residuals between the percent volumetric fibroglandular tissue on MR images and percent dense area on mammograms are compared in Table I. The correlation between the percent volume on MR images and percent area on mammograms of the fibroglandular breast tissue is high, ranging from 0.89 to 0.91. Although it is not expected that the values of percent volume agree with the values of percent area, their mean differences range only from 3% to 6% and the rms residual range from 5.4 to 6.3.
IV. DISCUSSION

Our purpose in this paper was to investigate the relationship between the percent dense area on mammogram and the percent fibroglandular tissue volume on MR image. We found a direct correlation between mammographic density and MR volumetric density (Fig. 7 and Fig. 8). The correlation coefficients between the percent area on a mammogram and the percent volume on MR images are high at 0.89 and 0.91. These results are more promising than those found in previous studies that attempted to correlate percent dense area on mammograms with MR information. Graham et al.\(^{33}\) investigated the relationship between percent density (projected dense area) on mammogram and two objective MR parameters of breast tissue, relative water content and mean T2 relaxation. Their results with 45 cases showed a positive correlation between percent density and relative water content (Pearson correlation coefficient = 0.79) and a negative correlation between percent density and mean T2 value (Pearson correlation coefficient = -0.61). Another study by Lee et al.\(^{34}\) analyzed fatty and fibroglandular tissue in different age groups to compare x-ray mammography with T1-weighted MR images. Their study with 40 cases indicated that the correlation between the two techniques is 0.63 when the fat content was more than 45%. However, the correlation coefficient decreased to 0.34 when their analysis included only dense breasts.

It may be noted that although MR imaging is currently the most accurate method for estimating the volumetric fibroglandular tissue in the breast, it is still not the ideal tool. Fibrous tissue and glandular tissue are not well separated with current MR imaging techniques. Since the amount of glandular tissue in the breast is the important factor relating to breast cancer risk, further studies are warranted for differentiating the glandular and the fibrous components of the imaged volume. The correlation between the percent glandular tissue volume and percent projected dense area on a mammogram will be a more reliable indicator of the usefulness of mammographic density analysis.

The density on mammograms is a 2-D projected area of the fibroglandular tissues. The percent dense area is not expected to be equal in value to the percent volume. The mean differences between the percent volume and the percent area on CC- and MLO-views, as determined by the radiologist’s interactive segmentation, are 5.7 and 3.0, respectively (Table I), with the percent dense area values being higher. We also investigated the rms residual between the percent volume and the percent area when the relationship between them was assumed to be linear. The rms residual between the percent volume and the percent area on CC- and MLO-views are 6.3 and 5.6, respectively (Table I), relative to the straight line obtained from linear least squares fits to the data. One possible factor that may contribute to a higher value of percent dense area on mammograms than the percent volume value on MR images is that the tissue volume imaged by the two modalities is somewhat different. The MR images include more tissue near the chest wall, which is mainly retrogranal.
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dular adipose tissue, than a mammogram does, thus reducing the percentage of fibroglandular tissue volume. The reduction in the percent volume values, however, is relatively small, as found in our study evaluating the effects of selecting starting slices for volume calculation (Fig. 5). The main difference may therefore be attributed to the geometric relationship between the volume and the projected 2-D area, explained later.

Geometrically, we do not expect the relationship between volume and its projected 2-D area to be linear. In a hypothetical situation such that the dense tissue volume is a sphere (volume $= \frac{4}{3} \pi r^3$) enclosed inside a concentric spherical shell of fatty tissue volume, the percent projected 2-D area (area $= \pi r^2$) of the inner sphere relative to the outer sphere is equal to the percent volume to the power of $2/3$. The relationship between the percent area and the percent volume is therefore not linear, and the percent area is larger in value than the percent volume for any ratio of radii between the two spheres. In general, the compressed breast and the dense tissue are not spherical. To investigate the empirical relationship between the percent area and the percent volume in the nonlinear situation, we applied least squares fits in several polynomial models to the data points in Fig. 7. The results are shown in Table II and Fig. 9. A comparison of Table I and Table II indicates that the $Y = kx^{2/3}$ model ($x =$ percent fibroglandular tissue volume, $Y =$ percent mammographic dense area) resulted in slightly larger rms residuals than the linear model. The model $Y = kx^m$ with $m$ equal to 0.83 and 0.86, respectively, for CC- and MLO-views slightly reduced the rms residuals. The best fit was obtained from the model $Y = k_1x^m + k_2$. However, the situation that the percent projected area was negative when the percent volume was zero would not occur physically. Note that if the model was fitted to the percent area data segmented by MDEST (Fig. 8), the $k_2$ values would become positive, indicating that the nonzero $k_2$ values are likely caused by segmentation biases.

Overall, these models demonstrate that there is no simple mathematical relationship between the percent volume and the percent projected area but the values for the exponents appeared to be in a reasonable range. The relationship between the percent volumes of two 3-D objects, one within another, and their percent projected 2-D area depends on their shapes. For example, the closer the two volumes are to concentric cylinders of the same height, the closer the exponent is to unity. The spread of the data points can therefore be attributed to the various irregular shapes of the fibroglandular tissue in the breasts, the changes in the shapes of the fatty and fibroglandular tissue due to compression, as well as the uncertainties in the segmentation of both the mammograms and the MR images. Although the spread of the data points in the correlation plots is large, one can expect that when the mammographic density of a given patient is monitored over time, the variations in the projected dense area due to the geometric factors, described above, will actually be much less than that observed from the scatter plots among a large number of patients. In other words, the uncertainty in the estimated percent density from the serial mammograms of a given patient should be much less than those shown in

<table>
<thead>
<tr>
<th>Radiologist</th>
<th>Computer (MDEST)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC vs MRI</td>
<td>0.91 0.91</td>
</tr>
<tr>
<td>MLO vs MRI</td>
<td>0.91 0.89</td>
</tr>
<tr>
<td>Correl. coeff.</td>
<td>6.3 5.6</td>
</tr>
<tr>
<td>rms residual</td>
<td>5.7 3.0</td>
</tr>
<tr>
<td>Mean diff.</td>
<td>5.3 2.6</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mathematical model</th>
<th>$Y = kx^{2/3}$</th>
<th>$Y = kx^m$</th>
<th>$Y = k_1x^m + k_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC Least squares Fit</td>
<td>$Y = 0.82x^{2/3}$</td>
<td>$Y = 1.03x^{0.83}$</td>
<td>$Y = 1.02x^{0.48} - 0.19$</td>
</tr>
<tr>
<td>vs MRI</td>
<td>0.82 0.85</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>MLO Least squares Fit</td>
<td>$Y = 0.73x^{2/3}$</td>
<td>$Y = 0.96x^{0.86}$</td>
<td>$Y = 0.90x^{0.60} - 0.09$</td>
</tr>
<tr>
<td>vs MRI</td>
<td>0.73 0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 9. Nonlinear fitting of the relationship between the percent volume and the percent area segmented by a radiologist with the least squares method. (a) CC view, (b) MLO view. Dashed line: $y = kx^{2/3}$; dashed–dotted–dotted line: $y = kx^m$; solid line: $y = k_1x^m + k_2$. The fitted parameters of the models, $m$, $k$, $k_1$, and $k_2$, are shown in Table II.
Fig. 7. The strong correlation observed between the percent dense area on mammograms and the percent volumetric fibroglandular tissue on MR images therefore indicates that a change in mammographic density can be a useful indicator of a change in percent fibroglandular tissue volume in the breast.

Recently, some researchers attempted to estimate the thickness of the fibroglandular tissue in local regions of the mammograms from the projected density.\(^{37}\) This approach is expected to provide a more accurate estimation of the fibroglandular tissue volume if the true thicknesses of the fibroglandular tissue and fatty tissue can be determined at various locations of the projected breast region. The volume of the fibroglandular tissue can then be summed over the pixels in the breast region and the percent volume calculated. However, to obtain accurate measurements, this approach requires the knowledge of the sensitometric curve for the screen-film mammogram at the imaging facility (or use of a digital detector with linear response) and other physical parameters such as the scatter fraction, the beam quality and beam hardening, in addition to the compressed breast thickness and the breast shape profile at the periphery. Some of the requirements may be circumvented by using a look-up table predetermined with a phantom calibration. Other factors may have to be approximated or ignored, or require further corrections by imaging each mammogram with a calibration phantom placed adjacent to the breast. This method is still being developed and the accuracy of estimating the thickness of the local fibroglandular tissue from a mammogram is yet to be determined. To our knowledge, no study to date has demonstrated that fibroglandular tissue volume estimated from mammograms has a higher correlation with the percent volumetric fibroglandular tissue volume estimated from MR images or other volumetric methods than we found in our current study. Furthermore, even if the local fibroglandular tissue thickness on mammograms can be measured in a laboratory or in an academic center using elaborate calibration schemes, it is doubtful that these methods can be translated into routine clinical measurement in mammography clinics. Its use may then be limited to controlled clinical trials. An estimation of the percent dense area projected on mammograms is likely a more practical approach for breast density assessment. The high correlation between the percent dense area and the percent fibroglandular tissue volume on MR images as demonstrated in the current study further supports the validity of this approach.

V. CONCLUSION

In this study, we investigated the correlation between the percent mammographic dense area and the percent volumetric fibroglandular tissue as measured on MR images. A semi-automatic method was developed for segmentation of the MR images and a fully automated computerized method, MDEST, was used to segment the mammograms. The performance of MDEST on the set of mammograms used in this study was verified with an experienced radiologist’s manual segmentation. The inter-observer variability in segmentation of MR images was found to be small with correlation coefficients of 0.99. The correlation between the percent volume on MR images and percent area segmented by a radiologist for either CC- view or MLO-view is 0.91. The correlation between percent volume and percent area estimated by MDEST is 0.91 and 0.89, respectively, for CC and MLO views. Mammographic density is thus highly correlated with the percent volumetric fibroglandular tissue in the breast. The high correlation indicates that changes in mammographic density may be a useful indicator of changes in fibroglandular tissue volume in the breast. Our computerized image analysis tool, MDEST, can provide a consistent and reproducible estimation of percent dense area on routine clinical mammograms. The automated image analysis tool may improve the sensitivity of quantifying mammographic density changes, thereby contributing to the understanding of the relationship of mammographic density to breast cancer risk, detection, and prognosis, and the prevention and treatment of breast cancer.
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Purpose:
To retrospectively compare computer-aided mammographic density estimation (MDEST) with radiologist estimates of percentage density and Breast Imaging Reporting and Data System (BI-RADS) density classification.

Materials and Methods:
Institutional Review Board approval was obtained for this HIPAA-compliant study; patient informed consent requirements were waived. A fully automated MDEST computer program was used to measure breast density on digitized mammograms in 65 women (mean age, 53 years; range, 24–89 years). Pixel gray levels in detected breast borders were analyzed, and dense areas were segmented. Percentage density was calculated by dividing the number of dense pixels by the total number of pixels within the borders. Seven breast radiologists (five trained with MDEST, two not trained) prospectively assigned qualitative BI-RADS density categories and visually estimated percentage density on 260 mammograms. Qualitative BI-RADS assessments were compared with new quantitative BI-RADS standards. The reference standard density for this study was established by allowing the five trained radiologists to manipulate the MDEST gray-level thresholds, which segmented mammograms into dense and nondense areas. Statistical tests performed included Pearson correlation coefficients, Bland-Altman agreement method, k statistics, and unpaired t tests.

Results:
There was a close correlation between the reference standard and radiologist-estimated density ($R = 0.90–0.95$) and MDEST density ($R = 0.89$). Untrained radiologists overestimated percentage density by an average of 37%, versus 6% for trained radiologists ($P < .001$). MDEST showed better agreement with the reference standard (average overestimate, 1%; range, −15% to +18%). MDEST correlated better with percentage density than with qualitative BI-RADS categories. There were large overlaps and ranges of percentage density in qualitative BI-RADS categories 2–4. Qualitative BI-RADS categories correlated poorly with new quantitative BI-RADS categories, and 16 (6%) of 260 views were erroneously classified by MDEST.

Conclusion:
MDEST compared favorably with radiologist estimates of percentage density and is more reproducible than radiologist estimates when qualitative BI-RADS density categories are used. Qualitative and quantitative BI-RADS density assessments differed markedly.
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Previous breast density assessments performed by using the Breast Imaging Reporting and Data System (BI-RADS) have been completely qualitative. The new (fourth edition) BI-RADS involves combined qualitative and quantitative assessments (1). The quantitative assessments are divided into quartiles, with category 1 indicating breast tissue that is less than 25% glandular; category 2, breast tissue that is approximately 25%–50% glandular; category 3, breast tissue that is approximately 51%–75% glandular; and category 4, breast tissue that is more than 75% glandular (1). The qualitative descriptive terms remain the same (1). The correlation between the new quantitative assessments and the conventional qualitative density assessments has not been well studied. The main purpose of using the BI-RADS density categories is to indicate the relative sensitivity of the mammographic examination in the detection of breast carcinoma, which may be lower in cases of dense breasts (1). Quantitative assessment of breast density may enable a more precise determination of differences in breast density.

Mammographic density is important for two main reasons: First, the sensitivity of mammography in the detection of breast carcinoma is lower in dense breasts because dense fibroglandular tissue may obscure calcifications and masses (1–3). Second, there is a direct association between increased mammographic density and increased risk of developing breast cancer (4–10). In addition, investigators who use quantitative assessment of mammographic density report higher odds ratios for the development of breast carcinoma in women with dense breasts compared with the odds ratios reported by investigators who use subjective assessment of density (7,8,11). Boyd et al (6) confirmed the importance of using precise methods to determine mammographic density: They observed a 2% increase in the relative risk of breast cancer for every 1% increase in mammographic density percentage.

There is also evidence that hormonal therapies, including estrogen and tamoxifen treatments, can change mammographic density (9,12–14) and alter the risk of breast carcinoma (15–18). Whether this relationship is causal remains to be proved. A simple and accurate method of measuring breast density would be a useful tool for investigating breast cancer risk–mammographic density relationships.

Several methods to objectively quantitate mammographic density exist. The original method, described by Wolfe et al (11) in 1987, involved the use of manual planimetry to compute the density percentage: The dense white areas on mammograms were manually traced. However, as the authors themselves noted, this method was “tedious and time-consuming.” More recent techniques have been facilitated by the advent of digital methods of acquiring and viewing mammographic data. Although these methods involve the use of computers, some of them are only partially automated (19,20). One such method was based on an ordinal ranking system rather than on a density percentage system (20). More recent computerized programs have been fully automated (10,21,22).

We developed a method in which a fully automated mammographic density estimation (MDEST) program is used to rapidly determine the perimeter of the breast and quantitate the mammographic density percentage (23). Thus, the purpose of our study was to retrospectively compare mammographic densities determined by using this MDEST program with both radiologists’ estimates of density percentage and BI-RADS breast density categories.

Materials and Methods

Mammogram Selection and Digitization

The authors had control of the data and the information submitted for publication. The data set comprised the four-view craniocaudal (CC) and mediolateral oblique (MLO) mammograms obtained in 65 patients who were randomly selected from a National Cancer Institute–designated comprehensive cancer center (University of Michigan Health Center) after institutional review board approval was obtained. This is the same mammogram data set used in a prior study (23). The requirement for individual patient informed consent was waived. Our study was HIPAA compliant. We originally selected 50 consecutive normal four-view screening mammograms for analysis. Four months later, to include more qualitative BI-RADS density category 3 and 4 mammograms—since these were underrepresented in the original sample—we selected an additional 15 consecutive normal four-view mammograms that had been qualitatively determined to be dense. The ages of the 65 women ranged from 24 to 89 years (mean, 53 years).

The mammograms had been acquired by using Mammography Quality Standards Act (MQSA)-approved GE DMR mammography units (GE Medical Systems, Milwaukee, Wis) with Kodak MR2000 (Kodak, Rochester, NY) screen and film systems. All images were digitized by using a LUMISYS 85 laser film scanner (Lumisys, Mountain View, Calif) with a pixel size of 0.05 × 0.05 mm and 4096 gray levels. The gray levels were linearly proportional to the optical densities, from 0.1 to approximately 4.0 optical density units. The nominal optical density range of the scanner is 0–4, with large pixel values corresponding to low optical density.
density. Since the breast density pattern does not have to be analyzed in high spatial resolution (ie, pixel size of 0.05 mm or less), the full-spatial-resolution mammograms were first smoothed with a 16 × 16 box filter and subsampled by a factor of 16 to result in 0.8-mm pixel size images that were approximately 256 × 256 pixels in size for the analysis. This process reduced the processing time and image noise. The technical details are described elsewhere (23). However, a different software version of the density program was used for this study.

**Mammogram Density Analysis with MDEST**

The computer first tracked the breast boundary by using a gradient-based edge-tracking algorithm, which has been described previously (23). The tracking of the boundaries of a given breast started from approximately the middle of the breast image and continued both upward and downward along the boundary. The direction in which to search for a new edge point was guided by the previous edge points. The edge location was determined by using a gradient criterion along a band of pixels perpendicular to the tracking direction. The detected boundary separated the breast from other background features, including the directly exposed area, patient identification information, and lead markers, which were excluded in the subsequent analyses. Figure 1 shows examples of the breast boundaries determined on typical CC- and MLO-view mammograms. A separate edge-tracking algorithm was used to detect the edge of the pectoral muscle on the MLO-view mammograms (Fig 1). The detected edge usually is not very smooth owing to noise on the image. A second-order polynomial was fitted to the detected edge points to segment the pectoral region. The pectoral muscle on the MLO views was excluded from the subsequent gray-level histogram analyses and breast area calculations.

A dynamic range-compression method was used to reduce the gray-level range of the histograms without affecting the relative areas of the dense tissue region and the entire breast region. The histogram of the breast region on the dynamic-range–compressed mammogram was generated, normalized, and smoothed. The histograms were analyzed by the computer to formulate an automatic thresholding routine.

After histogram classification, a gray-level threshold was automatically calculated to separate the fat and dense glandular tissue regions. The gray-level threshold depends on the shape (or class) of the histogram. If the histogram has a single peak, the maximum entropy principle–based method (24) is used to calculate the threshold. If the histogram has more than one peak, the discriminant analysis method (25) is used. The threshold is used to separate the pixels in the breast region into two classes: The class of pixel values above the threshold corresponds to dense tissue, and the class of pixel values below the threshold corresponds to fat tissue. This classification is represented on a binary image (ie, segmented image), on which dense pixels are represented by white and fat pixels are represented by black (Fig 2). The percent breast density is then calculated as the number of pixels in the dense area divided by the total number of pixels in the entire breast region.

**Mammogram Density Analysis Performed by Readers**

Seven MQSA-certified radiologists (K.E.M., M.A.H., M.A.R., J.E.B., C.P., C.E.B., K.A.K.) independently evaluated the data set. Five of these radiologists (K.E.M., M.A.H., M.A.R., J.E.B., C.P.) were involved in a prior study (23). Before evaluation of the actual data set, a set of 25 training cases was used to familiarize five of the radiologists with the MDEST program and assist them in the visual estimation of the percentage of dense area on the mammograms. Thus, five radiologists were considered to be trained, and two were not. The experience of the radiologists in interpreting mammograms ranged...
from 1 to 25 years (median, 9 years; mean, 10.4 years). The seven radiologists received their residency education at six different institutions. Two were educated at the same institution.

A graphical interface for displaying and recording the radiologists’ evaluations was developed. For a given breast, the CC- and MLO-view mammograms were first displayed side-by-side on a high-spatial-resolution 22-inch Compaq AlphaStation monitor (Compaq, Palo Alto, Calif). This monitor has a display matrix size of 1280 × 1024 pixels. It is not Digital Imaging and Communications in Medicine calibrated, but it allows one to adjust contrast and brightness settings, and we adjusted these at the beginning of the study according to the subjective impressions of an experienced MQSA-certified radiologist (M.A.H.). For each mammogram, the radiologists were able to adjust the window and level settings on the display screen.

Qualitative BI-RADS density classifications.—The radiologist first assigned each two-view mammogram to one of the four conventional BI-RADS qualitative density categories (eg, category 1, indicating fat tissue). This BI-RADS density assessment system does not include any quantitative classification used in the new (fourth edition) American College of Radiology BI-RADS (1), which was not published at the time of the study. Herein, the scores used in the new BI-RADS classification system are referred to as “qualitative BI-RADS categories.”

Quantitative estimate of density percentage.—Next, the radiologist visually estimated the density percentage on each mammogram by selecting one of the 10% density ranges displayed on the screen. Ten density percentage increments (eg, 1%–10%, 10%–20%) were used because we believed that it would be too difficult for the radiologists to visually estimate density to the nearest 1%.

Determination of reference-standard density.—After the subjective radiologist evaluation, each view (CC or MLO) was displayed sequentially. The displayed material included the original mammogram, the enhanced mammogram, the histogram of the breast region in that view, and the corresponding binary image created by thresholding the histogram. The enhanced image was generated by the MDEST program during the density segmentation. This image was basically a version of the original mammogram with the contrast of structures enhanced. The radiologist was then able to manipulate the gray-level threshold by interactively moving a slider along the horizontal axis of the histogram. The binary image changed simultaneously with the chosen threshold so that the radiologist could determine whether the segmented white area corresponded to the dense white area on the mammogram. The radiologist

<table>
<thead>
<tr>
<th>Mammogram</th>
<th>MDEST Segmented Mammogram</th>
<th>Density Reference Standard</th>
<th>Density MDEST</th>
<th>Qualitative BIRADS (range)</th>
<th>Quantitative BIRADS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.8%</td>
<td>10.1%</td>
<td>1.2(1-2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17.2%</td>
<td>19.0%</td>
<td>2.8 (2-3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>33.0%</td>
<td>35.0%</td>
<td>3 (3-3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>52.5%</td>
<td>59.1%</td>
<td>3.6 (3-4)</td>
</tr>
</tbody>
</table>

Figure 2: Four representative CC mammograms with corresponding segmented images, density estimates, and BI-RADS categories determined by trained radiologists. Note the difference between the quantitative and qualitative BI-RADS categories. Although the two middle (second and third images from top) mammograms have similar amounts of segmented breast density, the density percentage is greater in the smaller breast owing to less fat tissue.
was instructed to change the amount of segmented dense area to resemble the area that he or she would trace by hand if he or she were performing manual planimetry (11). When the radiologist determined that the segmented area was accurate, he or she clicked a button to record the gray-level threshold and density percentage for each image. Since no reference standard exists for breast density measurements, we used this value—averaged for five radiologists previously trained with the training cases—as the reference-standard density percentage for each view.

The radiologist was blinded to his or her own estimated density percentage value obtained and thus could not attempt to match his or her density percentage estimate for the different views or for different breasts of the same patient. The mammogram of the contralateral breast of the same patient was then displayed and evaluated in the same way. The entire process was repeated for each patient until the imaging data of all patients in the data set were evaluated. We also recorded how long it took the radiologists to complete their evaluations of the mammograms.

During the training session for the five radiologists, both the percentage of dense area derived by the MDEST program and that determined by using interactive thresholding were presented to the radiologists so that they could compare these two percentages with their visually estimated density percentage for each image. The percent dense areas derived by using MDEST and interactive thresholding were not displayed during the actual training sessions, the radiologists’ density percentage estimates were expressed as the mean of their visually estimated density percentage for each image. The reference-standard density and both the MDEST- and the trained radiologist-estimated densities and to obtain 95% limits of agreement, the method of Bland and Altman was used (26). Interreader agreement among the radiologists was measured by using $\kappa$ statistics (27). The strengths of agreement were expressed in $\kappa$ values: A value of 0.20 or less indicated poor; 0.21–0.40, fair; 0.41–0.60, moderate; 0.61–0.80, good; and 0.81–1.00, very good agreement. The significance of differences in overestimations of density between the trained and untrained radiologists was estimated by using the unpaired $t$ test. For the statistical calculations, the radiologists’ density percentage estimates were expressed as the mean of the 10% range (eg, for 1%–10%, 5% was used). Software, including SAS (SAS Institute, Cary, NC) and Microsoft Excel (Redmond, Wash), was used to perform all statistical analyses.

**Table 1**

<table>
<thead>
<tr>
<th>Datum*</th>
<th>Mean Value†</th>
<th>Minimal Value</th>
<th>Maximal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reader 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.38 ± 0.85</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.30 ± 0.25</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.22 ± 0.16</td>
<td>0.02</td>
<td>0.59</td>
</tr>
<tr>
<td>Reader 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.44 ± 0.90</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.23 ± 0.21</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.23 ± 0.18</td>
<td>0.02</td>
<td>0.67</td>
</tr>
<tr>
<td>Reader 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.65 ± 0.88</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.27 ± 0.19</td>
<td>0.05</td>
<td>0.65</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.25 ± 0.19</td>
<td>0.02</td>
<td>0.72</td>
</tr>
<tr>
<td>Reader 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.52 ± 1.08</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.34 ± 0.25</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.27 ± 0.20</td>
<td>0.01</td>
<td>0.72</td>
</tr>
<tr>
<td>Reader 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.52 ± 1.02</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.31 ± 0.26</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.25 ± 0.18</td>
<td>0.02</td>
<td>0.73</td>
</tr>
<tr>
<td>Reader 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.5 ± 0.90</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.42 ± 0.26</td>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>Reader 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.32 ± 1.06</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.15</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.44 ± 0.27</td>
<td>0.05</td>
<td>0.95</td>
</tr>
</tbody>
</table>

* Readers 1–5 were trained in using the MDEST method, and readers 6 and 7 were not. Radiologist estimates of breast density were based on visual estimates of density percentage.
† Mean values ± standard deviations.

**Results**

We excluded 16 (6%) of the 260 mammographic views owing to technical prob-
Density Analyses

Pearson correlation coefficients for correlations between the reference-standard density and the qualitative BI-RADS–, MDEST–, and trained radiologist–estimated densities showed strong positive linear relationships (Table 3). These positive correlations indicate that as the reference-standard density percentage increased, the values obtained with the other methods also tended to increase. Of these three estimated densities, the trained radiologists’ estimates had the highest correlation with the reference-standard density ($R = 0.90$), the MDEST measurements had the second highest correlation ($R = 0.89$), and the qualitative BI-RADS categories had the third highest correlation ($R = 0.85$). The correlation of each method with the reference-standard method was better on the CC views than on the MLO views. Correlation coefficients for agreement between the CC and MLO views of the same breast were 0.85 with MDEST; 0.96 with the reference-standard method; and 0.94, 0.95, 0.94, 0.93, and 0.94 with the estimates of the five trained radiologists.

| Table 2 |

Descriptive Statistics for Breast Density on MLO Views, Estimated by Seven Radiologists

<table>
<thead>
<tr>
<th>Datum*</th>
<th>Mean Value†</th>
<th>Minimal Value</th>
<th>Maximal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reader 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.37 ± 0.87</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.31 ± 0.26</td>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.20 ± 0.16</td>
<td>0.01</td>
<td>0.74</td>
</tr>
<tr>
<td>Reader 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.42 ± 0.91</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.23 ± 0.21</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.22 ± 0.17</td>
<td>0.03</td>
<td>0.77</td>
</tr>
<tr>
<td>Reader 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.65 ± 0.87</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.27 ± 0.19</td>
<td>0.05</td>
<td>0.75</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.24 ± 0.18</td>
<td>0.02</td>
<td>0.76</td>
</tr>
<tr>
<td>Reader 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.51 ± 1.07</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.34 ± 0.25</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.26 ± 0.2</td>
<td>0.01</td>
<td>0.82</td>
</tr>
<tr>
<td>Reader 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.52 ± 1.03</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.31 ± 0.26</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Reference-standard density (%)</td>
<td>0.23 ± 0.17</td>
<td>0.02</td>
<td>0.8</td>
</tr>
<tr>
<td>Reader 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.5 ± 0.90</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.42 ± 0.26</td>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>Reader 7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI-RADS category</td>
<td>2.32 ± 1.06</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>MDEST density (%)</td>
<td>0.25 ± 0.17</td>
<td>0.06</td>
<td>0.82</td>
</tr>
<tr>
<td>Radiologist density estimate (%)</td>
<td>0.44 ± 0.27</td>
<td>0.05</td>
<td>0.95</td>
</tr>
</tbody>
</table>

* Readers 1–5 were trained in using the MDEST method, and readers 6 and 7 were not. Radiologist estimates of breast density were based on visual estimates of density percentage.

† Mean values ± standard deviations.

Agreement of Reference-Standard Density with MDEST- and Trained Radiologist–estimated Densities

The method of Bland and Altman (26) was used to assess agreement between the reference-standard density and both the MDEST- and trained radiologist–estimated densities. The mean overall bias for the comparison between the trained radiologists’ density estimates and the reference-standard measurement was an overestimation of 6%, compared with an overestimation of 1% by the MDEST program (Table 4). The 95% limits of agreement between the trained radiologist–estimated and reference-standard densities were wider (−16% to +27%), indicating greater error in measuring density by using radiologist estimates than by using MDEST. The overall limits of agreement between the reference-standard and MDEST densities ranged from −15% to +18%. The MDEST program tended to overestimate mammographic density (up to +18%) more than it underestimated it (up to −15%).

Untrained Radiologists

The densities estimated by the two untrained breast imagers had excellent correlation with the reference-standard measurement ($R = .95$). The untrained radiologists overestimated the mammographic density percentage to a greater extent than did the trained radiologists. The untrained radiologists overestimated density by 37% with respect to the reference-standard density (Fig 3). This was in contrast to the 6% overestimation of the trained radiologists ($P < .001$). There was no significant differ-
ence in the assignment of qualitative BI-RADS density categories between the trained and untrained radiologists ($P > .43$).

Comparison with BI-RADS

A wide range of percent densities were assigned to mammograms classified in three of the four qualitative BI-RADS categories (BI-RADS 2–4) (Table 5). For example, qualitative BI-RADS category 4 included mammograms with densities of between 20% and 82%. There was also a large range of qualitative BI-RADS categories assigned to the same range of percent densities. A mammogram with 0%–24% density may have been assigned to qualitative BI-RADS category 1, 2, or 3 (Table 6) (Fig 2).

In Table 6, the new quantitative BI-RADS density quartiles (0%–24%, 25%–49%, 50%–74%, and 75%–100%) are compared with the conventional qualitative BI-RADS categories. The reference-standard percent densities are grouped to mimic the new quantitative BI-RADS breast density quartiles. There was poor agreement between the qualitative BI-RADS density classifications and the new quantitative BI-RADS density classifications, with use of the reference-standard density as truth. If the new combined qualitative and quantitative BI-RADS category 4—indicating extremely dense breast tissue—corresponded to greater than 75% breast density, far fewer cases would be classified as BI-RADS 4 compared with the number of cases that would be classified as qualitative BI-RADS 4. With use of the qualitative BI-RADS system, 110 (17%) of the 650 cases (130 breasts times five radiologists equals 650 cases) in our study were assigned to category 4. With use of the new quantitative system, none of the 650 cases was assigned to qualitative BI-RADS category 4, with $\kappa$ values (27) ranging from 0.61 to 0.76.

Interobserver Agreement

The interobserver agreement values observed for each density measurement method indicate that there was strong agreement among the trained radiologists. Intraclass correlation coefficients were 0.88 for the radiologists’ estimates of density percentage and 0.94 for the radiologists’ determinations of the reference-standard density percentage, indicating very good agreement among the radiologists’ density measurements obtained with these two methods. Pairwise comparison of the radiologists’ assignments of qualitative BI-RADS categories revealed good but lower agreement, with $\kappa$ values (27) ranging from 0.61 to 0.76.

Time

The mean time to complete the quantitative BI-RADS density category assignments and density percentage estimations with the MDEST program was 18 seconds per view (range, 13–22 seconds), with a mean standard deviation of 8 seconds (range, 7–9 seconds).

Discussion

Our study findings demonstrate that quantified breast density is a more accurate and reproducible measure of breast density than radiologist estimates derived by using the conventional qualitative BI-RADS density categories. In our study, we observed large ranges of percent densities among cases classified in three of the four qualitative BI-RADS density categories, with up to a 62% range in the category 4 cases. We also observed a large overlap in the mammographic density percentages assigned to cases classified in the four qualitative BI-RADS categories by five breast imaging specialists, with up to a 40% range overlap between categories 3 and 4. A mammogram with 30% total

| Table 3 | Correlation of Reference-Standard Breast Density with Qualitative BI-RADS Categories, MDEST Density, and Trained Radiologists’ Density Estimates |
|---|---|---|---|
| Correlation Method | Density Estimate Correlated with Reference Standard |
| | Qualitative BI-RADS | MDEST | Trained Radiologist Estimate |
| By view | | | |
| CC | 0.8682 | 0.9013 | 0.9124 |
| MLO | 0.8343 | 0.8880 | 0.8962 |
| Overall | 0.8509 | 0.8914 | 0.9035 |
| Note.—Data are Pearson correlation coefficients. |

| Table 4 | Mean Agreement between Density Measurement Methods |
|---|---|---|---|
| Correlation Method | Mean Bias* | 95% Limits of Agreement |
| | | Lower | Upper |
| Reference-Standard versus MDEST Density | | | |
| By view | | | |
| CC | $-0.0036 \pm 0.0797$ | $-0.1630$ | $0.1558$ |
| MLO | $-0.0244 \pm 0.0824$ | $-0.1892$ | $0.1404$ |
| Overall | $-0.01384 \pm 0.0816$ | $-0.1770$ | $0.1494$ |
| Reference-Standard Density versus Trained Radiologists’ Estimates | | | |
| By view | | | |
| CC | $-0.0469 \pm 0.1029$ | $-0.2527$ | $0.1589$ |
| MLO | $-0.0634 \pm 0.1117$ | $-0.2868$ | $0.1600$ |
| Overall | $-0.0551 \pm 0.1076$ | $-0.2703$ | $0.1601$ |
| * Mean bias values ± standard deviations. |
breast density could be assigned to qualitative BI-RADS category 2, 3, or 4; however, under the new system, it would be assigned to category 2.

Similar results were found in a comparison between the qualitative estimates based on the Wolfe parenchymal patterns and the quantitative determinations of density made by using manual planimetry (28). This is not surprising, given the subjective nature of both the qualitative BI-RADS density categories and the Wolfe parenchymal patterns. More recently, Wang et al (21) suggested that the visual density percentage estimates derived by three mammographers may have led to the same mammogram being assigned to different qualitative BI-RADS categories. With use of quantitative percent breast density determinations, one is more likely to detect subtle changes in breast density that may be masked when they are classified in the same BI-RADS category as the overall breast density.

Our results show that experienced radiologists’ subjective density assessments based on qualitative BI-RADS categories may be quite different from density assessments based on quantitative BI-RADS categories. For example, none of the 650 mammographic cases judged to have qualitative category 4 density had greater than 75% breast density according to quantitative BI-RADS measures. In addition, the cases with 0%–24% quantitative BI-RADS category 1 (fatty) breast density would have encompassed a majority [57%] of 650 of the mammograms, many of which were conventionally assigned to qualitative BI-RADS category 2 or 3.

A goal of the BI-RADS system is to facilitate uniformity of physician reports, and our results suggest that additional training would be necessary to enable physicians to accurately translate a visual assessment of density percentage into a quantitative assessment, as recommended by the new BI-RADS standards (1). In our study, the two untrained radiologists overestimated density by 37%. However, radiologists could be rapidly trained to estimate breast density by using a computerized density measurement program so that they could follow the new quantitative BI-RADS density classifications. Furthermore, use of the new quantitative BI-RADS assessment may lead to the “down coding” of breast density and thus the creation of nonuniformity between the old and new standards and the consequent hindering of longitudinal research. A case previously assigned to BI-RADS category 3 may now be assigned to BI-RADS category 1. Since very few breasts have greater than 75% density, the new quantified BI-RADS may functionally approach a three-density-level system, with the majority of mammographic cases assigned to categories 1 and 2.

The MDEST breast density determinations were more accurate than the radiologists’ visual estimates of breast density, as indicated by the radiologists’ overestimating of breast density to a greater degree and their larger variation in density estimates (relative to the reference-standard density) compared with the MDEST measurements. We also observed good correlations between MDEST-derived density percentage and radiologist-determined reference-standard density percentage (R = .89). Although this correlation was slightly lower than that between the trained radiologist–estimated and reference-standard densities (R = 0.90), the MDEST-derived densities had tighter agreement with the reference-standard measurements than did the radiologists’ estimates. The MDEST program overesti-

---

**Table 5**

<table>
<thead>
<tr>
<th>Density Percentage Range (%)</th>
<th>Percentage Assigned to Qualitative BI-RADS Categories by Trained Radiologists</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–11</td>
<td>1</td>
</tr>
<tr>
<td>2–45</td>
<td>2</td>
</tr>
<tr>
<td>8–60</td>
<td>3</td>
</tr>
<tr>
<td>20–82</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 6**

<table>
<thead>
<tr>
<th>Quantitative Density Percentage</th>
<th>Qualitative BI-RADS Score*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–24</td>
<td>1</td>
</tr>
<tr>
<td>25–49</td>
<td>2</td>
</tr>
<tr>
<td>50–74</td>
<td>3</td>
</tr>
<tr>
<td>75–100</td>
<td>4</td>
</tr>
</tbody>
</table>

* The quantitative (ie, reference-standard) breast density ranges correspond to the new quantitative BI-RADS density categories. Each breast (depicted on CC and MLO views) was assigned a single qualitative BI-RADS score by five trained radiologists (130 breasts times five radiologists equals 650 cases).
mated density by a mean of only 1% (range, −15% to +18%), as compared with a mean overestimation of density of 6% by the trained radiologists (with a wider range: −16% to +27%) relative to the reference-standard density percentage.

Correlation coefficients for agreement on density measurement between the CC and MLO views favored the trained radiologists, although both the MDEST program and the radiologists had good correlation. The MDEST program performed better than the untrained radiologists in the estimation of percent breast density. The two untrained breast imagers tended to overestimate density percentage by approximately 37%, which was greater than the percentage of overestimation by the trained breast imagers. These findings are in contrast to those of Lee-Han et al (28): The single radiologist in their study slightly underestimated the density percentage relative to the measured area of density. This result may have been secondary to some form of density percentage estimation training received by the radiologist, although this was not specified.

Many of the computer programs previously used to evaluate breast density have been only partially automated. The density measurement methods used by Byng et al (19) and Boone et al (20) involved manual cropping of the pectoral muscle to determine the breast area on mammograms. In addition, the Byng et al method involved manual determinations of both breast edge and breast density gray-level thresholds. With the Byng et al method, it took less than a minute to evaluate each image (19). Our fully automated program automatically detects the breast edge, crops the pectoral muscle, and estimates the gray-level threshold for density segmentation. In addition, if manual interactive thresholding (the reference-standard method used in the current study) is preferred, the MDEST user interface is fast and simple to use, requiring an average of 18 seconds per view to evaluate both the BI-RADS category–based density and the density percentage. Investigators in two other studies (10,21) have described fully automated programs for determining breast density.

We found that percent breast density determinations were more accurate on CC views than on MLO views. This was true for both the MDEST densities and the radiologist visual density estimates. The MDEST program overestimated density percentage by a mean of 2.4% on the MLO views and by a mean of 0.4% on the CC views. The radiologists overestimated density by a mean of 6.3% on the MLO views and by a mean of 4.7% on the CC views. These data suggest that in the future, CC views alone may be adequate for assessing percent breast density in temporal measurements.

There were several limitations to our study. The MDEST program had technical errors, which led to a 6% case rejection rate. Technical errors included inaccurate breast border detection and gross misclassification of the gray-scale histograms. Errors in both the anterior breast border detection algorithm and the pectoral muscle detection algorithm occurred and resulted in inaccurate breast tissue area determinations. Misclassification of the gray-scale histograms resulted in improper gray-level threshold determination, inaccurate segmentation of the dense areas, and inaccurate density percentage calculations. These histogram misclassification errors occurred more often on the mammograms with extremely dense and fatty pixels. Thus, MDEST cannot yet be used as a stand-alone density measurement method. Although further development of computer visualization techniques and additional training with a large data set are needed to improve the accuracy and robustness of MDEST, the results of this study demonstrate the feasibility of our approach and the promise of using an automated or semi-automatic system like MDEST to aid future research efforts in the investigation of mammographic breast density.

Another limitation of our study was that the BI-RADS qualitative assessments were subjective and could be institutionally defined. Six (86%) of the seven radiologists received residency training at different institutions, so strong institutional bias was less likely in this study. Also, there is no reference standard for determining breast density, so there will always be some subjective difference in determining mammographic density, even when manual segmentation is used. The averaging of five radiologists’ segmentations may have partially reduced this bias.

Our MDEST program calculates the area of mammographic breast density, which correlates with the area of fibro glandular tissue that is present. However, volume is a more accurate measure of the amount of breast tissue than is area. Accurate determination of the dense tissue volume requires sentimetry and scatter and beam-hardening corrections for each mammogram. A rough estimate of dense tissue volume could be determined by multiplying the breast thickness, which is recorded for each mammogram at our institution, by the area of dense tissue. Wang et al (21) described a computer-aided detection method that is more accurate for estimating dense mammographic tissue composition because it involves the use of a tissue-thickness-correction algorithm. This concept of breast tissue volume may be of importance in the study of breast cancer risk, because it is probably the volume of dense glandular breast tissue—rather than the density of breast tissue—that determines risk (9). Wei et al (22) recently observed a high correlation between our automated mammographic MDEST assessment method and volumetric fibro glandular tissue estimation at breast magnetic resonance imaging, suggesting that estimates of change in mammographic density are close surrogates for change in volumetric density. Further investigation is needed to determine whether rough estimates of dense tissue volume can improve the correlation between breast density and breast cancer risk.

In conclusion, the MDEST-derived densities compared favorably to radiologist estimates of percent breast density and were more reproducible than radiologist estimates of the conventional qualitative BI-RADS density categories.
Qualitative and quantitative BI-RADS density assessments differed markedly.
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Abstract. Studies have demonstrated a strong correlation between mammographic breast density and breast cancer risk. Mammographic breast density may therefore be used as a surrogate marker for monitoring the response to treatment in studies of breast cancer prevention or intervention methods. In this study, we evaluated the accuracy of using mammograms for estimating breast density by analyzing the correlation between the percent mammographic dense area and the percent glandular tissue volume as estimated from MR images. A data set of 37 patients who had corresponding MR images and mammograms was collected. The glandular tissue regions in the MR slices were segmented by a semi-automatic method and the percent glandular tissue volume calculated. Mammographic breast density was estimated by an automated image analysis program. It was found that the correlation between the percent dense area of the CC and MLO views and the percent volumetric fibroglandular tissue on MR images was 0.93 and 0.91, respectively, with a mean bias of 4.4%. The high correlation indicates the usefulness of mammographic density as a surrogate for breast density estimation.

1. Introduction

Previous studies have shown that there is a strong positive correlation between breast parenchymal density on mammograms and breast cancer risk [1-3]. The relative risk is estimated to be about 4 to 6 times higher for women whose mammograms have parenchymal densities over 60% of the breast area, as compared to women with less than 5% of parenchymal densities. The change in mammographic breast density is therefore often used as an indicator for monitoring the effects of preventive or interventional treatment of breast cancer.

Breast cancer risk is expected to depend on the volume of glandular tissue in the breast. Mammographic density is a projection of the volume of glandular tissue onto the two-dimensional image plane. To better understand the correlation between mammographic density and breast cancer risk, it is important to investigate the relationship between the projected areal density on mammograms and the volume of glandular tissue in the breast. In this study, we investigate this relationship by analyzing the percent volumetric glandular tissue in magnetic resonance (MR) images and the percent dense area in corresponding mammograms for the same breasts.
2. Materials and Methods

Our data set consisted of corresponding MR breast images and mammograms from 37 patients acquired between detection and biopsy. The MR image series used in this study, which included coronal 3D $T_1$-weighted pre-contrast images (coronal sections 2-5 mm thick, 32 slices; 3D Spoiled Gradient-Recalled Echo (SPGR); TE=3.3ms; TR=10ms, Flip=40°, matrix=256x128, FOV=28-32cm right/left, 14-16cm superior/inferior, scan time=2 min 38 sec) was part of a dynamic breast MRI study. This 3D SPGR sequence produced full volume coverage of both breasts with contiguous image slices. An example of images from one breast is shown in Fig. 1. Although this is not the optimal pulse sequence for separating water and fat, the fibroglandular parenchyma (~water) and fatty tissue are well separated with this heavily $T_1$-weighted acquisition and therefore the series was chosen for this study.

![MR images of the right breast of a patient](image)

**Fig. 1.** MR images of the right breast of a patient. The two-view mammogram of the same breast is shown in Fig. 2.

We have developed a graphical user interface that displays the MR series and the corresponding mammogram of each breast. The interface allows the user to perform a combination of manual and automatic operations to segment the MR images. Each MR slice is first thresholded to separate the breast from the surrounding region. For slices close to the chest wall where no clear boundary can be seen, the boundary is manually drawn and evaluated by radiologists. Background correction [4] using the voxel values around the segmented breast region is employed to correct for the non-
uniformity across the breast area due to the breast coil. The histogram of the voxel values in the breast region is then formed and interactive thresholding is used to segment the fibroglandular tissue from the fatty tissue. A morphological erosion operation along the breast boundary then excludes the skin voxels from the calculation of the fibroglandular tissue area in each slice. Finally, an integration of the fibroglandular voxels in all slices relative to the breast volume provides the percent volumetric fibroglandular tissue in the breast.

We have previously developed an automated image analysis tool (Mammographic Density ESTimator) to assist radiologists in estimating mammographic breast density [5]. MDEST performs dynamic range compression, breast boundary tracking, pectoral muscle segmentation for the MLO view, automatic thresholding based on gray level histogram analysis, and calculates the percent dense area on a mammogram. We found that the correlation between the computer-estimated percent dense area and radiologists’ manual segmentation was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%. An example of a mammogram segmented by MDEST is shown in Fig. 2.

![Mammogram segmentation](image)

Fig. 2. Automated breast density segmentation from mammograms. Upper row: CC view. Lower row: MLO view.

3. Results

Scatter plots of the percent volumetric fibroglandular tissue versus the percent dense area on mammograms are shown in Fig. 3(a) and 3(b) for the CC- and MLO-view mammograms, respectively. The correlation of percent dense area of the CC and MLO views with the percent volumetric fibroglandular tissue on MR images was found to be 0.93 and 0.91, respectively, with a mean bias of 4.4%.
Fig. 3. Correlation of % volumetric fibroglandular tissue on MR images with % dense area on mammograms for 37 patients. The left and right breasts are plotted as separate data points on each graph. The dash lines are linear least squares fits to the data points.

4. Conclusion

Mammographic density is highly correlated with the volumetric fibroglandular tissue in the breast, indicating its usefulness as a surrogate for breast density estimation. The computerized image analysis tool, MDEST, is useful for estimation of mammographic density. The automated analysis is expected to contribute to the understanding of the relationship of mammographic density to breast cancer risk, detection, and prognosis, and to the prevention and treatment of breast cancer.

Acknowledgements

This work is supported by U. S. Army Medical Research and Materiel Command grants DAMD 17-01-1-0326 and DAMD 17-99-1-9294. The content of this paper does not necessarily reflect the position of the government and no official endorsement of any equipment and product of any companies mentioned should be inferred.

References

Performance evaluation of an automated breast density estimation system for digital mammograms and digitized film mammograms

Chuan Zhou, Heang-Ping Chan, Jun Wei, Mark A. Helvie, Marilyn A. Roubidoux, Chintana Paramagul, Alexis V. Nees, Lubomir M. Hadjiiski, Berkman Sahiner

Department of Radiology, University of Michigan, Ann Arbor, MI 48109    chuan@umich.edu

Abstract. Studies have demonstrated a strong correlation between mammographic breast density and breast cancer risk. We have previously developed a computerized system, mammographic density estimator (MDEST), to estimate breast density automatically on digitized film mammograms (DFM). In this study, we evaluated the performance of the MDEST system on full field digital mammograms (FFDM) and DFMs. The input to the system is a preprocessed dynamic range compressed image. The breast region is first segmented by breast boundary detection. The pectoral muscle is trimmed if it is an MLO view. A rule-based classifier is then used to classify the breast image into one of four classes according to the characteristics of its gray level histogram. The dense area from the breast region is subsequently segmented by automatic gray level thresholding. The breast density is estimated as the percentage of the segmented dense area relative to the breast area. In this study, two-view FFDM and the corresponding DFM from 99 patients with 202 images in each set were used. The dense area on each mammogram was segmented by 4 radiologists using interactive thresholding and their average was used as the “gold standard”. The MDEST system was directly applied to the FFDM and DFM data without any re-training except that the preprocessing filter was modified for FFDMs. We found that the correlation between the estimated percent dense area and the gold standard was 0.850 and 0.873 on FFDM, and 0.885 and 0.824 on DFM, for CC and MLO views, respectively. The results demonstrated the feasibility of estimating breast density automatically on FFDM and DFM using the same MDEST system.

1. Introduction

Studies have demonstrated a strong correlation between breast density on mammograms and breast cancer risk (Saftlas and Szklo 1987; Brisson et al. 1989; Saftlas et al. 1991; Oza and Boyd 1993; Boyd et al. 1998; Yaffe et al. 1998). The relative risk is estimated to be about 4 to 6 times higher for women whose mammograms have parenchymal densities over 60% of the breast area, as compared to women with less than 5% of parenchymal densities. The strong correlation between breast density and breast cancer risk has prompted researchers to use mammographic density as an indicator for monitoring the effects of preventive or interventional treatment of breast cancer.

Because of the subjective nature of visual analysis, qualitative estimation may vary from radiologist to radiologist. A computerized method for measuring mammographic density would be useful as a supplement to the radiologist’s assessment. We have previously
developed a computerized system, mammographic density estimator (MDEST) (Zhou et al. 2001), to estimate breast density automatically on digitized film mammograms (DFM). The MDEST system performs dynamic range compression, breast boundary tracking, pectoral muscle trimming for MLO view, gray level thresholding based on histogram analysis, and calculation of the percent dense area on the mammogram. In the previous study, 260 digitized 4-view mammograms of 65 patients were used. The gold standard of percent dense area of the breast region for each mammogram was obtained by averaging five radiologists’ manually segmented percent dense area. We found that the correlation between the computer-estimated percent dense area and radiologists’ manual segmentation was 0.94 and 0.91, with RMS errors at 6.1% and 7.2%, respectively, for CC and MLO views.

In this study, we investigate the feasibility of computerized mammographic density estimation on FFDMs and DFMs using the same image segmentation system. The MDEST system was directly applied to the FFDM and the corresponding DFM without any re-training except that the preprocessing filter was modified for FFDMs. The performance was evaluated by analyzing the correlation between the computer-estimated mammographic density and the gold standard obtained by radiologists’ interactive thresholding.

2. Materials and Methods

The data sets consisting of FFDM and the corresponding DFM of 99 patients with 202 images in each set were used. Each case contains the craniocaudal (CC) view and the mediolateral oblique (MLO) view. The FFDM was acquired with a GE Senographe 2000D system and the raw GE FFDM was processed by a Laplacian pyramid multi-resolution preprocessing method (Wei et al. 2004). The preprocessed image was downsized to a pixel size of 800 µm x 800 µm image and 4096 gray levels. The DFM was acquired with mammography systems approved by the Mammography Quality Standards Act (MQSA) and was digitized with a LUMISYS 85 laser film scanner with a pixel size of 50 µm x 50 µm and 4096 gray levels. The digitized mammogram was also downsized to a 800 µm x 800 µm image using a 16x16 box filter.

Our previously developed computerized system MDEST was applied to the FFDMs and DFMs to estimate the mammographic density without any re-training. The density estimation was performed in three stages: breast region segmentation, image enhancement, and gray level thresholding based on histogram analysis. First, the breast region was segmented from the surrounding background by an automated breast boundary tracking algorithm for DFM. For FFDM, thresholding was used to separate the breast region from the background. Since our current pectoral muscle trimming program is not 100% accurate, the pectoral muscle was manually trimmed on the MLO view images for both DFM and FFDM in this study in order to separate the errors due to breast density segmentation from those due to pectoral muscle trimming. Second, an adaptive dynamic range compression technique was applied to enhance the DFM image. For FFDM image, a Laplacian pyramid multi-resolution preprocessing method (Wei et al. 2004) was used for image enhancement. At the third stage, for both FFDM and DFM, rule-based classification was used to classify the breast image into one of four classes according to the characteristic features of its gray level histogram (Zhou et al. 2001). For each image in the classified classes, a gray level threshold was determined adaptively to segment the dense area from the breast region. The breast density was estimated as the percentage of the segmented dense area relative to the breast area. As an example, typical mammograms in the four classes with the corresponding enhanced images, histograms, selected thresholds and the segmented image are shown in Figure 1. To evaluate the performance of MDEST, the computer segmentation results were compared to those by
manual segmentation with interactive thresholding by four MQSA radiologists. The “gold standard” of percent dense area for each mammogram was obtained by averaging the manually segmented percent dense areas of the four radiologists.

3. Results

Figures 2(a)-(d) show the comparison of the percent dense area between the estimation by the MDEST system and the gold standard on FFDM and DFM for CC- and MLO-view mammograms, respectively. Table 1 summarizes the comparison between the MDEST performance and the gold standard for FFDM and DFM, respectively. The correlation between the computer-estimated percent dense area and the gold standard is 0.850 and 0.873.

Figure 1. Typical mammograms in the four density classes and the corresponding enhanced and segmented images, histograms and thresholds. The columns from left to right correspond to the original image, enhanced image, segmented image and the histogram. Rows from top to bottom correspond to class one to four.
Figure 2. Comparison of the percent dense area between the estimation by the MDEST system and the gold standard. The dashed line represents the linear regression of the data on the plot. (a) FFDM CC view, (b) FFDM MLO view, (c) DFM CC view, (d) DFM MLO view.

Table I. The correlation and RMS difference between the estimated percent dense area by the MDEST system and the gold standard (average of four MQSA radiologists).

<table>
<thead>
<tr>
<th>Image subsets</th>
<th>FFDM</th>
<th>DFM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>RMS Error</td>
</tr>
<tr>
<td>CC view</td>
<td>0.850</td>
<td>7.26%</td>
</tr>
<tr>
<td>MLO view</td>
<td>0.873</td>
<td>5.70%</td>
</tr>
<tr>
<td>All images</td>
<td>0.859</td>
<td>6.52%</td>
</tr>
</tbody>
</table>

on FFDM, and 0.885 and 0.824 on DFM, for CC and MLO views, respectively. For all of the images combining CC- and MLO-views, the correlation is 0.859 and 0.855 on FFDM and DFM, respectively. The RMS difference in the percent dense area between the MDEST estimation and the gold standard is 7.26%, 5.70% and 6.52% on FFDM, and 6.87%, 8.16% and 7.54% on DFM for CC-view alone, MLO-view alone, and combined CC and MLO-views, respectively.
4. Conclusion
Our preliminary study demonstrated that the estimation of mammographic density could be performed efficiently by the automated image analysis tool. The computer-estimated percent dense area had a high correlation with the gold standard obtained from averaging four MQSA radiologists’ manual segmentation. The results also demonstrated the feasibility of estimating breast density automatically on FFDM and DFM using the same MDEST system. Further study will be conducted to improve the breast density segmentation accuracy.
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ABSTRACT
Automatic identification of the pectoral muscle on MLO view is an essential step for computerized analysis of mammograms. It can reduce the bias of mammographic density estimation, will enable region-specific processing in lesion detection programs, and also may be used as a reference in image registration algorithms. We are developing a computerized method for the identification of pectoral muscle on mammograms. The upper portion of the pectoral edges was first detected to estimate the direction of the pectoral muscle boundary. A gradient-based directional (GD) filter was used to enhance the linear texture structures, and then a gradient-based texture analysis was designed to extract a texture orientation image that represented the dominant texture orientation at each pixel. The texture orientation image was enhanced by a second GD filter. An edge flow propagation method was developed to extract edges around the pectoral boundary using geometric features and anatomic constraints. The pectoral boundary was finally generated by a second-order curve fitting. 118 MLO view mammograms were used in this study. The pectoral muscle boundary identified on each image by an experienced radiologist was used as the gold standard. The accuracy of pectoral boundary detection was evaluated by two performance metrics. One is the overlap percentage between the computer-identified area and the gold standard, and the other is the root-mean-square (RMS) distance between the computer and manually identified pectoral boundary. For 118 MLO view mammograms, 99.2% (117/118) of the pectoral muscles could be identified. The average of the overlap percentage is 94.8% with a standard deviation of 20.9%, and the average of the RMS distance is 4.3 mm with a standard deviation of 5.9 mm. These results indicate that the pectoral muscle on mammograms can be detected accurately by our automated method.

Keywords: Computer-aided detection, Pectoral muscle trimming, Breast density estimation, Directional gradient filter

1. INTRODUCTION
Breast cancer is one of the leading causes of cancer mortality among women\(^1,2\). At present, the most successful method for the early detection of breast cancer is screening mammography\(^3\). It has been demonstrated that an effective computer-aided diagnosis (CAD) system can provide a second opinion to the radiologists and improve the accuracy of detection and characterization of mammographic abnormalities, which, in turn, may reduce unnecessary biopsies. Studies have shown that there is a strong positive correlation between breast parenchymal density on mammograms and breast cancer risk\(^1,4-6\). The relative risk is estimated to be about 4-6 times higher for women whose mammograms have parenchymal densities over 60% of the breast area, as compared to women with less than 5% of parenchymal densities. Mammograms are analyzed visually by radiologists, the qualitative response may vary from radiologist to radiologist due to the subjective nature of visual analysis. We have previously developed a computerized system, mammographic density estimator (MDEST), to estimate breast density automatically on digitized film mammograms.\(^7\) For each mammogram, the breast region was first segmented by breast boundary detection and, for the mediolateral oblique (MLO) view, with additional pectoral muscle trimming. A gray level threshold was then automatically determined to segment the dense tissue from the breast region. The breast density was estimated as the percentage of the segmented dense area relative to the breast area. Our preliminary study indicated that the computer-estimated mammographic breast density correlated closely with the "reference standard" obtained by averaging five experienced radiologists’ manual segmentations and the average bias was much less than that of the radiologists’ visual estimation.

Automatic identification of the pectoral muscle is an essential step for computerized analysis of mammograms. Accurate segmentation of the pectoral muscle on MLO-view mammograms can reduce the bias of mammographic
density estimation and improve the performance of our MDEST method. It will enable region-specific processing in lesion detection programs to reduce false negatives. False positives can be reduced if the detected objects in the pectoral muscle area can be selectively suppressed. The identification of the pectoral muscle may also be used as a reference in image registration algorithm for multiple-view analysis of mammograms.

In our preliminary study, the pectoral muscle was trimmed using a gradient-based pectoral edge detection method: the initial edge in the pectoral region was first found as the maximum gradient point by a line-by-line gradient analysis from the chest wall to the breast boundary. An edge validation process was then performed to remove the false pectoral muscle edges using a line fitting method, and a coarse direction of the pectoral edges was estimated from the validated edges. The remaining pectoral edges were extrapolated along the estimated pectoral direction. Finally, a second order curve was fitted to the detected pectoral edges to generate the pectoral boundary. Using the above method, 74.6% of the pectoral muscles were determined by visual judgment to be correctly identified in this preliminary study.

The purpose of this study is to improve the performance of our previously developed pectoral muscle segmentation method. Accurate identification of the pectoral muscle on mammograms is challenging, especially for the improperly positioned MLO-view images and the images containing dense glandular tissues overlapping with the pectoral muscle region. In this work, we developed a two-stage gradient-based texture analysis method to detect the pectoral boundary. In the first stage, linear texture structures were enhanced and the directional gradients were computed using a directional filter. In the second stage, a texture orientation image was derived as the dominant texture orientation at each pixel. A diffusion filter was used to estimate the global direction of the pectoral boundary. An edge flow propagation method was developed to extract the pectoral edges with the guidance of the estimated global direction.

2. MATERIALS AND METHODS

2.1 Materials

In this study, 118 MLO-view mammograms from 103 patients were randomly selected from the patient files in the Radiology Department at the University of Michigan. Data collection was approved by the Institutional Review Board and individual patient informed consent was waived. The mammograms were acquired with Mammography Quality Standards Act (MQSA) approved GE DMR (Milwaukee, Wisconsin) mammography units using Kodak MR2000 screen/film systems. All films were digitized with a LUMISYS 85 laser film scanner with a pixel size of 50 \( \mu \text{m} \times 50 \mu \text{m} \) and 4096 gray levels. The resolution of the mammograms was reduced to 800 \( \mu \text{m} \times 800 \mu \text{m} \) for segmentation of the pectoral muscle.

2.2 Pectoral muscle identification

Figure 1 summarizes the automatic pectoral muscle identification scheme. The interference due to overlapping of the glandular tissue on the pectoral muscle region is first reduced by smoothing the mammogram using an edge preserving anisotropic diffusion filter. Because less glandular tissue appears at the upper region of the pectoral muscle, the upper portion of the pectoral boundary usually remains sharp after smoothing and can be detected robustly by searching the maximum horizontal gradients on the diffused image. The extrapolation of the detected upper pectoral boundary provides a coarse global direction of the pectoral boundary. To refine the entire pectoral boundary, a gradient-based directional (GD) filter was first employed to enhance the linear texture structures on the mammogram. The orientation of the digitized image could be automatically determined by the curvature of the breast boundary. For example, if the image was positioned such that the chest wall was on the right side, it could be assumed that the pectoral boundary is at a direction approximately from the top-left to the bottom-right with less than 45 degree deviation. Therefore, in our study, the kernel of the GD filter was designed as a step function with 45 degree orientation. After the pectoral edge was enhanced by the GD filter, a gradient-based texture analysis was used to compute an orientation image which represented the dominant texture orientation at each pixel. The orientation image was smoothed using an edge preserving mean shift algorithm that iteratively shifted each pixel to the average of the pixels in its neighborhood. The texture patterns with dominant texture orientations directing from the top-left to the bottom-right, which were more likely to be the pectoral edges, were enhanced by applying a second GD filter to the smoothed orientation image. Candidate edges of the pectoral muscle were detected on the enhanced orientation image using a ridge-tracking.
algorithm. The ridges were tracked by searching for the local maximum along the coarse global direction estimated, as described above, by the upper pectoral boundary on the anisotropic diffused image. With the guidance of the estimated global direction of the pectoral boundary and the anatomical constraints, an edge flow propagation algorithm was then used to extract the boundary points of the pectoral muscle by pruning the edges that are less likely to lie on the pectoral boundary. A second order curve fitting was finally used to generate the pectoral muscle boundary. Figure 2 shows examples of the intermediate images of pectoral boundary enhancement and edge tracking corresponding to the various stages shown in the flowchart in Figure 1.

3. RESULTS

An experienced MQSA-radiologist used a graphical user interface to manually draw the pectoral muscle boundary on each MLO-view mammogram, which was then used as the gold standard for the evaluation of the performance of our pectoral muscle detection program.

For each MLO view mammogram, the accuracy of pectoral boundary detection was evaluated by two performance metrics: the percentage of overlap, defined as the ratio of the overlap area between the computer detected pectoral muscle area and the gold standard relative to the gold standard, and the root-mean-square (RMS) distance obtained by calculating the shortest distance point by point between the computer-identified pectoral boundary and the manually marked pectoral boundary. For the data set of 118 MLO view mammograms, 99.2% (117/118) of the pectoral muscles could be identified, the average of the percent overlap area is 94.8% with a standard deviation of 20.9%, the average of the RMS distance is 4.3 mm with a standard deviation of 5.9 mm.

Figure 3 shows some examples of pectoral boundary identification on mammograms. The computer identified pectoral boundaries were shown in white lines and the dark lines show the radiologist’s hand drawn boundaries. Figure 3 (a)-(b) show the pectoral boundary can be identified accurately on mammograms with weak pectoral edges (figure 3(a) ) and a large area of dense tissues overlapping on the pectoral muscle area (shown in figure 3(b) ). Figure 3(c)-(d) show two examples of less accurate pectoral boundaries detected by the computer. Figure 3(e) shows the only case in this data set that the computer failed to detect the boundary.

4. CONCLUSION

The newly developed gradient-based directional filter and the dominant texture orientation estimation method can enhance the pectoral boundary regions. The edge flow propagation method can accurately extract pectoral edges to generate the pectoral boundary. Automatic pectoral muscle identification will provide the foundation for many mammographic image analysis tasks in CAD applications.
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**Figure 1. Automated pectoral muscle detection scheme**
Figure 2. Example of boundary enhancement and segmentation of pectoral muscle. (a) original image; (b) texture orientation image after first GD filter and texture-flow analysis; (c) ridge image enhanced by the 2nd GD filter; (d) tracked ridges; (e) smoothed image using anisotropic diffusion filter; (f) initial pectoral edges detected from the smoothed image in (e) for the estimation of the coarse direction of the pectoral boundary; (g) propagated pectoral edges on the ridge image (c) with the guidance of the coarse direction estimated from the smoothed image shown in (f); (h) the final identified pectoral boundary after 2nd order curve fitting.
Figure 3. Examples of pectoral boundary segmentation on mammograms. (a)-(b): accurate identification of pectoral boundary; (c)-(d): less accurate identification of pectoral boundary; (e) the only mammogram in our data set that the computer failed to identify the pectoral muscle due to the small portion of the pectoral muscle area within the breast region.
Breast Density Estimation: Correlation of Mammographic Density and MR Volumetric Density


Studies have demonstrated a strong correlation between mammographic breast density and breast cancer risk. Mammographic breast density may therefore be used as a surrogate marker for monitoring the response to treatment in studies of breast cancer prevention or intervention methods. In this study, we evaluated the accuracy of using mammograms for estimating breast density by analyzing the correlation between the mammographic areal density and the glandular tissue volume as estimated from MRI.

A data set of fifty patients who had corresponding MR images and mammograms was collected. The coronal MR images provided full volume coverage of both breasts with contiguous image sections. Heavily T1-weighted acquisition was used which produced images with well-separated dense parenchyma and adipose tissue. The glandular tissue regions in the MR sections were outlined interactively by experienced radiologists with a graphical user interface and the percent glandular tissue volume calculated. Mammographic density was estimated with an automated image analysis program and compared to that provided by manual segmentation. The computer algorithm included dynamic range compression, breast boundary tracking, and automatic thresholding based on analysis of the gray level histogram. The dense tissue regions on the mammogram were then segmented and the percent dense area estimated.

The correlation between the computer-estimated percent dense area and radiologists’ manual segmentation of mammographic density was found to range from 0.91 to 0.94 in an independent set of mammograms. The analysis of the relationship between mammographic percent dense area and MR percent glandular tissue volume is underway. We will discuss the correlation of the breast fibroglandular-to-adipose ratios estimated from these two approaches.
AUTOMATED ANALYSIS OF MAMMOGRAPHIC BREAST DENSITY FOR BREAST CANCER RISK ESTIMATION
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Mammographic breast density, an indicator of the proportion of fibroglandular vs. fatty tissue in the breast, has been found to have strong correlation with breast cancer risk. Mammographic breast density has therefore been used for monitoring the response in studies of preventive or interventional treatment of breast cancer. Breast density changes during the course of treatment are often estimated visually on mammograms by radiologists; which involves large inter- and intraobserver variations. The goal of this project is to develop an automated image analysis method that can provide a more consistent and reproducible estimate of the percent dense breast area on a mammogram.

An automated computer program has been developed that performs breast density analysis using the following steps: detection of the breast boundary, reduction of the image dynamic range, analysis and classification of the shape of the gray level histogram, adaptive gray level thresholding, and estimation of the percent dense tissue area relative to the breast area. The performance of the algorithm was evaluated by comparing the computer segmentation results to manual segmentation with interactive thresholding by five radiologists.

To further investigate the relationship between the mammographic breast density and the amount of fibroglandular tissue in the breast, the image analysis program was applied to the mammograms of 37 patients who had corresponding magnetic resonance (MR) images of the breasts. The fibroglandular tissue regions in the MR slices were segmented interactively with a user interface, and the percentage of fibroglandular tissue volume in the breast estimated. The correlation between the percent dense area estimated from mammograms and the percent volumetric fibroglandular tissue estimated from MR images was studied.

We found that the correlation between the computer-estimated percent dense area and the average of the five radiologists’ manual segmentation was 0.94 and 0.91, respectively, for CC and MLO views, with a mean bias of less than 2%. The percent breast dense area of the CC and MLO views has a correlation of 0.92 and 0.91, respectively, with the percent volumetric fibroglandular tissue on MR images. Mammographic density is therefore highly correlated with the volumetric fibroglandular tissue in the breast, indicating its usefulness as a surrogate for breast density estimation.

The computerized image analysis tool is useful for breast density estimation on mammograms. The automated analysis is expected to contribute to the understanding of the relationship of mammographic density to breast cancer risk, detection, and prognosis, and to the prevention and treatment of breast cancer.

The U.S. Army Medical Research Materiel Command under DAMD17-01-1-0326 supported this work.
Purpose: Previous studies have found that mammographic breast density is highly correlated with breast cancer risk. We have developed a computerized image analysis tool, Mammography Density Estimator (MDEST), to estimate the percent dense area on mammograms. In this study, we analyzed the correlation between mammographic percent dense area and percent volumetric fibroglandular tissue on MR images.

Method and Materials: For the estimation of mammographic breast density, MDEST performs the following procedures: detection of the breast boundary, reduction of the image dynamic range, analysis and classification of the gray level histogram, adaptive gray level thresholding, and estimation of the percent dense tissue area relative to the breast area. The performance of MDEST was validated by comparing its segmentation to that with manual interactive thresholding by five radiologists in 260 mammograms. For the estimation of the percent volume of fibroglandular tissue in breast MR images, a semi-automatic method has been developed to segment the fibroglandular tissue from each slice. First, the breast boundary is detected automatically. A deformable model and manual modification are used to correct for incorrectly detected boundaries that usually occur in slices near the chest wall where the breast boundary is not well-defined. Because of the nonuniformity of the breast coil, the signal intensity in the breast region is not uniform across the field of view. A background correction technique that estimates the low frequency background from the gray levels along the breast boundary is developed to reduce the nonuniformity. Finally, manual interactive thresholding of the gray level histogram in the breast region is used to separate the fibroglandular from the fatty region. The tissue volume is calculated by integration over all slices containing the breast. A data set of 54 cases having MR images and corresponding 4-view mammograms was used in this study. The MR images were coronal 3D SPGR T1-weighted pre-contrast images.

Results: The percent volume of fibroglandular tissue had a correlation of 0.92 and 0.91 with the percent dense area obtained on CC-view and MLO-view mammograms, respectively. The percent mammographic dense area slightly overestimates the percent volume with a mean bias of 3%.

Conclusions: Mammographic density is highly correlated with the volumetric fibroglandular tissue in the breast, indicating its usefulness as a surrogate for breast density estimation and thus for monitoring breast cancer risk.
Comparison of mammographic density estimated on digital mammograms and screen-film mammograms

Heang-Ping Chan, Jun Wei, Chuan Zhou, Mark A. Helvie, Marilyn Roubidoux, Janet Bailey, Lubomir Hadjiiski, Berkman Sahiner

PURPOSE: To compare breast density estimated on pairs of digital mammogram (DM) and screen-film mammogram (SFM) obtained from the same patients.

METHODS AND MATERIALS: We are comparing image information on DMs and SFMs for radiologist’s interpretation and computerized image analysis. One hundred forty-five pairs of DM and SFM (76 CC views and 69 MLO views) were collected with IRB approval from 68 patients. The time interval between the DM and SFM ranged from 0 to 118 days (median=21 days). The SFMs were acquired with GE DMR systems and the DMs were acquired with a GE Senographe 2000D system. Both the DMs and the SFMs were acquired with automated exposure techniques that selected the appropriate target, filter, and kVp. The SFMs were digitized with a laser film scanner. The breast boundaries on the DMs and SFMs were detected automatically by the computer. The mammograms were displayed on a workstation with a graphical user interface that allowed interactive thresholding of the gray level histograms to segment the dense region from the fatty region. The DMs and SFMs were segmented independently in separate sessions so that the observer could not compare the density of the corresponding DM and SFM. Hard copies of the displayed images were available for reference during segmentation. The mammographic density was estimated as the percent dense area relative to the breast area, excluding the pectoral muscle in the MLO views.

RESULTS: The correlation between the mammographic density on SFM and DM was 0.94 and 0.92, the root-mean-square residual was 4.5% and 4.6%, and the average ratio of mammographic density estimated on SFM to that on DM of the same breast was 1.18 and 1.22, respectively, for CC and MLO views. The differences in the percent dense area between the DM and SFM were statistically significant (paired t test: p<0.0000001) for both views. The DMs used harder beams (Mo/Mo 4.5%, Mo/Rh 22.4%, Rh/Rh 73.1%) while the SFMs used softer beams (Mo/Mo 44.2%, Mo/Rh 48.1%, Rh/Rh 7.8%). The peak potential used for DM was 1 to 5 kVp higher than that for SFM in 84% of cases.

CONCLUSION: Breast density on DMs generally appears to be lower than that on SFMs because of the harder beam quality used and image processing applied to the DMs. The lower density may improve the mammographic sensitivity for lesion detection on dense breasts. However, for patients with SFMs and DMs taken over time, comparison of serial mammograms for breast density changes will be problematic.
Computerized mammographic breast density estimation: Expectation-Maximization estimation and neural network classification of breast density

Chuan Zhou, Lubomir M. Hadjiiski, Berkman Sahiner, Heang-Ping Chan, Mark A. Helvie, Jun Wei

PURPOSE:
Our previous study showed the feasibility of a rule-based automatic breast density estimation method. However, the rule-based technique could not classify the very fatty and very dense breasts consistently with high accuracy because some of these breasts have very similar gray level histograms. This study develops a new neural network classifier to improve the performance of rule-based breast density estimation.

MATHOD & MATERIALS:
A mammogram is digitized and the pixel size is reduced to 0.8 mm. The breast region is first segmented by an automatic boundary tracking and a pectoral muscle trimming algorithm. An adaptive dynamic range reduction technique is used to reduce the range of the gray levels in the low frequency background and to enhance the separation of the gray levels of the dense and fatty regions. The breast images are first classified by a rule-based method into a class of median dense and a class of combined very dense/fatty breasts based on the characteristics of their gray level histograms. An Expectation-Maximization (EM) algorithm is then applied to the latter class to extract the gray level features. One morphological feature and 12 EM extracted gray level features are input to a feedforward neural network to further classify the mammograms in the combined class into a class of very dense breasts and a class of very fatty breasts. For each class, a gray level threshold is automatically estimated to segment the dense tissue. For comparison, an experienced radiologist provided a manually segmented percent dense area by interactive thresholding.

RESULT:
In this preliminary study, 498 mammograms from 141 patients were used and 243 were classified into the very dense/fatty combined class by the rule-based classifier. With a jackknife method, this class was randomly partitioned into four non-overlapping groups. In each jackknife cycle, three groups were used for training and one group for testing. The overall accuracy for classification of the four test groups into very dense and very fatty breasts reached 99.6% by the neural network, and 84.8% could be reached by our previous rule-based classifier.

CONCLUSION
The results demonstrate the feasibility of training a neural network classifier for the classification of very dense and fatty breasts. The neural network can be trained very well using the morphological feature and the features extracted by the EM algorithm. Combining the rule-based method with the NN classifier, the two-stage classification improved the performance of our previous breast density estimation technique.
Performance evaluation of an automated breast density estimation system for digital mammograms and digitized film mammograms


Studies have demonstrated a strong correlation between mammographic breast density and breast cancer risk. We have previously developed a computerized system, mammographic density estimator (MDEST), to estimate breast density automatically on digitized film mammograms (DFM). In this study, we evaluated the performance of the MDEST system on full field digital mammograms (FFDM) and DFMs. The input to the system is a preprocessed dynamic range compressed image, the breast region is first segmented by breast boundary detection. The pectoral muscle is trimmed if it is an MLO view. A rule-based classifier is then used to classify the breast image into one of four classes according to the characteristics of its gray level histogram. A gray level threshold is determined to segment the dense area from the breast region. The breast density is estimated as the percentage of the segmented dense area relative to the breast area. In this study, two-view FFDM and the corresponding DFM from 99 patients with 202 images in each set were used. The dense area on each mammogram was segmented by 4 radiologists using interactive thresholding and their average was used as the “ground truth.” The MDEST system was directly applied to the FFDM and DFM data without any re-training except that the preprocessing filter was modified for FFDMs. We found that the correlation between the estimated percent dense area and the truth was 0.846 (0.813, 0.862) and 0.855 (0.808, 0.861) on FFDM, and 0.880 (0.867, 0.858) and 0.765 (0.766, 0.739) on DFM, for CC and MLO views, respectively. The results demonstrated the feasibility of estimating breast density automatically on FFDM and DFM using the same MDEST system.
Computerized pectoral muscle identification on MLO-view mammograms for CAD applications

Chuan Zhou, Lubomir M. Hadjiiski, Chintana Paramagul, Berkman Sahiner, Heang-Ping Chan, Jun Wei
(Department of Radiology, The University of Michigan, Ann Arbor, MI 48109-0904)

SUMMARY: Automatic identification of the pectoral muscle on MLO view is an essential step for computerized analysis of mammograms. It can reduce the bias of mammographic density estimation, will enable region-specific processing in lesion detection programs, and also may be used as a reference in image registration algorithms. We are developing a computerized method for the identification of pectoral muscle on mammograms.

The upper portion of the pectoral edges was first detected to estimate the direction of the pectoral muscle boundary. A gradient-based directional bandpass (GDB) filter was used to enhance the linear texture structures, and then a gradient-based texture analysis is designed to extract a texture orientation image that represented the dominant texture orientation at each pixel. The texture orientation image was enhanced by a second GDB filter. An edge flow propagation method was developed to extract edges around the pectoral boundary using geometric features and anatomic constraints. The pectoral boundary was finally generated by a second-order curve fitting. 118 MLO view mammograms were tested in this study. The pectoral muscle boundary identified on each image by an experienced radiologist was used as the gold standard.

The accuracy of pectoral boundary detection was evaluated by two performance metrics. One is the overlap percentage between the computer-identified area and the gold standard, and the other is the root-mean-square (RMS) distance between the computer and manually identified pectoral boundary. For 118 MLO view mammograms, 99.15% (117/118) of the pectoral muscles could be identified. The average of the overlap percentage is 85.9% with a standard deviation of 14.0%, and the average of the RMS distance is 4.31 mm with a standard deviation of 5.94 mm. These results indicate that the pectoral muscle on mammograms can be detected accurately by our automated method.
PURPOSE: The pectoral muscle is imaged in most of the mediolateral oblique (MLO) view mammograms. Automatic identification of the pectoral muscle is an essential step for computerized analysis of mammograms. It can reduce the bias of mammographic density estimation, will enable region-specific processing in lesion detection programs, and also may be used as a reference in image registration algorithms. The goal of this study is to develop an automated method to identify the pectoral muscle on mammograms.

METHOD & MATERIALS: Because of noise and the overlapping structures, the pectoral boundary is usually detected as pieces of edges mixed with a large number of false edges. The pieces of edges have to be pruned and linked to obtain a continuous boundary. We are developing a pectoral boundary detection algorithm based on gradient-based texture orientation analysis. The interference due to overlapping of the glandular tissue on the pectoral muscle region is first reduced by blurring the mammogram using an edge preserving anisotropic diffusion filter. Because less glandular tissue appears at the upper region of the pectoral muscle, the upper portion of the pectoral boundary usually remains sharp after blurring and can be detected robustly by searching the maximum horizontal gradients on the diffused image. The extrapolation of the detected upper pectoral boundary provides a coarse global direction of the pectoral boundary. To explore and refine the entire pectoral boundary, a gradient-based directional bandpass (GDB) filter is first employed to enhance the linear texture structures on the mammogram. A gradient-based texture analysis is then used to compute an orientation image which represents the dominant texture orientation at each pixel. The orientation image is smoothed using an edge preserving mean shift algorithm that iteratively shifts each pixel to the average of the pixels in its neighborhood. A second GDB filter is applied to the smoothed orientation image to enhance the texture patterns that have high similarity in the dominant texture orientations. Candidate edges of the pectoral muscle are detected on the enhanced orientation image using a ridge-tracking algorithm. With the guidance of the estimated global direction of the pectoral boundary and the anatomical constraints, an edge flow propagation algorithm is used to extract the boundary points of the pectoral muscle by pruning the edges that are less likely to lie on the pectoral boundary. A second order curve fitting is used to generate the final pectoral muscle boundary. 118 MLO view mammograms from 103 patients were randomly selected for the evaluation of the algorithm in this study. The mammograms were digitized with 0.05 mm/pixel resolution and reduced to a resolution of 0.8 mm/pixel for pectoral muscle identification. An experienced radiologist used a graphical user interface to manually draw the pectoral muscle boundary on each mammogram, which was then used to define the pectoral muscle region and used as the gold standard for the evaluation of computer performance.

RESULTS: For each MLO view mammogram, the accuracy of pectoral boundary detection was evaluated by two performance metrics: the percentage of computer detected pectoral muscle area overlapped with the gold standard, and the root-mean-square (RMS) distance between the computer-identified pectoral boundary and the manually marked pectoral boundary. For 118 MLO view mammograms, 99.15% (117/118) of the pectoral muscles could be identified, the average of the percent overlap area is 85.9% with a standard deviation of 14.0%, the average of the RMS distance is 4.31 mm with a standard deviation of 5.94 mm.
NEW WORK TO BE PRESENTED: Accurate identification of the pectoral muscle on mammograms is challenging, especially for the improperly positioned MLO-view images and the images containing dense glandular tissues overlapping with the pectoral muscle region. In this work, we developed a two-stage gradient-based texture analysis method to detect the pectoral boundary. In the first stage, linear texture structures were enhanced and the directional gradients were computed using a directional bandpass filter. In the second stage, a texture orientation image was derived as the dominant texture orientation at each pixel. A diffusion filter was used to estimate the global direction of the pectoral boundary. An edge flow propagation method was developed to extract the pectoral edges with the guidance of the estimated global direction.

CONCLUSION: The newly developed gradient-based directional filter and the dominant texture orientation image estimation method can enhance the pectoral boundary regions. The edge flow propagation method can accurately extract pectoral edges to generate the pectoral boundary. Automatic pectoral muscle identification will provide the foundation for many image analysis tasks in CAD applications.
Computerized mammographic breast density estimation on full field digital mammogram and digitized film mammogram

Chuan Zhou, Heang-Ping Chan, Mark A. Helvie, Jun Wei, Jun Ge, Lubomir M. Hadjiiski, Chintana Paramagul, Marilyn A. Roubidoux, Caroline E. Blane, Berkman Sahiner

PURPOSE:
We have previously developed an automatic mammographic density estimator (MDEST) on digitized film mammograms (DFM). In this study, we modified MDEST to estimate breast density on full field digital mammograms (FFDM) and further improved the performance of the MDEST on DFM.

METHOD & MATERIALS:
The breast region is first extracted by breast boundary detection. The pectoral muscle is trimmed if it is an MLO view. An adaptive dynamic range reduction technique is used to reduce the gray level range in the low frequency background. The breast image is classified into one of four classes ranging from fatty to very dense based on the characteristics of their gray level histograms. For each class, an Expectation-Maximization (EM) algorithm is developed to extract gray level features and a rule-based classifier is trained to segment the dense regions from the fatty background. The parameters of the new rule-based method are trained separately for FFDMs and DFMs. The breast density is estimated as the percentage of the segmented dense area relative to the breast area. Two-view FFDMs and the corresponding DFMs from 99 patients with 202 images in each set were used as the test set. The computerized segmentation on the two sets of mammograms is compared to the “gold standard”, which is obtained from interactive thresholding segmentation averaged over 4 MQSA radiologists for each mammogram.

RESULT:
For FFDM, the correlation between the computer estimated percent dense area and the gold standard was 0.94 for CC view, 0.92 for MLO view, and 0.96 for each breast with the percent dense area estimated as the average of two views. The corresponding root-mean-square (RMS) error was 4.2%, 4.4%, and 3.5%, respectively. For DFM, the corresponding correlations were 0.88, 0.86 and 0.92 with RMS error of 7.0%, 7.1% and 5.7%, respectively.

CONCLUSION
The results demonstrate the feasibility of estimating breast density automatically on FFDMs and DFMs using the same MDEST system by only incorporating a new EM estimation step. The adaptability of the new EM method improved the robustness of our breast density estimation technique for mammograms acquired with different imaging systems.