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Abstract: In this paper, a hysteresis model-based nonlinear robust controller is developed for a piezoelectric actuator, utilizing a Lyapunov-based stability analysis, which ensures that a desired displacement trajectory is accurately tracked. Simulation results are presented and discussed to demonstrate the proof of concept for the proposed robust control strategy.

1 Introduction

Piezoelectric actuator (PZTA) based systems are emerging as an important technology for precise positioning and have received wide attention in both the scientific and industrial communities. These devices are capable of completing high precision actuation tasks. They are often utilized in motion actuation applications, due to their high stiffness, fast response, and physically unlimited resolution [19], and can be used as either sensors or actuators in control systems. The advantages of the PZTA [14] include: 1) no wear, 2) high efficiency, 3) almost infinite small positioning ability, 4) ultra fast expansion, and 5) capability to deliver large actuation forces. These micro-positioning elements play a big role in many vital applications such as scanning tunneling microscopy ([9] and [23]), laser applications [29], and hydraulic servo control systems [5].

Despite the advantages of PZTA’s for micro-positioning applications, the actuator’s positioning response shows a strong hysteretical activity due to their composition from ferroelectric ceramic materials. Specifically, an applied voltage is typically the input control signal which activates the PZTA. In the event that the input control voltage is relatively large, the PZTA exhibits a significant amount of distortion due to the inherent hysteresis in the device, and this effect may reduce the stability of the system in feedback control applications [26]. Due to this nonlinear behavior, one would expect difficulties in using PZTA’s for precise tracking control applications. Hence, nonlinear control strategies are needed for the use of the PZTA’s in micro positioning and tracking systems.

Past PZTA research has focused on establishing an accurate dynamic actuator model ([3], [18], and [30]), while other research has focused on the development of active control strategies for use in precision positioning and tracking applications ([13], [14], [19], [25], and [27]). In [12], the authors provided a concise literature summery with regard to modeling the PZTA’s dynamics. Recently, the literature has focused on the development of alternate models to describe the hysteresis within the PZTA, due to the changeling nonlinear nature of this phenomenon. In [30], the authors included a nonlinear spring element into the hysteresis model and utilized a Maxwell-slip structure, while the authors of [16] used a support vector regression nonlinear model and neural networks. The authors of [17] and [22] found that voltage to displacement linearization of a PZTA may be achieved if the control input is the applied electric charge rather than the applied voltage. Furutani et al. [10] was able to improve the PZTA control strategy by combining induced charge feedback with inverse transfer function compensation. Vautier and Moheimani [26] showed that applying an electric charge to control the position reduces the effects of the nonlinearity in the PZTA dynamics. They also showed experimental results demonstrating the effectiveness of using electrical charge. Further, Main et. al. [21] presented experimental data from tests for both voltage and charge control which showed that charge control is significantly more linear and less hysteretic than voltage control over the same actuator displacement range.

In [20], the authors proposed a new mathematical model to describe complex hysteresis that is based on a new parameter called turning voltage of a PZTA. In their work, the authors of [20] were able to utilize this parameter to suppress the inherent hysteresis to within ±1% full span range of a PZTA. Shieh et al. in [24] developed a parametrized hysteric friction function, based on the LuGre model, to describe the PZTA hysteresis behavior. Thus, these researchers were able to design an adaptive displacement tracking control with a parameter adaptation algorithm. In [3], Bashash and Jalili presented a perturbation estimation technique to compensate for the structural nonlinearities and unmodeled PZTA dynamics. In their work, the authors of [3] validated the proposed model by experimental tests using a PZTA-driven nano-stager with capacitive
position sensor.

Other research in the literature has focused on the development of intelligent control schemes for the precision control of PZTA’s. Some of these designs were based on the inverse hysteresis model that is assumed to be known a priori, so feedforward techniques can be utilized in the control design ([2] and [18]). Others, such as [4], [6], [13] and [14], applied a feedback linearization to compensate for the hysteresis dynamics and then a tracking controller was implemented. Wu and Zou in [28] presented an inversion-based iterative control approach to compensate for both the hysteresis and the vibrational dynamics variations during high-speed, large range tracking. Neural networks and fuzzy controls were also utilized to model the PZTA hysteresis nonlinearities and control the micro motion of the PZTA ([14] and [27]). In [19], the authors proposed a robust control strategy for precise positioning tracking. The implementation of their control law requires only a knowledge of the estimated system parameters and their corresponding bounds as well as the bound of the hysteresis effect including disturbances. In [25], Stepanenko et al. introduced and implemented an approximation function to compensate for the hysteresis nonlinearities by fuzzy logic techniques.

In this paper, the displacement of a PZTA is actively controlled to track a desired trajectory. A nonlinear robust control strategy is developed based on the feedback of the PZTA charge, and partial knowledge of the hysteresis model. Charge steering approach eliminates the effect of the hysteresis in the PZTA and provides better robust control over the voltage steering approach [1]. The charge measurement is obtained by measuring the voltage across a capacitor that is added in-series to the PZTA circuit. A Lyapunov-based analysis, which proves precise tracking, is utilized to develop the control strategy. Simulation results are presented which demonstrates the proof of concept of the active control approach. This paper is organized as follows. In Section 2, a Coleman-Hodgdon-based hysteresis model along with the piezoelectric actuator dynamics are presented as well as the required assumptions for the system. In Section 3, a nonlinear robust control scheme is developed along with the stability analysis which verifies that the piezoelectric desired displacement can be tracked. In Section 4, simulation results are presented for the robust control strategy. Finally, concluding remarks are provided in Section 5.

2 PZTA System Model

2.1 PZTA Elongation Dynamics

A PZTA with a single elongation axis, depicted in Figure 1, can be dynamically modeled as

\[ m \ddot{y} + F_L = F_p \]  

(1)

where \( m \in \mathbb{R} \) denotes the PZTA mass, \( L \in \mathbb{R} \) denotes the non-activated length of the PZTA, \( F_p(t) \in \mathbb{R} \) denotes the force generated by the PZTA elongation, \( F_L(y, \dot{y}) \in \mathbb{R} \) denotes the perpendicular forces acting on the PZTA, \( y(t), \dot{y}(t), \ddot{y}(t) \in \mathbb{R} \) are the displacement, velocity, and acceleration, respectively, of the PZTA effective tip of elongation. An equivalent circuit model of the PZTA can be described as shown in Figure 2.

In this schematic, \( V(t) \in \mathbb{R} \) denotes the applied input control voltage, \( \dot{q}(t) \in \mathbb{R} \) represents the current flowing through the PZTA, since \( i(t) = \dot{q}(t) \). Further, \( C_m \in \mathbb{R}^+ \) is a series connected capacitor that facilitates the measurement of \( q(t) \in \mathbb{R} \), through a measurement of the voltage \( V_m(t) \in \mathbb{R} \) across \( C_m \), recall
that \( q = C_m V_m \). In Figure 2, the circuit element indicated by \( H \) models the inherent hysteresis between the voltage \( V_h(t) \in \mathbb{R} \) and the induced charge \( q(t) \). A subsequent section will further define the hysteresis model. The parameter \( C_c \in \mathbb{R}^+ \) is the internal capacitance of the PZTA, \( \dot{q}_c(t) \in \mathbb{R} \) is the current flowing through \( C_c \), and \( V_c(t) \in \mathbb{R} \) is the voltage across this capacitance. Finally, the circuit element indicated by \( T_{em} \) represents the subsequently defined elongation model, where \( T_{em} \in \mathbb{R}^+ \) is the elongation constant [19], and \( \dot{q}_p(t) \in \mathbb{R} \) denotes the current flowing through this circuit branch.

### 2.2 Hysteresis Model

A nonlinear hysteresis model \( H(V_h) \in \mathbb{R} \) can be defined to describe the relationship between the input voltage \( V_h(t) \) and the induced charge \( q(t) \). For this paper, a Duhem-based hysteresis model can be defined as [8]

\[
q = H(V_h) \triangleq f(V_h) + d(V_h)
\]  

(2)

where \( f(V_h) \in \mathbb{R} \) is a subsequently defined signal. The variable \( d(V_h) \in \mathbb{R} \) is defined as

\[
d_{inc} \triangleq \left[q_0 - f(V_{h_o})\right] e^{-\delta(V_h - V_{h_o})}
\]  

(3)

\[
+ e^{-\delta \int_{V_{h_o}}^{V_h} \left(g(\tau) - f'(\tau)\right)e^{\tau\delta}d\tau}
\]  

if \( \dot{V}_h(t) > 0 \) and \( V_h(t) > V_{h_o} \)

\[
d_{dec} \triangleq \left[q_0 - f(V_{h_o})\right] e^{-\delta(V_{h_o} - V_h)}
\]  

(4)

\[
+ e^{\delta \int_{V_{h_o}}^{V_h} \left(g(\tau) - f'(\tau)\right)e^{-\tau\delta}d\tau}
\]  

if \( \dot{V}_h(t) < 0 \) and \( V_h(t) < V_{h_o} \)

where \( q_0 \in \mathbb{R} \) is the induced charge at \( t = t_o \), \( V_{h_o} \in \mathbb{R} \) is the input voltage at \( t = t_o \), \( \delta \in \mathbb{R}^+ \) is a constant, and \( f'(\tau) \in \mathbb{R} \) is the partial derivative of \( f(V_h) \) with respect to the input voltage \( V_h(t) \). The signals \( d(V_h) \), \( f(V_h) \), and \( g(V_h) \) have the following properties [7]:

**Property 1:** The function \( f(V_h) \) is piecewise smooth, monotone increasing, and odd.

**Property 2:** The function \( g(V_h) \) is piecewise continuous, and even.

**Property 3:** The function \( f(V_h) \) is known, and invertible, such that \( \nabla_h = f(V_h) \), and \( V_h = f^{-1}(\nabla_h) \).

**Property 4:** The partial derivative of \( f(V_h) \) with respect to \( V_h(t) \) (i.e., \( \frac{\partial f(V_h)}{\partial V_h} \)) is not identically zero, hence, \( f'(\infty) = \eta_o \), where \( \eta_o \in \mathbb{R}^+ \) is a constant.

**Property 5:** The function \( g(V_h) \) has a finite upper limit \( i.e., f'(\infty) = g(\infty) \) where \( f'(V_h) \geq g(V_h) \).

**Property 6:** The function \( d(V_h) \) is bounded as

\[
|d| \leq \eta_d
\]  

(5)

where \( \eta_d \in \mathbb{R}^+ \) is a constant (see Appendix 1 for proof).

### 2.3 Elongation Model

Two linear relationships model the elongation action of the PZTA. One relationship models the effect of the induced charge \( q_p(t) \) on the displacement of the elongation axis, \( y(t) \), and can be written as [19]

\[
q_p \triangleq T_{em} y.
\]  

(6)

The second relationship depicts the force \( F_p(t) \) imparted by the elongation action as a function of the voltage \( V_c(t) \) which becomes [19]

\[
F_p \triangleq T_{em} V_c.
\]  

(7)

In (6) and (7), \( T_{em} \) is the elongation constant inherent to the PZTA.

### 2.4 Dynamic Model and Assumptions

To facilitate the subsequent control objective, a dynamic expression is desired that relates the displacement of the elongation axis \( y(t) \) as a function of charge \( q(t) \) induced within the PZTA. The advantage of working with such a dynamic model is clear due to the lack of the hysteresis terms which has been discussed in the literature (see [10], [21], and [26]). From Figure 2, it is clear that the induced charge \( q(t) \) can be described as

\[
q = C_c V_c + q_p.
\]  

(8)

From (8), the expression in (1) can be written as

\[
m\ddot{y} + \bar{F}_L = \left(\frac{T_{em}}{C_c}\right) q
\]  

(9)

where (6) and (7) were utilized. The variable \( \bar{F}_L(y, \dot{y}) \in \mathbb{R} \) is defined as

\[
\bar{F}_L \triangleq F_L + \left(\frac{T_{em}^2}{C_c}\right) y.
\]  

(10)

To facilitate the tracking control design, three assumptions frame the analysis.

**Assumption 1:** The PZTA’s parameters and other parameters \( m, C_c, C_m \) and \( T_{em} \) are assumed to be known, and constants with respect to time.
Assumption 2: The velocity \( \dot{y}(t) \) and displacement \( y(t) \) of the PZTA effective tip are assumed to be measurable.

Assumption 3: It is assumed that the forces \( F_L(y, \dot{y}) \) and their first time derivative \( \dot{F}_L(y, \dot{y}, \ddot{y}) \) are bounded (i.e., \( F_L(y, \dot{y}), \dot{F}_L(y, \dot{y}, \ddot{y}) \in L_\infty \) provided \( y(t), \dot{y}(t), \ddot{y}(t) \in \mathbb{R} \).

3 Robust Control Development

3.1 Control Design Objective

The control objective is to ensure that the displacement \( y(t) \) of the PZTA effective tip tracks the desired trajectory \( y_d(t) \in \mathbb{R} \) in the following sense

\[
|y_d(t) - y(t)| \leq \varepsilon \quad \text{as} \quad t \to \infty \tag{11}
\]

where \( \varepsilon \in \mathbb{R}^+ \) is a constant that can be selected arbitrary small.

Assumption 4: The subsequent analysis requires that a desired trajectory is selected such that \( y_d(t), \dot{y}_d(t), \ddot{y}_d(t) \in L_\infty \) where \( \dot{y}_d(t), \ddot{y}_d(t) \in \mathbb{R} \).

To facilitate the subsequent development, a filtered tracking error signal, denoted by \( r(t) \in \mathbb{R} \), is defined as

\[
r \triangleq \dot{e} + \alpha e \tag{12}
\]

where \( \alpha \in \mathbb{R}^+ \) is a control gain. The variable \( e(t) \in \mathbb{R} \) is defined as

\[
e \triangleq y_d - y. \tag{13}
\]

Based on the definition of \( e(t) \) in (13), it is clear that if \( |e(t)| \leq \varepsilon \) as \( t \to \infty \), then \( |y_d(t) - y(t)| \leq \varepsilon \) as \( t \to \infty \), thus, meeting the control objective.

3.2 Closed-Loop Error System

To facilitate the development of a closed-loop error system, a control strategy must be developed to account for the inherent hysteresis that exists between the input voltage \( V_h(t) \) and the induced charge \( q(t) \). To continue this development, the charge as defined in (2) can be rewritten as

\[
q = f(V - V_m - V_c) + d(V_h). \tag{14}
\]

It is clear from Figure 2 that an expression for \( V_h(t) \) can be stated as

\[
V_h = V - V_m - V_c. \tag{15}
\]

To meet the previously stated control objective, the control input \( V(t) \) as shown in Figure 2 can be designed as

\[
V \triangleq V_m + V_c + f^{-1}(\nabla h) \tag{16}
\]

where \( \nabla_h(t) \in \mathbb{R} \) is a subsequently designed auxiliary control signal, and Property 3 was utilized.

Remark 1 From (8), the voltage \( V_c(t) \) can be obtained as

\[
V_c = \frac{1}{C_c}(q - q_p) \tag{17}
\]

where the charge \( q_p(t) \) is computed from (6), and the charge \( q(t) \) is computed from the measurement of \( V_m(t) \) across the capacitor \( C_m \) (i.e., \( q = C_m V_m \)).

Utilizing (16), the hysteresis between the voltage and change in (14) can be written as

\[
q = H(V_h) \triangleq \nabla_h + d(V_h). \tag{18}
\]

To continue the closed-loop error system development, an auxiliary error signal \( s(t) \in \mathbb{R} \) is defined as

\[
s \triangleq q_d - q \tag{19}
\]

where \( q_d(y, \dot{y}) \in \mathbb{R} \) is a subsequently designed auxiliary signal. From (18), the auxiliary signal \( s(t) \) can be rewritten as

\[
s = q_d - \nabla_h - d(V_h). \tag{20}
\]

The auxiliary control signal, \( \nabla_h(t) \) is designed as

\[
\nabla_h \triangleq q_d + k_s s \tag{21}
\]

where \( k_s \in \mathbb{R}^+ \) is a constant.

Remark 2 The expression in (21) can be expanded as

\[
\nabla_h \triangleq q_d + k_s (q_d - q) \tag{22}
\]

where (19) is utilized, and the charge \( q(t) \) is computed from the measurement of \( V_m(t) \) across the capacitor \( C_m \) (i.e., \( q = C_m V_m \)).

From (21), the expression in (20) can be simplified as

\[
s = -k_s s - d(V_h). \tag{23}
\]

The auxiliary error signal \( s(t) \) can be upper bounded as

\[
s \leq \frac{|d|}{1 + k_s} \leq \eta_s \tag{24}
\]

where \( \eta_s \in \mathbb{R}^+ \) is a constant and Property 6 was utilized.

With the control concept in place to account for the voltage to charge hysteresis, the dynamic model as defined in (9) is now incorporated to complete the closed-loop error system development. From the PZTA dynamics, described in (9), the following expression can be obtained

\[
m \ddot{y} + \bar{F}_L + \left( \frac{T_{em}}{C_c} \right) s = \left( \frac{T_{em}}{C_c} \right) q_d \tag{25}
\]

p. 4
where (19) was utilized. To facilitate the development of the closed-loop error system for \( r(t) \), the first time derivative of (12) is taken and then both sides are multiplied by \( m \), thus, obtaining the following expression

\[
m\dot{r} = m\ddot{y}_d + \mathcal{P}_L + \left(\frac{T_{em}}{C_c}\right)s - \left(\frac{T_{em}}{C_c}\right)q_d + \alpha m\dot{e} \tag{26}
\]

where the first time derivative of (13), and (25) were utilized. To facilitate the subsequent analysis, the expression in (26) is rewritten as

\[
m\dot{r} = \tilde{N} + N_d - e + \left(\frac{T_{em}}{C_c}\right)s - \left(\frac{T_{em}}{C_c}\right)q_d \tag{27}
\]

where the auxiliary signal \( \tilde{N} (y, \dot{y}) \in \mathbb{R} \) is defined as

\[
\tilde{N} \triangleq N - N_d. \tag{28}
\]

The variable \( N(y, \dot{y}, \dot{y}_d) \in \mathbb{R} \) is defined as

\[
N \triangleq m\ddot{y}_d + \mathcal{P}_L + e + \alpha m\dot{e} \tag{29}
\]

and \( N_d(t) \in \mathbb{R} \) is defined as

\[
N_d \triangleq N|_{y=y_d, \dot{y}=\dot{y}_d} \tag{30}
\]

where \( \mathcal{P}_{ld}(y_d, \dot{y}_d) \in \mathbb{R}, \) introduced in (10), is evaluated at \( y_d \) and \( \dot{y}_d \). Based on (27), the signal \( q_d(y, \dot{y}) \) is designed as

\[
q_d = \left(\frac{C_c}{T_{em}}\right)\left[k_r s + \frac{1}{\varepsilon} \rho(\|z\|)^2 \|z\|^2 r \right] \tag{31}
\]

where \( k_r \in \mathbb{R}^+ \) is a constant gain, \( \varepsilon \in \mathbb{R}^+ \) is a small constant, and \( \rho(\|z\|) \in \mathbb{R} \) is a function of norm \( z(t) \in \mathbb{R}^2 \). The variable \( z(t) \) is defined as

\[
z = [e \quad r]^T \tag{32}
\]

where \( e(t) \) and \( r(t) \) were introduced in (12) and (13), respectively. By utilizing (28)-(30), the following inequality can be developed (see Appendix 3 for further details)

\[
\|\tilde{N}\| \leq \rho(\|z\|)\|z\|. \tag{33}
\]

After substituting (31) into (27), the following closed-loop error system can be obtained

\[
m\dot{r} = \tilde{N} + N_d - e + \left(\frac{T_{em}}{C_c}\right)s - k_r r \tag{34}
\]

\[
-\frac{1}{\varepsilon} \rho(\|z\|)^2 \|z\|^2 r.
\]

3.3 Stability Analysis

**Theorem 1** The controller given in (16), (21), and (31) ensures that \( |e(t)| \leq \varepsilon \) as \( t \to \infty \) provided the control gain \( k_r \), introduced in (31), is sufficiently large, hence, \( e(t) \) is practically regulated to zero. A secondary objective is that all closed-loop signals are also bounded.

**Proof:** See Appendix 2.

4 Simulation Results

A numerical simulation was performed to demonstrate the proof of concept of the proposed robust tracking controller. The PZTA dynamic model, introduced in (25), was used to implement the actuator in the simulation. The simulated PZTA parameters were set equal to the following: \( m = 0.01 \text{[kg]}, C_c = 1.5 \text{[µF]}, \) and \( T_{em} = 1 \text{[µN/V]} \). The measurement capacitor \( C_m \) was omitted for this simulation due to ability to measure the charge \( q(t) \) within the simulation environment. The forces \( F_L(y, \dot{y}) \) on the PZTA were defined as

\[
F_L = ky + b\dot{y} \tag{35}
\]

where \( k = 14.2 \times 10^6 \text{[N/m]}, \) and \( b = 7540 \text{[Ns/m]} \). The initial simulation conditions were set to be as

\[
q(t_o) = 0 \text{[C]}, \quad V_{in}(t_o) = 0 \text{[V]} \tag{36}
\]

\[
y(t_o) = 3 \text{[µm]}, \quad \dot{y}(t_o) = 0 \tag{37}
\]

where \( t_o = 0 \text{[sec]} \). The voltage to charge hysteresis model is implemented using the expressions in (2), (3), and (4), where the following functions are utilized [8]

\[
f = A\tanh(\xi V_{th}) + \mu_o V_{th} \tag{38}
\]

\[
g = \frac{\partial f}{\partial V_{th}} (1 - \gamma e^{-\beta V_{th}}) \tag{39}
\]

where \( \delta = 0.1, A = 5000, \xi = 3/5, \mu_o = 0.1, \gamma = 3/5, \beta = 0.1, \) and tanh(.) is the standard hyperbolic tangent function. The expressions selected for \( f(V_h) \) and \( g(V_h) \) in (38) and (39) were selected to meet Properties 1-5. The following desired trajectory was selected for the tracking problem

\[
y_d = 1.5 \times 10^{-6} \sin(2\pi ft - 0.5\pi) + 1.5 \times 10^{-6}. \tag{40}
\]

It is clear from (40) that Assumption 4 is met. To demonstrate proof of concept for this approach, three frequencies (10 \text{[Hz]}, 100 \text{[Hz]}, and 1000 \text{[Hz]}) were selected in an attempt to demonstrate bandwidth of the proposed approach. Table 1 shows the applied desired frequency (ADF), sampling frequency (SF), control gains, and time needed to catch up with the desired trajectory (TT). The PZTA desired trajectory \( y_d(t) \) and actual displacement \( y(t) \), tracking error \( e(t) \), and voltage \( V_h(t) \) are presented in Figures 3, 4, and 5, respectively, for the selected frequency \( f = 10 \text{[Hz]}, \) Figures 6, 7, and 8, respectively, for the selected frequency \( f = 100 \text{[Hz]}, \) and Figures 9, 10, and 11, respectively, for the selected frequency \( f = 1000 \text{[Hz]}. \) It is clear from these results that this control strategy meets the desired objective.

5 Conclusion

This work develops a nonlinear robust controller for a piezoelectric actuator where its effective tip is driven
<table>
<thead>
<tr>
<th>ADF [Hz]</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF [Hz]</td>
<td>$10^{-5}$</td>
<td>$3 \times 10^{-8}$</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1,000,000</td>
<td>140,000</td>
<td>100,000</td>
</tr>
<tr>
<td>$k_r$</td>
<td>300,000</td>
<td>100,000</td>
<td>50,000</td>
</tr>
<tr>
<td>$k_b$</td>
<td>$10^{-7}$</td>
<td>$10^{-10}$</td>
<td>100</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>$10^{-7}$</td>
<td>$10^{-6}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>TT [Sec]</td>
<td>$2.64 \times 10^{-4}$</td>
<td>$1.9 \times 10^{-4}$</td>
<td>$0.8 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 1: Simulation parameters for different frequencies

The additional text is not transcribed due to the image limitations.
Figure 6: PZTA desired trajectory $y_d(t)$ vs. actual displacement $y(t)$ for a desired frequency of $100Hz$

Figure 7: PZTA tracking error $e(t)$ for a desired frequency of $100Hz$

Figure 8: Voltage $V_h(t)$ for a desired frequency of $100Hz$

Figure 9: PZTA desired trajectory $y_d(t)$ vs. actual displacement $y(t)$ for a desired frequency of $1000Hz$


Appendix

A Proof of Property 6

Lemma 1: Based on the definitions presented in (3) and (4), the function $d(V_h)$ can be upper bounded as shown in (5) where $\eta_d \in \mathbb{R}^+$. Let $\lim_{V_h \to -\infty} d(V_h) = \lim_{V_h \to -\infty} \lim_{V_h \to -\infty} d(V_h) = 0$.

Proof: Based on the status of $V_h(t)$, two cases arise for the hysteresis model as in (3) and (4).
Case I: $V_h(t)$ is increasing and $V_h(t) > V_{h_o}$

When $V_h(t)$ is increasing and $V_h(t) > V_{h_o}$, the limit of the expression defined in (3) can be written as follows

$$\lim_{V_h \to \infty} \left( [q_o - f(V_{h_o})] e^{-\delta(V_h - V_{h_o})} \right)$$

$$+ e^{-\delta V_h} \int_{V_{h_o}}^{V_h} \left( g(\tau) - f'(\tau) \right) e^{\delta \tau} d\tau.$$  

Because $q_o$ and $f(V_{h_o})$ are constants, the limit in (41) can be rewritten as follows

$$[q_o - f(V_{h_o})] \lim_{V_h \to \infty} e^{-\delta(V_h - V_{h_o})}$$

$$+ \lim_{V_h \to \infty} e^{-\delta V_h} \int_{V_{h_o}}^{V_h} \left( g(\tau) - f'(\tau) \right) e^{\delta \tau} d\tau.$$  

It is clear that the limits $\lim_{V_h \to \infty} e^{-\delta(V_h - V_{h_o})}$ and $\lim_{V_h \to \infty} e^{-\delta V_h}$ equal to zero. From Properties 4 and 5, it is clear that the upper bound in (43) is applied. Hence, it is clear that $\lim_{V_h \to \infty} d(V_h) = 0$. From the results obtained in Cases I and II, it is obvious that $|d(V_h)| \leq \eta_d$, where $\eta_d \in \mathbb{R}^+$ is a constant.

B Proof of Theorem 1

Let $V(z, t) \in \mathbb{R}$ denote the following non-negative function

$$V \triangleq \frac{1}{2} e^2 + \frac{1}{2} m r^2$$

where $z(t)$ was defined in (32). Note that (46) is bounded as follows

$$\lambda_1 \|z\|^2 \leq V(z, t) \leq \lambda_2 \|z\|^2$$

where $\lambda_1, \lambda_2 \in \mathbb{R}^+$ are constants. After taking the time derivative of (46), the following expression can be written as

$$\dot{V} = -ae^2 - k_r r^2 + \left( \frac{T_{em}}{C_c} \right) s + r N_d + r \dot{N} - \frac{1}{\varepsilon} \rho (\|z\|^2) \|z\|^2 r^2$$

where (12), and (34) were utilized. By utilizing (33), and the triangle inequality, $\dot{V}(t)$ can be upper bounded as follows

$$\dot{V} \leq -\alpha |e|^2 - k_r |r|^2 + \left( \frac{T_{em}}{C_c} \right) |r| |s| + |r| |N_d|$$

$$+ |r| \rho (\|z\|^2) \|z\|^2 - \frac{1}{\varepsilon} \rho (\|z\|^2) \|z\|^2 |r|^2.$$

Note that the terms $|r| |s|$ and $|r| |N_d|$ can be upper bounded as follows

$$|r| |s| \leq \frac{1}{\delta_1} |r|^2 + \delta_1 |s|^2$$

$$|r| |N_d| \leq \frac{1}{\delta_2} |r|^2 + \delta_2 |N_d|^2$$

where $\delta_1, \delta_2 \in \mathbb{R}^+$ are constants. By utilizing (50), $\dot{V}(t)$ of (49) can be upper bounded as follows

$$\dot{V} \leq -\lambda_3 \|z\|^2 + \rho (\|z\|) \|z\| |r| \left( 1 - \frac{1}{\varepsilon} \rho (\|z\|) \|z\| |r| \right) + \varepsilon_o$$

where $\lambda_3 \triangleq \min \left\{ \alpha, \left( k_r - \frac{T_{em}}{C_c \delta_1} - \frac{1}{\delta_2} \right) \right\}$, provided $k_r$ is selected such that $k_r \geq \left( \frac{T_{em}}{C_c \delta_1} + \frac{1}{\delta_2} \right)$. The variable $\varepsilon_o \in \mathbb{R}^+$ is defined as follows

$$\varepsilon_o \triangleq \left( \frac{T_{em} \delta_1}{C_c} \right) s^2 + \delta_2 |N_d|^2.$$

The expression in (52) can be upper bounded by the following

$$\varepsilon_o \leq \left( \frac{T_{em} \delta_1}{C_c} \right) s^2 + \delta_2 |N_d|^2.$$
where the following bounds are utilized
\[ |s| \leq \eta_s \quad |Nd| \leq \eta_{Nd} \] (54)
where \( \eta_s, \eta_{Nd} \in \mathbb{R}^+ \) are constants, and (24) and Property 6 were utilized. From (51), two cases arise.

**Case I:** \( (\varepsilon < \rho(||z||) ||z|| ||r||) \)

The expression in (51) can be written as follows
\[ \dot{V} \leq -\lambda_3 \|z\|^2 + \varepsilon_o \] (55)
where the term \( \rho(||z||) ||z|| ||r|| \) in (51) will be always negative.

**Case II:** \( (\varepsilon > \rho(||z||) ||z|| ||r||) \)

The expression in (51) can be written as follows
\[ \dot{V} \leq -\lambda_3 \|z\|^2 + \varepsilon_1 \] (56)
where \( \varepsilon_1 \in \mathbb{R}^+ \) is defined as \( \varepsilon_1 = \varepsilon + \varepsilon_o \).

In both cases, (55) and (56) can be written as follows
\[ \dot{V} \leq -\lambda_3 \lambda_2 V + \varepsilon_1. \] (57)

From (57) it is clear that \( ||z|| \) is upper bounded as follows
\[ ||z|| \leq \sqrt{\beta_o \exp(-\beta_1 t) + \beta_2 (1 - \exp(-\beta_1 t))} \] (58)
where \( \beta_o = \frac{\lambda_3 \lambda_2}{\lambda_1} \|z(t_o)||, \beta_1 = \frac{\lambda_3 \lambda_2}{\lambda_1} \varepsilon_1. \)
From (58) it is clear that \( z(t) \) is practically regulated to 0 as \( t \rightarrow \infty \), hence, from (32) \( e(t) \) is practically regulated to 0 as \( t \rightarrow \infty \), thus meeting the proposed control objective. To meet our secondary objective, it is clear from (47), (55), and (56) it is clear that \( V(z(t), t) \in \mathcal{L}_\infty \), hence \( z(t), r(t), e(t) \in \mathcal{L}_\infty \). From (12), it is clear that \( \dot{e}(t) \in \mathcal{L}_\infty \). Thus, from (13) and Assumption 4, it is clear that \( y(t), \dot{y}(t) \in \mathcal{L}_\infty \). Since \( z(t), r(t) \in \mathcal{L}_\infty \), then from (31), it is clear that \( q_d(t) \in \mathcal{L}_\infty \). From the bounding statement in (19) and (24), it is clear that \( q(t) \in \mathcal{L}_\infty \), and then \( V_c(t) \in \mathcal{L}_\infty \). Thus, from (21), it is clear that \( \dot{V}_h(t) \in \mathcal{L}_\infty \). From (6) and (8), it is clear that \( V_c(t) \in \mathcal{L}_\infty \), thus, it is clear that \( V(t) \in \mathcal{L}_\infty \). From (1), and (7), it is clear that \( \dot{y}(t) \in \mathcal{L}_\infty \). Standard signal chasing arguments can be used to prove all remaining closed-loop signals are bounded.

**C Upper Bound Development**

Recall the definitions in (29) and (30)
\[ N \triangleq N(y, \dot{y}, \ddot{y}) = m\ddot{y}_d + \overline{F}_L + e + \alpha m \dot{e} \] (59)
\[ Nd \triangleq Nd(t) = m\ddot{y}_d + \overline{F}_{Ld} \]
where (29) can be written as follows
\[ N(y, \dot{y}, e, r, \ddot{y}_d) = m\ddot{y}_d + \overline{F}_L + (1 - \alpha^2 m) e + \alpha m r \] (60)
where (12) was utilized. To further facilitate the subsequent analysis, the following terms \( N(y, \dot{y}_d, 0, 0, \ddot{y}_d), N(y, \dot{y}, 0, 0, \ddot{y}_d), N(y, \dot{y}, e, 0, \ddot{y}_d) \) are added and subtracted from the right-hand side of (28) as follows
\[ \tilde{N} = [N(y, \dot{y}_d, 0, 0, \ddot{y}_d) - Nd(y_d, \dot{y}_d, 0, 0)] \] (61)
\[ + [N(y, \dot{y}, 0, 0, \ddot{y}_d) - N(y, \dot{y}, 0, 0)] \]
\[ + [N(y, \dot{y}, e, 0, \ddot{y}_d) - N(y, \dot{y}, 0, \ddot{y}_d) + N(y, \dot{y}, e, r, \ddot{y}_d) - N(y, \dot{y}, e, 0, \ddot{y}_d)]. \]
After applying the Mean Value Theorem to each bracketed term of (61), the following expression can be obtained
\[ \tilde{N} = \frac{\partial N(\sigma, \dot{\sigma}, 0, 0, \ddot{\sigma})}{\partial \sigma} \bigg|_{\sigma = v_1} (y - y_d) + \frac{\partial N(y, \sigma_2, 0, 0, \ddot{\sigma})}{\partial \sigma_2} \bigg|_{\sigma_2 = v_2} (\dot{y} - \dot{y}_d) + \frac{\partial N(y, \sigma_3, 0, \ddot{\sigma})}{\partial \sigma_3} \bigg|_{\sigma_3 = v_3} (e - 0) + \frac{\partial N(y, \dot{y}, e, \sigma_4, \ddot{\sigma})}{\partial \sigma_4} \bigg|_{\sigma_4 = v_4} (r - 0) \]
where \( v_1 \in (y_d, y), v_2 \in (\dot{y}_d, \dot{y}), v_3 \in (e, 0), \) and \( v_4 \in (r, 0) \). The right-hand side of (62) can be upper bounded as follows
\[ \tilde{N} \leq \left| \frac{\partial N(\sigma, \dot{\sigma}, 0, 0, \ddot{\sigma})}{\partial \sigma} \right|_{\sigma = v_1} |e| + \left| \frac{\partial N(y, \sigma_2, 0, 0, \ddot{\sigma})}{\partial \sigma_2} \right|_{\sigma_2 = v_2} |\dot{e}| + \left| \frac{\partial N(y, \sigma_3, 0, \ddot{\sigma})}{\partial \sigma_3} \right|_{\sigma_3 = v_3} |e| + \left| \frac{\partial N(y, \dot{y}, e, \sigma_4, \ddot{\sigma})}{\partial \sigma_4} \right|_{\sigma_4 = v_4} |r| \cdot \]

The partial derivatives in (63) can be calculated from (60) as
\[ \frac{\partial N(\sigma, \dot{\sigma}, 0, 0, \ddot{\sigma})}{\partial \sigma} = f_{L_1} \] (64)
\[ \frac{\partial N(y, \sigma_2, 0, 0, \ddot{\sigma})}{\partial \sigma_2} = f_{L_2} \] (65)
\[ \frac{\partial N(y, \dot{y}, \sigma_3, 0, \ddot{\sigma})}{\partial \sigma_3} = 1 - \alpha^2 m \] (66)
\[ \frac{\partial N(y, \dot{y}, e, \sigma_4, \ddot{\sigma})}{\partial \sigma_4} = \alpha m \] (67)
where (10) was substituted in (60), and the functions \( f_{L_1}(\sigma_1, \dot{\sigma}_d) \in \mathbb{R} \) and \( f_{L_2}(y, \sigma_2) \in \mathbb{R} \) are defined as
follows

\[ f_{L_1} \triangleq \frac{\partial F_L(\sigma_1, \dot{y}_d)}{\partial \sigma_1} + \frac{T_{sm}^2}{C_c} \]  

(68)

\[ f_{L_2} \triangleq \frac{\partial F_L(y, \sigma_2)}{\partial \sigma_2}. \]  

(69)

By noting that

\[ v_1 = y - c_1(y - y_d) \quad v_2 = \dot{y} - c_2(\dot{y} - \dot{y}_d) \]

\[ v_3 = e - c_3(e - 0) \quad v_4 = r - c_4(r - 0) \]

where \( c_i \in (0,1) \ \forall \ i = 1,2,\ldots,4 \). From Assumptions 1, 3, and 4, it is clear that an upper bound for the right-hand side of (64)-(67) can be written as follows:

\[
\left| \frac{\partial N(\sigma_1, \dot{y}_d, 0, 0, \dot{y}_d)}{\partial \sigma_1} \right|_{\sigma_1 = v_1} \leq \rho_1(|e|, |r|) \]  

(70)

\[
\left| \frac{\partial N(y, \sigma_2, 0, 0, \dot{y}_d)}{\partial \sigma_2} \right|_{\sigma_2 = v_2} \leq \rho_2(|e|, |r|) \]

\[
\left| \frac{\partial N(y, \dot{y}, \sigma_3, 0, \dot{y}_d)}{\partial \sigma_3} \right|_{\sigma_3 = v_3} \leq \rho_3 \]

\[
\left| \frac{\partial N(y, \dot{y}, e, \sigma_4, \dot{y}_d)}{\partial \sigma_4} \right|_{\sigma_4 = v_4} \leq \rho_4 \]

where \( \rho_i \ \forall \ i = 1,2,\ldots,4 \), are positive constants. After substituting (70) into (63), \( \bar{N}(\cdot) \) can be expressed as

\[
\bar{N} \leq \rho_1(\|z\|)|e| + \rho_2(\|z\|)|\dot{e}| + \rho_3|e| + \rho_4|r|. \]  

(71)

The expressions in (12), and (32) can now be used to upper bound the right-hand side of (71) as in (33).