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Abstract—This paper compares two algorithms applied to 
the task allocation of multiple Unmanned Aerial Vehicles 
(UAVs) for an electronic warfare mission.  The electronic 
warfare mission scenario is discussed and a review of both the 
genetic algorithm and simulated annealing algorithm is given.  
The encoding of the problem and the functions and operations 
needed to implement each algorithm is outlined and compared.  
The algorithms were implemented and tested in Matlab.  A 
discussion of the performance analysis for the time to 
convergence and quality of solutions in a fixed period of time is 
given.  

I. INTRODUCTION 
he Electronic Warfare (EW) scenario investigated in our 
research assumes that a number of air vehicles are used 

to attack enemy air defense targets.  The location of 
potential targets is detected and vehicles are sent to classify 
the target as a threat or non-threat.  If the target is classified 
as a threat, then a vehicle must attack the target.  We assume 
that there is a circular threat zone around each enemy air 
defense target and that if a UAV breeches this  zone it can 
be fired on.  In order to get into range for the attack, we 
assume that a jamming vehicle must be engaged to reduce 
the capability of the threat to track the attacking vehicle.  
When the threat tracking capabilities have been reduced, the 
attacking vehicle can proceed with the attack task.  After the 
attack, a vehicle must verify that the threat has been 
destroyed.   

This mission described in the paper has the following 
basic assumptions: 

1. A priori knowledge of the battle space.  Possible 
target locations are known before mission begins. 

2. There are four tasks to perform on each target: 
classify, jam, attack, and verify. 

3. The vehicles are all Unmanned Combat Aerial 
Vehicles (UCAVs) but are outfitted with different 
payloads. 

4. Vehicles have sensors that can allow them to 
accomplish the classify task out of harms way 
before jamming starts. 

5. Vehicles outfitted with jamming equipment are 
only tasked to do jamming. 
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6. Vehicles with weapons payloads also have sensors 
for classifying and doing battle damage assessment 
on targets. 

This paper explores how a genetic algorithm and 
simulated annealing algorithm can be used to find a solution 
to the task assignment of the UAVs in the EW mission.  The 
algorithm approaches are summarized and then similarities 

are explored.  The algorithms are implemented in MATLAB 
and compared. 
 
 
Fig. 1.  This is a depiction of an electronic warfare mission. Multiple 
vehicles are sent to attack Surface-to-Air Missile (SAM) sites.  The circles 
around the sites represent electronic tracking threat zones.  The electronic 
jammer is sent in to reduce the threat zone so that vehicles can perform 
tasks without being tracked and fired on. 

II. METHODOLOGY 

A. Review of Genetic Algorithms  
Genetic algorithms are search algorithms based on the 

mechanics of natural selection and natural genetics.  They 
combine survival of the fittest with structured randomized 
information exchange to form a search algorithm that 
efficiently exploits historical information to speculate on 
new search points with expected improved performance [1].   

A genetic algorithm can be used to optimize a function by 
searching a population of points using probabilistic 
transitions rules.  There are several basic functions and 
operations that make up a genetic algorithm: the objective 
function, the fitness function, population generation, elitism, 
reproduction, and mutation.       

Genetic algorithms require the parameter set be encoded as 
a finite-length string over a finite alphabet; these strings are 
referred to as chromosomes.   The entire set of all 
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possibilities give the entire population for the problem.  The 
genetic algorithm begins by randomly generating a subset of 
this entire population to be the initial generation.  The 
chromosomes are generated in a way to ensure that each is a 
feasible solution.    

After the initial generation is created then reproduction, 
elitism, and mutation are applied to produce subsequent 
generations that, when implemented correctly, have 
improved performance.  The reproductive operators may be 
implemented in many different ways but involve simple 
copying and swapping of strings between two parent 
members to produce a child member.  The elitism operator 
retains members of a generation with top performance so 
that these members may remain in the next generation and 
continue to reproduce.  The mutation operator is applied to a 
small percentage of individual members of a generation in 
order to ensure that the population continues to evolve.  The 
process of producing new generations continues for a set 
duration or, if time allows, until convergence to the best 
solution is attained.  

B. Review of Simulated Annealing 
Simulated Annealing is a method that is based on the 

analogy of thermodynamics; specifically the way metal 
cools and anneals [2]. At high temperatures, the molecules 
of a metal move freely, but as the metal is cooled the 
thermal mobility is lost.  The atoms are often able to line 
themselves up and reach a minimum energy state for this 
system.  If a liquid metal is cooled quickly it does not reach 
this state but rather ends up in a polycrystalline or 
amorphous state with somewhat higher energy.  The essence 
of the slow cooling process is to ensure that a low energy 
state is achieved by allowing ample time for redistribution of 
atoms as they lose mobility. 

Theoretically speaking, simulated annealing is an iterative 
improvement algorithm that can be used to effectively solve 
large scale optimization problems [3].  The goal of simulated 
annealing is to reach a globally optimal solution without 
getting stuck in the local minima.  The algorithm iterates 
over a temperature variable, which decreases at a rate 
defined by the cooling schedule.  There are several basic 
operations and functions that make up the simulated 
annealing algorithm:  the objective function, the cooling 
schedule, and the neighborhood defining operation. 

To begin the simulated annealing process a solution to the 
problem is constructed.  During each iteration, a potential 
new solution is created by making small changes to the 
current best solution.  The current and new solutions are 
evaluated.  If the new solution is better than the current best 
solution, then the new solution replaces the current solution.  
If the new solution is worse than the current best solution, 
then the new solution may still replace the current best 
solution with some probability.  The probability is based on 
the temperature function that determines the likelihood of 
the worse solution being used to replace the current best 

solution.  At a higher temperature, the algorithm will more 
likely accept the worse solution than it will at a lower 
temperature.    

The simulated annealing algorithm is guaranteed to 
converge in a finite time if the cooling schedule is 
sufficiently slow [3].  However, the finite cooling schedule 
may take too long to be practical in implementation, so 
applications may sacrifice convergence for a faster cooling 
schedule.  This leads to suboptimal solutions, which may be 
acceptable in some problem domains.             

Both algorithms can be used to address the problem of task 
assignment for a team of UAVs to conduct an EW mission.  
The algorithms can utilize the same solution encoding 
scheme and objective function.  The same operations can be 
used for both to create new solutions from old ones.   

C. UAV Task Assignment Problem 
In this EW scenario, the UAVs are required to perform 

four tasks on each of the targets.  Let T = {1, 2, … Nt} be 
the set of targets found and V = {1, 2, …Nv}be the set of 
UAVs performing the tasks.  The set of tasks to be 
performed is M = {classify, jam, attack, verify} with Nm the 
number of tasks.  

The classification task is performed when a vehicle 
follows a trajectory that allows it to place its sensor footprint 
over the target.  The classification task can be done from an 
area outside of the threat zone of the target.   The attack task 
requires that a UAV position itself inside the target threat 
zone to release a weapon at the target.  Before the attack can 
be accomplished the jamming vehicle must obtain the 
attacking vehicle’s trajectory and begin jamming the radar 
site emission accordingly.  This jamming continues until the 
attacking vehicle can position itself close enough to launch a 
weapon at the site and then fly out of harms way to avoid 
detection or counter attack.  Following the attack, damage 
verification is performed again by placing the UAV’s sensor 
footprint over the target site.  Again the verification task can 
be done outside the threat zone of the target.  The jamming 
vehicle is only utilized when attacking a target.  The 
jamming engagement occurs β seconds before the attack and 
lasts for γ seconds after the attack to ensure the safety of the 
attacking vehicle.  Fig. 2 depicts how the jamming task and 
attack task overlap.   

 
Fig. 2.  Attack and Jamming Task Overlap 
 

The assignment algorithm must take into account task 
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precedence and task coordination.  Task precedence requires 
that all tasks performed on a target must be performed in 
order (i.e. classify, jam, attack, verify).  Task coordination 
requires that each task be performed once on each target.    

D. Encoding the Problem 
In order to begin the problem, possible solutions need to 

be encoded.  Both the genetic algorithm and simulated 
annealing evaluate the encoded solutions and use previous 
ones to develop new solutions through operations discussed 
earlier.  An example of this encoding for similar mission 
scenarios can be found in the work of [1, 4, 5].  The 
representation of possible solutions for this scenario is more 
complex than found in some applications.  Each possible 
solution must represent the assignment of two types of 
vehicles to targets with multiple tasks to be performed on 
them, and thus the encoding scheme chosen has three rows 
for each solution.  The first row contains numbers from the 
set V = {1, 2, …, Nv} and represents the vehicles that do the 
non-jamming tasks of classify, attack, and verify.  The 
second row represents the targets and the three non-jamming 
tasks to be completed on each.  This row contains numbers 
from the set T = {1, 2, …, Nt}.  The third row contains 
numbers from the set J = {Nv +1, …, Nj } which represent 
the jamming vehicles.   Fig. 3 shows an example of a 
feasible solution for the scenario of three targets each with 
three tasks being prosecuted by four non-jamming vehicles 
and two jamming vehicles. 

 
Non-Jamming 
Vehicles 

4 3 1 3 2 1 4 2 1 

Targets 
 

1 2 1 3 1 2 2 3 3 

Jamming 
Vehicles 

0 0 5 0 0 6 0 5 0 

Fig. 3.  Example Solution for Electronic Warfare Mission Scenario.  This is 
one possible solution when there are four non-jamming vehicles, two 
jamming vehicles, and three targets. 
 

Since there are three targets in the example, the second 
row contains only the numbers 1, 2, and 3.  Since each target 
has exactly three non-jamming tasks to be performed on it, 
there are three of each number in the row.  The first 
occurrence of a number indicates the classify task on that 
target, the second indicates the attack task, and the third 
occurrence represents the verify task.  The third row has 
nonzero entries only under each attack task of the target 
row.  The rest of the entries are zero.  

The order in which the tasks are done is taken into account 
by the objective function.  A timeline of the mission is 
pictured below in Fig. 4. Notation on each bar consists of 
vehicle number, task, target number, and duration of fly 
time/task time. 

The prosecution plan represented by the feasible solution 
in Fig. 3 and pictured in Fig. 4 is as follows: 

• Vehicle 4 classifies target 1 and then verifies target 
2. 

• Vehicle 3 classifies target 2 and then classifies 
target 3. 

• Vehicle 5 jams target 1 and then target 3. 
• Vehicle 6 jams target 2. 
• Vehicle 1 attacks on target 1 and then attacks target 

2 and then verifies target 3. 
• Vehicle 2 verifies target 1and attacks target 3. 
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Fig. 4.  Timeline for Electronic Warfare Solution.  This timeline shows the 
mission solution that is given in Fig. 3. 
 

E. Counting Feasible Solutions 
There are many possible solutions of the type described in 

the last section.  Equation (1) below gives an upper bound 
for the number of possible solutions with three rows as 
discussed above. However, other rules need to be applied to 
determine whether the actual solution is feasible for the EW 
scenario. 
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Proof: 
The number of possible strings for the first row of the 

solution is the number of ways to fill the NtNm (number of 
targets * number of tasks) places with numbers from the set 

V = {1, 2, …, Nv}.  There are 
mt NN

vN )(  ways to do this. 
The second row of the solution has the numbers in the set 

T = {1,2, …, Nt} repeated for as many tasks that are left on 
the target.  This is counted using a permutation with 
repetitions formula.   
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The third row of the solution has zeros and the numbers 

from the set J = {Nv + 1, …, Nv + Nj }.  The nonzero 
numbers can only be placed under the attack tasks in the 
second row.  If Na represents the number of attacks in the 
second row then the number of ways these can be positioned 
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F. The Objective Function and Operations 
For both the genetic algorithm and simulated annealing an 

objective function must be developed to evaluate the final 
mission time of a feasible solution.  The objective function 
value is used to determine the fitness of a solution to 
reproduce in the genetic algorithm and the determination of 
whether a new solution is accepted or rejected in the 
simulated annealing algorithm.   

Given a feasible solution, the objective function value of 
that solution represents the total time it takes for the mission 
to be completed using the task assignment defined by that 
solution.  The objective function must consider task 
precedence, determine the final time for each task to be 
completed, and then takes the maximum of all these tasks.  
Equation 2 shows the objective function to be minimized 
where ft  is the final overall mission time and )(k

jt  is the 

final time to complete task k on target j. 
 

  }{ )(

,
max k

j
MkTj

f ttJ
∈∈

==       (2)  

For the both the genetic algorithm and simulated annealing 
there are some common operations that can be employed to 
create new solutions based on old solutions.  These 
operations include mutate and swap. There are other 
operations that are used for the genetic algorithm and not for 
the simulated annealing.  They include inversion and 
crossover.  These operations are discussed in the  

Table 1 below. 
TABLE 1  

OPERATIONS TO CREATE NEW SOLUTIONS 
 

Operation Description Used 
for GA 

Used 
for SA 

Mutation One element of the 
row is randomly 
changed 

Yes on 
vehicle 
row 

Yes on 
vehicle 
row 

Swap Two randomly chosen 
elements in a row are 
exchanged 

Yes on 
target 
row 

Yes on 
target 
row 

Inversion Two random positions 
are chosen and the 
elements between 
these position are 
inverted 

Yes on 
target 
row 

No 

Crossover Two solutions are 
combined by choosing 
a random position and 
then taking the first 
part of one solutions 
row and combining it 
with the second part of 
another solutions row 

Yes on 
vehicle 
row 

No 

     

G. New Generations in the Genetic Algorithm  
For the genetic algorithm, the process begins by creating a 

set of feasible solutions called a population (or first 
generation) and then creates new generations based on the 
previous one.  Each of the newly generated solutions within 
the generation is evaluated using the objective function to 
determine the total time it will take for the mission to be 
completed using the task assignment defined by the solution.  
Fitness values are then assigned linearly to transform the 
objective function value to a measure of relative fitness.  
The selection algorithm selects individual solutions for 
reproduction based on their relative fitness.  Using linear 
scaling, the expected number of offspring is approximately 
proportional to the individual’s performance.  The selection 
process then uses the roulette wheel method that 
probabilistically selects individuals from a given generation 
for reproduction based on their fitness. 

The reproductive process, for the genetic algorithm in our 
problem domain, combines both a crossover operation for 
the non-jamming vehicle row in one generation and an 
inversion operation for the target row in another generation. 
The two other operations applied are elitism and mutation.  
Elitism ensures that the solution to the problem is 
monotonically decreasing. The mutation changes one 
element of the solution at random and is only applied to a 
small percentage of elements to insure diversity of the 
population.  

The general crossover function takes two feasible 
solutions and splits the non-jamming vehicle row at some 
position n less than the length of the solution and exchanges 
the positions 1…n in one solution with the 1…n entries in 
the other solution.  This action is appropriate for the non-
jamming vehicle row of the solution. Fig. 5 and Fig. 6 below 
show the rows of the solution before and after the crossover 
operation.  The bottom rows of the new solutions remain the 
same as the original. 
 

Non-Jamming 1 4 2 3 2 1 
Targets 2 1 1 2 1 2 

Jamming 0 0 5 6 0 0 
 

Non-Jamming 3 1 3 2 4 2 
Targets 2 2 1 1 2 1 

Jamming  0 6 0 5 0 0 
Fig. 5.  Original two feasible solutions before the crossover operations is 
applied.  

 
Non-Jamming 1 4 3 2 4 2 

Targets 2 1 1 2 1 2 
Jamming 0 0 5 6 0 0 

 
Non-Jamming 3 1 2 3 2 1 

Targets 2 2 1 1 2 1 
Jamming 0 6 0 5 0 0 

Fig. 6.  Two new feasible solutions created by the crossover of the original 
solutions in Fig. 4. 
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The inversion operation, used on the target row, takes all 

elements of a single solution between position m and n (m < 
n) and inverts them.  This allows the target row to change 
but retain the correct number of target entries that are 
required for a feasible solution.  In the example below in 
Fig. 7 and Fig. 8 it can be seen that the elements in positions 
two through four are inverted. 

 
Non-Jamming  1 4 2 3 2 1 

Targets 2 1 1 2 1 2 
Jamming  0 0 5 6 0 0 

Fig. 7.  The original solution before the inversion operation is applied. 
   

Non-Jamming  1 4 2 3 2 1 
Targets 2 2 1 1 1 2 

Jamming  0 0 5 6 0 0 
Fig. 8.  The new solution with positions two through four inverted. 

H. Creating Neighbors in the Simulated Annealing 
For simulated annealing, the first feasible solution is 

created at random and evaluated using the objective 
function.  Given any feasible solution x, the simulated 
annealing algorithm creates another solution “close” to x, 
which is based on x, to compare to the current best solution.  
The performance of the algorithm depends critically on this 
neighborhood operation [6].  If the choice of a neighborhood 
is too small then the simulated process will not be able to 
move around quickly enough to find the minimum in a 
reasonable time.  If the neighborhood is too large then the 
process is essentially a random search.   

Goldstein in [6] provides general guidelines for a 
neighborhood system which are described below. 

Let S be a finite set.  For each s ∈ S, there is a 
neighborhood of s, Ns ⊂  S, that satisfies the following: 

1. ∀ s ∈ S, s ∈ Ns 

2. ∀ s, t ∈ S, s ∈ Nt  if and only if t ∈ Ns 

3. ∀ s, t ∈ S, |Ns| = |Nt| 
4. ∀ s, t ∈ S, there exists an integer m and u1, u2,…, um 

in S such that tmuiu NuNuNs
i

∈∈∈
+

,,
11

 for i = 

1,2,…,m-1. 
  The operations used to create a “close” or “neighbor” 

solution are the mutation or the swap.  For the vehicle row 
of the solution, the mutation is used.  This operation simply 
chooses one of the vehicle numbers in the row at random 
and changes the number to another possible vehicle number.  
This creates a different, but feasible solution that is a 
“neighbor” of the first one.  Another operation that is used 
to produce a “neighbor” solution is the swap operation for 
the target row.  In this operation, two randomly chosen 
elements in the target row are exchanged.  This operation 
also produces a feasible solution that is based on the 
previous solution and allows all permutation of that row to 
be attainable.   

I. The Temperature Function for Simulated Annealing 
For simulated annealing, a variety of temperature or 

cooling schedules may be used.   After the initial solution is 
created the algorithm then iterates through a loop, 
decrementing temperature at each pass.  A simple cooling 
schedule, Ti+1 = 0.98Ti, was first implemented.  Although 
this function was effective it had the potential to allow for 
conversion of the algorithm to local minima.  The second 
cooling schedule implemented slowed down the 
convergence and caused the temperature function to, at some 
times, rise instead of being monotonically decreasing.  The 
cooling schedule is shown in Fig. 9.     

 
Fig. 9.  The cooling schedule for the simulated annealing algorithm.  This 
schedule allows for increases in the temperature at some points to avoid 
converging to a local minima.   

The graph in Fig. 10 shows that at some points the 
temperature actually raises.  Since the temperature is used to 
determine when a worse solution will be accepted (at higher 
temperatures it is more likely to accept a worse solution) this 
give more opportunity to get out of local minima.   

 
Fig. 10.  The graph of the cooling schedule used for the simulated annealing 
shows the temperature increases at some points.  The purpose of this is to 
avoid converging to a local minima. 

III. PERFORMANCE ANALYSIS 
To compare the performance of the algorithms two types of 
tests were performed: (1) comparison of solutions quality in 
a given time and (2) comparison of how time to converge to 
a solution.  For both tests, 5000 runs were completed and 
averaged.  For comparison purposes, both the genetic 
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algorithm and simulated annealing were implemented in 
MATLAB and a table of estimated flight times was used as 
input to the algorithm.   

The first test compared the total mission time for the best 
solution found at 0.1, 0.3, 0.5, 0.7, or 0.9 seconds.  For the 
EW scenario, the objective function to be minimized 
represents the final mission time, thus the smaller the 
solution, the better the solution.  The results are displayed in 
Fig. 11, Fig. 12, Fig. 13, Fig. 14, and Fig. 15 below for a 
varying numbers of non-jamming vehicles, targets, and 
jamming vehicles.    

 

 
 
Fig. 11.  The graph compares the performance of the genetic algorithm to 
the simulated annealing on two non-jamming vehicles, one target and two  
jamming  vehicles  (2-1-2) mission scenario.   

 
Fig. 12.  The graph compares the performance of the genetic algorithm to 
the simulated annealing on a three non-jamming vehicles, two targets, and 
three jamming vehicles (3-2-3) mission scenario.   

 
Fig. 13.  The graph compares the performance of the genetic algorithm to 
the simulated annealing on a four non-jamming vehicles, three targets, and 
four jamming  vehicles (4-3-4)  mission scenario.   

 
Fig. 14.  The graph compares the performance of the genetic algorithm to 
the simulated annealing on five non-jamming vehicles, four targets, and five 
jamming vehicles (5-4-5) mission scenario.  
 

 
Fig. 15.  The graph compares the performance of the genetic algorithm to 
the simulated annealing on a six non-jamming vehicles, five jamming 
vehicle, six targets mission scenario.  
 

Fig. 11 indicates that for 2 non-jamming vehicles, 1 
targets, and 2 jamming vehicles (2-1-2) scenario the genetic 

6



 
 

 

algorithm and simulated annealing solutions are very close.  
It is evident in the following figures that once the scenarios 
get larger the solutions found by the genetic algorithm in a 
fixed amount of time are superior to the simulated annealing 
solutions. 

The second test compared the time it took each algorithm 
to converge and the solutions to which they converged.  
Here, convergence is defined as having no improvement in 
the solution for a set number of iterations.  The iterations 
without improvement were set to the same number for both 
algorithms.  Fig. 16  below shows that the genetic algorithm 
converges more quickly than the simulated annealing to a 
solution.  For example, on the largest scenario it took the 
genetic algorithm half the time (one second) to converge 
compared to the simulated annealing algorithm (two 
seconds).  In addition to the quicker convergence, the graph 
in Fig. 17 shows that the objective function value, total 
mission duration, for the genetic algorithm is always less 
than the value to which the simulated annealing converges.   

 
Fig. 16.  The graph depicts the time for convergence (no improvement in the 
solution for the last 200 solutions).  The genetic algorithm always converges 
faster than the simulated annealing algorithm. 
  

 
Fig. 17.  The graph depicts the objective function value at convergence.  
The objective function value, total mission duration, is always less for the 
genetic algorithm.  

IV. CONCLUSION 
In this paper a genetic algorithm and a simulated annealing 

algorithm were both applied the task allocation of multiple 
UAVs for an electronic warfare mission scenario.  After 
encoding the problem and implementing the algorithms in 
Matlab, two different types of tests were performed to 
compare the two algorithms. The performance analysis was 
based on the quality of solutions in a fixed period of time 
and time to convergence.  For our implementations, all tests 
indicate that the genetic algorithm is a superior algorithm to 
the simulated annealing algorithm for this problem domain.  
The algorithms were implemented using standard practice 
for each, however tuning of the algorithms may produce 
somewhat different results.    
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