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Abstract

The Group Allocation Multiple Access with Colli-
sion Detection (GAMA/CD) protocol for scheduling
variable-length packet transmissions in a local area
network is specified and analyzed. GAMA/CD pro-
vides the advantages of both TDMA and CSMA/CD
by maintaining a dynamically-sized cycle that varies
in length depending on the network load; each cy-
cle 1s composed of a contention period and a group-
transmission period. During the contention period, a
station with one or more packets to send competes for
membership in the transmission group. Once a mem-
ber of the transmission group, a station ts able to send
data without collision during each cycle; as long as
a station has data to send, it maintains its position
win the group. This can be viewed as either allowing
stations to “share the floor” in an organized manner,
or as establishing frames that are not synchronized on
a slot-basis and vary their length dynamically based
on demand. Both the throughput and the delay of
GAMA/CD are presented and analyzed. To validate
our analysis, the results of both models are compared
to the throughput and delay produced by a simulation
of GAMA/CD.

1 Introduction

Such medium access control (MAC) protocols as
CSMA/CD [10] that require a station to contend for
the ability to send each data packet of a message can-
not provide performance guarantees. This is a signif-
icant problem for real-time multimedia applications
requiring long-term connections and bounded jitter.
Many strategies have been proposed that can provide
some form of performance guarantees in the MAC pro-
tocols of local area networks; these include: fixed as-
signment (e.g., TDMA, FDMA), polling, token pass-
ing, and dynamic reservation protocols. However,
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each of these strategies can be improved in terms of
its performance or implementation complexity.

In TDMA, the average delay experienced by a sta-
tion that has been assigned a data slot i1s constant,
regardless of the channel load; this is good if the load
is high, but if the load is low the delay is longer than
necessary, unless data slots can be quickly reallocated
to the active stations. Polling requires a central sta-
tion to direct the transmission of the other stations,
and wastes polling time when the majority of stations
are idle. A token passing network does not require
a central station, but must deal with cases in which
the token is lost or duplicated, which increases the
complexity of the protocol. Dynamic reservation pro-
tocols are based on the premise that “control frames”
can be defined in which stations can reserve the right
to use slots in “data frames,” the length of the control
frames may be fixed or variable, but 1t is a function
of the number of stations in the system. A control
frame whose size is defined by the number of stations
complicates the addition and deletion of stations and
does not scale very well. Much work has been done in
the area of real-time data transmission across a multi-
access LAN. In [7] and [13] window protocols are de-
cribed which require that stations are synchronized in
order to support time slotting. In [4] a protocol simi-
lar to GAMA/CD is described; however, this protocol
requires time synchronization, and the frame size does
not vary with the level of network traffic. In [1] a pro-
tocol that transmits voice packets over virtual circuits
is described; voice traffic is given a higher priority than
data traffic. Other schemes which use a token passing
scheme are described in [11], [12] and [14].

We describe and analyze a new MAC protocol
for LANs, which we call Group Allocation Multi-
ple Access with Collision Detection (GAMA/CD).
GAMA/CD provides dynamic reservations of the
channel and its implementation complexity is compa-

rable with that of CSMA/CD protocols.
GAMA/CD builds a dynamically-sized “cycle” that

grows and shrinks depending upon traffic demand.
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Each cycle consists of a contention period of up to
a maximum duration that is independent of the num-
ber of user stations, and a group-transmission period
during which one or more stations transmit data pack-
ets without collisions. A position in the transmission
group is allocated to an individual station, and a sta-
tion can continue to transmit in this position as long
as it has data to send.

We believe that GAMA/CD combines the best
features of CSMA/CD and contention-free proto-
cols like TDMA. On the one hand, like CSMA/CD,
GAMA/CD is very efficient under light load. On the
other hand, GAMA/CD is much more stable under
heavy loads than CSMA/CD, because it permits sta-
tions in the transmission group to send packets inde-
pendently of new requests for additions to the trans-
mission group. GAMA/CD ensures that, once a sta-
tion has reserved a position in the group-transmission
period, it will be able to transmit at or better than
a guaranteed rate. The guaranteed rate is given by
the maximum length of any given cycle, which is the
sum of a maximum contention period and a maximum
transmission period. A maximum contention period
is directly proportional to the maximum propagation
delay over the LAN, is independent of the number
of stations, and is very short in high-speed LANs.
Therefore, just like in other schemes (e.g., token ring
schemes) the time between two transmissions by the
same station is bounded.

Section 2 describes GAMA/CD in detail; section
3 analyzes the throughput of GAMA/CD. Section 4
studies its average delay using an approximate model.
Section 5 compares the results of our analytical models
to simulated results. Finally, section 6 offers some
concluding remarks.

2 Protocol Description

GAMA/CD divides the channel into a series of cy-
cles; each cycle consists of a contention period and
a group-transmission period. The group-transmission
period is further divided into a set of individual trans-
mission periods; the number of individual transmis-
sion periods per cycle varies with the amount of net-
work traffic. An individual transmission period corre-
sponds to a slot in a synchronized network; however,
GAMA /CD does not require that network stations be
synchronized by time. During the contention period
stations contend for membership in the “transmission
group”; each group member is able to transmit data
without collision during the tranmission period allo-
cated to the station when it joined the transmission
group. GAMA /CD uses a form of “limited sensing” as
in [3] to allow a newly activated station to contend for

group membership without knowing the entire state
of the transmission group.

When a station receives a message to transmit, it
listens to the channel for 27 seconds, where 7 is the
maximum end-to-end propagation delay. As will be
explained later in this section, the value 27 is chosen
in order to ensure that no data transmitted by a group
member is involved in a collision. If the listening sta-
tion does not detect a signal on the channel within the
27-second interval, it transmits the initial packet of the
message. As the station transmits the initial packet,
it also senses the channel for a possible collision. If a
collision is detected (Fig. 2), the station stops trans-
mitting; since the propagation delay is at most 7, any
collision that occurs is detected within 27 seconds of
the start of transmission. After sensing the collision,
the transmitting station sends a jamming packet; the
purpose of this packet is to ensure that every station
is aware of the collision. If the transmission of the ini-
tial packet is succesfully completed (Fig. 1), and the
transmission group is not full, a transmission period
is created and allocated to the new member.

The header of each transmission period contains the
number of group members; thus, a new member is able
to determine this value by reading the header of a
transmission period. While a station is a group mem-
ber, it is required to listen to each contention period,
to determine whether or not a station has been added
to the group. Each member is also required to listen
to every transmission period; an idle transmission pe-
riod means that a group member has either failed, or
voluntarily left the group; in either case, the trans-
mission period is removed. Because a group member
listens to every contention and transmission period,
it knows the number of group members, and its own
position within the group.

The contention period begins with up to 37 sec-
onds of idle time; therefore, any message which ar-
rives in the first 7 seconds of the contention period
will generate an wnitial packet. If the first station in
the transmission group does not detect a signal 57
seconds after the start of the contention period, the
contention period must be idle, and the first station
begins its transmission period; otherwise, the first sta-
tion waits until the channel is clear before beginning
its transmission. The first station must wait for up
to b7 seconds because 1t is possible that another sta-
tion 7 seconds away from the first station begins the
contention period 7 seconds after the first station. If
a message arrives at this other station 7 seconds into
the contention period, an initial packet is transmitted
27 seconds later, and arrive at the first station after
another 7 seconds.



An nztial packet sent during the last 7 seconds of
a contention period collides with the first transmis-
sion period. Accordingly, the first station sends a 27-
second jamming packet before it transmits its data
packet; this packet will collide with any wnitial packet
in the channel, and force the transmitting station to
stop sending its initial packet. It is possible that an
wnitial packet might be sent 7 seconds after the first
transmission period has begun; this nitial packet will
arrive up to 7 seconds later. Therefore, the jamming
packet must be at least 27 seconds long to ensure that
no data is involved in a collision. The jamming packet
ensures that the length of the contention period is no
greater than 374§ (when an initial packet is success-
fully transmitted) where 4 is the maximum length of
the initial packet.

A group member begins transmitting data as soon
as 1t senses the channel is clear following the reception
of the previous transmission period. As the maximum
propagation delay is 7 seconds, the delay between suc-
cessive transmission periods will be no longer than 27
seconds. If a group member does not receive a signal
within 27 seconds, the transmission period must be
idle (Fig. 3); when this happens, each group mem-
ber transmits a 7 second long jamming packet. The
Jjamming packet ensures that any initial packet trans-
mitted during the idle transmission period is not suc-
cessful. If a station does not detect a signal on the
channel within 37 seconds after succesfully transmit-
ting an nitial packet, the transmission group must be
empty; therefore, the station becomes the first mem-
ber.

In order for member stations to provide quality
of service guarantees, GAMA/CD ensures that the
length of the group-transmission period is not larger
than some value G; therefore, the interval between
successive occurrences of a transmission period is
bounded. When a station receives a message to trans-
mit, it determines the portion of each cycle it requires
in order to achieve its quality of service guarantees.
A station assumes that the cycle length 1s maximized
(equal to 37 + § + G) when it calculates this value.
When the the length of the cycle is small, the in-
terval between the transmission period is also small;
consequently, as the length of the cycle increases, so
does the interval between successive occurrences of the
transmission period. As this interval increases, a sta-
tion 1s required to transmit more data during each cy-
cle, in order to meet its quality of service guarantees.
Therefore, the maximum cycle length is used to ensure
that member stations have the required bandwidth.

The allocated length of each transmission period
is contained within the transmission period’s header.

Each group member knows the length of the entire
group-transmission period by reading each header; if
the wnitial packet is transmitted without collision, the
transmitting station must first read the cycle length
from the header of a transmission period. If there is
enough available bandwidth, the station is admitted;
otherwise, it backs-off. Once the station is added to
the group, it is able to send the remaining packets
without contention in subsequent cycles; after a sta-
tion has been added, it maintains its position until
it has no data to transmit. A succesful RTS speci-
fies how many packets a station that is added to the
transmission group will be sending.

Success Jamming Packet
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Figure 1: GAMA/CD: A successfully transmitted ini-
tial packet.
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Figure 2: GAMA/CD: Two initial packets involved in
a collision.
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Figure 3: GAMA/CD: An idle transmission period.

3 Approximate Throughput Analysis
In the following analysis we develop a non-
persistent model for the throughput of GAMA/CD.
The model assumes that there is an infinite number
of stations; the stations form a Poisson source gener-
ating RTSs (both new and retransmitted) at a mean
arrival rate of A, and each station is assumed to have
at most one RTS to transmit at any time. The time



to transmit a single data packet is 4, the number of
packets in a message is a random variable, and the
probability that a message will complete its transmis-
sion (in a given cycle) is given by y = 1 where N
is the average number of packets in a message. The
transmission channel does not introduce errors, any
errors observed in received packets are the result of
collisions, and collisions are detected by all stations.
We assume that there are no station failures, that the
propagation delay is 7 between all stations, and that
the members in the transmission group are ordered by
the number of packets (in the message) remaining to
be transmitted.

Figure 4: Markov Chain defining the average number
of members in the group.

The state of the Markov chain in Fig. 4 represents
the number of members in the group, where the value
m is equal to the maximum number of group mem-
bers. The probability that a station is added to the
group P,(n) where n is the current number of group
members, is equal to the probability that an initial
packet 1s successfully transmitted within a contention
period, which is the same as the probability that only
one message arrives during the first 7 seconds of the
contention period. If there are m group members, no
new members can be added because the transmission
group is full. The value of P,(n) can be expressed as

Are™" ifn<m
Pa(n):{o ifn=m (1)

The probability P; that a contention period is idle is
equal to the probability that no packets arrive during
the first 7 seconds of the contention period; Therefore,

Pi=e T (2)
The probability P, that a contention period results
in an error is the same as the probability that more

than one message is transmitted during the contention
period. This value can be expressed as:

P.=1-Are™ — ¢ (3)

If a line 1s drawn between any two states of the
Markov chain, then the flow in one direction across the
line has to equal the flow in the other direction. For
an arbitrary state n where 0 < n < m the probability
that the number of group members changes from n
to n+1 is equal to the probability that the state of
the Markov chain transitions from a state N (where
N > n) to a state L (where L < n). This can be
represented by the following equation.

Pnpa(n)(l - N)n

m—n i
Z(l_ an-}-z n+lZ’u 1_ n-|—z 7
i=1
m—n n+1 - -

+ 2 Paguan P 3w (1= (1)
=1 j=it1

Pagny(1 —p)"
Z .Zﬂj(l _ u)n+z—J
Z iy Pasi (L= )" (5)

Dividing both sides of Eq. 5 by (1 —pu)"P,

to

(n) leads

n+41i

£y Pagaldpd (1 —p)™
i=1 j=t
= Pagntiyi'] (6)

where 0 < n < m.

Successively substituting the values of P,4; in Eq.
6 results in the following equation for P, which is de-
pendent only upon the value of P,:

P, = P, F(n) (7)

Where F(n) is a recursive function which can be
defined as follows:

n+i

Z_: n—l—z

- Pa(n+i),u ] (8)



The sum )", P, = 1 Therefore,

1
S Fli) +1

The average number of group members p is

P, =

p=3 5P, (10)
7j=1

An idle period separates successive cycles; this is
either the period of time in which the transmission
group is empty, or the idle period at the start of a
contention period. When the transmission group is
empty, i.e., no stations have packets to send, the idle
period lasts (1 + 27) seconds (on average). The first
term (%) represents the time between Poisson mes-
sage arrivals; the second term (27)is the time a sta-
tion must listen for a clear channel. If the number of
group members is greater than 0, then the length of
the idle period depends upon the result of the con-
tention period. If the contention period is idle, the
length is equal to 37; the first 7 seconds are the period
of time in which arriving messages can be successfully
transmitted and, the following 27 seconds represent
the time a station must wait to sense for a clear chan-
nel. If the contention period is not idle, the channel
is idle for a period of 577 seconds (on average). For an
wnitial packet to be transmitted it must arrive within
the first 7 seconds of the contention period; on av-
erage a packet will arrive after 7 seconds, and wait
for 27 seconds before the wnitial packet 1s transmitted.
Therefore, the average length T of the idle period can
be expressed as:

I=P(5+2r )+ (1-P)[ P3r+(1-P)% |
(1)
The probability that an initial packet (once sent)
is successful P, is equal to the probability that no
other messages arrive within 7 seconds of the start of
transmission, i.e.,

Pr = 6_)\7 (12)

The average length B of a busy period is the length
of a busy contention period plus the length of the
group-transmission period. If there are no group mem-
bers a busy period does not start until a message ar-
rives at a station; therefore, when the number of group
members is 0, a contention period will result in either
a successful initial packet or in the collision of mul-
tiple initial packets. The probability that an initial
packet 1s successful is equal to the probability that no
other messages arrive within 7 seconds of the arrival

of the first message; this is equal to P,, and the length
of a successful contention period is (§ + 7). Conse-
quently, the probability that a collision occurs is equal
to (1 — P.). When a contention period produces an
error, the length of the contention period is equal to
Y +37. Where Y represents the length of the overlap
between colliding initial packets. This value as shown
in [6] can be represented as:

o 1— 6—)\7
Y=r1 3 (13)
The 37 seconds represents the time before colliding
stations realize a collision has occured plus the length
of the jamming packet and the propagation delay for
the jamming packet to reach the other stations. If
the transmission group is not empty, the length of the
busy period depends upon the outcome of the con-
tention period; the length of the contention period is:
é + 7 if an initial packet is successfully transmitted,
Y + 37 if multiple initial packets collide, and 0 if the
contention period is idle. Regardless of this outcome,
the length of the group-transmission period is p(§+7).
Therefore, the value of B can be expresses by the fol-
lowing equation:

B = Po[PrT+ (1 — Pr)(?-l-:))T)]
+ (1= Po)[Pa(p)(p + 1) (0 + 7) + Pip(6 + 1)
+ P.[Y + 37+ p(6 + 7)] + 37] (14)

The average time spent transmitting data in a cycle
(U) is equal to the average number of group members
plus the possibility that an initial packet is successful
multiplied by the data packet length:

U= (p+ Palp))d (15)
The throughput S is equal to the average time spent

transmitting data in a cycle (U) divided by the dura-
tion of an average cycle, i.e.,
s=-Y_ (16)
I+B
4 Average Delay Analysis
In this section the average delay of GAMA/CD is
analyzed; the delay of a message is defined as the
elapsed time from the instant the message is ready
to be transmitted to the time the entire message is re-
ceived at the destination. The average delay is mod-
eled by the process shown in Fig. 5.
In order to determine the average delay, one must
consider the steps a station takes in transmitting a
message. When a station receives a message, it is in
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Figure 5: Process defining GAMA/CD delay charac-

teristics.

the Arrive state. If the station senses the channel
clear for 27 seconds after the arrival of a message, it
sends an initial packet (Attempt) otherwise it backs
off. If the wnitial packet is successful the station enters
the Transmit state, where it remains until the mes-
sage is complete. If the nitial packet is not successful
the station enters the Backoff state.

These five states (Arrive, Backoff, Attempt, Trans-
mit and Complete) along with the associated delay
values and the transition probabilities define the pro-
cess used to obtain an expression for the average delay.
In Fig. 5, each link represents a transition from one
state to another; for every link there is a label which
consists of the probability the link is used, and the
length of time spent in the state.

The transition from the Arrive state to the At-
tempt state is made with probability P, where P;
can be expressed as:

P=—L_-p, e
s T i F m

Ps is the probability that a message arrives during
an idle period and that the group is not full. Because
a station must sense that the channel is clear for 27
seconds before it sends the initial packet, the delay
caused by the transition from Arrive to Attempt
1s 27. If a station is forced to back-off, it will have
spent (on average) T seconds listening to the channel
before it detects a signal. The length of time a station
backs-off is a random variable with an average value
of b.

After waiting in the Backoff state, a station will
enter the Attempt state with probability Ps; while in
the Attempt state, a station sends an initial packet

which has a probability of failure equal to Py, where
Pr=1- e™ . If the initial packet is successful, the
station transitions to the Transmit state; the delay
accrued by this transition is equal to B. If the ini-
tial packet fails, the Backoff state is entered; in this
case, the additional delay is equal to . While in the
Transmit state, a station sends a packet each cycle;
the probability that a station completes its message
transmission (in a given cycle) is equal to p. FEach
time a station returns to the Transmit state, the ad-
ditional delay is equal to the time required to transmit
a complete cycle.

From Fig. 5 one can obtain an expression for the
average delay D:

D= (1—P)(r+b+ E(B)) + P,(2r + E(A)) (18)

Where E(A) is the additional delay accumulated
each time the Attempt state is entered, and E(B) is
the delay caused by each stay in the Backoff state.
The value for E(A) can be expressed as follows:

E(A) = (1—P;)(B+ E(T)) + Ps(b+ E(B)) (19)

where E(T) is equal to the time spent in the Trans-
mit state. The expression for E(B) is

E(B) = P,(2r+ E(A)) + (1 — P)(b+ E(B)) (20)
solving for E(A) leads to:
1— P

k]

E(A) = E(B) — b—2r (21)

and the equation for E(T) is as follows:

E(T)=1-pw(V+ET) (22)
which simplifies to
_(=pV .
E(T) = y (23)
E(T)=0oV (24)

Where 0 = M, and V is the length of the entire
cycle which can ﬁe expressed as follows:

V=I+B (25)

Substituting Eq. 21 into Eq. 19 leads to:

1—-PF

k]

E(B)-

b—21 = (1-P¢)(B+E(T))+P; (b+E(B))
(26)



Py 1- P,
b+
1—P; " P(1—P)

E(B)=B+oV + b+27 (27)

Using Eq. 21 leads to the following expression for
E(A):

_ P 1- P, 1-P,
E(A)=B b b427— b
(W) = BroVa = b p =Pt s

(28)

Substituting the previous two equations into Eq. 18
leads to:

P 1- P,
I_py b+274(1— Ps)b

D=B
TV T TR T R =P
(29)

5 Performance Results

The graphs presented in this section are based on
networks with a speed of 100 Mb/s, and a distance
between stations of 200 meters. For all graphs the
unit of time is equal to the length of the end-to-end
propagation delay.

Fig. 6 plots the throughput and delay of
GAMA/CD; each curve represents a different value
for the average number of packets in a message. The
packet size is fixed at 200 bytes, but the average mes-
sage length is varied by changing the number of pack-
ets per message. When the average number of pack-
ets per message is high (200 packets) the throughput
rises to its maximum value immediately because each
successful initial packet is able to reserve a collision-
free transmission period for 200 packets (on average).
Even when the average number of packets is low,
GAMA/CD is able to produce a high throughput level
over a broad range of network loads. As the number
of packets per message increases so does the number
of cycles each station spends in the group, which in-
creases the average group size. Because the group size
is larger, the delay between successive transmissions
from a single station is longer; thus, the average mes-
sage delay is increased.

In Fig. 7 we show the effect of changing the max-
imum size of the transmission group on the through-
put and delay. When the number of group mem-
bers is large, the overhead of the contention period is
shared among a greater number of transmission peri-
ods; therefore, a larger fraction of time is spent trans-
mitting data, and the throughput is increased. How-
ever, because the number of group members is greater;
the size of the cycle increases, which leads to an ex-
tremely high delay.
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Figure 6: GAMA/CD: A comparison of the approx-
imate throughput and average delay the arrival rate
is allowed to vary. The average number of packets
per message varies from 10 to 200, and the maximum
number of group members is 50

Fig. 8 compares the throughput produced by our
analytical model to the observed throughput of a sim-
ulation of GAMA/CD. This comparison is made in
order to ensure that the assumptions we made in de-
riving the analytical models are valid. The average
packet size is 200 bytes, the average number of pack-
ets per message is 50, the maximum group size is 50.
There are either 50 or 100 stations in the simulated
network, and the analysis uses an infinite number of
stations. In a network where the number of stations is
close to the maximum number of group members, the
arrival rate decreases as more stations join the group.
Because the arrival rate decreases, the throughput and
delay stabilize, in much the same way as TDMA; the
throughput maintains the maximum level for a longer
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Figure 7. GAMA/CD: A comparison of the approxi-
mate throughput and average delay when the arrival
rate varies. The average number of packets per mes-
sage is 50, and the maximum number of group mem-
bers varies between 10 and 100.

period of time, and the increase in delay depends only
upon the delay at the local node.

6 Conclusion

GAMA/CD is able to support quality of service
guarantees by organizing the channel into dynamically
sized cycles, each of which is composed of a contention
period, and a group-transmission period. A station
is allowed to contend for membership in the trans-
mission group during the contention period; a mem-
ber of the transmission group can transmit data col-
lision free during each cycle. When the network load
is light, GAMA/CD behaves much like CSMA/CD.
As the network load rises, the number of group mem-
bers increases to a pre-defined maximum, after which
GAMA becomes in effect TDMA, giving every sta-
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Figure 8: GAMA/CD: A comparison of the simulated
and analytical throughput and average delay when the
arrival rate varies. The average number of packets per
message is 50, and the maximum group size is 50. The
number of stations in the simulated networks is either

50 or 100.

tion that is part of the transmission group a “slot” in
which to transmit. GAMA/CD can adapt to chang-
ing network conditions, even in the presence of sudden
bursts of activity, and offers performance guarantees
to stations that have been successfully added to the
transmission group.

Our analytical results provide an approximation of
the performance of GAMA/CD for the case in which
stations have variable length messages to transmit;
they also provide good insight into the effect vari-
ous parameters (e.g. average packet size or network
load) have on the performance of the protocol. Simu-
lation results were used to validate the simplifying as-
sumptions used in our derivation of the approximate



throughput and average delay. Our work continues
to analyze the behavior of GAMA/CD after failures
in the transmission group, and to introduce more so-
phisticated collision resolution mechanisms for initial
packets within GAMA /CD to ensure that every cycle
has a successful contention period.
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