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Abstract. The temporal logics pCTL and pCTL* have been proposed as tools for the formal specification and verification of probabilistic systems: as they can express quantitative bounds on the probability of system evolutions, they can be used to specify system properties such as reliability and performance. In this paper, we present model-checking algorithms for extensions of pCTL and pCTL* to systems in which the probabilistic behavior coexists with nondeterminism, and show that these algorithms have polynomial-time complexity in the size of the system. This provides a practical tool for reasoning on the reliability and performance of parallel systems.

1 Introduction

Temporal logic has been successfully used to specify the behavior of concurrent and reactive systems. These systems are usually modeled as nondeterministic processes: at any moment in time, more than one future evolution may be possible, but a probabilistic characterization of their likelihood is normally not attempted. While many important system properties can be studied in this setting, others, such as reliability and performance, require instead a probabilistic characterization of the system.

The first applications of temporal logic to probabilistic systems consisted in studying which temporal logic properties are satisfied with probability 1 by systems modeled either as finite Markov chains \([14, 18, 12, 1, 20]\) or as augmented Markov models exhibiting both nondeterministic and probabilistic behavior \([22, 19, 5, 20]\).

Subsequently, \([10, 2]\) considered systems modeled by discrete Markov chains, and introduced the logics pCTL and pCTL*, that can express quantitative bounds on the probability of system evolutions. These logics can thus be used to reason on the reliability and performance of systems. They are obtained by adding to the branching time logics CTL and CTL* a probabilistic operator \(\mathbb{P}\),
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such that the formula $P_{\geq a}\phi$ is true at a given point of the system evolution if, starting from that point, the probability that a future evolution satisfies $\phi$ is at least $a$.

The model-checking algorithms presented in [10, 2] can be used to determine the validity of $p$CTL and $p$CTL* formulas on systems modeled by finite Markov chains. Moreover, [2] considers generalized Markov processes, representing families of Markov chains, and shows that the decision problem for $p$CTL* formulas on generalized Markov processes is decidable using results from the theory of real closed fields. However, no efficient computational method is given for this latter problem.

In this paper, we extend the logics $p$CTL and $p$CTL* to systems in which nondeterministic and probabilistic behavior coexist. We model these systems by probabilistic-nondeterministic systems, similar to the augmented Markov models of [19, 20]. Due to the presence of nondeterminism it is not possible, in general, to talk about the probability with which a formula is satisfied, but only about the lower and upper bounds of such probability. Therefore, according to our definition, the formula $P_{\geq a}\phi$ (resp. $P_{\leq a}\phi$) is true at a given point of the system evolution if a system evolution starting from that point satisfies $\phi$ with a probability bounded from below (resp. above) by $a$. We then present model-checking algorithms that verify whether a system satisfies a specification written in $p$CTL or $p$CTL* in polynomial time in the size of the description of the system.

The logics $p$CTL and $p$CTL*, together with these model-checking algorithms, provide a practical tool for the formal specification and verification of the performance and reliability of parallel systems. Nondeterminism, as already recognized by [22, 19, 5, 20], is in fact the key to the natural modeling of parallel probabilistic systems by interleaving, as it allows us to model the choice of which system in the parallel composition takes a transition. Nondeterminism also gives the flexibility of leaving some transition probabilities unspecified. This leads to simpler system models, and it is necessary when some transition probabilities are unknown. Leaving some transition probabilities unspecified can also be useful when it is not desirable that a correctness proof of the system with respect to some specification depends on the value of those probabilities.

## 2 Probabilistic-Nondeterministic Systems

Following an approach similar to [19, 20], we use Probabilistic-Nondeterministic Systems (PNS) to model systems in which probabilistic and nondeterministic components of the behavior coexist. To give a formal definition of PNS, we first introduce next-state probability distributions.

**Definition 1 (next-state probability distribution).** If $S$ is the state space of a system, a next-state probability distribution is a function $p : S \mapsto [0, 1]$ such that $\sum_{s \in S} p(s) = 1$. For $s \in S$, $p(s)$ represents the probability of making a direct transition to $s$ from the current state. \hfill \Box

A PNS can then be defined as follows.
Definition 2 (PNS). A PNS is a quadruple \( \Pi = (S, s_{in}, V, \tau) \), where:

1. \( S \) is the denumerable or finite state space of the system;
2. \( s_{in} \in S \) is the initial state;
3. \( V \) is a labeling function that associates with each \( s \in S \) the set \( V(s) \subseteq P \) of propositional variables that are true in \( s \);
4. \( \tau \) is a function that associates with each \( s \in S \) the set \( \tau(s) = \{p^1, \ldots, p^k\} \) of next-state probability distributions from \( s \). We denote \( |\tau(s)| \) by \( k_s \).

The successor of a state \( s \in S \) is chosen according to a two-phase process: first, a next-state probability distribution \( p^t \in \tau(s) \) is selected nondeterministically among \( p^1, \ldots, p^k \); second, a successor state \( t \in S \) is chosen according to the probability distribution \( p^t \) on \( S \).

This model, based on the one proposed in [19], generalizes the approach of [22] by allowing a simpler encoding of the parallel composition of systems. To see how parallelism can be modeled by a PNS, consider as an example the parallel composition of \( m \) Markov chains \( A_1, \ldots, A_m \). In a PNS \( \Pi \) representing \( A_1 \parallel A_2 \parallel \ldots \parallel A_m \), we can associate with each state \( s \in S \) the next-state distributions \( \tau(s) = \{p^1, \ldots, p^k\} \), where the distribution \( p^t \) arises from a move taken by the chain \( A_i \), \( 1 \leq i \leq m \). In this way, the probabilistic information on the behavior of each chain is preserved in \( \Pi \), and the choice of the Markov chain that takes a transition is nondeterministic.

We define a reachability relation \( \rho \subseteq S \times S \) by
\[
\rho = \{(s, t) \mid \exists p^t \in \tau(s) \cdot p^t(t) > 0\}.
\]

Then, we associate with each state \( s \in S \) the set
\[
\Omega_s = \{s_0s_1s_2 \ldots \mid s = s_0 \land \forall n \in \mathbb{N} \cdot \rho(s_n, s_{n+1})\}
\]
of legal infinite sequences of states beginning at \( s \). The set of computations of a system \( \Pi \) is thus \( \Omega_{s_{in}} \). For \( \omega \in \Omega_s \), we denote with \( \omega|_n \) the \( n \)-th state of \( \omega \), with \( \omega|_0 = s \).

Moreover, we let \( B_s \subseteq 2^{\Omega_s} \) be the smallest algebra of subsets of \( \Omega_s \) that contains all the basic cylinder sets \( \{\omega \in \Omega_s \mid \omega|_0 = s_0 \land \ldots \land \omega|_n = s_n\} \) for all \( n \geq 0 \), \( s_0, \ldots, s_n \in S \), and that is closed under complement and countable unions and intersections. This algebra is called the Borel \( \sigma \)-algebra of basic cylinder sets, and its elements are the measurable sets of sequences, to which it will be possible to assign a probability [13].

Minimal and Maximal Probabilities

Due to the presence of nondeterminism, we cannot define a probability measure on the Borel \( \sigma \)-algebra \( B_s \). However, for each set of sequences \( \Delta \in B_s \), we can define its maximal probability \( \mu^*_+ (\Delta) \) and its minimal probability \( \mu^*_-(\Delta) \). Intuitively, \( \mu^*_+ (\Delta) \) (resp. \( \mu^*_-(\Delta) \)) represents the probability that the system follows a sequence in \( \Delta \) provided that the nondeterministic choices are as favorable
(resp. unfavorable) as possible. To formalize the idea of favorable and unfavorable choices, we introduce the concept of strategies (similar to the schedules of [22, 19, 5, 20]), that determine which next-state probability distribution is chosen for each state.

If the system reaches the root $s$ of $\Omega_s$ following the sequence $s_n s_1 \ldots s_2 s$, we can assume that a strategy does not depend on the "past" sequence $\omega_p = s_n s_1 \ldots s_2$. In fact, we are interested in a strategy that maximizes or minimizes the probability that the system, starting from $s$, follows a sequence in $\Delta$: as neither $\Delta$ nor the next-state distributions depend on $\omega_p$, such strategy also need not depend on $\omega_p$. Formally, a strategy is defined as follows.

**Definition 3 (strategy).** A strategy $\eta$ is a set of conditional probabilities $Q_\eta(i \mid s_0 s_1 \ldots s_n)$ such that $\sum_{i=1}^{k_s} Q_\eta(i \mid s_0 s_1 \ldots s_n) = 1$, for all $n \in \mathbb{N}$, $s_0, s_1, \ldots, s_n \in S$, and $1 \leq i \leq k_s$.

When a system behaves according to a strategy $\eta$ in the evolution from $s_0 \in S$, and has reached $s_n$ following the sequence $s_0 \ldots s_n$, it will choose the next-state distribution $p_i^\eta$ with probability $Q_\eta(i \mid s_0 s_1 \ldots s_n)$. The probability $\Pr_\eta(t \mid s_0 \ldots s_n)$ that a direct transition to $t$ is taken next is thus equal to $\sum_{i=1}^{k_s} Q_\eta(i \mid s_0 s_1 \ldots s_n) p_i^\eta(t)$.

Therefore, we can associate with each finite sequence $s_0 \ldots s_n$ starting at the root $s = s_0$ of $\Omega_s$ the probability $\prod_{i=0}^{n-1} \Pr_\eta(s_{i+1} \mid s_i \ldots s_i)$. These probabilities for the finite sequences give rise to a unique probability measure $\mu_{s, \eta}$ on $B_s$ that associates with each $\Delta \in B_s$ its probability $\mu_{s, \eta}(\Delta)$ [13]. We can then define minimal and maximal probabilities as follows.

**Definition 4 (minimal and maximal probability).** The minimal and maximal probabilities $\mu_-^\theta(\Delta)$, $\mu_+^\theta(\Delta)$ of a set of sequences $\Delta \in B_s$ are defined by

$$\mu_-^\theta(\Delta) = \inf_{\eta} \mu_{s, \eta}(\Delta) \quad \mu_+^\theta(\Delta) = \sup_{\eta} \mu_{s, \eta}(\Delta)$$

Thus, $\mu_-^\theta(\Delta)$ and $\mu_+^\theta(\Delta)$ represent the probability with which the system follows an evolution $s_1 s_2 \ldots \in \Delta$ when the nondeterministic choices are as unfavorable or as favorable as possible, respectively. In general, $\mu^\theta_-$ and $\mu^\theta_+$ are not additive on $B_s$, as the following lemma states.

**Lemma 5.** If $\Delta_1, \Delta_2 \in B_s$, with $\Delta_1 \cap \Delta_2 = \emptyset$, then

$$\mu_-^\theta(\Delta_1 \cup \Delta_2) \geq \mu_-^\theta(\Delta_1) + \mu_-^\theta(\Delta_2) \quad \mu_+^\theta(\Delta_1 \cup \Delta_2) \leq \mu_+^\theta(\Delta_1) + \mu_+^\theta(\Delta_2)$$

and equality does not hold in general.

The minimal and maximal probability are related by the following lemma.

**Lemma 6.** For $\Delta \in B_s$, it is $\mu_-^\theta(\Delta) = 1 - \mu_+^\theta(\Delta)$.

**Proof.** From $\mu_{s, \eta}(\Delta) = 1 - \mu_{s, \eta}(\Delta)$, we have $\mu_-^\theta(\Delta) = \inf_{\eta} \mu_{s, \eta}(\Delta) = \inf_{\eta} (1 - \mu_{s, \eta}(\Delta)) = 1 - \sup_{\eta} \mu_{s, \eta}(\Delta) = 1 - \mu_+^\theta(\Delta)$. □
3 Probabilistic Temporal Logic

Syntax. The logics pCTL and pCTL* are derived from the branching-time logics CTL and CTL* [6] by introducing a probabilistic operator P, with the intuitive reading that $\text{P}_{\geq a}\phi$ (resp. $\text{P}_{\leq a}\phi$) means that the probability of $\phi$ holding in the future evolution of the system is at least (resp. at most) $a$ [10, 11, 9, 2]. Formally, we distinguish two classes of formulas: the class Stat of state formulas (whose truth-value is evaluated on the states), and the class Seq of sequence formulas (whose truth-value is evaluated on infinite sequences of states). For pCTL*, the classes Stat and Seq are defined as follows:

\[
P \subseteq \text{Stat} \tag{1}
\]
\[
\phi, \psi \in \text{Stat} \implies \phi \land \psi, \neg \phi \in \text{Stat} \tag{2}
\]
\[
\phi \in \text{Seq} \implies A\phi, E\phi, \text{P}_{\text{stat}}\phi \in \text{Stat} \tag{3}
\]
\[
\phi \in \text{Stat} \implies \phi \in \text{Seq} \tag{4}
\]
\[
\phi, \psi \in \text{Seq} \implies \phi \land \psi, \neg \phi, \Box \phi, \Diamond \phi, \phi U \psi \in \text{Seq}. \tag{5}
\]

In the above definition, $\alpha$ stands for one of $<, \leq, \geq, >$, and $a \in [0, 1]$. The logic pCTL is a restricted version of pCTL*, and its definition can be obtained by replacing the clauses (4), (5) in the above definition with the single clause

\[
\phi, \psi \in \text{Stat} \implies \Box \phi, \Diamond \phi, \phi U \psi \in \text{Seq}. \tag{6}
\]

Semantics. For a formula $\phi \in \text{Stat}$, we indicate with $s \models \phi$ its satisfaction on state $s \in S$, and for $\phi \in \text{Seq}$ we indicate with $\omega \models \phi$ its satisfaction on the infinite state sequence $\omega$. The semantics of the logical connectives and of the temporal operators is defined in the usual way; the semantics of $\text{A}$, $\text{E}$ and $\text{P}$ are defined as follows:

\[
s \models A\phi \iff \forall \omega \in \Omega_s . \omega \models \phi \tag{7}
\]
\[
s \models E\phi \iff \exists \omega \in \Omega_s . \omega \models \phi \tag{8}
\]
\[
s \models \text{P}_{\geq a}\phi \iff \mu^\omega_{\geq a}\{\omega \in \Omega_s | \omega \models \phi\} \geq a \tag{9}
\]
\[
s \models \text{P}_{\leq a}\phi \iff \mu^\omega_{\geq a}\{\omega \in \Omega_s | \omega \models \phi\} \leq a \tag{10}
\]

The semantics of $s \models \text{P}_{\geq a}\phi$, $s \models \text{P}_{\leq a}\phi$ are defined in a similar way. This definition has a very intuitive reading: if $s \models \text{P}_{\geq a}\phi$, it means that regardless of the choices made in nondeterministic states, the probability that the future evolution satisfies $\phi$ is at least $a$ (and similarly for $s \models \text{P}_{\leq a}\phi$).

To see that the semantics is well-defined, it is possible to show by induction on the structure of $\phi$ that $\{\omega \in \Omega_s | \omega \models \phi\} \in \mathcal{B}_s$ for every $\phi \in \text{Seq}$ [22]. We say that a formula $\phi \in \text{Stat}$ is satisfied by a PNS $\Pi$, written $\Pi \models \phi$, if $s_m \models \phi$. 
4 Model Checking

We now present algorithms to decide whether a PNS \( II \) with finite state space \( S \) satisfies a specification \( \phi \) written in pCTL or pCTL\(^\ast\). We will prove that these algorithms have polynomial time complexity in the size of the description of \( II \). We first give the algorithm for pCTL, and then we examine the one for pCTL\(^\ast\).

The algorithms share the same basic structure of those proposed in [8, 7] for CTL and CTL\(^\ast\). Given a formula \( \phi \in \text{Stat} \), they recursively evaluate the truth-values of the state subformulas \( \psi \in \text{Stat} \) of \( \phi \) at all states \( s \in S \), starting from the propositional formulas of \( \phi \) and following the recursive definitions (1)-(3) of state formulas, until the truth-value of \( \phi \) itself can be computed at all states \( s \in S \).

In fact, since pCTL and pCTL\(^\ast\) differ from CTL and CTL\(^\ast\) only for the presence of the \( \mathbf{P} \) operator, we can use the same techniques proposed for CTL and CTL\(^\ast\) to deal with the operators \( \land, \neg, \lor, \epsilon \). In the algorithms below, therefore, we need to examine only the case corresponding to \( \mathbf{P} \).

4.1 pCTL Formulas

Let \( \Pr^+ \phi \overset{\text{def}}{=} \mu^+ (\{ w \in \Omega_s \mid w \models \phi \}) \), \( \Pr^- \phi \overset{\text{def}}{=} \mu^- (\{ w \in \Omega_s \mid w \models \phi \}) \). From (9), (10) we see that in order to check whether \( s \models \mathbf{P} \psi \) it suffices to compute \( \Pr^+ \phi \), \( \Pr^- \phi \). Using \( \square \psi \leftrightarrow \neg \diamond \neg \psi \), \( \diamond \psi \leftrightarrow \text{true} \psi \), and the relations

\[
\Pr^+ \neg \phi = 1 - \Pr^- \phi \quad \Pr^- \neg \phi = 1 - \Pr^+ \phi ,
\]

derived from Lemma 6, we need only to consider the case of \( \phi = \gamma \mathbf{U} \psi \). Let \( S_d = \{ s \in S \mid s \models \psi \} \) be the set of “destination” states, and let \( S_p = \{ s \in S \mid s \models \gamma \} \) be the set of “intermediate” states.

**Computation of \( \Pr^- \phi \).** It is useful to determine, first of all, for which states \( s \in S \) is \( \Pr^- \phi > 0 \). To this end, let the monotone set function \( \Lambda : 2^S \mapsto 2^S \) be such that, for \( A \subseteq S \),

\[
\Lambda (A) = A \cup \{ s \in S_p \mid \forall i \in \{1, \ldots, k_s \} . \exists t \in A \wedge p_i (t) > 0 \} .
\]

As \( S \) is finite, the fixpoint \( \Lambda^\infty (A) = \bigcup_{i \geq 0} \Lambda^i (A) \) is computable in at most \( |S| \) iterations. Let \( S_{>0} = \Lambda^\infty (S_d) \). The following lemma states that this is exactly the set of states from which \( \phi \) can be true with probability greater than 0.

**Lemma 7.** \( s \in S - S_{>0} \) implies \( \Pr^- \phi = 0 \), \( s \in S_{>0} \) implies \( \Pr^- \phi > 0 \), \( s \in S_d \) implies \( \Pr^- \phi = 1 \).

We still have to determine the value of \( \Pr^- \phi \) for the states in \( S_{>0} \overset{\text{def}}{=} S_{>0} - S_d \). Each \( s \in S_{>0} \) will choose the next-state distribution \( p_i^d : 1 \leq i \leq k_s \) that minimizes the probability of getting to \( S_d \). Thus, for all \( s \in S_{>0} \), we have:

\[
\Pr^- \phi = \min_{1 \leq i \leq k_s} \left[ \sum_{t \in S_p} p_i (t) \Pr^- \phi + \sum_{t \in S_d} p_i (t) \right].
\]
We can find a solution for the above set of equations by solving a linear programming problem, as the following lemma states.

**Lemma 8.** To determine \( \Pr_s^\gamma \phi \) for all \( s \in S'_p \), it suffices to find the set of values \( \{x_s : s \in S'_p \} \) that maximizes \( \sum_{s \in S'_p} x_s \) subject to the set of constraints

\[
x_s \leq \sum_{t \in S'_d} p_s^t(t)x_t + \sum_{t \in S_d} p_s^t(t)
\]

for all \( s \in S'_p \) and \( 1 \leq i \leq k_s \). Then, it is simply \( \Pr_s^\gamma \phi = x_s \), for all \( s \in S'_p \). These values are well-defined, as the above problem admits a unique optimal solution.

To solve the above linear programming problem, it is possible to use well-known algorithms, such as the simplex method. To state the results about the complexity of pCTL model checking, assume that \( \Pi \) is described by listing all the next-state distributions for all states as vectors of rational numbers, each represented as the ratio of two integers. The size of \( \Pi \), denoted by \( |\Pi| \), will be simply the length of this description, considered as a string. Using algorithms based on the ellipsoid method, the above linear programming problem can be solved in polynomial time in \( |\Pi| \) [21]. Therefore, we have the following theorem.

**Theorem 9.** If the truth-values of \( \gamma, \psi \) are known at all \( s \in S \), the truth-value of \( \mathbb{P}_{\leq_\delta}(\gamma \cup \psi) \) at all \( s \in S \) can be computed in polynomial time in \( |\Pi| \).

**Computation of \( \Pr_s^+ \phi \).** In the case of \( \Pr_s^+ \phi \), the set \( S_{>0} = \{ s \in S \mid \Pr_s^+ \phi > 0 \} \) is simply the set of states of the directed graph \( (S_d \cup S_p, \rho) \) from which it is possible to reach \( S_d \) following a path belonging to the graph itself. Again, \( \Pr_s^+ \phi = 0 \) for \( s \in S - S_{>0} \), and \( \Pr_s^+ \phi = 1 \) for \( s \in S_d \). Letting \( S'_p = S_{>0} - S_d \), for all \( s \in S'_p \) we can write, in analogy to (11),

\[
\Pr_s^+ \phi = \max_{1 \leq i \leq k_s} \left[ \sum_{t \in S'_p} p_s^t(t)\Pr_t^+ \phi + \sum_{t \in S_d} p_s^t(t) \right].
\]

Again, we can compute \( \Pr_s^+ \phi \) for all \( s \in S'_p \) by solving a linear programming problem, and the analogous of Theorem 9 holds for \( \mathbb{P}_{>\delta} \phi \).

**Complexity of pCTL model checking.** Combining the results about the complexity of CTL model checking [4] with Theorem 9, we get the following theorem about the complexity of pCTL model checking on PNS.

**Theorem 10.** Model checking of pCTL formulas over a PNS \( \Pi \) can be done in time polynomial in \( |\Pi| \) and linear in the size of the formula.
4.2 pCTL* Formulas

We now turn to the problem of computing $\Pr^-_s \phi$ and $\Pr^+_s \phi$ for a general pCTL* path formula $\phi \in \text{Seq}$. As $\Pr^-_s \phi = 1 - \Pr^+_s \neg \phi$ by Lemma 6, we need to consider only the case of $\Pr^+_s \phi$. As usual, we assume that the truth-values of all state subformulas of $\phi$ have already been evaluated at all states of the system.

The algorithm we propose consists of three steps. First, we put the formula $\phi$ in a canonical form $\phi''$. Second, we construct from $\Pi$ a new system $\Pi'$, such that the states of $\Pi'$ keep track of the truth-values of the subformulas of $\phi''$, and the probability of sets of sequences in $\Pi$ is equal to the probability of the corresponding sets of sequences in $\Pi'$. Third, we show that computing $\Pr^+_s \phi$ in $\Pi$ corresponds to computing the probability of reaching certain sets of states of $\Pi'$, and this can be done using the method previously outlined for pCTL. \footnote{An alternative approach, not pursued in this paper, would have been to construct $\Pi'$ from $\Pi$ and from a deterministic Street automaton for $\neg \phi$.}

**Canonical form for $\phi$.** Let $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ be the set of maximal state subformulas of $\phi$, that is, the set of state subformulas of $\phi$ that are not proper subformulas of any other state subformula of $\phi$. For each $\gamma_i$, we introduce a new propositional variable $r_i$, and let $\phi' = \phi[r_1/\gamma_1] \cdot \cdots \cdot [r_n/\gamma_n]$ be the result of replacing each occurrence of $\gamma_i$ in $\phi$ with $r_i$, for all $1 \leq i \leq n$. As for each state $s \in S$ we have already computed whether $s \models \gamma_i$, we can extend the labeling $V$ by letting $V(s) = V(s) \cup \{r_i \mid s \models \gamma_i, 1 \leq i \leq n\}$.

The resulting formula $\phi'$ is a linear-time temporal formula constructed with the propositional connectives and the temporal operators $\Box, \Diamond, \mathcal{U}$ on the propositional variables $r_1, \ldots, r_n$ \cite{17}. By the results of \cite{16,3}, $\neg \phi'$ can be put into the canonical form $\bigwedge_{i=1}^n (\Box \chi_i \lor \Diamond \lambda_i)$ for some past temporal formulas $\chi_1, \ldots, \chi_i$, $\lambda_1, \ldots, \lambda_i$ built with propositional connectives and the past temporal operators $\mathcal{S}$ (since) and $\mathcal{O}$ (previous) \cite{15,17}. Thus, $\phi'$ can be put into the form

$$\phi'' : \bigvee_{i=1}^l \Box (\delta_i \land \psi_i),$$

where again $\delta_1, \ldots, \delta_i, \psi_1, \ldots, \psi_i$ are past temporal formulas. Moreover, the size of $\phi''$ is at most doubly exponential in the size of $\phi$.

**Construction of $\Pi'$.** The truth-value of a past formula at point $s_k$ of a sequence $s_0, s_1, s_2, \ldots$ depends only on the finite “past” sequence $s_0, s_1, \ldots, s_k$. Therefore, it is possible to construct from $\Pi = (S, s_m, V, \tau)$ a system $\Pi' = (S', s'_m, V', \tau')$ whose states keep track of the truth-values of the past formulas in $\phi''$ as $\Pi$ follows a sequence of states.

To do so, let $\theta_1, \ldots, \theta_m$ be the set of past subformulas of $\phi''$ having $\mathcal{S}$ or $\mathcal{O}$ as the main connective, ordered in such a way that no $\theta_i$ is a subformula of $\theta_j$ for $i > j$. The space state of $\Pi'$ is $S' = S \times \{\text{true}, \text{false}\}^m$, so that a state $s' = (s, u_1, \ldots, u_m) \in S'$ consists of a state $s$ of $\Pi$ and of a sequence $u_1, \ldots, u_m$
of truth-values of $\theta_1, \ldots, \theta_m$. Any state in $S'$ can be taken as the initial state $s'_m$ of $\Pi'$. We define the projection function $\pi : S' \to S$ by $\pi((s, u_1, \ldots, u_m)) = s$. Let $q_1, \ldots, q_m$ be new propositional variables, that will be used to replace the formulas $\theta_1, \ldots, \theta_m$. The labeling function $V'$ is defined by

$$V'((s, u_1, \ldots, u_m)) = \hat{V}(s) \cup \{q_i \mid u_i = \text{true}, \ 1 \leq i \leq m\}.$$  

For $1 \leq i \leq m$, define $\hat{\theta}_i = (\ldots(\theta_i[q_{i-1}/\theta_{i-1}]\ldots[q_1/\theta_1]))$ to be the formulas resulting from successively substituting in $\theta_i$ $q_{i-1}, \ldots, q_1$ for $\theta_{i-1}, \ldots, \theta_1$. For $1 \leq k \leq t$, define

$$\hat{\delta}_k = (\ldots(\delta_k[q_m/\theta_m]\ldots[q_1/\theta_1]) \quad \hat{\psi}_k = (\ldots(\psi_k[q_m/\theta_m]\ldots[q_1/\theta_1])$$

to be the propositional formulas resulting from successively substituting $q_m, \ldots, q_1$ for $\theta_m, \ldots, \theta_1$ in $\delta_k, \psi_k$. Note that $\hat{\theta}_i$ does not contain any $q_j$ for $1 \leq i \leq j \leq m$. Define also $\phi$ to be the formula obtained by orderly replacing each $\hat{\delta}_i, \hat{\psi}_i$ in $\phi''$ with $\hat{\delta}_i, \hat{\psi}_i$, $1 \leq i \leq t$, respectively.

The definition of the reachability relation $\rho'$ in $\Pi'$ encodes the semantics of the past operators. Recall that a formula $\alpha \ast \beta$ holds at a given state of a sequence if $\beta$ holds at that state, or if $\alpha$ holds at that state and $\alpha \ast \beta$ holds at the previous one; a formula $\boxdot \alpha$ holds at a given state if $\alpha$ holds at the previous one. Consider any two states $s' = (s, u_1, \ldots, u_m), t' = (t, v_1, \ldots, v_m)$ of $\Pi'$. As $u_i, v_i$ represent the truth-values of $\theta_i$ at $s', t'$ respectively, we let $t'$ be reachable from $s'$, written $\rho'(s', t')$, if $\rho(s, t)$ and, for all $1 \leq i \leq m$:

1. if $\hat{\theta}_i$ has the form $\boxdot \alpha$, $v_i = \text{true}$ iff $s' \models \alpha$;
2. if $\hat{\theta}_i$ has the form $\alpha \ast \beta$, $v_i = \text{true}$ iff $t' \models \beta$ or $(u_i = \text{true and } t' \models \alpha)$.

The next-state probability distributions for $\Pi'$ are then defined, for $s' \in S'$, $k_{s'} = k_{s(t')}$, and for $1 \leq i \leq k_{s'}$, by:

$$p^{s'}_i(t') = \begin{cases} p^\pi(s')(\pi(t')) & \text{if } \rho'(s', t'); \\ 0 & \text{otherwise.} \end{cases}$$

The fact that the above equation defines next-state probability distributions is a consequence of the following lemma.

**Lemma 11.** Given $s \in S$ and $s' \in S'$ such that $s = \pi(s')$, for every $t \in S$ such that $\rho(s, t)$ there is exactly one $t' \in S'$ such that $t = \pi(t')$ and $\rho'(s', t')$.

**Proof.** Let $t' = (r, v_1, \ldots, v_m)$ be a state in $S'$ such that $t = \pi(t')$ and $\rho'(s', t')$. The value of $r$ is uniquely determined by $r = t$. For $1 \leq i \leq m$, the truth value of $v_i$ is determined by $s', t$ and by the truth values of $v_1, \ldots, v_{i-1}$. Hence, $t'$ is uniquely determined. \hfill $\square$
Relationship between $\Pi$ and $\Pi'$. A formula $\alpha S \beta$ holds on the first state of a sequence if that state satisfies $\beta$. Thus, in order for $u_1, \ldots, u_m$ to represent the truth-value of $\theta_1, \ldots, \theta_m$, a sequence in $\Pi$ that starts at the state $s \in S$ should start in $\Pi'$ at a state $\xi(s) = (s, u_1, \ldots, u_m)$ such that, for all $1 \leq i \leq m$, $u_i$ is true iff $\theta_i$ has the form $\alpha S \beta$ and $\xi(s) \models \beta$. As the above requirement uniquely determines $\xi(s)$, it defines a one-to-one function $\xi : S \mapsto S'$.

Moreover, for all $s \in S$, there is a bijective correspondence between the legal sequences of $\Pi$ that start at $s \in S$ and those of $\Pi'$ that start at $\xi(s)$. This correspondence relates each legal sequence $\omega : s_0, s_1, s_2, \ldots$ of $\Pi$ with the unique legal sequence $\zeta(\omega) : s'_0, s'_1, s'_2, \ldots$ of $\Pi'$ such that $\xi(s_0) = s'_0$, and $\pi(s'_i) = s_i$ for all $i > 0$. If $\Delta \in \Omega_\alpha$ is a set of sequences of $\Pi$, denote with $\zeta(\Delta)$ the set of $\zeta$-related sequences in $\Pi'$. The following lemma follows from the construction of $\Pi'$ and $\phi$.

**Lemma 12.** $\omega \models \phi$ iff $\zeta(\omega) \models \hat{\phi}$, so that

$$
\zeta(\{\omega \in \Omega_\alpha \mid \omega \models \phi\}) = \{\omega' \in \Omega'_{\zeta(\alpha)} \mid \omega' \models \hat{\phi}\}.
$$

**Proof.** Given two corresponding sequences $\omega : s_0, s_1, s_2, \ldots$, $\zeta(\omega) : t_0, t_1, t_2, \ldots$ with labelings $\hat{\nu}, \hat{\nu}'$ respectively, $\phi$ holds at $s_0$ if $\phi''$ holds at $s_0$. By induction on $i$ it can be proved that $\theta_i$ holds at $s_k$ if $\phi''$ holds at $t_k$, for $1 \leq i \leq m$, $k \geq 0$. Hence $\phi''$ holds at $s_0$ if $\phi$ holds at $t_0$, and this concludes the proof. $\square$

Furthermore, there is a correspondence between the strategies of $\Pi$ and $\Pi'$. To $\eta$ for $\Pi$ corresponds $\eta'$ for $\Pi'$ such that

$$
Q_{\eta'}(i \mid s'_0 \ldots s'_n) = Q_{\eta}(i \mid \pi(s'_0) \ldots \pi(s'_n)),
$$

for all $n \geq 0$, all sequences $s'_0 \ldots s'_n$ of states of $\Pi'$, and $1 \leq i \leq k'$. Related sets of sequences starting from related states of $\Pi, \Pi'$ have thus the same probability, as the following lemma states.

**Lemma 13.** If $\Delta \in \mathcal{B}_\delta$ is a measurable set and $\eta, \eta'$ are related as in (12), $\mu_{s, \eta}(\Delta) = \mu_{\xi(\alpha), \eta'}(\zeta(\Delta))$. Therefore, by definition of maximal measure,

$$
\mu_+^{\pi}(\Delta) = \mu_+^{\pi}(\zeta(\Delta))
$$

**Proof.** The result follows easily from the definition of next step probabilities in $\Pi'$ and from the fact that $\xi$ is one-to-one and $\zeta$ is bijective. $\square$

Computing in $\Pi'$. From the above relations, in order to compute $\Pr^+_{\hat{\eta}^+} \phi$ in $\Pi$ it suffices to compute $\Pr_{\hat{\eta}^+} \phi$ in $\Pi'$; and to compute this we can take advantage of the special form of $\phi : \bigvee_{i=1}^l \Diamond (\delta_i \land \Box \psi_i)$.

For $1 \leq i \leq l$, define $C_i = \{s \in \mathcal{S}' \mid s \models \delta_i\}$, set $B_i := C_i$, and iterate the following three-step procedure until no more states can be removed from $B_i$:
1. Define, for each \( s \in B_i \), the set of indices

\[
M_s = \left\{ j \in \{1, \ldots, k_i \} \ \middle| \ \{ t \in S' \mid p_j(t) > 0 \} \subseteq B_i \right\}
\]

of next-state distributions that do not lead any computation outside \( B_i \).

2. Consider the directed graph \( G = (B_i, E) \), where

\[
E = \{ (s, t) \mid \exists j \in M_s \cdot p_j(t) > 0 \}
\]

3. Remove from \( B_i \) all states \( s \) that cannot reach a state in \( \{ s \in B_i \mid s \models {\hat{\psi}}_i \} \) by a path in \( G \) of length at least 1.

Note that the above procedure is iterated \( N_i \leq |S'| \) times.

For \( 1 \leq i \leq l \), let \( F_i \) be the subsets of \( B_i \) obtained, and let \( F = \bigcup_{i=1}^l F_i \). For \( A \subseteq S', s \in S' \), define \( \Gamma_s(A) = \{ \omega \in \Omega_s' \mid \exists k. \omega|_k \in A \} \) to be the set of sequences that reach \( A \) from \( s \). The following theorem allows us to compute \( \Pr^+_\phi \).

**Theorem 14.** For \( s \in S' \), \( \Pr^+_\phi = \mu^+_x(\Gamma_x(F)) \).

The quantity \( \mu^+_x(\Gamma_x(F)) \) can then be computed with the algorithm given in the previous section for pCTL, taking \( F \) as \( S_d \) and \( S' \) as \( S_h \). The proof of the theorem uses the two following lemmas.

**Lemma 15.** For all \( s \in S' \), there is a strategy \( \eta \) such that a sequence \( \omega \in \Gamma_s(F) \) satisfies \( \phi \) with probability 1, i.e.

\[
\mu^+_x(\Gamma_s(F)) = \mu^+_x(\{ \omega \in \Gamma_s(F) \mid \omega \models \phi \})
\]

Moreover, this strategy does not need to depend on the portion of \( \omega \in \Gamma_s(F) \) outside \( F \).

**Proof.** Assume that \( t_0 \in F \) is the first state at which \( \omega \in \Gamma_s(F) \) enters \( F \). Let \( i = \min\{m \mid 1 \leq m \leq l \land t_0 \in F_m \} \). For \( t \in F_i \), let

\[
M_t = \left\{ j \in \{1, \ldots, k_i \} \ \middle| \ \{ t' \in S' \mid p_j(t') > 0 \} \subseteq F_i \right\}
\]

be the set of indices of next-state distributions that do not leave \( F_i \). The strategy \( \eta \) at \( t \in F_i \) will choose one of the \( j \in M_t \) with equal probabilities. Note that while the strategy depends on the state \( t_0 \) of first entry in \( F \), it does not depend on the portion of \( \omega \) outside \( F \). After the entry in \( F \), the sequence is confined to \( F_i \); from each \( t \in F_i \) there is a path to a state of \( F_i \) where \( \psi_i \) holds; and \( F_i \) has finite size. Therefore, the sequence \( \omega \) will satisfy \( \Diamond (\Box \delta_i \land \Box \Diamond \psi_i) \), and \( \phi \), with probability 1.

**Lemma 16.** For \( 1 \leq i \leq l \), \( s \in S' \), and for any strategy \( \eta \), the measure of the set of sequences from \( s \) that satisfy \( \Diamond (\Box \delta_i \land \Box \Diamond \psi_i) \) without ever entering \( F_i \) is 0, i.e.

\[
\mu_s(\{ \omega \in \Omega_s' \mid \omega \models \Diamond (\Box \delta_i \land \Box \Diamond \psi_i) \} - \Gamma_s(F_i)) = 0.
\]
Proof. For $1 \leq j \leq N_i$, let $D_j$ be the set of states that have been removed from $B_1$ at the $j$-th iteration of the procedure; let also $D_0 = S' - C_i$ be the set of states that do not satisfy $\delta_i$. Let $D_{<j} = \bigcup_{k=0}^{j-1} D_j$, $D_{>j} = \bigcup_{k=j+1}^{N_i} D_j$. Moreover, call a $\psi_i$-state any state $t \in S'$ such that $t \models \psi_i$. Define also

$$b = \inf \{ p_m^s(t) \mid s, t \in S' \land 1 \leq m \leq k_s \land p_m^s(t) > 0 \}$$

and note that $b > 0$, as $S'$ has finite size. We will prove the following assertion by complete induction on $j$, from $N_i$ down to 1:

For $1 \leq j \leq N_i$, a sequence passing from $s \in D_j$, never entering $F_i$ and satisfying $\square \diamond \psi_i$ will contain a state in $D_{<j}$ with probability 1.

Clearly, this assertion implies the result stated by the lemma.

Consider the case of $j$, $1 \leq j \leq N_i$, and assume that the assertion has been proved for all $j'$, $j < j' \leq N_i$.

Let $a_1$ be the fraction of sequences passing through $s \in D_j$ and reaching a $\psi_i$-state without leaving $D_j \cup D_{>j}$. Since $s$ has been removed from $B_i$, each of these sequences, before reaching the $\psi_i$-state, must pass through a **critical point**, i.e., a point where the strategy $\eta$ has chosen a next-state probability distribution $p$ such that $\{ t \in S' \mid p(t) > 0 \} \not\subseteq D_j \cup D_{>j}$. Therefore, $a_1 \leq 1 - b$, as at most $1 - b$ sequences that pass through a critical point remain in $D_j \cup D_{>j}$.

The $\psi_i$-state reached by the $a_1$ sequences belongs to either $D_j$ or $D_{>j}$. If it belongs to $D_j$, we say that the first cycle is concluded. Otherwise, by the induction hypothesis we know that the sequences that pass through $D_{>j}$ and satisfy $\square \diamond \psi_i$ without entering $F_i$ eventually go to a state in $D_j \cup D_{<j}$ with probability 1. For these sequences, the first cycle is concluded when they reach $D_j \cup D_{<j}$. In either case, at most $a_1$ sequences complete the first cycle without leaving $D_j$ or $D_{>j}$.

A fraction $a_2$ of the sequences that complete the first cycle without leaving $D_j \cup D_{>j}$ will reach another $\psi_i$-state without leaving $D_j \cup D_{>j}$. As they must pass again through a critical point, $a_2 \leq 1 - b$. In general, the fraction of sequences that goes through $k$ cycles without leaving $D_j \cup D_{>j}$ is at most $\prod_{m=1}^{k} a_m \leq (1 - b)^k$. Therefore, the set of sequences passing through $s \in D_j$ that satisfy $\square \diamond \psi_i$ without leaving $D_j \cup D_{>j}$ has measure 0. \hfill \Box

**Corollary 17.** For any $s \in S'$ and $\eta$, $\mu_{s, \eta}(\{ \omega \in \Omega_s' \mid \omega \models \phi \} - \Gamma_s(F)) = 0$.

**Proof.** From Lemma 16 we have

$$\mu_{s, \eta}(\{ \omega \in \Omega_s' \mid \omega \models \phi \} - \Gamma_s(F))$$

$$\leq \sum_{i=1}^{t} \mu_{s, \eta}(\{ \omega \in \Omega_s' \mid \omega \models \diamond (\square \delta_i \land \square \psi_i) \} - \Gamma_s(F_i)) = 0.$$

\hfill \Box
Proof of Theorem 14. For \( s' \in S' \), by the definition of maximal probability we have \( \Pr^+_\pi \phi = \sup_\eta \mu_{s', \eta}(\{ \omega \in \Omega_{s'}' \mid \omega \models \phi \}) \). By Corollary 17 we have, for any strategy \( \eta \),

\[
\mu_{s', \eta}(\{ \omega \in \Omega_{s'}' \mid \omega \models \phi \}) \leq \mu_{s', \eta}(\{ \omega \in \Gamma_{s}(F) \mid \omega \models \phi \}) + \mu_{s', \eta}(\{ \omega \in \Omega_{s'}' \mid \omega \models \phi \} - \Gamma_{s}(F)) \]

Hence, by Lemma 15, \( \Pr^+_\pi \phi = \sup_\eta \mu_{s', \eta}(\{ \omega \in \Gamma_{s}(F) \mid \omega \models \phi \}) = \mu^+_\pi(\Gamma_{s}(F)) \).

From Lemmas 12 and 13 we finally have \( \Pr^+_\pi \phi = \Pr^+_\xi \phi = \mu^+_\xi \xi(F) \), as was to be proved.

**Complexity of pCTL* model checking.** By combining results about the complexity of CTL* model checking [7], pCTL model checking, and an analysis of the above algorithm, we get the following result, that summarizes the complexity of pCTL* model checking for PNS.

**Theorem 18.** Model checking of pCTL* formulas over a PNS II can be done in polynomial time in \(|II|\).

On the other hand, from the results of [5] we know that determining whether a linear-time temporal formula is satisfied with probability 1 by a PNS requires at least doubly exponential time in the size of the formula. As this problem can be reduced to pCTL* model checking, we have the following result.

**Theorem 19.** Model checking of pCTL* formulas over PNS has a time complexity that is at least doubly exponential in the size of the formula.

In the algorithm we presented, we can trace the source of this complexity to the step that computes the canonical form of a temporal formula, and to the construction of \( II' \). In fact, \(|II'|\) is triply-exponential in \(|\phi|\), in the worst case.

**Strategies for pCTL and pCTL*.** We say that a strategy \( \eta \) is **deterministic** if \( Q_\eta(i \mid s_0 \ldots s_n) \) is either 0 or 1 for all \( 1 \leq i \leq k_s \), \( n \geq 0 \) and all sequences \( s_0 \ldots s_n \) of states of \( S \). We say that a strategy is **Markovian** if

\[
Q_\eta(i \mid s_0 \ldots s_n) = Q_\eta(i \mid s_n)
\]

for all \( n \geq 0 \) and all sequences \( s_0 \ldots s_n \) of states of \( S \).

Given a system \( II \), and \( \phi \in Seq \), say that a strategy \( \eta \) is **most favorable** (resp. **most unfavorable**) if \( \mu_{s, \eta}(\{ \omega \in \Omega_s \mid \omega \models \phi \}) = \Pr^+_\pi \phi \) (resp. if \( \mu_{s, \eta}(\{ \omega \in \Omega_s \mid \omega \models \phi \}) = \Pr^-_\pi \phi \)). The following corollary, derived from an analysis of the model-checking algorithms, gives us a characterization of the most favorable and unfavorable strategies corresponding to pCTL and pCTL* formulas.
Corollary 20. The following results hold.

1. For all PNS II and all pCTL formulas $\phi \in \text{Seq}$, there are Markovian and deterministic strategies that are most favorable and most unfavorable for all $s \in S$.

2. For all PNS II, all pCTL* formulas $\phi \in \text{Seq}$ and all $s \in S$, there are most favorable and most unfavorable strategies that are deterministic. However, there are PNS II, $s \in S$, and pCTL* formulas $\phi \in \text{Seq}$ such that there are no most favorable nor most unfavorable strategies that are Markovian.

The second part of this corollary shows that nondeterminism cannot be encoded by leaving some transition probabilities of a Markov chain unspecified, if pCTL* is used as the specification language.

5 Conclusions

It is known from [10, 2] that pCTL and pCTL* model checking on Markov chains can be done in polynomial time in the size of the system. It is interesting to note that adding nondeterminism still preserves the polynomial time bound, provided the size of the system takes into account not only the number of states, but also the encoding of the transition probabilities.

The situation is different for the time bounds expressed in terms of the size of the formula. Model checking of pCTL formulas can be done in linear time on the size of the formula both for Markov chains [10] and PNS. However, while pCTL* model checking on Markov chains can be done in single exponential time in the size of the formula [5, 2], pCTL* model checking on PNS requires at least doubly exponential time in the size of the formula. In our algorithm, the complexity of putting formulas in canonical form is partially mitigated by the fact that many common formulas used in system specification can be efficiently put into canonical form.
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