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SUMMARY

In this report we show how proper cooperation among radio nodes may provide diversity gain, also for

single antenna systems. We consider first the connectivity of a wireless network and show how it can
benefit from cooperation. Then, we consider some specific forms of cooperations, based on distributed
space-time coding, in both single and multi-user contexts. Finally, we pay a special attention to the case
where the final destination has a multi-antenna receiver. In such a case, we may establish a virtual MIMO

link between the relays and the final destination, which makes possible to benefit also from the MIMO

spatial multiplexing gain.
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One of the distinguishing features of radio channels is its fading nature. Channel fading has received
a considerable attention as it can cause severe performance losses. Since fading is a multiplicative
phenomenon, the best way to counteract it is not a simple increase of transmission power. The other
major characteristic of radio propagation is its broadcasting nature: The information emitted by a radio
source travels in fact in all directions, even though with possibly different amplitudes, depending on
the antenna directivity. This means that part of the transmitted energy, a typically scarce resource, is
inevitably wasted. To limit such a waste, one should use directive antennas, but sometimes this could be
highly impractical, especially on portable handsets, as it requires the use of large antennas (with respect

to the transmit wavelength).

The most effective strategy to combat channel fading is diversity. Diversity relies on the existence of more
than one path between transmitter and receiver through which the information bits may be conveyed. If
the paths are random, but not strongly correlated to each other, one can find optimal strategies to combine
the multiple replicas of the received signal in order to minimize the bit error rate (BER). The most known
form of diversity is spatial receive diversity, obtainable when the receiver has multiple receive antennas.
Nevertheless the last years have withessed a huge amount of research on methods capable of achieving a
spatial diversity even in the case where the receiver has only one antenna, but the transmitter has multiple
antennas. In such a case, it is necessary to transmit the data using a particular form of coding that spreads
the information bits across the two-dimensional space-time domain, using the sosgaltedtime coding

[6], [7]. If properly designed, space-time coding guarantees full diversity gain, even in cases where the

transmitter does not have any information about the channels.

However, if both transmitters and receivers have only one antenna, it looks like there should be no way
to achieve any spatial diversity. Indeed, this is not true, if more radio nodes (relays) contribute to the

transmission from one source to the intended destination. In fact, it is precisely the broadcasting nature
of radio transmissions that makes possible the propagation of the same information through several relay
nodes willing to cooperate with the original source. If the radio nodes that have correctly decoded the

same message cooperate with each other to re-transmit the information to the final destination, the overall
system may benefit of spatial diversity, even if each radio node has only one antenna. This technical

report focuses on this idea and on the ways to achieve diversity through cooperation.

Multihop radio networking is a research field whose study started long time ago (see, e.g. [1] and the
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references therein). Some basic theorems on the capacity of relaying networks were established in [2], [8],
[14], [15], [4], [5], [3]. Conventional relaying can indeed be seen as a particular fodiswibuted space-

time coding where the same information is transmitted from different (spatial) locations, at different times.
From this perspective, relaying can thus be interpreted as a repetition code in the space-time domain. As
well known, repetition coding is not the best coding strategy and thus one should achieve a considerable
gain by using more sophisticated space-time coding techniques. This form of space-time coding that
coordinates the transmission of source and relays is cdidbutedspace-time coding. Quite recently,

the interest about relaying networks, especially in the form of cooperation among nodes, has increased
considerably. One result that sparkled great interest was that cooperation among users can increase the
capacity in an uplink multiuser channel [16]. A thorough analysis of the diversity gain achievable with
cooperation was given in [17], [18], [19], where different distributed cooperation protocols were compared.
Cooperation was proved to be very useful to combat shadowing effects, as shown in [20], and it can
occur in different forms, as suggested in many recent works, like e.g. [18], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30]. Among all these possibilities, there is the basic idea of using the relays as

if they were the antennas of a multi-antenna transmitter. Within this perspective, cooperation induces a
virtual array between transmitter and receiver. This opens the field to a huge amount of possibilities,
provided by all coding methods devised for multi-input/multi-output (MIMO) transceivers. In this more
general framework, the relaying problem becomes the problem of mapping the algorithms valid for real

MIMO systems into cooperation strategies of a virtual MIMO system.

This technical report is organized as follows. In Sectih we study the connectivity of a wireless
network and show how a single user system can achieve a considerable gain thanks to the cooperation with
relay nodes scattered randomly in a given territory. In Section Il, we introduce the so called distributed
space-time coding (DSTC) strategy, where source and relays transmit in a coordinate manner according to
a space-time code distributed among the cooperating nodes. In Section Ill, we consider in detail a specific
single user system where source and relay adopt a block distributed Alamouti strategy, for transmission
over frequency selective channels. We show the performance achieved over simulated as well as real
data. Although DSTC follows the main ideas of conventional space-time coding (STC) techniques, there
are aspects that clearly differentiate DSTC from STC. The main differences are related to the fact that in
DSTC the cooperating antennas are not co-located. This implies that the signals received by the destination
from source and relays might arrive out of synchronization and without the right power balance between

them. We analyze these aspects in Section 1lI-C, where we consider possible ways to distribute the power
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between source and relays optimally, in order to minimize the average BER, and in Section IlI-F, where

we consider the synchronization problem.

The performance of a cooperative network improves as the density of the relay nodes increases. However,
taking into account both technical as well as economic factors, this implies that a cooperative strategy
is appealing only if the cost of the relay nodes is extremely small. One possibility is to use as relays,
in cellular networks, portable phones that are in standby, whose owners have previously agreed on
their availability to act as relays, maybe against appropriate incentives. The other possibility consists in
deploying extremely simple relays, such as for example non-regenerative, or amplify-and-forward (A&F),
relays that amplify and forward the received messages. Such relays need only the radio-frequency section
(antenna and amplifier) and are then much more economical than any other transceiver. To assess the
performance of such relays, in Section IV we compare the performance of regenerative, i.e. decode-
and-forward (D&F), relays and non-regenerative relays. In Section V we compare alternative DSTC
strategies for a multi-user system. Finally, in Section VI, we derive the outage probability of a relay

scheme composed of the cascade of a broadcasting channel followed by a virtual MIMO channel.

I. ON THE CONNECTIVITY OF COOPERATIVE VS NON-COOPERATIVE WIRELESS COMMUNICATION

NETWORKS

In a seminal work, Gupta and Kumar derived the conditions for the asymptotic connectivity of a
network composed of nodes uniformly distributed over a disc of unit area, as the number of nodes goes
to infinity [8]. In this section, we incorporate the channel fading and we provide the conditions for
the network connectivity, in case of single or multi-antenna transceivers. In particular, we derive closed
form, albeit approximate, expressions for the spatial density with which the nodes must be deployed in
order to insure the network connectivity with a desired probability. Finally, we show how to improve the
connectivity by allowing nearby nodes to transmit in a cooperative manner, using a distributed space-time
coding strategy, in order to get spatial diversity gain.

One of the fundamental issues in the design of a wireless network is the minimal transmit power that
guarantees the network connectivity, i.e. the property that each node is connected to each other node. In
a seminal work, Gilbert modeled the network topology as a homogeneous two-dimensional Poisson point
process, with constant density where two points are linked if their distance is less than a coverage
radiusr(n) that depends, on its turn, on the transmit power as well as on the number of md¢ées

Starting from this simple, yet meaningful, model and applying, for the first time, basic concepts from
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continuum percolation, Gilbert showed that there exists a critical valus the node density such that,

for A < \. the network is disconnected whereas for ). there is a nonnull probability that the network
contains a giant component composed of an infinite number of nodes, thus creating the possibility for
long distance communications through multiple hops [9]. Of course, the existence of a component with
infinite nodes does not guarantee the network connectivity, as some nodes could be isolated from that
giant component. The connection between continuum percolation, covering strategies and the geometry

of wireless networks has been further investigated quite recently in [10].

In another fundamental paper, Gupta and Kumar derived the minimum (critical) power that guarantees
the network connectivity with probability one [8]. More specifically, Gupta and Kumar proved that if the
network is composed of a set af nodes randomly distributed over a disc of unit area and each node

transmits with a power that allows the coverage of a circle of radius that scales with the number

. [logn + ¢(n) )

the network is asymptotically connected with probability one if and only(sif) tends to infinity as»

of nodesn as follows

goes to infinity.

In this work we assume, as in Gilbert's work, a homogeneous Poisson point process and we find the
coverage radiusy(n) that guarantees that there are no isolated nodes, where the connection between nodes
is defined in terms of out-of-service probability, with respect to a target BER, for a given channel fading
model. Then, exploiting Penrose’s theorem [48] on the relationship between the connectivity and the
degree of a random geometric graph, we derive asymptotic results on the network connectivity. Building
on these derivations, we show how the connectivity improves by using multiantenna terminals. Finally,
we extend the analysis to cooperative networks where nearby nodes, i.e. nodes within the coverage of
each other, transmit in a coordinated manner according to a distributed space-time coding strategy, in

order to achieve transmit diversity gain.

A. Connectivity of a random geometric graph

We start reviewing some results on the connectivity of geometric random graphs, as derived by
Bettstetter in [47]. We assume that the nodes are distributed according to a two dimensional (2D) Poisson

point process, with constant spatial densityOne of the key properties of this kind of point process
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is that the pdf of the distance between a point and its nearest neighbor is a Rayleigh pdf. In formulas,
denoting with= the random variable indicating the distance between one node and its nearest neighbor,
the pdf of = is

p=(§) = 2mpge "™, ey

wherep is density of the Poisson process. Starting from (2), and denoting(ay the coverage radius

of each node, the probability that a node is isolated is
Pisolated = 1 — P{f < ro(n)} = 6_7"97"(2)(”)_ (3)

The probability that there are no isolated nodes or that, equivalently, the degree of the graph is strictly

greater than zero, is, approximately [47]
Peon = (1 - e*ﬂ'prg(n))n' (4)

This expression is approximated as it implicitly assumes that the events for which the nodes are not
isolated are statistically independent of each other, which is not true, in general. Nevertheless, the validity
of this approximation was tested in [47] and we will also test it through simulation results later on. Indeed,
the validity of the approximation depends on the produgi(n). If pr3(n) < 1, the approximation is
clearly not valid at all. Conversely, j#r3(n) > 1, the approximation is more and more valid. On the
other hand, since we are interested in the event that the network is connected with high probability, i.e.
peon IS Close to one, this implies that we are interested in the case where the ppeg(et is high.

This means that we can use the above approximation in cases of practical interest. Within the validity
of the approximation leading to (4), inverting (4), the coverage radjubat ensures that the degree of

the network is greater than zero is:

_ _pl/n
o) = log (jrp pion) | )

Of course, this radius does not guarantee the network connectivity, as the network could be composed

of isolated clusters, with no isolated nodes. In general, in fact, the radius that guarantees the global
connectivity is greater than the radius that simply guarantees that the degree of the network is strictly
greater than zero. Nevertheless, Penrose proved that there is a basic relationship between connectivity
and degree of a geometric graph [48]. In particular, Penrose proved that, denoting(with k) the
minimum distance-y such that a random graph isconnected and with(é > k) the minimum distance

such that the graph has minimum degkeghen [48]

lim Pr{r(k > k)=r(0>k)} =1, Vk. (6)

n—oo
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This means that, asymptotically astends to infinity, the coverage radius that insures a degree
tends to coincide with the radius that yields connectivityHence, the equivalence (6) guarantees that,
asymptotically, asn tends to infinity, the radiusy(n) in (5) tends to coincide with the radius that
guarantees also the connectivity. Hence, the vali{@) in (5) denotes, approximately, the minimum
coverage that each node has to provide in order to guarantee the connectivity of the whole graph, with

a given probability.

At a first glance, it might appear that the coverage rady{s) in (5) contradicts Gupta and Kumar
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Fig. 1. Probability of connectivity vsSN Ry reported at the transmit side{/No) for a network composed ai = 1000

nodes uniformly distributed over a square200 x 200m?2.

result, recalled in (1). On the contrary, we show next that (5) and (1) are indeed in good agreement. In
fact, if we rewrite the connectivity probability.., (n) aspeon(n) = 1 — €(n), with €(n) < 1, we may

use the first order Taylor series expansiomgf,(n)'/"™ aspeo,(n)'/™ ~ 1 —€(n)/n. As a consequence,

ron) ~ \/ logn — loge(n) ‘ﬂlpog ), 7)

Since in Gupta and Kumar the node density is n, inserting this value in (7), we can verify that (1) is

(5) becomes, approximately,

in perfect agreement with (5) if we setn) = — log(e(n)). In fact, requiring asymptotic connectivity with
probability one implies thatlim ¢(n) = 0 and this corresponds to the conditidim ¢(n) = oo found

in [8]. Interestingly, the equivalence between these two different derivations provides also a meaning to
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the termc(n) appearing in [8].

A test of validity of the approximations leading to (4) is reported in Fig. 1, that showsas a function

of the SNR (referred to the transmit side), definedS&8R := pr /Ny, as given in (4) (solid line), and

the probability that the network is connected (dashed line), estimatec2oendependent realizations

of random geometric graphs composed 080 points distributed over a toroidal surface, to avoid border
effects. We can see a very good agreement between theory and simulation. The slight difference is due
to the fact that the independence assumption is not exactly valid and that (6) is valid onlgdang to

infinity. It is interesting to notice, from Figure 1, the rapid change from probability zero to probability
one. This is indeed a characteristic of random geometric graphs, that is reminiscent of phase transitions

in chemistry.

If we wish to increase the fault tolerance of the graph, we need to increase the connectivity order. It was
shown in [47] that the probability that a graphfisconnected is approximately equal to the probability

that the minimum degree of the graph is at lelasthat is

Pry := Pr{G is k — connected} ~ Pr{d,in, > k}
k-1 ; "
_ (pﬂ'T’g)l —prrd
= |1- g 0 € . (8)

This expression does not admit an inverse in closed form, but it is certainly invertible as it is a monotonic
increasing function ofrg. The value ofry providing the desired valu®,, to be found numerically,

guarantees th&-connectivity, within the limits of approximations in (8).

B. Connectivity of a Wireless Network

In a wireless network, besides the position of the radio nodes, there is one more source of randomness:
the fading of the radio links. The connectivity of a wireless network is then, in general, much more difficult
to study than the connectivity of a random graph. An interesting recent approach is proposed in [13]
(see also the references therein). In this section, we propose an alternative definition of connectivity of
a wireless network. In case of fading, it is in fact necessary to start with the definition of connectivity.
We introduce the out-of-service probabilify,;, defined as the probability that the bit error rate (BER)
exceeds a target BER, let us s&y, and we say that two nodes are linked to each other if the out-
of-service probability on their link does not exceed the prescribed \Blye This is equivalent to say

that the BER on the link may exceed the target BER for no more than a perceRiggef time.
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In the following sections, we show how to choose the coverage radius in order to accommodate for
such a system requirement. To simplify the theoretical analysis, we assume that the channels between
different pairs of nodes are independent Rayleigh flat-fading channels, with vargnend that all

links are interference-free. This means that there is an implicit MAC protocol that guarantees the users’

separability.

C. Connectivity of a SISO Flat-Fading Network

Using QAM constellations, the bit error rate on a SISO flat fading channel is

Po=cy Q (\/QM ﬁ; Ihl2> < ey 7T EIENo, 9

whereé&, is the energy per bit)Vy is the noise variancé, is the flat-fading coefficient, aneh; and gy,

are two coefficients that depend on the ordérof the QAM constellation as follows [32]

4 vM -1
c = 4—-)
M VM -logy M
3
gm = M_1 logy M. (10)

We assume that the channels are Rayleigh fading, so|fkfais an exponential random variable with
expected valuer? = 1/r%, wherer is the link length and the exponeatdepends on the environment
where the propagation takes place. Typicallyis between two and six. Exploiting the upper bound in

(9), we can upper-bound the out-of-service probability as
Py=Pr{P. > Py} < Pr{cMe_gMg”lh‘Q/N” > Py}. (12)
Hence P,,; can be upper-bounded as

P <1-— e_NO 10g(01\4/P0)/(91ugb0']2L)' (12)

We say that a link is reliable, and it is then established, if the out-of-service event occurs with a probability

smaller than a given value. Settim@ = 1/rain (12) and inverting (12), we find the coverage radius

_— [_gM&, log(1 - Pout)} e
o Nolog(car/Fo)

Since P, is typically small, we can use the approximatig(1l — P,y) ~ — Poyt to rewrite (13) as

[ ImEpPout } Le
Teov ™ |77 =<
Nolog(car/ Po)

(13)

(14)
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Equating (14) to (5), we get the relationship between the node density and the transmitted power necessary
to insure the network connectivity, for a given number of nodeBor example, the minimum SNR that
guarantees the network connectivity, with probabifity,,, for a given node density, is:

a/2
é N log(ear/Py) [ —log(l — piéﬁ)
Ny min N gm Pout TP '

(15)

As expected, we see that to achieve a desired probability of connectivity, we can decrease the transmitted
energy if we increase the node density At the same time, the transmitted energy must increase when
increases. In a sensor network scenario, where it is important to foresee, a priori, the density with which
the nodes should be deployed, in a given area, in order to guarantee a certain probability of connectivity,
(15) can be rewritten by making explicit the minimum node dengithat guarantees the connectivity,

for a given set of sensors having a specified transmitted power

—log(1 — p%ﬂ) <N010g(cM/Po)>2/a
m & guPout ‘

(16)

Pmin =

D. Connectivity of a MIMO Flat-Fading Network

We show now how the connectivity improves if the radio nodes have multiple antennas. In such a case,
the network may benefit from the diversity gain. To make a fair comparison with the single antenna case
seen before, denoting witlyy the number of transmit/receive antennas, we set the power transmitted by

each antenna equal i@ /nr, wherepy is the overall transmit power.

Using anny x n MIMO system, using a space-time coding technique capable of achieving full diversity,

the error probability is

& o )
P = h: 2 < gmEvz/Nonr 17
. = Q gMNonT ZE:1 |hi|2 | <cme , 17)

having introduced, in the last approximation, the random variahle ZiTl |h;|%. The out-of-service

probability can then be upper bounded as follows

NonT log(cM/Po) )
am&p ’

Pout = DZ(

We must keep in mind, however, that this result has been obtained by assuming lack of interference.
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where Dz(z) is the cumulative distribution function (CDF) af If the channels are Rayleigh fading,

independent, and all with the same variamie the CDF ofz is

n2.—1 k
—2/02 z 1
k=0

For small values of, more specifically for: < o2, Dz(z) can be approximated as

2\ 1
D ~ | — —. 19
Z(Z) (O_}QL) n%! (19)
For the sake of finding closed form, albeit approximated, expressions, it is useful to introduce the

normalized random variable = z /o7, whose CDF is

n2,—1 2

L 1 "
Dx(z)=1—¢" E:xkgz AL (20)

k=0 . 7’LT.

Repeating the same kind of derivations as in the SISO case, the out-of-service probability for the MIMO

case can be written as

Nongpl P
Pout < DX < onr Og(c]\;[/ 0)) ] (21)
gm0y,
From (21), setting:r,% = 1/ra, we can derive the coverage of each rfode
1/«
gm &y -1 :|
Teoy = D3 (Poy . 22
[NonT IOg<CM/P0) X ( t) ( )

To derive an approximate closed form expressionrfgy, since we are interested in small values of the

out-of-service probability, we can use the approximation (20) to inkeftz). The result is

{ g &
Tecov =

1/
nZ!P., 1/”?] . 23
N()?’LTIOg(C]V[/Po) ( o t) ( )

Equating (22) to (5), we get the minimum transmit power guaranteeing the connectivity of a MIMO

network
a/2

—1 1— 1/n
ﬁ __nr log(C]VI/PO) 0g Pcon
No  gu(n2) Poyy) /77 _

(24)

As a numerical example, in Figure 2 we show the dengijtgs a function of the transmitted energy per

bit, normalized to the noise power, for different numbers of antennas per terminal. For a fair comparison,
all curves refer to the same overall transmitted power. The constellation is QPSK. The overall number
of transmit/receive antennas is also the same in all cases. More specifically, we used the following

combinations:n = 100 andnp = 1 (dotted line),n = 50 andny = 2 (dashed line), ana = 25 and

2Dy' (z) denotes the inverse dx (=) and it certainly exists because in this cd3e (z) is strictly monotone.
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/
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Fig. 2. Node density (number of nodes per area unit) vefsud/y, for different number of antennas per terminal.

—— nT=1, M=4

Node density

Fig. 3. Node density (number of nodes per area unit) ve&ysVo, for different number of antennas per terminal(= 1

or 2) and different transmission rates\{ = 4, 16, 64).

ny = 4 (solid line). The connectivity is insured with probabilipt,, = 0.99 and the out-of-service

event refers to a target BER af—3 and it is required to occur with a maximum time percentage of
P,ws = 1072, We can see, from Figure 2, the advantage of diversity that makes possible a considerable
decrease of the nodes density. Clearly, terminals with multiple antennas provide a larger coverage than

single antenna terminals, but at the cost of increased complexity.

The connectivity is also a function of the bit rate. As an example, in Figure 3 we show the minimum

SNR required for connectivity, assuming an efficiency2pt, and 6 bits/sec/Hz, achieved using 16,
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or 64-QAM constellations. As expected, an increase of rate requires an increase of node density, for a
given power budget. Hence, the bit rate may result as a compromise between the number of antennas,

node density, energy per node, and complexity.

E. Cooperative Communications

The next question is “What can we do to improve the connectivity if we have only single antenna
transceivers?”. We can resort to cooperation among nearby terminals. The idea is pictorially sketched in
Figure 4, where we see three nodds,B, andC. In the absence of any cooperation, each node covers
a circle of radiusry given by (13). For example, in Figure 4, and B are connected, but' is isolated.

However, if nodesA and B cooperate, they can give rise tovatual transmit array capable of covering

a) coverage without cooperation b) coverage with cooperation between A and B

Fig. 4. Coverage in cooperating networks.

an area larger than that covered with a single antenna [22] (see also [50] and the references therein). The
idea is represented, pictorially, in Figure 4 (b), where the bigger circle is the area covered by a system
located in the center of gravity of the noddsand B, with a bigger radius resulting from the use of a
MISO system with two transmit and one receive antenna. Proceeding as in the previous section, denoting
with n..1,, the number of cooperating (relay) nodes, we have the potential of diversity.gajp+1 (the

relays plus the source itself). The existence of the bigger circle is a result of the cooperation hétween
and B. Thanks to cooperation, a disconnected network may become connected, as shown in the example

of Figure 4 (b), using the same overall transmit power.

Let us now quantify how much is the coverage increase, due to cooperation, and how this affects the
connectivity. If we haven,.., relays cooperating with a source and a destination with one receive
antenna, the (maximum) diversity gainqis := n..ay + 1. Repeating derivations similar to the ones

described in the previous section, with the only exception that now we only have transmit diversity, but
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no receive diversity because each receiver has a single antenna, the coverage radius in case of cooperation

is
Tcoop = |: gy (nT!Pout)anj| ‘ = Breov, (25)
N()TLT log(cM/Po)
wherer..y, is given by (14) and )
ny! nr -
g | LT /nT] . (26)
nTPout

Therefore, the coverage increases by a fagtdhat depends on the number of cooperating nodes and

on the desired out-of-service probability.

The effect of the coverage increase on the network connectivity is illustrated in Figure 5, where we report
the connection probabilities obtained without cooperation (dashed line) and with cooperation (solid line).

In case of cooperation, we considered only the case of ho more than two cooperating terminals. The
probabilities shown in Figure 5 have been estimated over a s#iloindependent network realizations.

As a comparison term, we report in Figure 5 the connection probability of a non-cooperative network,

but having a coverage radius .., (dotted line). We can see that cooperation between pairs of radio
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Fig. 5. Connection probabilities versus SNR (dB): without cooperation (dashed line), with cooperation (solid line), and without

cooperation, but usingr... instead ofr... (dotted line).

nodes is sufficient to yield an SNR gain of approximately seven dB. Interestingly, the curve obtained
without cooperation, but with a coverage radj@is.., has approximately the same connectivity as the

cooperative case, where the coverage of each nodg,is Recalling, from (25), that the transmitted
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power is proportional ta-?, if r is the coverage, we infer that cooperation among pairs of terminals
yields an improvement in terms of transmitted power approximately equad,tawhenn, = 2.

In conclusion, the approximate expressions derived in this paper have been shown to fit quite well
the behavior of wireless networks having a random topology, modeled as a 2D Poisson point process,
in terms of connectivity. The formulas, albeit approximate, help to predict the gain achievable by using
multiantenna terminals, either real or virtual, i.e. through cooperative communications. We have derived
expressions for the density with which the network nodes should be deployed in order to guarantee the
network connectivity with a desired probability. In this paper, we have only shown results concerning
Rayleigh fading channels. We have extended the analysis to Nakagdading channels and we showed

that the advantage decreases as the imdéxcreases, i.e. as the channel tends to be less and less random.

F. Cooperation gain

The probability thatt nodes fall within any given circle of radiug is then

7'('7“2 k _ 2
pr(k) = 7L ot @)

For any given transmit power, (27) gives the probability of findingelays. The coverage radiug, on

its turn, depends on the enerdy, as well as on the transmission rate (throughout the two coefficients

cy and gyy). Clearly, increasing,, the coverage increases, but more energy is wasted only to send
information towards the relays instead of the final intended destination. There is in general an optimal
energy distribution between the two phases where the source sends data to the relay and when source
and relays transmit together towards the destination. Let us dendfe the total energy per bit for all
cooperating nodes. Introducing the real coefficiéntith 0 < g < 1, we indicate with3Er the portion

of the total energy dedicated to send information from the set of cooperating nodes to the destination

and with (1 — 3)&r the energy spent by the source to send data to the relays.

If k& is the number of relays that receive the data from the source with the prescribed reliability, the
relays plus the source can then transmit together towards the destination as if they were the transmit
antennas of a single useDenoting withk; the channel coefficients from source and relays towards the

destination, using a full-diversity space-time coding scheme, such as, e.g., orthogonal coding, the error

3Since a node is chosen as a relay only if its BER is below a given threshold, with a given outage probability, we assume

here that the errors at the relay nodes are negligible.
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probability at the receiver 1s

k1
&
n =1

Assuming that the channels are statistically independent, the expected vadhigaf1) := E,{P.(k +
1;h)} is [33]

AVM -1 (1= p\ e F ok 1 m
Po(k+1) = < “) > <+“> : (29)
V M logy (M) 2 = m 2
where
36Er logQ(M)a%
= 5 5 (30)
331 logy(M)o7 +2(M — 1)(k + 1)02
The final average error probability at the destination, in case of cooperation, is then
Pe="pr(k)Pelk+1), (31)
k=0

wherep,, (k) is given by (27), withry given by (13) setting;, = (1 — 5)Er, whereasP,(k + 1) is given

by (29). An example of average BER is reported in Fig. 6, for a network of nodes with different node

no—coop (p=0)

Average BER

L
0 5 10 15 20 25 30
SNR (dB)

Fig. 6. Average BER at the final destination in a cooperating network for different values of node density.

“In case of coordinated transmission frdm- 1 nodes, we normalize the transmit power of each nodé hyl1, so that the
overall radiated power is independent fof
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densities. We can clearly see the advantage of using cooperation with respect to the non-cooperative case
and how the gain increases as the node density increases. At high SNR, the dominant term in (31) is the
term with & = 0, as it corresponds to the slowest decay rate of the average bit error rate. The téjm

goes likel /SN R, at high SNR. Hence, in a random network there is no real diversity gain. Nevertheless,

since P.(1) is multiplied bypr(0), there still is a coding gain equal ©/pr(0), i.e.
G, = e™7e. (32)

Hence, cooperation introduces diversity, in the sense of the existence of multiple paths for the transmitted
data, but unlike conventional systems, this results in a coding gain, not in a diversity gain. The coding
gain is always greater than one and it grows exponentially with the increase of the relay nodes density.
To obtain a higher,, for a givenp, it is necessary to increase the coverage radju3his requires that

more energy is used in the first phase, when S sends data to the relays. If there is a constraint on the total
energy&r, it is interesting to see what is the optimal power distribution between the two transmission
phases, acting op.

As an example, in Fig. 7 we show the average BER, for a given SNR at the destination, as a function

of 5. We can see that, depending on the final SNR, there is an optimal

SNR =27 dB

SNR =30dB o

Average BER
=
o

SNR =33dB

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 7. Average BER as a function ¢f, for different SNR values.
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II. DISTRIBUTED SPACETIME CODING

The choice of the most appropriate space-time coding technique to be used in a relay network depends
on several factors. As with conventional space-time coding, the choice depends on the desired trade-
off between rate, diversity and receiver complexity. The numbgrof real receive antennas plays
a fundamental role. Ifhy = 1, the cooperation induces a virtual multi-input/single output (MISO)
communication, introducing diversity into the system, but not a rate gain. Conversely 1, we can
think of schemes capable of both diversity and rate gains, exploiting the resulting virtual MIMO structure.
Basically, one could choose among the following classes of STC techniques: i) Orthogonal STC (OSTC)
[7], as a strategy that maximizes the diversity gain and it minimizes the receiver complexity; ii) full-
rate/full diversity codes (FRFD) [34], [35], as codes that yield maximum diversity gain and transmission
rate, but with high receiver complexity; iii) V-BLAST codes [37], as a technique that maximizes the
rate, sacrificing the diversity gain, but with limited receiver complexity. Alternatively, one could use the
trace-orthogonal design [38] as a flexible way to trade complexity, bit rate and bit error rate. It is worth
noticing that the optimal trade-off among these alternative strategies, in the distributed case does not

coincide, necessarily, with the trade-off achievable with conventional space-time coding.

The first evident difference between conventional STC and DSTC is the presence of the time slot necessary
for the exchange of data between source and relays. This induces an inevitable rate loss. To reduce this
loss, it is necessary to allow for the re-use of the same time slot by more than one set of source-relay
pairs. In Fig. 8, we show, as an example, three sources (circles) and some potential relays (dots). If the
relays are associated to the nearest sofiraed the sources are sufficiently far apart, we can assign the
same time slot for the exchange of information between each source and its own relay. Clearly, this does
not prevent the interference between different source/relay pairs. In general, the relay discovery phase
should follow a strategy that gives rise to many spatially separated micro-cells, as in Fig. 8, where each
source acts as a local base station broadcasting to its relays, who may get interference from other micro-
cells (sources). The need to limit the coverage of each source, in its relay discovery phase, is also useful

because: i) less power is wasted in the source-relay link; ii) there are less synchronization problems in

5The term full rate here is used in the same sense as [34], [35] and it means that a transmitier aittennas transmits
n2 symbols innr time slots. This does not imply anything about the final BER and it has then to be distinguished by the
information rate concept used in [36].

®We will comment later on the meaning of distance between source and relay, as it has to take into account also the channel
fading.
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y (m)
=)

Fig. 8. Geometry of cooperative network with three source nodes (circles), potential relays (dots) and one destination (D).

the final link towards the destination; iii) there is less interference between different source/relay sets.

We now compute the rate loss for different cooperation structures, assuming that th¥rsiareltaneous
source/relays pairs sharing the same time slot. We denoteTwith and Tsgop the duration of the S2R

and SR2D time slotsT; is the symbol duration in all slots. For a given bit rate, the durations depend
on the constellation order used in the different slots. We denote @vitimd A/ the constellation orders

used in the S2R and in the SR2D slots, respectively. We consider a frame containing both S2R and the
N SR2D links has then a duratidfi- = Tsor + NTsrop. The rate reduction factor, with respect to the
non-cooperative case, in a TDMA context, is then

n = NTsrap
Tsor + NTspap

(33)

Clearly, the rate loss can be reduced by decredgigg, i.e. by increasingy, or by increasingV. In the

first case, the relay needs a higher Signal-to-Noise-plus-Interference-Ratio (SNIR). In the second case,
SNIR decreases at the relay, as there is more interference. In both cases, it is less likely to discover
a relay with sufficient SNIR. Hence, the right choice has to result from a trade-off between rate and
performance. We discuss now in detail the alternative DSTC strategies, corresponding to OSTC, FRFD
and V-BLAST codes. In all cases, we denote witn) the sequence of symbols sent by S during the
SR2D slot, whereas(n) indicates the estimate 6fn) performed at the relay. For simplicity, we refer

to a context where each source cooperates with only one relay.
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A. Distributed Orthogonal STC (D-OSTC)

D-OSTC guarantees maximum receiver simplicity and full diversity and it can be implemented also
when the final destination has a single antenna. D-OSTC was proposed in [22], [19], [25], where the
relays are essentially error-free, and in [29], where the decoding errors at the relay are explicitly taken
into account. D-OSTC transmits symbols over two successive time periods, so ffgbp = 275 and
Tsor = 2logy(M)Ts/logy(Q). The sequence transmitted by the source-relay pair is

s(n)  —s*(n+1)
s$(n+1) §*(n)
The first row of this matrix contains the symbols transmitted by the source, whereas the second row

(34)

refers to the symbols transmitted by the relay (different columns refer to successive time instants). The

overall bit rate, incorporating also the rate loss, is

B 2N logy M
- 2N 4+ 2logy M/ logy Q

b/s/Hz. (35)

B. Distributed full rate/full diversity (D-FRFD)

If the final destination ha8 antennas, there is a virtual 2 MIMO, with the possibility of increasing
the rate. This can be achieved, for example, using distributed-FRFD or distributed-BLAST. With D-FRFD,
the pair S-R transmitd symbols over two consecutive time periods. The transmitted matrix is [34] or
[35]:
s(n) + @s(n+1) 0 (s(n+2)+ es(n+3))
0 (5(n+2) — s(n+3)) 5(n) — ps(n+1)

(36)

wherep = e//2, § = ¢7/* are two rotation parameters (see, e.g. [34] or [35], for the choice afid6).

The bit rate is
4N logy M

B 2N + 4log, M/ log, Q

R b/s/Hz. (37)

C. Distributed BLAST (D-BLAST)

We consider here the version of BLAST where two independent streams of data are transmitted from
the two antennas. In its distributed version, D-BLAST requires that the relay receives only half of the
bits to be transmitted. This implies an advantage with respect to D-FRFD, as it allows us to reduce
the duration of the S2R time slot. The price paid with respect to D-FRFD is that D-BLAST is not full
diversity. The transmitted matrix in the D-BLAST case, is

s(n)  s(n+2)
$(n+1) $(n+3)

(38)
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and the bit rate is
4N logy M

h= 2N + 2log, M/ log, @

b/s/Hz. (39)

Comparing the transmission rates of all the distributed schemes, for a given choice of the constellation

orders@ and M, we see that D-BLAST has the highest transmission rate.

D. Relay discovery phase

This section describes a possible resource discovery phase. A source looking for potential relays starts
sending a sounding signal to verify whether there are available neighbors. The sounding signal is a
pseudo-noise code identifying the source. A potential relay may receive the sounding signals from more
than one source. The radio nodes available to act as relays compute the signal-to-noise plus interference
ratio (SNIR) for each sourcé This step requires the node to be able to separate the signals coming from
different sources. This is made possible by the use of orthogonal codes. The potential relays retransmit an
acknowledgment signal back only to those sources whose SNIR exceeds a certain threshold. The source
receives then the acknowledgments and the relative SNIR from all potential relays and it decides which
relays to use. This phase insures that the relay, once chosen, is sufficiently reliable. Given the variability
of the wireless channel, this operation has to be repeated at least once every channel coherence time.
To avoid excessive complications, a node may act as a relay for no more than one source. The basic
philosophy we follow to discover relays is that source and relays should be as close as possible. This
is justified by the following concurring reasons: i) less power is wasted in the S2R slot; ii) there are
less synchronization problems in the final SR2D slot; iii) there is less interference between different
source/relay sets. In summary, this relay discovery phase creates many spatially separated micro-cells
where each source acts as a local base station broadcasting to its relays, who may get interference from

other micro-cells (sources).
"The SNIR may be evaluated for each channel realization or in average sense, considering the channel statistics such as mean

and covariance. The first option provides better performance, but it requires more frequent channel estimation updates than the

second option.
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Ill. REGENERATIVE RELAYING WITH BLOCK DISTRIBUTED ORTHOGONAL SPACETIME CODING IN

SINGLE-USER SCENARIO

In this section, we analyze in detail an example of Distributed Space-time Coding, using D-OSTC and
regenerative relay [29]. We assume that the source has found its owf aelhyhat the interference due
to the other active source-relay links is negligible. We consider, thus, a two-hop relay channel, composed
of a source (S), a relay (R) and a destination (D).

Differently from common STC, with DSTC, i) regenerative relays might make decision errors, so that
the symbols transmitted fro® could be affected by errors; ii) the links betwe€rand D and between
R and D do not have the same statistical properties, in general; iii) evéhahd R are synchronous,
their packets might arrive ab at different times, a$ and R are not co-located. In the following, we
will address all these problems specifically.

We illustrate the proposed transmission protocol by referring to a TDD scheme, but the same consid-
erations could apply to an FDD mode. In a TDD system, each frame is subdivided in consecutive time
slots: In the first slotS transmits andr receives; in the second sldt, and R transmit simultaneously.

We describe the distributed space-time protocol within the following setup: (al) all channels are FIR
of (maximum) orderL; and time-invariant over at least a pair of consecutive blocks; (a2) the channel
coefficients are i.i.d. complex Gaussian random variables with zero mean and varjaRcavhere d

is the link length; (a3) the information symbols are i.i.d. BPSK symbols that may assume the values
A or —A with equal probability; (a4) the received data are degraded by additive white Gaussian noise
(AWGN); (ab) the channels are perfectly known at the receive side and are unknown at the transmit
side; (a6) the transmission scheme for all terminals is blockwise, where each block is compdged of
symbols, incorporating a cyclic prefix of length equal to the sum of the relative delay with which
packets fromS and R arrive atD plus the maximum channel ordé,.

We will use the following notation. We denote with,, hs-, andh,4, the impulse responses betwegn

and D, S and R, and R and D, respectively. Each block of symbaigi) has sizeM and it is linearly
encoded, so as to generate fiesize vectorrs(n) := F's(n), whereF is the N x M precoding matrix.

A CP of lengthL > L, is inserted at the beginning of each block, to facilitate elimination of inter-block

interference, synchronization, and channel equalization at the recdivetrenotes the pseudo-inverse of
8Thanks to the assumption that the relay nodes are not error-free, the probability of finding a relay in the discovery phase

increases, with respect to the schemes that use a relay only if it is error-free.

®Assumption (a3) is made only for simplifying our derivations, but there is no restriction to use higher order constellations.
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A; R{x} indicates the real part aof; when applied to a vectoi{x} is the vector whose entries are the
real part of the entries at.

D-OSTC, for frequency selective channels, works as follows. During the first time $lsgnds,
consecutively, the twaV-size information symbols blocks(i) and s(i + 1). The blocks are linearly
encoded using the precoding mat#ix so that the corresponding transmitted blocksaare:) := F;s(n),
with n = 4,7+ 1. Under (a6), after removing the guard interval at the receiver\ikg@ze vectorsgy,.(n)
received fromR are

y,.(n) = Hg, Fss(n) + wy(n), n=1,i+ 1, (40)

wherew, (n) is the additive noise at the relay. Thanks to the insertion of the CP, the channel matrix
H,,. is N x N circulant Toeplitz and it is diagonalized &%, = WA, WH whereW isthe N x N
IFFT matrix with {W},, = e/27%/N /\/N, whereasA,, is the N x N diagonal matrix, whose entries
are Ay (k, k) = L0 hep(l) e 927 K/N,
The relay node decodes the received vectors and provides the estimated ¥&gtarsd $(: + 1).
During the successive time-slaf, and R transmitsimultaneouslyusing a block Alamouti’s strategy
[39]. More specifically, in the first half of the second time sl6tfransmitsz(i + 2) = a1 F's(i) and
R transmitsx, (i + 2) = ag F'§(i + 1). In the second half§ transmitsz, (i + 3) = oy Gs*(i + 1) while
R transmitsz, (i + 3) = —a G5*(i). To guarantee maximum spatial diversity, the two matriGeand
F are related to each other 6§y = JF™*, as in [39], whereJ is a time reversal (plus a one chip cyclic
shift) matrix. If N is evendJ has all null entries except the elements of positionl) and (k, N —k+2),
with £k = 2,..., N, which are equal to one. IN is odd, J is the anti-diagonal matrix. The two real
coefficientsa; and o, are related to each other ly + o3 = 1. They are introduced in order to have
a degree of freedom in the power distribution betwé&eand R, under a given total transmit power. In
Section 1lI-C, we will show how to choose, (and thenxs) in order to minimize the final average BER.
After discarding the CP and usingl{athe blocks received by D in the two consecutive time-slots

1+ 2, andi + 3 are given by

Ya(i+2) = arHyqFs(i) + asHgF5(i + 1) + wa(i + 2)
yd(i + 3) = aledGs*(i + 1) — OzQHTdGQ*(i) + 'wd(i + 3),

(41)

where H,; and H,; refer to the channels betweeh and D and betweenR and D, respectively.

Exploiting, again, the diagonalizatiodd ,; = WA W and H,; = WA, ;W if we pre-multiply
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in (41) y,(i +2) by W andy’(i + 3) by W, we get

WHY, (i +2) = a1 AsaF's(i) + aaArgF3(i + 1) + WHwg(i + 2)

WTyn(i +3) = ay A5G s(i+ 1) — agA G 5(i) + WTwi(i + 3),
where F := WHF and G := W!G. For the sake of simplicity, we assume that OFDM is performed
at both S and R nodes, so thatv = M, F = W and thusF = Iy andG = W. We also introduce

the orthogonal matrix

a1 A as A,
A= e T2frd (42)

such thanZ A := T, A?, whereA? := a?|Agql?+a3| A4, whereaso denotes the Kronecker product.
We introduce also the unitary mattk@ = A (I, ® A™'), satisfying the relationship@”Q = I,y
and QYA = I, ® A. Exploiting the above equalities and multiplying the vector= [(Wy,(i +
20T, (WTy(i+3))T)" by the matrixQ” , without compromising the decision optimality (because of

the unitarity of@Q), we get

(1
0| _ g
r(i+1)
A > —ALA, Ag?  ALA,
_ J scf’* ~sd d s+ |~ d[* fd d é—i—’ﬁ),
AsdArd |Asd’2 _AsdArd ‘ArdP

(43)

wheres == [s(i)7, s(i + 1)7]7, & := [3(0)7, (i + D77, A := cnAsah ™%, Ayg = anB oA,
w = [w (i), wT (i +1)]T = Q7 [w” (i +2), w (i + 3)]T. As expected, the previous equations reduce
to the classical block Alamouti equations, see e.g. [39], the two transmit antennas use the same power,
i.e., a; = g, and there are no decision errors at the relay node,sie), = s(n),n =i,i + 1.
SinceQ" is unitary, ifw is white,w is also white, with covariance matri&,, = 021,y. Furthermore,
since all matrices\ appearing in (43) are diagonal, the system (432&f equations can be decoupled
into NV independent systems of two equations in two unknowns, each equation referring to a single sub-
carrier. More specifically, introducing the vectats:= [ry (i), ri(i+1)]7, sg := [s(i), sx(i+1)]7, 8 :=
[8(7), 8k (i+1)]T andwy, := [w (i), we(i+1)]T, referring to thek-th sub-carrier, withk = 0,..., N —1
(for simplicity of notation, we drop the block index and we dat; = A4 (k, k) and A,q = Aq(k, k)),

“We suppose that the channels do not share common zeros on the, grid?27%/™V | with ¢ integer, so thai\ is invertible.

December 5, 2006 DRAFT



24

(43) is equivalent to the following systems of equations
Agl? =A% A Agl? AT A
TE = ~‘ Si’ i [P ’~ rd’N ) &y 4wy (44)
ASdA:d |Asd|2 _ASdA:d ’Ard|2
Since the noise vectai, is also white with covariance matri€',, = o021y, and there is no inter-
symbol interference (ISI) between vectaisandr; corresponding to different sub-carrierg, represents

a sufficient statistic for the decision on the transmitted symbols vegtor

A. ML detector

We derive now the structure of the maximum likelihood (ML) detector at the final destination. Besides
the previous assumptions, we assume alsoffthas perfect knowledge of the vector of error probabilities
pe, (k) andpe,(k), k = 0,..., N — 1, occurring at the relay. This requires an exchange of information
betweenR and D. This information has to be updated with a rate depending on the channel coherence
time. Later on, we will show an alternative (sub-optimum) detection scheme that does not require such
a knowledge.

We denote with.# the set of all possible transmitted vectars and with p.; (k) and pea(k) the
conditional (to a given channel realization) error probabilities, at the relay nodey(ah and s (2),
respectively. After detection, at the node R, we hay€) = sx (), with probability (1 — pe;(k)), or
Sk(l) = —sk(l), with probability p.;(k), I = 1,2. Since the symbols are independent, the probability

density function of the received vecter conditioned to having transmittegl., is [40]

[z, (2]sk)= 21 [(1 = per(k))(1 = pea(k)) exp {~|z — A(1,1)s5]* /o7 }

202
+pe1(k)pea(k) exp {~|z — Ap(=1,~1)s|*/o7 }
+(1 = per(k))pe2(k) exp {—|z — Ay(1, —1)s;|* /o2 }
+pe1 (k) (1 — pea(k)) exp {—|z — Ap(—1,1)s* /o2 }],
(45)
where Ay (01, 02) is defined as follows
Asal® + [Aval®01,  AfyA a0 — At A

Ap(01,02) = | o _ _
AsaNF ) — NsaN2 01, |Asal® + | Aval?62
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Based on (45), the ML detector is

8 = arg ;ng§ { frk\sk (Tk‘sk)} . (46)

Note that, thanks to the orthogonal space-time block coding strategy, the optimal detector preserves the
receiver’s simplicity, because, undei ga6), the ML solution performs an exhaustive search only among

four possible transmitted vectoss’s.

B. Sub-optimum detector

The ML detector described above requires the knowledge, at the destination node, of the set of error
probabilitiespe; (k) andpea(k), with £ = 0,..., N — 1. If this knowledge is not available, a sub-optimum
scalar detector can be implemented, instead of the ML detector. More specifically, the decision on the

transmitted symboé,(n) can be simply obtained as
5(n) = sign {?R[T(Tl)]} ;o n=ii+1, (47)

where r(n) is given by (43). Note that, for high SNR at the relay (i.e. whgnrmakes no decision
errors), the symbol-by-symbol decision in becomes optimal and, thus, the decoding rule (47) provides

the same performance as the optimal receiver (46). When the decision errors at the relay side cannot
be neglected, the sub-optimal receiver introduces a floor in the bit-error-rate (BER) curve, because the
symbol-by-symbol decision (47) treats the wrong received symbols as interference. The choice between
the decoding rules (46) and (47) should then result as a trade-off between performance and computational
complexity, taking into account the need, for the ML detector, to make available, at the destination node,
the error probabilities of the relay node. We will show a comparison between ML and sub-optimum

strategies in Section IlI-D.

C. Power Allocation between Source and Relays

While in conventional STC, the transmit antennas typically use the same power over all the transmit
antennas, with DSTC it is useful to distribute the available power between source and relay as a function
of their relative position with respect to the final destination, since they are not co-located. In this section
we show how to distribute a given total power optimally between source and relay. We provide first a
closed form analysis in the ideal case where there are no decision errors at the relay and then we will

show some performance results concerning the real case where the errors are taken into account.
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1) Error-free 2R link: Under the assumption that there are no errors at the relay side, using the
same derivations introduced in Sec. lll, the optimal detector is a symbol-by-symbol detector and the

signal-to-noise ratio on the-th symbol in then-th block is

A2
SN Ri(n) = =5 (ol Asak, K)1* + (1 = a) [ Apa(k, K)I*) (48)
fork=1,...,N andn = i,i + 1. The error probability for binary antipodal constellation, conditioned

to a given channel realization, is given by

(k) = %erfc (Vo5 SNT) (49)

where SN Ry, is given by (48). For each sub-carrigy the signal-to-noise rati® N Ry, is given by the
sum of two statistically independent random variables, each one distributed according tad& with
two degrees of freedom. Thus, using (48) and (49), the BERveraged over the channel realizations

is given by [33]

1 1
P, == 72 <1_ gl >+ gi! <1_ 72 >’ (50)
299 —m 14+ 271 — 72 147
where
A? a2 A2 (1 —a)e?2
T = h 72@7 U%:U%(Lh+1).

Ui%di?dj e In d?d

From (50), we infer that, if the errors in the relay’s detection are negligible, D-OSTC scheme achieves,
as expected, the maximum available diversity gain, equal to two. The optimum vatueasf be found

by minimizing (50). Since the average BER (50) is a convex function with respec{46], the optimal

value of the minimization admits a unique solution.

It is straightforward to show that, if D is equipped witl; antennas, the achieved diversity gain is
2nRg.

2) 2R link with errors: When the errors at the relay side are explicitly taken into account, it is not
easy to derive the performance of the optimal detector (46) in closed form. In this case, it is interesting
to check the performance of the sub-optimal detector (47), to quantify the loss with respect to the more
complex but optimal detector (46). In [40] a closed form expression for the BER of the sub-optimum
scheme, in the presence of relay decision errors, was derived. For a given total transmitted power from
S and R, we can optimize the power allocation between S and R, depending on the relative distances
between S, R and D, in order to minimize the final average BER. We address this issue in the following

example.
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Example 1 - Optimal power allocatiom/e show now the behavior of the final average BER as a function
of the power allocation betweesi and R, depending on the relative distances betwSer and D. As

an example, in Fig. 9 we report the average BERwsas defined in Section IlI-C.2, for different values

of the distancel,, (and thus ofSN Rg) betweenR and D (all distances are normalized with respect to
the distancel,; betweenS and D). In Fig. 9a), we consider the ideal case where there are no errors at
the relay node. Th& N Rp at the final destination is fixed equal 10 dB. We can observe that, when
dsq = d,q = 1, the value ofo that minimizes the average BERds= 0.5, i.e. the two transmitter use the
same power. However, a8 gets closer taD, the optimala tends to increase, i.e. the system allocates
more power taS, with respect toR. The reverse happens whey; is greater theri. Thus, as expected,

the system tends to, somehow, futand R in the same conditions with respect 9, in order to get

the maximum diversity gain.

The real case, where there are decision errors at the relay node, is reported, as an example, in Fig. 9b),
where the average BER is again plotted as a functioa,abut for different values of th&& N Ry at

the relay node. Interestingly, we can observe thaty &R decreases, the system tends to allocate less
power to the relay node (the optimal valuewfs greater thar.5), as the relay node becomes less and

less reliable.

D. Performance

In this section, we compare alternative cooperative strategies. We assume a blockNendih and
channel ordel. = 6. To make a fair comparison of the alternative transmission schemes, we enforce all
systems to transmit with the same overall power. More specificall, i$ the total power radiated by
the non cooperative scheme, we denotehythe power radiated by during the first time-slot and by
oa’Prr and (1 — a)Py; the power spent respectively yand R in the second time-slot. Since the overall
radiated power is alway®, it must beP = P; + P;;. The coefficientx is chosen in order to minimize
the final average bit-error probability (50) (see also Exampté. The powerP; is chosen in order to
achieve a required averageV Ry at the relay, defined aSN Ry := %. All distances in the network

are normalized with respect to the distankg betweenS and D.

Wwe use theoretical derivations, valid in the absence of errors at the relay, to simplify the strategy. One could improve upon

this choice by using the BER resulting in the presence of errors at the relay.
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Fig. 9. Average BER vsa; @) no errors at R; b) including errors at R.

Example 2 - ML vs. sub-optimum detectdn Figs. 10 and 11, we compare the average BER obtained
using alternative cooperative and non-cooperative schemes. The BER is averag2@hovuadependent
channel realizations. All curves are plotted versus$éR in D, defined asSNRp := %ﬁi%d' This is

also theSNR of the single-hop (non-cooperative) case. The variance of the noise aﬂﬁoeﬂdD is
unitary. In this example, we sét, = 0.1 andd,.; = 0.9. The results shown in Fig. 10 and 11 are achieved
transmitting with a powefP; yielding an averag&& N Ry at the relay equal ta5 dB, for all values of

SN Rp reported in the abscissas. Since the noise powerSa¥idkr are both fixed, increasing N Rp
means thatP;; increases. In Fig. 10 and 11 we report, for the sake of comparison, the average BER

obtained with the following schemes: i) the single-hop method (dotted line); ii) the ideal ML detector
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for O-DSTC scheme, with no errors at the relay (dashed and dotted line); iii) the real ML detector,
incorporating the decision errors at the relay (dashed line); iv) the sub-optimum scalar decoder for O-
DSTC scheme, showing both the theoretical average BER (solid line) and the corresponding simulation
results (circles), obtained using a Zero-Forcing detector at the relay node. In Fig. 11 we report the
performance of the optimal versus sub-optimal detector, on real wideband channel measurements, kindly
provided by the group of the University of Bristol led by Proff. A. Nix and M. Beach. The data are

collected in a urban environment (the city of Bristol) in the band between 1920 and 1930 MHz.

Average BER

Fig. 10. Comparison between average BERSAIRp (dB) achieved with different decision schemes over Rayleigh channels:
Single S-D link (dotted line); ideal ML (dashed-dotted line); real ML detector (dashed line); sub-optimum receiver - theoretical
results (solid line) and simulation (circlesj;N Rr = 15 dB.

We can observe a very good agreement between our theoretical derivations for the sub-optimum detector
and the corresponding simulation results. The floor on the BER of the sub-optimum receiver is due to the
decision errors at the relay node. It is also interesting to notice, from Fig. 10, that the sub-optimum O-
DSTC scheme exhibits performance very close to the optimal O-DSTC ML detector, &tNoty, i.e.

before the BER floor, when the relay is relatively close to the source. This indicates that the sub-optimum
detector is indeed a very good choice, under such a scenario, because it is certainly less complicated to
implement than the ML detector. Most important, differently from ML, the sub-optimum scheme does
not require any exchange of information betwdemand D, about the BER inR. The price paid for this
simplicity is that theR node must have a sufficiently high SNR to guarantee that the BER of interest

be above the floor. In Figs.10 we have also reported the average BER (solid line with starts) obtained
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Fig. 11. Comparison between average BER §& Rp (dB) achieved with different decision schemes over real channel
measurements: Single S-D link (dotted line); ideal ML (dashed-dotted line); real ML detector (dashed line); sub-optimum

receiver - theoretical results (solid line) and simulation (circlé§y,Rr = 15 dB.

using a transmission strategy, for O-DSTC scheme, where instead of OFDM, 8y thelot we used

a linear precoding method that insures minimum BER at the relay, under the assumption of adopting a
(suboptimal) MMSE linear decoder (solid line with stars). In such a case, we observe that, with minimum
additional complexity at the relay, the performance of the suboptimal O-DSTC scheme becomes closer
to the ML decoder because of the lower BER at the relay.

Finally, looking at the slopes of the average BER curves of the ML O-DSTC detector, shown in Figs.10
and 11, it is worth noticing that, in the absence of errors at the relay, the cooperative scheme achieves full
spatial diversity gain, provided that the relay can be used, as we have assumed in this section. In practice,
there are two reasons for the lack of full diversity gain. The first one is that, in a network where the
relays are randomly spatially distributed, the probability of finding no relay is not zero. The second one is
that, given a set of terminals available as relays, because of the presence of decoding errors at the relay
side, all cooperative schemes exhibit an asymptotic average BER behavior proportidn@ NGz p.
Nevertheless, there is a considerable coding gain, which justifies the use of cooperation. Indeed, a more
attentive look at the results shows that the average BER starts approaching the slope with maximum
diversity, as far as the errors at the relay are negligible with respect to the errors at the destination. Then,

when the errors at the relay become dominant, the final BER curve follows/$& R behavior.
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E. Choice of the Constellation Order in the Source-Relay slot

The other major critical aspect of cooperative schemes is their rate loss due to the insertion of the
S/R time slot. As an example, if all the links would use a BPSK constellation, the rate loss factor
would be1/2. To reduce this loss factor, we can use higher order constellations ifi/tRdink, with
respect to the constellations used in the other links, so that the duration 6 Relot can be made
smaller than the duration of the other slots. In this section, we assume BPSK transmissions over all
links, except theS/R link, where the constellation order is allowed to increase. More specifically, using
a constellation4 of cardinality M = 2™ in the S/R link, the rate loss factor is;/(n, + 1). On the
other hand, cooperation reduces the final BER and then it induces a capacity increase. To quantify the
overall balance in terms of rate, we compared the maximum rate achievable by O-DSTC system with
the maximum rate achievable with a hon-cooperative scheme. We define as achievable rate the maximum
number of bits per symbol (bps) that can be decoded with an arbitrarily low error probability, provided
that sufficient error correction coding is incorporated in the system, conditioned to the assumptions (al)-
(a6)?2. We have shown in Section Il that the combination of O-DSTC and OFDM makes the overall
time-dispersive channel equivalent to a set of parallel non-dispersive sub-channels. Ti$ finkhk,
over each sub-channel, in the presence as well as in the absence of the relay link, can always be made
equivalent to a binary symmetric channel (BSC) with cross-over probability depending on the specific
cooperative (or non-cooperative) scheme adopted. Thus, the maximurR(fdte) that can be reliably
transmitted, over thé&-th sub-carrier, for a given channel realizatibnincorporating the rate loss due

to the insertion of theS2R slot, is

RO = e CosclPan(k) b (51)

where F,;, (k) denotes the binary error probability on tketh sub-carrier, conditioned to the channel
realizations,Cpsc(p) := 1 + plogy(p) + (1 — p)logy(1 — p) := 1 — H(p) is the capacity of a binary
symmetric channét with crossover probabilityy. From (51) we infer that, because of theRslink,
cooperative transmission induces a systematic rate lossg /g, + 1), with respect to the case of no
cooperation. But, at the same time, cooperation yields a smaller error probahilis) and thus a
higherCpsc (P (k)). Then, we may expect a trade-off in the choicengf This trade-off can be better

understood through the following example.

121t is important to remark that the rate defined above is smaller than the capacity of the system, because the proposed scheme

is designed to maximize the spatial diversity gain and not to maximize information rate.

3We can use this formula because the S-D is always BPSK, regardless of the constellation used®R lihk. S
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Fig. 12. Achievable rate (bps) vs. SNR (dB) - non cooperative case (solid line), cooperative case using: BPSK (circle marker),
QPSK (star marker), 16-QAM (square marker), 64-QAM (‘+’), in theRSlink - a) SNRr = 15 dB; b) SNRr = 3 dB.

Example 3. Rate and diversity gaiAs an example, we report in Fig.12 a) and b) the achievable rate
vs. the SNRp in D, for an SNRg in R equal tol5 and 3 dB, respectively, for different choices of

the constellation used in the2B link, achieved with or without cooperation. To preserve the receiver
simplicity, zero-forcing equalization and symbol-by-symbol detection are performed at the relay. We
can see that, at high N Rp, the non-cooperative case approaches the maximum value, equddps,
whereas the cooperative cases tend to an asymptote less,tdapending on the constellation used in
S2R slot. We observe from Fig.12 a) that, 8N Rz = 15 dB, increasing the constellation order from

BPSK to 16-QAM in the SR link improves the achievable rate; however passing figm- Q AM
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to 64 — QAM does not induce any further gain because of the higher BER at the relay. For lower
values of SN Rg, i.e. SNRr = 3 dB for example, there is no appreciable rate gain in increasing the
constellation order because of the excessive BER at the relay. Nevertheless, it is interesting to notice that,
at low/mediumSN Rp at the final destination (within a range depending $iN Ry), the cooperative

case can outperform the non-cooperative case also in terms of achievable rate, because the BER decrease

can more than compensate the rate insertion loss due to2fRResISt.

F. Synchronization

Besides errors at the relay node, one more distinguishing feature of DSTC is that the cooperating
transmit antennas are not co-located. This means that the packets arriving at the final destination from
source and relays might be asynchronous. Interestingly, if the difference in arrivakijnseimcorporated
in the CP used from both S and R, D is still able to gétsamples from each received block, without
inter-block interference (IBI). In such a case, the different arrival time does not cause any trouble to
the final receiver. In fact, let us take as a reference time the instant whertlihielock coming from
R arrives atD. If the block coming fromS arrives with a delay ofL; samples, the only difference
with respect to the case of perfect synchronization is that the transfer funttigh) in (44) will be
substituted by\,4(k)e727Lak/N From (44), it is clear that such a substitution does not affect the useful
term, as it only affects the interfering term. However, in the hypothesis of Rayleigh fading channel,
Asq(k) is statistically indistinguishable from ,q(k)e=727L<*/N Hence, the combination of Alamoulti
(more generally, orthogonal STC) and OFDM is robust with respect to lack of synchronization between
the time of arrival of packets from S and from R (as long as (a6) holds true). The price paid for this
robustness is the increase of the CP lenfttwhich, in its turn, reflects into a rate loss. However, this
loss can be made small by choosing a blocklen§timuch greater thad. or by selecting only relays

that are relatively close to the source, so as to make the relative delay small.

IV. REGENERATIVE VS. NON-REGENERATIVE RELAYS IN SINGLEUSER SCENARIO

In non-regenerative schemes, the relay node simply amplifies and retransmits the received signal, with-
out performing any A/D conversion on the signal. Thus, A&F can be useful to simplify the implementation
of the relay, because the relay of an A&F system only needs to have an antenna and a RF amplifier.

Since no detection can be performed at the relay side in the A&F scheme, the relay can only retransmit

the received signal. Thus, in order to implement the distributed version of Alamouti scheme, in the first
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time-slot, S has to transmit, consecutively, the bloeks, Fs(i+1) and A;G's* (i) In the second time-
slot, S transmits, consecutively, F's(i) and then4d;Gs*(i+1) and R sends\, (—H ,, F's(i+1)+vg(i))
first and thenA, (H . Gs*(i) + vr(i + 1)). The amplitude coefficientsl; and A, are used to impose
the power available at the S and R nodes, respectively. In the A&F case, differently from the D&F case,
the coefficient4, depends also on the2R channel as well as on the noise at the R node. Cledrly,
changes depending on which strategy is implemented in R.

Thanks to the combination of Alamouti's coding and OFDM, the overall systems is equivalent to a
series of N parallel channels. Proceeding as in Sec. Il to obtain (44), the received sympeltaining

to the k-th sub-carrier, in thé-th andi + 1-th time slots is given by

gr 0
T = s + vy, (52)
0 gk
where s, = [si(i),s1(i + DT, gr := A2 Aq(k)|> + A2|A,q(k)|?|As-(K)|> and vy is a Gaussian
vector with zero mean and diagonal covariance maffix = o021, with o2 = (A2|A,q(k)[*02 + 02)

(A§|Asd(k)|2 + A72”|Ard(k)‘2|Asr(k)|2)'

Example 3. Comparison betweed:R and D&F: In Fig. 13, we compare the average BER vs. the
SNRp at the destination node, obtained using the following strategies: a) Decode and forward using
ML detector (dashed line) or sub-optimal detector: Theoretical value (solid line) and simulation results
(circles); b) amplify and forward (dashed-dotted line); c) single hop (non-cooperative) case (dotted line).
The block length isV = 16; the channels are simulated as FIR filters of orfigr= 6, whose taps are
iid complex Gaussian random variables with zero mean and varight’e The SN Ry at the relay is
equal to20 dB. Comparing the D&F and A&F schemes, we observe that the D&F method performs
better than the A&F at low and intermediateV Rp values, but for high values o N Rp, the A&F

performs better. This shows that A&F is indeed a valuable choice.

V. COMPARISON AMONG ALTERNATIVE STC TECHNIQUES IN A MULTI-USER CONTEXT

In this section, we compare alternative DSTC strategies in a multi-user scenario. We consider a cell

of radius300m with N, = 200 total radio terminals, located randomly. We consider only the uplink
Ypifferently from A&F scheme, in the D&F system there is no constraint on the sequence of information blocks transmitted

from the source node.

5we drop the block index for simplicity of notation, because the same relationships hold true for all blocks.
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Fig. 13. Average BER vsSN Rp (dB) achieved with different strategies: a) Decode and forward using ML detector (dashed
line) or sub-optimal detector: Theoretical value (solid line) and simulation results (circles); b) amplify and forward (dashed-dot
line); ¢) single hop (non-cooperative) case (dot ling€)y Rz = 20 dB.

channel and we assume that the base station (destination) has two real antennas. Within the set of all
radio terminals,N = 10 is the number of sources, whereas the remaining nodes are potential relays.
All channels are slowly-varying, Rayleigh flat fading. The alternative strategies are compared enforcing
the same overall radiated energy and the same bit rate in tB® $Rase. In case of cooperation, the
energy includes the energy used to send data from the source to the relays and the sum of the energy
used by source and relay to transmit their data to the destination. For each channel realization and radio
nodes distribution, we associate a relay to a source according to the protocol described in Section II-D.
We have used a 16-QAM constellation for the conventional SISO system, that acts as a benchmark term,
while for the DSTC schemes the following choices have been made, in order to enforce the same bit

rate in the SRD phase:

a) D-OSTC. As the symbol rate of the OSTC scheme is the same as a SISO system, the constel-
lation used is the same, both if the sources finds a relay, and if it transmits alone. We have
chosen 16-QAM so that each source transmits 8 bits every 22 symbol intervals. Two symbol
intervals are reserved for the common S2R phd$er = 2) hence also in this phase 16-QAM
is adopted.

b) D-BLAST. A 4-QAM constellation is used in case of cooperation and a 16-QAM constellation
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is used in case of no-cooperation.

The cooperative case can use a lower order constellation because2aD-BLAST provides a higher

transmission rate.

C) D-FDFR. A 4-QAM constellation is used in case of cooperation and a 16-QAM constellation

is used in case of no-cooperation.

Also in this case, as with D-BLAST, the cooperative case can use a lower order constellation with respect

to the non-cooperative case.

—O- V-BLAST 4-QAM, SNIR at the Relay =12.5 dB

-O- Full Rate-Full Div 4-QAM, SNIR at the Relay =12.5 dB
—— No Coop 16-QAM

—0- Orthogonal STC 16-QAM, SINR at the Relay =12.5 dB

-A- Full Rate—Full Div 4-QAM, SINR at the Relay =15 dB

A —&— Orthogonal STC 16-QAM, SINR at the Relay =15 dB
\ @ V-BLAST 4-QAM, SNIR at the Relay =15 dB
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)
o
T

Averages over:
5 realizations of the Terminals’ deployment
10( x 5) realizations of the Active Sources locations
20( x 10 x 5) channels realizations (for each Source]
Block Length: Nb =10

,_\
°
L

T

10 & Number of Terminals =200
Number of Active Sources = 10

a=0.1

6 I I I I I
-10 -5 0 5 10 15 20 25 30 35 40
Average SNR at the Destination

Fig. 14. BER comparison of different DSTC schemes

The simulation results are reported in Fig. 14. Throughout the simulations, the power used in the S2R
slot is one tenth of the power used in the non-cooperative case. As explained in the last section, this
portion could be optimized. A node is chosen as a relay if its Signal to Noise plus Interference Ratio
(SNIR), conditioned to the channel, exceeds a thresholt2df or 15 dB. Requiring a SNIR ofi2.5
dB, a relay has been found with probability;(1) = 0.72, whereas for SNIR= 15 dB, we obtained
pr(1) = 0.65. Clearly, increasing the target SNIR, it decreases the probability of finding a relay, but, at
the same time there are less decision errors at the relay. The overall performance is then a combination

of these two aspects. The average BER reported in Fig. 14 takes into account both situations where the
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relay has been found or not. We can check from Fig. 14 that indeed, increasing the SNIR2ftota
15, even thoughp,, (1) decreases, the floor on the BER decreases by more than a decade. Of course,
this result is also a consequence of the relay density. Finally, in the case of a SNIRJ&, we can

observe a gain of approximatelydB at BER = 10~*.

VI. COOPERATIVE SCHEME COMPOSED OF THE CASCADE OBISOAND VIRTUAL MIMO LINKS

In this section, we focus on systems where the final destination has multiple antennas. This means that,
if more relays cooperate with the source in sending information to the destination, we may establish a
virtual MIMO link between the relays and the destination. The specific goal of this section is to derive the
energy allocation and time sharing that provide a performance gain with respect to the non-cooperative
case.

A non negligible issue is the geometry of the system, i.e., the relative location of the nodes involved in
the communication. Aiming at establishing achievable rate limits, this aspect has been recently explicitly
taken into account, in [70] for the Gaussian channel, in [71], for fading channels in the low-power regime,
and in [72], where both an ergodic capacity analysis and an outage probability analysis are carried out
for a one-relay channel, considering the effect, on the performance limits, of the relay location.

We consider a Rayleigh flat-fading channel in a scenario in which a source terminal exgloitsl
relays to form a virtual array, thus enabling a MIMO transmission towards a final destination, which is

equipped withnp > 1 antennas. A sketch of the considered geometry is depicted in Fig. 15.

Fig. 15. Transmission through a virtual array of relays.

In this section, we establish the theoretical performance limits, both in the ergodic and non-ergodic

case, emphasizing the dependence of these limits on the following paramgtees:distances between
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source, relays, and destinatioii) the power allocation andi:) the time allocation, between the two
phases.

In the generalcase, the destination can receive signals in both the transmission phases. Furthermore,
the source may partecipate to the MIMO phase, thus contributing to the system diversity. For simplicity,
however, we will assume that the source transmits in the first phase only, and the destination receives
in the second phase only. Thus, we have the cascadeonédo-manylink between the source and the
relays, which we will call anz-SISO channel, and a MIMO link between the virtual array of relays
and the physical array at destination. The significance of our result is not affected by this simplifying
assumption, since it clearly represents a worst-case scenario, with respect to the general case.

Throughout this section, we shall assume decode & forward, [53], as the relaying mode. Our goal is
to show that a MIMO communication can be effectively implemented with single-antenna transmitters,
thus yielding the well known benefits of MIMO systems. Special emphasis will be given to the role of
the geographical distribution of the relays, power allocation and time-sharing.

Both in the ergodic and non-ergodic cases, we will compare the performance limits of the proposed
system with those of a traditional direct source-destination SIMO link.

1) System model and problem formulatiotWe assume that the source is equipped with a single
physical antenna, whereas the destination is equipped with an array aftennas. In between, there is
a set ofny single-antenna relays, that assist the source in the transmission, through the formation of a
virtual array. In our setup the relays do not have their own data to send. The communication is divided in
two phases: in the first phase, that we call the “source to rels&y&R) phase, the source sends its data
to the relays in a broadcast fashion. The relays receive and decode the data and, in the second phase,
called the “relays to destination’R2 D) phase, transmit the data to the destination as in a MIMO link.
Since the scope of our analysis, at this stage, is not to find the best suitable transmission strategy, but
to investigate the information-theoretical limits of the proposed protocol, we do not assume a specific
space-time code for th&2D phase. However, we will assume that in order to achieve full diversity, all
the relays must decode the entire set of data in the first phase, thus enabling the use of full diversity
schemes in the second phase.

We assume a Rayleigh flat-fading channel in all the links. The discrete-time channel between the source

and one of the relaysSQR), is modeled by the input/output relation

_Ps
(1+d})

wherePg is the transmission powely, is a complex gaussian random variable with zero mean and unit

Yrk = hix + w, (53)
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variance that represents the normalized channel coeffiaigrig the distanc€ between the source and
the k-th relay, n is the path loss exponent, is the transmitted symbol, assumed to have unit energy,
i.e. E{|z|*} =1, and finallyw is an additive white complex Gaussian noise term with zero mean and
varianceo?.
In the R2D phase, the MIMO link between the relays and the destination is modeled by the input/output
relation
— Pr

z=4/—HDj+w, (54)
nR

wherez is thenp-size received vectoyj is a vector whosé-th entry represents the symbol transmitted

by the k-th relay, which depends on what the relay has received in the first paseés the transmit
power, which is equally divided among the relaysis ann p-size additive noise vector with independent
zero mean circularly symmetric Gaussian entries of variartgeH is the np x ng normalized channel
matrix , whose elements are i.i.d. circularly symmetric complex Gaussian random variables with zero
mean and unit variance, finally) is a ng x ng diagonal matrix that takes into account the average

path losses, and is defined as

Ddiag <<1 +d},) I (1+dh,.,) 1/2> , (55)

wheredp i, k=1,...,ng, are the distance between the relays and the destination; @éthe path
loss exponent, usually in the interval 6].

We assume that the source sends a totdl/gthits to the destination in an interval @f channel uses,
i.e., at anaveragetransmission rate o = M, /T bits per channel use (bpcuWs2r channel uses will
be employed for th&2R phase, wherearop channel uses are reserved for transmission between the
relays and the destination. We definas the total energy, comprehensive of both $2&2 and theR2D
phases, employed to send the data to destination.aVheagepower is given by

9
Pav T (56)

We assume that a fractian of the total energy is employed in the first phase, and the remaining fraction

(1 — «) is reserved for the second phase. The power tBgmn (53) becomes

Py = a—r —< r >7> (57)

= = (0%
Tsor Tsor

Notice that with the propagation model assumed in (53), the distance is normalized so that a unit distance corresponds to

the distance at which the transmission power is halved.
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Since in theS2R phase the relays have to receivg bits, the rate of SISO links of th82R phases is

given by
M, T

Tsor  Tsor

Rsor R. (58)

Similarly to (57), we define the average power employed inRAé phase, that appears in (54), as

Pp=(1-a)

Trap ((1 ) TRQD) Pau, 9)

whereas the rate of the virtual MIMO channel is
M, T
Trop  TropD

Rsor R. (60)

In the following, we will assess the performance limits of this communication system, comparing them
with those achievable with a standard direct link between the source and the destination. We will consider
two different channel evolution models, i.e. ergodic and non-ergodic fading channels. Transmission over
ergodic channels means that the channel coherence time is sufficiently short to encode the information
in codewords that last across many independent channel realization. Clearly, the channel coherence time
should in any case be sufficiently long to enable CSI acquisition at the receiver. For ergodic channels,
it is possible to define theapacityin the classical formulation, as the maximum information rate that
the channel can support enabling, in principle, an almost error-free communication. Non-ergodic fading
channels refer instead to a very slow fading environment in which, due to delay constraints, coding over
multiple channel realization is impossible. Thus, for every channel realization it is possible to define a
supported rate, ofinstantaneous capacity,” but it is known that the capacity of the channel , in the
Shannon sense, is zero. In this case the performance limits are conveniently expressed in aetaggeof
probability, with reference to a given target information rafe or outage capacitywith reference to
a given outage probability,,;. The first is defined as the probability that the instantaneous capacity,
which is a random variable, is less than the required rate. The second is the rate that guarantees that the
probability that a single channel realization can support it is less or equal to the dEsired

The scope of our analysis is to emphasize the role played by the parameters introduced in (53)-(60),
namely: the (relative) distances between the relays and the source/destidatiol, ,, £ = 1,,ng, the
power allocation across the two phases, represented by the paramatet the time division of the two
phases represented by the rafigTsor.

We examine now the ergodic case.
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2) Ergodic capacity analysisif the system requirements on the decoding delay allow for a coded
blocklength which is much greater than the channel coherence time, each block has the possibility to be
reliably decoded, if the transmission rate is below ¢ingodic channel capacityFor the S2R phase, the

capacity of the link between the source and khgh relay, measured in bits per channel use, is given by

_ P
CS'QR,k = Efk {lOg <1 + O,g&k) } ) k= 1a - MR, (61)

where & \hk\Q/ (1 +d2) , k=1,...,ng, are the path losses corresponding to a single channel re-
alization on theng links. It is easy to chek that the path losses are exponentially distributed random
variables with parameterd + d}) , k =1,...,ng, respectively.

Since for an end-to-end reliable communication it is necessary that all the relays perfectly decode the
transmitted codeword, we can define an overall capacity inS& link, which is the minimum among

all the capacities of the parallel channels

Csor =min {Cs2r1,---,Cs2Rnp } - (62)
In the D2R phase, we have a MIMO link whose ergodic capacity is given by

Crop = En {log det (Im + Pﬂw) } , (63)

NRO
wherem min (ng,np), I, is the ldentity matrix of sizen, and W is defined as
HD (HD)? | if ng>np (64)
(HDY" HD, if ng <np
We have that ifCsor > Crap, the maximum information that could be, in principle, transferred to the
relays, cannot flow toward the destination because the MIMO channel is not able to support it. Viceversa,
if Crap > Csag, itis clear that the bottleneck for the information flow lies in the first link. The capacity

of the composite link we are considering is hence given by the minimum among the two:
Cgop =min{Cgar,Cran} . (65)

For the sake of simplicity, let us assume that the relays are located at the same distance from the source,
i.e.d, =dsg, k=1,...,ng, and also from the destination, i.€p = drp, k=1,...,ng.
We also assume that the relays lay on the direction connecting the source to the destination, as depicted
in Fig. 15, i.e.
drp + dsr = dsp. (66)

In this case we have:

—1 tx~

W =1+ (dsp —dsr)")™ W, (67)
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where
5 HHY, if np>np

HYH, ifnr<np

From (61) and (63) we can rewrite the capacities in the two phases, by making explicit the dependence

(68)

on the distancedzp, dsr, anddgp, on the power allocation and time-sharing, represented: laynd

the ratioT/Ts2r, respectively, thus obtaining

_ Tsor < T )PM |h|?
Coop =22 5 llog|1+ (a e 69
S2R == h{ g( Tson) o2 (1+dly) (69)

(1= ) 7L ) Pur - .
nRU2 (1+(d5’D—dSR)77) ’ ( )

TroD

Crop = Ey { log | I, +

where we have introduced the scale fact@ksr/T and Tpor/T, for a fair comparison with a direct
transmission system. We can see that, for a given distdggebetween the source and the destination,

the effect of an increase iy is to increaseC rop and to decreas€'rop, thus, we can expect that

there will be a valuels, of the distance for which the two capacities are equal and yield the maximum
achievable rate of the system. Furhermore, the capacity is also increased,or decreased, depending on the

power allocation and the transmission time allocation.

nR-SISO + MIMO system

" Direct SIMO system k

1al distance

dsnr o

Fig. 16. Ergodic capacity of the cooperative system, compared with the capacity of a dis€tr&nsmission system

In Fig. 16 we have plotted the ergodic capacity of a cooperative system (blue surface) formed by

ngr = 6 relays and a receiver withhp = 3 antennas. The black surface represent the ergodic capacity
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of the direct system, the red curve represents the distance that maximizes the capacity, for each value of
«, Whereas the region of they, dsr) plane comprised between the two black contours is the region of
distances for which the cooperative system outperforms the direct system. These results were obtained
with dsp = 100, n = 3, and P,, /0% = 100 dB, and a time-sharing factdfsor /T = 0.5.

We can see that there exist range of valuesxadnd dsr providing a significant benefit over the
SIMO channel between source and destination, thus justifying the use of cooperative relaying. It is
important, however to choose properly the valuexdfor a given distance (or viceversa) to achieve the
best performance. Similar results would be obtained for a fixeghd different values of the time-sharing
factor.

3) Outage based analysi®epending on the channel coherence time, it could be impractical to send
code-blocks whose length allows to achieve the ergodic capétitf the fading channel. In a slow
fading scenario, it is frequent to consider the single channel realizations and evaluate the perfomance in
terms of outage capacity or outage probability. In practice, each channel realization yields a realization
of a random variable, calletinstantaneous capacityC}, (see for example [59]), which is the capacity,
in the Shannon sense, that one would have if that channel realization had an infinite duration. If the
duration of the channel realization is sufficiently long, one can think to coded-blocks of length sufficient
to achieve an (almost) error-free transmission. If this is the case, it is known that the probability of an
erroneous transmission, for a giveansmission rateR, is dominated by the outage probability on that

link, i.e. the probability that";,, which is now a random variable, is less that the desired rate.
Pyt Pr{Cn < R}. (71)

In this section we derive an expression of the outage probability of the system described in section
VI-.1 with special emphasis on the geometry of the system, i.e. on the relative distances between the
source, the relays, and the destination, and on the power balance betwegRitiphase and th&k2D
phase. We then compare the obtained result with the outage probability of a system which employs direct
transmission between the source and the destination.

In order to obtain the desired result, we will first calculate the outage probability i$2ifephase,
P,.,s2r, defined as the probability that at least on of the independent links between the source and
the relays is in outage with respect kb The first result onP,,; sor Will be general, in the sense that
it will be a function of theny (possibly different) distances]y,...,dy, between source and relays.
Subsequently, we shall assume that the relays are located at the same distanfrem the source, and

also that the distance between the relays and the destination is (approximately) the same, thus referring
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to a situation as the one depicted in Fig. 15. This assumption will simplify our successive analysis of the
outage probability in the?2D phase,P,,; r2p, and of the end-to-end linkp,; 7o7, that we carry out
in paragraphs (VI-.4.a) and (VI-.4.b). Thanks to this assumption we can single out the effect of both the
relative distance between the source, the relays and the destination, and of the power balance between
the two phases.

4) Source to relays outage probability-et us consider the link between the source and one, say the
k-th, of the relays. Thdnstantaneous capacitgf this SISO link, measured in bits per channel use

(bpcu), is given by the term inside the expectation operator in (61), i.e.

Ps |l
Csopp =log |14+ — ——+ (72)
o2 (1+d2)
zlog(1+§§k>,k:1,...,nR (73)

wherePg is the transmission power. For this link, thatage eventor a given“target information rate”
of R bpcu, is defined as

Csark < R. (74)
It is easy to see that the outage events (74) can be expressed as
2
<(f-1)Z k=1,...,nn 75
& < ( ) Py’ N O (75)

We define the outage probability in ti#2R phase, as the probability of the union of the outage events
on the single links. It is sufficient that one of the links is in outage to have an outage in this phase.
Equivalently, an outage occurs if (at least) the minimum among all the instantaneous capacities of the

S2R links is less than the required ratg i.e.

Pout,s2r Pr{min (Csor1,...,Cs2rn,) < R}. (76)

Since the instantaneous capacities (72) are monotone increasing functions of the respective path losses,

we can equivalently write

Pyt s2r = Pr {min (&) < (28— 1) ;Z} : (77)
Due to the assumptions on the (normalized) fading channel coefficigntd = 1, ..., ng, we have that
&, ..., & are statistically independent exponential random variables with parameter
Me (L+d)), k=1,...,np. (78)
We define now
Emin (&1,. .., &n,) - (79)
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It is known that the minimum in a set of independent exponential random variables is itself exponential,

with parameter equal to the sum of the parameters. Hénseexponential with parameter

nr

)\iAk:Z(lerZ). (80)
k=1

k=1
From (77) we have

R o
Pout,S2R =Pr {6 < (2 - 1) ,PS}

=1 MR (81)
Let us now assume that all the relays are located at the same digtgpndeom the source, i.e.
dp =dgsgr, k=1,...,ng. (82)

In this case it is easy to show that the outage probability (81) becomes

Pout S2R — 1-— e_nR(1+ng)(2R_1)%- (83)

In the sequel we will use this expression to evaluate the end-to-end outage probability. We now turn our
attention to theR2D phase.

a) Relays to destination outage probabilityf the data sent from the source have been perfectly
decoded by the all they relays, we end up with a set of terminals that have the same data and may
then cooperate to transmit them to the destination. In practice, the set of relays can be viewed as an
antenna array, and the channel between this array and the destination, as a MIMO channel. As for the

SISO channel, we consider the capacity given by a single channel realization:

Crap = log det (Im + Pﬂw) : (84)
NnRo

with W defined in (64).

Under the simplifying assumption that all the relays are at the same distanpctom the destination,
the diagonal matri¥D becomes a multiple of the identity matrix of sizg, i.e. D = (1 + al?w)_l/2 I,,.

In this case, the entries of the matd D are identically distributed, anWW acquires the expression in
(67).

It is hard to obtain a closed form expression for the probability density function of the instantaneous
capacity. However, in literature, several asymptotic analyses have been carried out, that provide a useful
mean to obtain an (albeit approximate) expression of the outage probability. We refer to the asymptotic
expression, for the distribution of the instantaneous capacity, derived in [59] (see also the reference

therein).
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More specifically, introducing the following quantities

2 Ul
" o (1 -i-dRD) (85)
Pr

B2 (86)
nR

ﬁ—l—w2+\/(ﬁ—1—w2)2+4w25
q0 B

w

(87)

1—ﬁ—w2—|—\/(1—ﬁ—w2)2+4w2

2w

) (88)

To

it can be shown that as the number of transmitting and receiving antennas goes to infinity, and the ratio
B =np/nr tends to a constant, the instantaneous capacity tends to be distributed as a Gaussian random
variable,

Crap ~ N (uc,0?) (89)

with the mean and variance given by

ue —nr{(1+ B)logw + qoro loge

+logro + Blog (¢0/53)} (90)
02 —logelog <1 — qggg> . (91)

In practice, the asymptotic mean and variance’@hp yield a close approximation to the statistics of
Crop evenfor very smallng andnp.
Therefore, the outage probability in tH&2D section of the link, with respect to the required réte

can be approximated with the Gaussigrfunction, as follows:

—R
Pout,rR2D = Q (MC 3 > : (92)
9¢

It is shown in [59] that this expression gives a close approximation to the aEfyak:p even at very
small values. In the following paragraph we exploit the results on the two phases of the transmission to
obtain an expression for the outage probability of the whole system.
b) End to end outage probabilityThe end-to-end communication link is the cascade ofSh&
and theR2D links. With the setup of section VI-.1, to guarantee that the information, that flows through

the two links, can be perfectly recovered at the destination, it is necessary that none of the two links is
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in outage, otherwise the information is destroyed and cannot be recovered. Since, for a given rate, the

outage events in the two links are independent, it is easy to show that the outage probability is given by:
Poutror = Pout,s52rR + Pout,R2D — Pout,52RPout, R2D- (93)
Assuming that the relays are located at a distafige from the source and on the line connecting the
source with the destination, as in Fig. 15, the distance between the relays and the destination is given by
drp = dsp — dsr. (94)

Combining (93), (83), and (92), we obtain:

2

—np(1dl) (28 —1) —F

Pout,ror =1 — € “Toar (95)
— R
1Q (“C : ) (96)
Yol
_a(rag) ") B
—<Lm Iy )Q<WQR>. 97)
Yo

This expression depends on the distances, on the power allocation, represented by the paramdter
on the ratio between the total transmission interval and the sub-intervals reserved K¥Rhend the
R2D phases. Notice that noy andc? are related to this quantities throughy = (1 — «)

and drp = dsp — dsg.

T
P{l’l) 1

Tpar

nr =6, np =3

dsap=100
n=4 —a=01
Py, 02 =100 dB —az=03
R=25 —a=07 ]
—a=10.9 1
Tsor=0.9 — P,y direct SISO
Il Il Il 1 1
10 20 30 40 50 60 70 80 90 100

ds2r

Fig. 17. Outage probability of the cooperative system (colored lines) versus the outage probability of a direct SIMO link.
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In Fig. 17 we have plotted the outage probability obtained with the relayed transmission, and the outage
probability of the direct transmission. It was assumed that the destination was equipped with an array of
np = 3 antennas, anehy = 6 relays were employed for cooperation. The distance between the source
and the destination wagsp = 100, and the path loss exponent= 4. The ratio between the average
transmitpower and the noise variance at the recei\/@(zg,/UQ, was 100 dB, and the time-sharing factor
was Tsor/T = 0.9. Different curves refer to different values of the power allocation paramet&ve
can see that, for a given power allocatian there is an optimal location of the relays, whereas for a
given location of the relays, the power allocation can be adjusted to obtain the best gain over the direct
transmission system.

In this case we can see that, for a relay location up to halfway between the source and the destination,

there exist a power allocation that yields a significant gain over the direct system.

VIlI. CONCLUSION

In conclusion, distributed space-time coding can be an important tool to reduce the overall radiated
power in wireless networks. We have considered here only the case with two hops, but further improve-
ments may be expected in the multi-hop case. The price paid for these advantages is the additional
signaling required to coordinate the transmission of source and relay nodes, an important issue which is

currently under investigation.
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