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ABSTRACT

We describe a neurobiological model of visual attention and eye/head movements in primates, and its application to the automatic animation of a realistic virtual human head watching an unconstrained variety of visual inputs. The bottom-up (image-based) attention model is based on the known neurophysiology of visual processing along the occipito-parietal pathway of the primate brain, while the eye/head movement model is derived from recordings in freely behaving Rhesus monkeys. The system is successful at autonomously saccading towards and tracking salient targets in a variety of video clips, including synthetic stimuli, real outdoors scenes and gaming console outputs. The resulting virtual human eye/head animation yields realistic rendering of the simulation results, both suggesting applicability of this approach to avatar animation and reinforcing the plausibility of the neural model.

1. INTRODUCTION

Animating realistically the human face is one of computer graphics’ greatest challenges. Realistic facial animation has spurred a great wealth of research, from motion capture to hair animation. Most of the research in facial animation has focused on speech,1–3 while the motions of some of the face components have been neglected, in particular the eyes and the rigid motion of the head. These two motions combined define the gaze behavior of the face. Animals, however, have developed an impressive ability to estimate where another animal’s gaze is pointed to. Humans, for instance, can determine gaze direction with an accuracy better than 4°.4 Furthermore, gaze estimation is an essential component of nonverbal communication and social interaction, to the point that monitoring another’s eye movements is often believed to provide a window onto that other person’s mental state and intentions.5 This crucial role of gaze estimation in determining intentionality and in interacting with social partners makes any inaccuracy in its rendering obvious to even the casual observer.

Animating an avatar’s gaze is a challenging task. The human eye and its control systems indeed are extremely complex.6,7 Contrary to conventional video cameras which uniformly sample the visual world, the human eye only gathers detailed visual information in a small central region of the visual field, the fovea. Increasingly peripheral locations are sampled at increasingly coarser spatial resolutions, with a complex-logarithmic fall-off of resolution with eccentricity.8 This over-representation of the central visual field, with the fovea only subtending 2 – 5° of visual angle, may be understood through considerations of information processing complexity. Indeed, if the entire 160 × 175 ° subtended by each retina were populated by photoreceptors at foveal density, the optic nerve would comprise on the order of one billion nerve fibers, compared to about one million fibers in humans.9 Rather than growing the optic nerve and subsequent cortical visual processing area 1,000-fold or more, nature has devised an alternate strategy to coping with visual information overload: The under-representation of the visual periphery is compensated by the presence of highly mobile eyes that can almost instantaneously point the fovea towards any location in the visual world. Given this architecture, developing efficient control strategies for the deployment of gaze onto behaviorally-relevant visual targets has become a problem of pivotal importance to the survival of the organism. These complex strategies are very difficult to simulate accurately.

Recording eye motion is also a difficult task. Optical motion capture systems traditionally used to record facial motions fail to robustly track eye movements. Attempts have been made through the use of contact lenses coated with retroreflective material. However, lenses have a tendency to move on the surface of the eye, thus preventing from recording accurate motions. Systems specific for recording eye movements typically can accurately track eye motions, in a controlled environment. Unfortunately they tend to be expensive ($20,000 for an Iscan eye tracker) and intrusive, which precludes their use in a wide range of situations. For these reasons we are following a procedural approach. Our animation technique heavily relies on research performed in the field of neuroscience.
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2. RELATED WORK

2.1. Modeling Visual Attention

Under the broad umbrella of attention, several key aspects of sensory processing have been defined, such as the anatomical and functional segregation in the monkey brain between localization of salient targets (“where/how” dorsal pathway) and their recognition (“what” ventral pathway)\(^{14}\). The very existence of this segregation has made it a reasonable enterprise to study attention separately from object recognition. There are many other aspects of attention, which we will not consider here, such as its role as an information processing bottleneck,\(^ {15}\) its role in binding the different visual attributes of an object, such as color and form, into a unitary percept,\(^ {11}\) and its spatially- and feature-selective modulatory effect on low-level visual processing\(^ {16, 17}\) (we refer the reader to recent reviews for further information\(^ {13, 18}\)).

Development of computational models of attention started with the Feature Integration Theory of Treisman et al.,\(^ {11}\) which proposed that only fairly simple visual features are computed in a massively parallel manner over the entire incoming visual scene. Attention is then necessary to bind those early features into a unified object representation, and the selected bound representation is the only part of the visual world that passes through the attentional bottleneck.

The first explicit neural architecture for the bottom-up guidance of attention was proposed by Koch and Ullman,\(^ {12}\) and is closely related to the feature integration theory. Their model is centered around a saliency map, that is, an explicit two-dimensional topographic map that encodes for stimulus conspicuity, or salience, at every location in the visual scene. The saliency map receives inputs from early visual processing, and provides an efficient centralized control strategy by which the focus of attention simply scans the saliency map in order of decreasing saliency.

In our approach we thus leverage studies conducted in neuroscience to build a procedural gaze animation system driven exogenously by external visual stimuli. How primates, including humans, select where to look next in the presence of various visual stimuli indeed has been one of the most active topics of neuroscience research over the past century. Key concepts have emerged, including that of focal visual attention. Attention complements explicit (so-called “overt”) gaze shifts with a rapidly shiftable “virtual spotlight”\(^ {10}\) that covertly selects stimuli in turn for detailed processing and access to conscious representation. Thus, understanding how gaze is directed requires first an understanding of how attention may be attracted towards specific visual targets. While introspection easily reveals that attention may be guided voluntarily – or from the “top-down” – (e.g., attending to that attractive mysterious stranger while talking to this tired old friend at a cocktail party), its deployment has also been shown to be strongly influenced from the “bottom-up,” by the very contents of the visual input.\(^ {11–13}\) For instance, an object thrown at us, or the abrupt onset of a bright light, will often capture attention and elicit an almost reflex-like eye movement towards that object or light. In normal vision, both the very fast (able to scan up to 20 items/s) bottom-up and much slower (limited to about 5 items/s) top-down modes of attentional guidance cooperate, in an attempt to efficiently analyze the incoming visual information in a manner that is both serving behavioral priorities and keeping the organism alert of possible unexpected dangers.

Here we explore the applicability of a neurobiological model of visual attention to the automatic realistic generation of eye and head movements given arbitrary video scenes. Technological applications of this model include interactive games, character animation in production movies, human-computer interaction and others. Because the neural basis of top-down attention remains elusive, our model primarily implements a bottom-up guidance of attention towards conspicuous visual targets, augmented by a realistic eye/head movement controller and an eyeblink generator. We use this model to animate a photorealistic 3D model of a human face. The system is tested with arbitrary video clips and autonomously predicts the motion of the eyes, head, eyelids, and a number of accompanying deformations of the virtual facial tissue.
we extend the model of Itti et al. (available online in C++ source-code form) from the prediction of covert attentional shifts onto static scenes to that of eye and head movements onto dynamic video clips.

2.2. Modeling Eye and Head Movements

Behavioural studies of alert behaving monkeys and humans have indicated that gaze shifts are accomplished by moving both the eyes and head in the same direction.\(^\text{24,25}\) Sparks\(^\text{7}\) provides a comprehensive review on the topic. Of particular interest here, Freedman and Sparks\(^\text{26}\) specifically investigated saccadic eye movements made by Rhesus monkeys when their head was unrestrained. Remarkably, they found that the relative contribution of the head and eyes towards a given gaze shift follows simple laws. Their model is at the basis of the eye/head saccade subsystem implemented in our model, and is described in details in a further section.

Video analysis under various conditions has revealed that normal eye blinking rate is 11.6/min, while in the attentive state this increases slightly to 13.5/min in normal human subjects, with faster rates of 19.1/min and 19.6/min respectively observed in schizophrenic patients.\(^\text{27,28}\)

2.3. Gaze Animation in Avatars

Several approaches have been proposed to endow avatars with realistic-looking eye movements. They primarily fall under three categories, for each of which we describe a representative example system below.

A first approach consists of augmenting virtual agents with eye movements that are essentially random, but whose randomness is carefully matched to the observed distributions of actual eye movements produced by humans. In a recent example of this approach, Lee et al.\(^\text{29}\) used an eye-tracking device to gather statistical data on the frequency of occurrence and spatiotemporal metric properties of human saccades. Random probability distributions derived from the data were then used to augment the pre-existing behavior of an agent with eye movements. This model makes no attempt to direct eye movements towards specific targets in space, beyond the fact that gaze direction either deterministically follows large head movements or is randomly drawn from the empirically measured distributions. Thus, Lee et al.’s remarkably realistic model addresses a fundamentally different issue from that investigated here: While we focus on automatically determining where the avatar should look, Lee et al. add very realistic-looking random eye movements to an avatar that is already fully behaving.

A second approach consists of using machine vision to estimate gaze and pose from humans and to use those estimated parameters to drive a virtual agent.\(^\text{30–32}\) Various machine vision algorithms are used to extract critical parameters from video acquired from one or more cameras pointed to a human. These parameters are then transmitted to the rendering site and used for avatar animation. By definition, this type of approach is only applicable to situations where the avatars mimic or embody humans, such as video conferencing, spatially-distributed online gaming and human-computer interfacing. This substantially differs from our goal here, which is to autonomously animate agents.

A last approach consists of using machine vision to attempt to locate targets of interest in virtual or real scenes.\(^\text{33–35}\) For instance, Terzopoulos and Rabie\(^\text{36}\) have proposed an active vision system for animats behaving in virtual environments, including artificial fish and humans. The animats are equipped with multiscale virtual cameras, providing both foveal and wide-angle visual input. Selection of targets for eye movements is based on a color signature matching algorithm, in which objects known from their color histogram are localized in the image through backprojection. A set of behavioral routines evaluate sensory inputs against current mental state and behavioral goals, and decide on a course of motor action, possibly including saccadic eye movements to detected objects. Temporal dynamics and sharing between head and eye movements are not described in details. This system presents limitations, in particular in its sensory abilities (e.g., it will not saccade to novel objects of unknown color signature, nor prioritize at the sensory level among multiple objects). While this approach is thus dedicated to a set of known objects with distinct color signatures present in a relatively uncluttered environment such as deep oceans, in its gross architecture it is particularly relevant to the model presented here.

Our approach directly follows the third category described here, using machine vision to determine where to look next. Our more detailed biologically-inspired modeling of the attention and eye movement subsystems allow us to extend this basic paradigm to a wide repertoire of combined eye/head movements in unconstrained environments, containing arbitrary numbers of known or unknown targets against arbitrary amounts of known or unknown clutter.
3. NEUROBIOLOGICAL MODEL OF ATTENTION

3.1. Foveation and Retinal Filtering

Our simulations so far have used pre-recorded video clips as visual inputs, either filmed using a video camera, or captured from the video output of gaming consoles. Interlaced video was digitized using a consumer-electronics framegrabber board (WinTV Go, Hauppage Inc.) at a resolution of 640 × 480 pixels and 30 frames/s.

Although using pre-recorded video may suggest open-loop processing (i.e., eye movements did not influence camera viewpoint), our simulations actually operated in a spatially-limited closed-loop due to the first step of processing: A gaze-contingent and eccentricity-dependent blur aimed at coarsely reproducing the non-uniform distribution of photoreceptors on the human retina. Efficient implementation of the foveation filter was achieved through interpolation across levels of a Gaussian pyramid37 computed from each input frame. To determine which scale to use at any image location, we computed a 3/4-chamfer distance map,38 encoding at every pixel for an approximation to the Euclidean distance between that pixel’s location and a disc of 5° diameter centered at the model’s current eye position. Thus, pixels close to the fovea were interpolated from high-resolution scales in the pyramid, while more eccentric pixels were interpolated from coarser-resolution scales. Therefore, the raw video clip might be considered as a wide-field environmental view, with the foveation filter isolating a portion of that environment for input to the model. This gaze-contingent foveation ensured more realistic simulations, in which small (or high spatial frequency) visual stimuli far from fixation were unlikely to strongly attract attention.

3.2. Bottom-Up Guidance of Attention

We developed a computational model that predicts the spatiotemporal deployment of gaze onto any incoming visual scene (Fig. 1). Our implementation started with the model of Itti et al.,39 which is freely available. In addition to the foveation filter just described, our extensions to this model include the addition of a flicker feature that detects temporal change (e.g., onset and offset of lights), of a motion feature that detects objects moving in specific directions, and a number of extensions, described below, to use the model with video rather than static inputs. Additional extensions concern the generation of eye and head movements from the covert attention output of the model, and are detailed in the following section. In what follows, we briefly describe the extended implementation used in our simulations.

3.2.1. Low-Level Feature Extraction

Given a foveated input frame, the first processing step consists of decomposing it into a set of distinct “channels,” using linear filters tuned to specific stimulus dimensions. The response properties of the filters were chosen according to what is known of their neuronal equivalents in primates. This decomposition is performed at nine spatial scales, to allow the model to represent smaller and larger objects in separate subdivisions of the channels. The scales are created using Gaussian pyramids37 with 9 levels (1:1 to 1:256 scaling).

With \( r_n, g_n \) and \( b_n \) being the red, green and blue channels of input frame \( n \), an intensity image \( I_n \) is obtained as \( I_n = (r_n + g_n + b_n)/3 \). \( I_n \) is used to create a Gaussian pyramid \( I_n(\sigma) \), where \( \sigma \in [0..8] \) is the scale. The \( r_n, g_n \) and \( b_n \) channels are subsequently normalized by \( I_n \) to decouple hue from intensity. Four broadly-tuned color channels are then created: \( R_n = r_n - (g_n + b_n)/2 \) for red, \( G_n = g_n - (r_n + b_n)/2 \) for green, \( B_n = b_n - (r_n + g_n)/2 \) for blue, and \( Y_n = r_n + g_n - 2(|r_n - g_n| + b_n) \) for yellow (negative values are set to zero). By construction, each color channel yields maximal response to the pure hue to which it is tuned, and zero response both to black and to white. Four Gaussian pyramids \( R_n(\sigma), G_n(\sigma), B_n(\sigma) \) and \( Y_n(\sigma) \) are then created.

Local orientation information is obtained from \( I \) using oriented Gabor pyramids \( O_n(\sigma, \theta) \), where \( \sigma \in [0..8] \) represents the scale and \( \theta \in \{0°, 45°, 90°, 135°\} \) is the preferred orientation. (Gabor filters, which are the product of a cosine grating and a 2D Gaussian envelope, approximate the receptive field sensitivity profile of orientation-selective neurons in primary visual cortex.39) The fast implementation proposed by Greenspan et al. is used in our model.40

Flicker is computed from the absolute difference between the luminance \( I_n \) of the current frame and that \( I_{n-1} \) of the previous frame, yielding a flicker pyramid \( F_n(\sigma) \).

Finally, motion is computed from spatially-shifted differences between Gabor pyramids from the current and previous frames.41 The same four Gabor orientations as in the orientation channel are used, and only shifts of one pixel orthogonal to the Gabor orientation are considered, yielding one shifted pyramid \( S_n(\sigma, \theta) \) for each Gabor pyramid \( O_n(\sigma, \theta) \). Because of the pyramidal representation, this captures a wide range of object velocities (since a 1-pixel shift at scale 8 corresponds...
Figure 1. Overview of the model. Input video is processed by a foveation filter followed by low-level feature extraction mechanisms. All resulting feature maps contribute to the unique saliency map, whose maximum is where the model’s attention is pointed to. The resulting covert attention shifts drive the eye/head movement controller and realistic facial animation.

to a 256-pixel shift at base scale 0). The Reichardt model for motion computation in the fly brain \(^{42}\) is then used to compute a motion pyramid \(R_n(\sigma, \theta)\):

\[
R_n(\sigma, \theta) = |O_n(\sigma, \theta) * S_{n-1}(\sigma, \theta) - O_{n-1}(\sigma, \theta) * S_n(\sigma, \theta)|
\]

(1)

where * denotes a pointwise product. Values smaller than 3.0 are set to zero to reduce output noise. A fast implementation (used here) uses the intensity rather than orientation pyramid as input (at the cost of losing selectivity for orientation).

Overall, these filters are very crude and yield many false detections, not unlike biological neurons. As we will see below, however, the center-surround and competition for salience applied to their outputs will discard these artifacts.
3.2.2. Center-Surround Receptive Field Profiles

Each feature is computed in a center-surround structure akin to visual receptive fields. This renders the system sensitive to local feature contrast rather than raw feature amplitude.

Center-surround operations are implemented as differences between a fine and a coarse scale for a given feature: The center of the receptive field corresponds to a pixel at level $c \in \{2, 3, 4\}$ in the pyramid, and the surround to the corresponding pixel at level $s = c + \delta$, with $\delta \in \{3, 4\}$. We hence compute six feature maps for each type of feature (at scales 2-5, 2-6, 3-6, 3-7, 4-7, 4-8). Across-scale map subtraction, denoted “$\ominus$,” is obtained by interpolation to the finer scale and pointwise subtraction. Nine types of features are computed: on/off intensity contrast,39 red/green and blue/yellow double-opponency,43 four orientation contrasts,44 flicker contrast,45 and four motion contrasts42:

\[
\begin{align*}
\text{Intensity:} & \quad \mathcal{F}_n(c, s) = |I_n(c) \ominus I_n(s)| \\
\text{R/G:} & \quad \mathcal{B}_n(c, s) = |(R_n(c) - G_n(c)) \ominus (R_n(s) - G_n(s))| \\
\text{B/Y:} & \quad \mathcal{B}_n(c, s) = |(B_n(c) - Y_n(c)) \ominus (B_n(s) - Y_n(s))| \\
\text{Orientation:} & \quad \mathcal{O}_n(c, s, \theta) = |O_n(c, \theta) \ominus O_n(s, \theta)| \\
\text{Flicker:} & \quad \mathcal{F}_n(c, s) = |F_n(c) \ominus F_n(s)| \\
\text{Motion:} & \quad \mathcal{B}_n(c, s, \theta) = |B_n(c, \theta) \ominus B_n(s, \theta) |
\end{align*}
\]

In total, 72 feature maps are computed: Six for intensity, 12 for color, 24 for orientation, 6 for flicker and 24 for motion.

3.2.3. Combining Information Across Multiple Maps

At each spatial location, activity from the 72 feature maps drives a single scalar measure of salience. One major difficulty is to combine a priori not comparable stimulus dimensions (e.g., how much should orientation weigh against color?). The crudeness of the low-level filters precludes a simple summation of all feature maps into the saliency map, as the sum would correspond to raw feature amplitude.

To solve this problem, we use a simple within-feature spatial competition scheme, directly inspired by physiological and psychological studies of long-range cortico-cortical connections in V1. These connections, which can span up to 6-8mm, are thought to mediate “non-classical” response modulation by stimuli outside the cell’s receptive field, and are made by axonal arbors of excitatory (pyramidal) neurons in cortical layers III and V.46,47 Non-classical interactions result from these connections, which can span up to 6-8mm, are thought to mediate “non-classical” response modulation by stimuli outside the cell’s receptive field, and are made by axonal arbors of excitatory (pyramidal) neurons in cortical layers III and V.46,47 Non-classical interactions result from complex balance of excitation and inhibition between neighboring neurons as shown by electrophysiology,48,49 optical imaging,50 and human psychophysics.51

Our model reproduces three widely observed characteristics of those interactions: First, interactions between a center location and its non-classical surround appear to be dominated by an inhibitory component from the surround to the center,52 although this effect is dependent on the relative contrast between center and surround.49 Hence our model focuses on non-classical surround inhibition. Second, inhibition is strongest from neurons tuned to the same stimulus properties as the center.47,48 As a consequence, our model implements interactions within each individual feature map rather than between maps. Third, inhibition appears strongest at a particular distance from the center,51 and weakens both with shorter and longer distances. These three remarks suggest that the structure of non-classical interactions can be coarsely modeled by a two-dimensional difference-of-Gaussians (DoG) connection pattern.

Our implementation is as follows: Each feature map $\mathcal{M}$ is first normalized to a fixed dynamic range, in order to eliminate feature-dependent amplitude differences due to different feature extraction mechanisms. $\mathcal{M}$ is then iteratively convolved by a large 2D DoG filter, the original map is added to the result, and negative values are set to zero after each iteration. The DoG filter yields strong local excitation, counteracted by broad inhibition from neighboring locations:

\[
\mathcal{M} \leftarrow |\mathcal{M} + \mathcal{M} \ast \text{DoG} - C_{\text{inh}}|_{\geq 0}
\]

where $\text{DoG}$ is the 2D Difference of Gaussian filter, $|\cdot|_{\geq 0}$ discards negative values, and $C_{\text{inh}}$ is a constant inhibitory term ($C_{\text{inh}} = 0.02$ in our implementation with the map initially scaled between 0 and 1). $C_{\text{inh}}$ introduces a small bias towards slowly suppressing areas in which the excitation and inhibition balance almost exactly (extended uniform textures). Each feature map is subjected to 10 iterations of the process described in Eq. 8 and denoted by the operator $\mathcal{N}(\cdot)$ in what follows. This non-linear stage following linear filtering is one of the critical components in ensuring that the saliency map is not dominated by noise even when the input contains very strong variations in individual features.
3.2.4. The Saliency Map

After normalization by \( N(\cdot) \), the feature maps for each feature channel are summed across scales into five separate “conspicuity maps,” at the scale (\( \sigma = 4 \)) of the saliency map. They are obtained through across-scale map addition, \( \oplus \), which consists of reduction to scale 4 and pointwise addition. For orientation and motion, four intermediary maps are first created combining six feature maps for a given \( \theta \), then combined into a single conspicuity map:

\[
\text{Intensity: } \mathcal{F}_n = \bigoplus_{c=2}^{c=4} \sum_{s=c}^{s=c+3} N(\mathcal{F}_n(c,s))
\]

\[
\text{Color: } \mathcal{C}_n = \bigoplus_{c=2}^{c=4} \sum_{s=c}^{s=c+3} [N(\mathcal{R}_n(c,s)) + N(\mathcal{Y}_n(c,s))]
\]

\[
\text{Orientation: } \mathcal{O}_n = \sum_{\theta} N(\bigoplus_{c=2}^{c=4} \sum_{s=c}^{s=c+3} N(\mathcal{O}_n(c,s,\theta))
\]

\[
\text{Flicker: } \mathcal{F}_n = \bigoplus_{c=2}^{c=4} \sum_{s=c}^{s=c+3} N(\mathcal{F}_n(c,s))
\]

\[
\text{Motion: } \mathcal{M}_n = \sum_{\theta} N(\bigoplus_{c=2}^{c=4} \sum_{s=c}^{s=c+3} N(\mathcal{M}_n(c,s,\theta))
\]

The motivation for the creation of five separate channels and their individual normalization is the hypothesis that similar features compete strongly for salience, while different modalities contribute independently to the saliency map. The conspicuity maps are normalized and summed into the final input \( \mathcal{S} \) to the saliency map:

\[
\mathcal{S} = \frac{1}{3} (N(\mathcal{F}) + N(\mathcal{O}) + N(\mathcal{F}) + N(\mathcal{F}) + N(\mathcal{F}))
\]

At any given time, the maximum of the saliency map corresponds to the most salient stimulus, to which attention should be directed next. This maximum is selected by a winner-take-all neural network, \( ^{12} \) which is a biological implementation of a maximum detector.

In the absence of any further control mechanism, the system described so far would direct its attention, in the case of a static scene, constantly to one location, since the same winner would always be selected. To avoid this undesirable behavior Itti \textit{et al.} establish an inhibitory feedback from the winner-take-all (WTA) array to the saliency map (inhibition-of-return; \( ^{53} \)). For our purposes in evaluating dynamic scenes, however, constantly attending to the most salient location in the incoming video is appropriate (but see Discussion for possible improvements), especially since there is little evidence for inhibition-of-return across eye movements in either humans or monkeys. \( ^{54} \) Thus, inhibition-of-return is turned off in our model.

In this work, we only make a very preliminary first pass at integrating task contingencies into this otherwise task-independent model. To this end, we follow the approach recently proposed by Navalpakkam and Itti \( ^{55} \) and add a “task-relevance map” (TRM) between the saliency map and winner-take-all. The TRM acts as a simple pointwise multiplicative filter, making the model more likely to attend to regions of the visual field that have higher task relevance. The product between the saliency and task-relevance maps yields the “attention guidance map” that drives the WTA. While Navalpakkam and Itti have proposed a conceptual framework for populating the TRM based on sequential attention and recognition of objects and their interrelationships, here we set as fairly simplistic task to our model to give preference to image locations that are changing over time. Thus, the TRM in our model is just the inverse difference between the current frame and a sliding average of previous frames.

4. GENERATION OF EYE AND HEAD MOVEMENTS

The covert attention shifts generated by the bottom-up attention model provide inputs to the eye/head movement controller. Since covert attention may shift much more rapidly than the eyes, some spatiotemporal filtering is applied to the sequence of covert shifts, to decide on the next saccade target. In our model, a saccade is elicited if the last 4 covert shifts have been within approximately 10° of each other and at least 7.5° away from current overt fixation.
4.1. Gaze Decomposition

When the head is unrestrained, large amplitude gaze shifts involve coordinated movements of the eyes and head. Interestingly, the total displacements of the eyes and head during free-head gaze shifts is well summarized by simple mathematical relationships. It is thus possible to fairly accurately predict eye/head contributions to a given gaze shift, if the initial eye position and desired gaze shift are known. The effect of initial eye position onto head/eye movement depends upon the direction of the subsequent eye movement.

For gaze shifts $G$ smaller than a threshold value $T$, head displacement $H$ is zero. $T$ is given by, with IEP denoting the initial eye position relative to the head and all angular displacements in degrees (the sign of IEP is positive if the eyes are initially deviated in the direction of the subsequent movement, negative otherwise):

$$H = 0 \text{ if } -T < G < T \text{ with } T = \left( -\frac{\text{IEP}}{2} + 20 \right) \times 0.56$$

For gaze amplitudes outside this zone, total head movement amplitude $H$ and gaze shift are linearly related such that:

$$H = (1 - k) \times T + k \times G \text{ with } k = \left( \frac{\text{IEP}}{35} + 1.1 \right) \times 0.65$$

Note that this computation is separately carried out for the horizontal and vertical components of the gaze shifts, rather than for the full two-dimensional shift.

4.2. Saccade dynamics

The dynamics of combined eye-head shifts have been studied extensively. The maximum head and eye velocities ($Hv$ and $Ev$ below) are a function of the head and eye movement amplitudes and are given by:

$$Ev = 473(1 - e^{-E/7.8})^\circ/s \text{ and } Hv = 13H + 16^\circ/s$$

In our implementation, a quadratic velocity profile is computed given the maximum velocity computed above.

In the primate brain, visual input is inhibited during saccades, probably to prevent perception of large motion transients as the eyes move. In our model, the best place to implement such saccadic suppression is the saliency map; thus, during saccades, the saliency map is entirely inhibited. This has three effects: attention is prevented from shifting since there is no more activity in the saliency map; it will take on the order of 200ms for the saliency map to recharge, thus enforcing some intersaccadic latency; and all memory of previous salient visual stimuli will be lost.

![Figure 2. Demonstration of 1D eye/head movement dynamics using a simple synthetic input clip (top: saccade-only model, middle: saccade and smooth pursuit model; bottom: input frames; eye positions are relative to the head). A green disc appears at the center (yielding steady fixation), abruptly jumps rightwards (yielding a rightward eye/head saccade), drifts leftwards (yielding a series of saccades or a smooth pursuit), and finally stops (yielding a final fixation period).](image-url)
4.3. Smooth Pursuit

The model of Freedman does not include another mode of eye movements that exists in humans and few other animals including in non-human primates, by which the eyes can accurately track a slowly moving target using much slower, non-saccadic, smooth eye and head movements. A very crude approximation of this so-called “smooth pursuit” mode was added to our model, using two simple mass/spring physical models (one for the head and one for the eye): If a gaze shift is too small to trigger a saccade, it will instead become the new anchor point of a spring of length zero linked on its other end to the eye (or head). The eye/head will thus be attracted towards that new anchor point, and the addition of fluid friction ensures smooth motion. In our implementation, the head spring is five times weaker than the eye spring, and the head friction coefficient ten times stronger than the eye’s, ensuring slower head motion (Figure 2).

4.4. Eye Blinks

A final addition to our model is a crude heuristic eyeblink behavior. A blink is initiated during a given simulation time step (0.1ms, i.e., 10,000 fps) if at least 1s has passed since the last blink or saccade, and any of the following:

- with a uniform probability of 10% at every time step if it has been 3s or more since the last blink or saccade, or,
- with a probability of 0.1% if it has been 2s or more, or,
- with a probability of 0.01% if the last 3 attended locations have been close to each other (i.e., stable object), or,
- with a probability of 0.005%.

Blinks last for a fixed 150ms, during which only the winner-take-all (WTA) is fully inhibited so that covert attention is prevented from shifting. Thus, it is assumed here that blinks yield a shorter, weaker inhibition than saccadic suppression. Indeed, the WTA will recover very rapidly from inhibition (10ms or less) so that a blink occurring during smooth pursuit will only minimally disturb pursuit. In contrast, testing with inhibiting the saliency map as was done for saccadic suppression disrupted tracking (pursuit paused after the blink while the saliency map recharged, and a catching-up saccade occurred once covert attention shifts started again). Casual experiments in our laboratory suggest that blinks do not disrupt tracking behavior in humans.

5. ANIMATION AND RENDERING

In order to convincingly illustrate our eye motion synthesis technique, we map the predicted eye/head movements onto a realistic animatable face model. The face model used in our experiments is a digital replica of an actor’s face. We used the technique developed by Pighin et al. to estimate the geometry of an actor’s face from three images. We also extracted a texture map from the images. The eyes were modeled as perfect spheres and textured using the photographs.

The model is controlled through four degree of freedoms: two for the eyes and two for the head. The head’s orientation can be changed according to two Euler angles. These two angles control the elevation and azimuth of the whole head. The rotation center was estimated from facial motion capture data recorded on the same actor. A head band used as a motion stabilizer provided the rigid motion of the face. We averaged the measured position of the center of rotation over time to provide an estimate of the model’s center of rotation. The eyes have similar controls, and rotate around their geometric center independently of the head’s orientation.

We convert screen coordinates into Euler angles by assuming that the processed images correspond to a field of view of 90°. Also the full head is considered the same size as the screen and the head’s center if rotation is at the same altitude as the center of the screen. Since we do not know the depth of the object in the videos, we assume that the eyes are focused at infinity and point in the same direction.

To make our face behave in a more natural way, we built a mechanism to animate the eyebrows as a function of the direction of the eyes. This mechanism relies on the blending of two shapes. The first one has the eyebrows level, while the second one has raised eyebrows. During the animation we blend these two shapes according to the orientation of the eyes. Upward pointing eyes activate the raised eyebrow blend shape according to a linear ramp (Figure 3).
6. RESULTS

We have applied our model to an unconstrained variety of video segments, including artificial stimuli (e.g., a green disc jumping and drifting across the field of view; Figures 2, 4), outdoors video (e.g., a soccer game; Figure 5), and outputs of gaming consoles. Overall, the model attended to locations that made sense to human observers. For example, the system reasonably closely followed the ball, players and overall action in the soccer game, and locked well onto the main character and its enemies in the console games.

An example of 1D eye/head movement trace is shown in Figure 2, demonstrating the three basic modes of operation of the model: steady fixation, saccade, and smooth pursuit. This example shows the shared contribution of head and eye movements during saccades, as expected from Freedman’s model, as well as during smooth pursuit. A 2D example is shown in Figure 4 where a disc is jumping and drifting to various places across the field of view.

There are several failure modes of the model in its present form, typically due to its lack of object recognition capability and of understanding of the contents of the scene. Because we have disabled inhibition-of-return to allow for extended tracking of moving targets, the model currently always attends to the single most salient location in the scene, and ignores all others. This may yield extended periods during which the system tracks a very salient object that a human would consider fairly irrelevant to the overall understanding of the scene and its main action. For instance, in some of the gaming console clips, the screen was populated with a number of indicators of health that were very salient due to their bright
colors. When these were also animated, they defeated our attempt at focusing the model more onto dynamic than static objects using the task-relevance map. This suggests that the simplistic construction used to populate the task-relevance map, based on the difference between current and previous frames, is inadequate at suppressing very salient animated objects that may be largely irrelevant to the overall action. In the following section we discuss some possible approaches to solving this problem.

Nevertheless, our experimental results reinforce the idea that the overall approach used here indeed is applicable to an unconstrained variety of stimuli, as opposed to more traditional computer vision approaches, which typically are designed to solve a specific task in a specific constrained environment. Indeed, no parameter tuning nor any prior knowledge related to the contents of the video clips was used in any of our simulations, and the exact same model processed the outdoors scenes, games and artificial stimuli. This result is in line with the previously published results by Itti et al., including the reproduction by the model of human behavior in visual search tasks (e.g., pop-out versus conjunctive search); a demonstration of strong robustness to image noise; the automatic detection of traffic signs and other salient objects in natural environments filmed by a consumer-grade color video camera; the detection of pedestrians in natural scenes; and of military vehicles in overhead imagery.20

7. DISCUSSION AND CONCLUDING REMARKS

Overall, the proposed system has yielded remarkably robust performance on a wide variety of video inputs. We believe that this result was achieved through our careful modeling of the neurobiology of attention, instead of attempting to develop a dedicated system for specific environments and targets. Further ongoing testing of the algorithm includes comparison between model and human eye movements on the same scenes. Two previous studies 63, 64 have already demonstrated good agreement between the covert attention model of Itti et al. and eye movements recorded from naive human observers looking at the same static images. Hopefully, our addition of a realistic eye/head movement control subsystem will extend these results to dynamic scenes.

There are many obvious limitations to our model. First, in its present form, it is entirely retinotopic (i.e., all visual processing is made in the coordinate system of the image) and does not account for the well-documented coordinate transforms in parietal cortex and other brain areas.65 Thus, information about previously attended targets is lost in our model as saccades occur. Second, the saliency map is built entirely from the outputs of local operators, although their receptive fields may be large when they involve coarse pyramid scales. The addition of a prior globally-computed bias for particular locations based on a rapid recognition of the “gist” of the scene66 may allow the model to more rapidly orient itself towards relevant parts of the incoming visual input. Finally, our treatment of the influence of task onto attentional deployment is at an embryonic stage, as a more detailed implementation first requires that generic object recognition be reasonably well solved in unconstrained scenes.55

Nevertheless, the framework presented here enjoys many applications beyond animation of avatars. For instance, foveated video clips are typically three to four times smaller in size than the originals (using MPEG-1 compression), suggesting a potential usefulness of this system in video indexing and archiving. In addition, real-time operation of the attention model has already been demonstrated on a 16-CPU Beowulf computer cluster67 as well as on a small 4-CPU mobile robot. This suggests potential applications to human/computer interaction and robotics.

A strong limitation of our approach is its computational cost, as it currently cannot be simulated in real-time on a single CPU. Its applicability is thus limited to offline motion generation unless a computer cluster is available. It is thus comparable to complex physical models of human motions, in the sense that it does model accurately low-level mechanisms of the human body at the price of complex and time-consuming simulations. We hope that introducing this model to the graphics community will be beneficial and spur a broader interest in realistic gaze animation. We are studying how to modify this model for real-time performance without dramatically degrading the quality of the motions. One solution that seems particularly promising is to leverage information from the CG scene to detect salient features with little or no image processing.

This work is truly a multidisciplinary effort to merge research results from two communities: computer graphics and neuroscience. We believe that a fertile synergy between the two fields will result in more accurate and realistic models for computer graphics but also will provide validations for some of the theory on low-level human behavior. With this work we not only build a way to realistically synthesize gaze motions but also demonstrate that this model yields a visually plausible representation of low-level attention.
Figure 5. Demonstration of the system in operation on an outdoors video clip (640 × 480 at 30 frames/s, analog interlaced source) processed in a fully automatic manner. Grey arrows indicate current position of covert attention, black arrows current eye position, and white arrows current head position. (1) In this first frame, covert attention, eyes and head are focused onto the soccer ball. (2) The player at the center of the image (orange shirt) starts running towards the ball and becomes highly salient; this has elicited an eye saccade that is just reaching completion in this frame. The head is also moving towards this player, but more slowly so that it lags somewhat behind. (3) Attention, eyes and head are now focused onto that central player and smoothly pursue her. (4) A new player (white shirt) very rapidly enters the field of view and has attracted covert attention, but not in a sufficiently reliable manner to elicit a saccade. (5) Attention, eyes and head smoothly track (with some small lag) the central player (orange shirt), who now has the ball. (6) That player makes a sharp turn and prepares to kick the ball. (7) The player with the white shirt also makes a sharp turn, and is reliably attended to, yielding a saccade, here caught with the eyes in mid-flight between old (close to head) and new (close to covert attention) positions. (8) Attention, eyes and head regroup close to the player with the white shirt, who is preparing to intercept the ball. No parameter tuning was used to process this or other clips. The visual input is very noisy, low-quality, richly textured and cluttered, and the camera moves substantially, creating large full-field motion transients and changes in object appearances.
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