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ABSTRACT

The United States military has continually strived to develop systems and
procedures that attempt to maximize the effectiveness and improve the
collaborative effects of fire support across the spectrum of warfare. Despite
improvements in the interoperability of the Department of Defense service
components, there continue to be difficulties involved with executing emergent
Joint Fires in a timely manner in support of the commander. In this context, the
Joint Fire Support in 2020 project applied systems engineering procedures and
principles to develop functional, physical, and operational architectures that
maximize rapid battlefield effects through efficient target-provider pairings. The
unplanned, immediate joint fire support requests, and the architectures that
enable the rapid pairing and tasking of fire support providers to fulfill those
requests, were the emphasis of the study. Through modeling, simulation, and
gualitative assessments of existing and planned command and control systems
and organizations, a Centralized Joint Fire Support Network that incorporates
and consolidates the various cross-service fire support functions, was chosen as
the preferred evolutionary development path to a fully Distributed Joint Fire
Support Network. The Project Team recommended several doctrinal,
organizational, training, tactical, and materiel acquisition (DOTMLPF) solutions

and identified areas of continued effort and study.
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GLOSSARY

Analysts: A type of stakeholder. Individuals of groups that evaluate the effective
needs which assisted in determining the projected performance of various
system alternatives to determine the most efficient and effective alternative.

Area of Operations (AO): An operational area defined by the joint force
commander for land and naval forces. Areas of operations do not typically
encompass the entire operational area of the joint force commander, but should
be large enough for component commanders to accomplish their missions and
protect their forces.

Advanced Field Artillery Tactical Data System (AFATDS): AFATDS is an
integrated fire support system used by Army and Marine Corps. It processes fire
mission and other related information to coordinate the use of fire support assets,
including mortars, field artillery, cannon, missile, attack helicopters, air support,
and limited naval gunfire.

Advanced Tomahawk Weapons Control System (ATWCS): ATWCS is an
upgrade to the initial Tomahawk system. The ATWCS improvements include
hardware, software, and firmware modifications. The added capabilities include:
contingency-strike operations planning, embedded training at all levels, and a
simplified man-machine interface. It is used for the planning, execution, and
launch of the Tomahawk missile aboard naval ships and submarines.

Airborne Warning and Control System (AWACS): AWACS provides
all-weather surveillance, command, control and communications needed by
commanders of U.S. and NATO air defense forces.

Applique System: The appliqué system is an experimental battlefield
digitization computer system consisting of four basic versions of hardware
installed on vehicles and used by individual soldiers, connected by a radio
system.

Automated Deep Operations Coordination System (ADOCS): The
Automated Deep Operations Coordination System (ADOCS) developed by

General Dynamics is a joint mission management software application. It
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provides a suite of tools and interfaces for horizontal and vertical coordination
across battlespace functional areas.

Clients: Agencies or groups of people that will have substantial input as to the
development of the solution set or system.

Close Air Support (CAS): Air action by fixed- and rotary-wing aircraft against
hostile targets which are in close proximity to friendly forces and which require
detailed integration of each air mission with the fire and movement of
those forces.

Danger Close: In close air support, artillery, mortar, and naval gunfire support
fires, it is the term included in the method of engagement segment of a call for
fire which indicates that friendly forces are within close proximity of the target.
The close proximity distance is determined by the weapon and munition fired.
Command Post of the Future (CPOF): A system currently deployed at the
division level. Enables division and brigade commanders to discuss and
collaborate when processing information, share ideas, and attend virtual
meetings without assembling at one place.

Decision Makers: A type of stakeholder. Personnel or organizations who have
the authority to make impacting and final project decisions.

Electronic Warfare (EW): Any military action involving the use of
electromagnetic and directed energy to control the electromagnetic spectrum or
to attack the enemy.

Enhanced Position Location and Reporting System (EPLRS): A system that
provides secure, jam-resistant, near real-time data communications support for
the five Battlefield Functional Areas of the Army Tactical Command and Control
System (ATCCYS).

Fire Support Coordination: The planning and executing of fire so that targets
are adequately covered by a suitable weapon or group of weapons.

Fire Support Coordination Center (FSCC): A single location in which are
centralized communications facilities and personnel incident to the coordination

of all forms of fire support.
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Fires: The effects of lethal or nonlethal weapons.

Force XXI Battle Command, Brigade and Below (FBCB2): The FBCB2
consists of Applique hardware, software and EBC Software integrated into the
various platforms at brigade and below, as well as appropriate Division and
Corps slices necessary to support brigade operations. It interconnects platforms
through a communications infrastructure called the Tactical Internet consisting of
existing EPLRS and SINCGARS nets to pass Situation Awareness data and
conduct Command and Control. Primary functions are to send out and receive
automatic position location reports, and to send and receive command and
control message traffic and graphics for display.

Global Command and Control System (GCCS): The Global Command and
Control System (GCCS) is an automated information system designed to support
deliberate and crisis planning with the use of an integrated set of analytic tools
and the flexible data transfer capabilities.

Global Information Grid (GIG): A net-centric system operating in a global
context to provide processing, storage, management, and transport of
information to support all Department of Defense (DoD), national security, and
related intelligence community missions and functions-strategic, operational,
tactical, and business-in war, in crisis, and in peace.

Joint: Activities, operations, organizations, etc., in which elements of two or
more Military Departments participate.

Joint Battle Management Command and Control (JBMC2): JBMC2 consists
of the processes, architectures, systems, standards, and command- and-control
operational concepts employed by the joint force commander. The joint force
commander executes joint operations by employing the entire array of JBMC2
capabilities during the planning, coordinating, directing, controlling, and
assessing of joint force operations from interface with the strategic level through
the tactical level.

Joint Fires (JF): Fires produced during the employment of forces from two or

more components in coordinated action toward a common objective.
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Joint Fire Support (JFS): Joint fires that assist land, maritime, amphibious, and
special operations forces to move, maneuver, and control territory, populations,
and key waters.

Joint Force Commander (JFC): A general term applied to a combatant
commander, subunified commander, or joint task force commander authorized to
exercise combatant command (command authority) or operational control over a
joint force.

Joint Operations: A general term to describe military actions conducted by joint
forces or by Service forces in relationships (e.g., support, coordinating authority)
which, of themselves, do not create joint forces.

Joint Surveillance, Target Attack Radar System (JSTARS): Long-range,
air-to-ground surveillance system designed to locate, classify and track ground
targets in all weather conditions.

Joint Targeting Coordination Board (JTCB): A group formed by the Joint
Force Commander to accomplish broad targeting oversight functions that may
include but are not limited to coordinating targeting information, providing
targeting guidance and priorities, and preparing and/or refining joint target lists.
The board is normally comprised of representatives from the joint force staff, all
components, and if required, component subordinate units.

Naval Fires Control System (NFCS): NFCS is a battle management system
that enables for surface land attack in net-centric warfare. NFCS supports
mission planning for 5"/62 - Advanced Gun System and Extended Range Guided
Munitions (ERGM).

Rules of Engagement (ROE): Directives issued by competent military authority
which delineate the circumstances and limitations under which United States
forces will initiate and/or continue combat engagement with other forces
encountered.

Single Channel Ground and Air Radio System (SINCGARS): SINCGARS is a
family of VHF-FM combat net radios which provides the primary means of
command and control for Infantry, Armor and Artillery Units. SINCGARS is
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designed on a modular basis to achieve maximum commonality among the
various ground and airborne system configurations.

Sponsors: A type of stakeholder. Offices or groups of people that provide
financial support, which may include technical support or support in the form of
special studies or specialized information.

Stakeholders: Stakeholders are a group of people (users, owners,
manufacturers, maintainers, trainers, etc.) for whom a system is being built.
Target Location, Designation and Handoff System (TLDHS): A modular,
man-portable equipment suite that will provide the ability to quickly acquire
targets in day, night, and near-all-weather visibility conditions. Operators will be
able to accurately determine their own location as well as that of their targets,
digitally transmit (hand-off) data to supporting arms elements, and designate
targets for laser-seeking Precision Guided Munitions (PGM) and Laser Spot
Trackers (LST).

Theater Air Control System (TACS): The Theater Air Control System (TACS)
provides the Air Force Component Commander (AFCC) and the Joint Forces Air
Component Commander (JFACC) the capability to plan and conduct theater air
operations, including joint US operations and combined operations with allied
forces. The TACS supports the Air Force doctrine of centralized control and
decentralized execution of theater air support assets.

Theater Battle Management Core System (TBMCS): Provides the Combat Air
Forces (CAF) and the Joint/Combined Forces with an automated and integrated
capability to plan and execute the air battle plan for operations and intelligence
personnel at the force and unit levels.

Troops in Contact (TIC): A close air support situation where the friendly troops
are within 1 kilometer of the intended targets unless the ground commander
determines otherwise. JTACS and aircrews must carefully weigh the choice of
ordinance and delivery profile in relation to the risk of fratricide in a TIC situation.
Users: A type of stakeholder. Agencies or groups of people that will actually
use the system that is developed.
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EXECUTIVE SUMMARY

The Joint Fire Support in 2020 project represents a cooperative research
study involving the Naval Postgraduate School (NPS) Systems Engineering and
Analysis (SEA) curriculum, other student groups on campus, and more than 10
NPS faculty members. The impetus for this undertaking was a request by US
Joint Forces Command (JFCOM) to both NPS and the Air Force Institute of
Technology (AFIT) to study and analyze possible joint war fighting
improvements. Analysis was performed in one of the many study areas
described in the Joint Battle Management Command and Control (JBMC2)
Roadmap published by JFCOM in 2005. The seven SEA-10 students in the Joint
Fires Support Project Team utilized a tailored Systems Engineering Design
Process (SEDP), an iterative procedure that facilitated a methodical approach to
solve the design problem, composed of three phases: Problem Definition,
Design and Analysis, and Decision Making.

During the Problem Definition phase, the Joint Fires Team conducted an
extensive analysis of existing and proposed fire support systems. Stakeholders
were identified and interviewed and an Effective Need was developed. This
Effective Need was to define an operationally feasible Joint Fires request,
coordination, and tasking architecture to provide rapid battlefield effects to the
Commander. This type of request system would allow for fire support that is
effects-based rather than fire support that is service-centric.

Metrics were identified to evaluate the performance of the competing
alternatives ability to meet the objectives of the Effective Needs statement.
These metrics were: average processing time for a request to be serviced, the
pairing effects ratio of tasked providers, and the number of systems, decision
points, steps, and process gaps involved in the request-to-task process.

Alternative system architectures were developed that would achieve the
objectives presented in the Effective Need. After considering current program
development and realistic technological advances, three distinct alternatives

were evaluated as feasible architectures for a future joint fire support system.
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The Status Quo Plus alternative is an expansion of the current “as is” fire
support systems. It is based on the growth path of existing programs of record
and published fire support related roadmaps. This system will benefit from
improvements in both capabilities and materiel during this timeframe, but it
retains most of the current fire support system organizations and processes.

The Centralized Joint Fires Support Network (CJFSN) capitalizes on the
DoD transformation to a force with improved communications connectivity. A
defining component of this alternative is the Joint Fire Cell. It is the key to
horizontal and vertical consolidation of functionally-equivalent organizations. The
Joint Fires Cell will receive, acknowledge, process, pair, and task joint fire
requests to a provider. This will enable a request for fire to be sent to a single
decision-making organization that will collectively choose and task the best joint
asset available. Overall processing, pairing, and decision making is expected to
be faster because the JFS resource owners are organizationally intertwined and
combined.

The Distributed Joint Fires Support Network (DJFSN) represents a fully
networked force, enabled to share fire requests and tasking information. This
alternative assumes common, fully interoperable Command and Control (C2)
data at lower echelon units including battalions, ships, and aircraft. In this
alternative, the fire support requests are sent to a fire support database via the
Global Information Grid (GIG). All participating fire support providers evaluate
engagement capabilities with automated algorithms. Commonality of Command
Control, Communication, and Intelligence (C3I) and automated pairing algorithms
will allow for selection and tasking of an agreed “preferred shooter.” The Joint
Force Commander exercises oversight and command by negation as a
participating unit throughout the process.

Qualitative and quantitative modeling and simulation were used to assess
the complexity and performance of these alternatives. Overall modeling
performance convinced the Project Team to rank the DJFSN as the best system
and CJFSN as better than Status Quo Plus.

XXVIii



A subjective assessment of the implementation challenges and
operational risks of the alternatives with respect to expected missions was
conducted. The team rated each alternative’s overall risk by assessing the
scope of changes required to implement while simultaneously maintaining
current operations. The Status Quo Plus was estimated to have the lowest risk,
the CJFSN moderate risk, and the DJFSN was estimated to present the highest
implementation risk.

Overall, the DJFSN represents the alternative with the greatest risk to
implement but most opportunity for operational benefit. Because of the expected
performance, the DJFSN was chosen as the preferred architecture. While Status
Quo Plus has little risk to implementation, it also has low expected benefit.

The path to implementing the DJFSN can be achieved at a much lower
risk to day-to-day operations by transitioning to a CJFSN first. The CJFSN is the
logical first evolutionary step towards the DJFSN. This “build a little, test a little”
approach will allow gradual development of the required doctrinal, organizational,
and procedural changes.

To implement the CJFSN alternative, the team recommends several
changes be made immediately to the realm of Joint Fire Support. The
functionally equivalent organizations should be consolidated in order to
overcome the cumbersome C2 process of the planned joint fire support
organization. The joint responsibilities, and explicit command and decision
making relationships, should be clearly established. The tactics, training, and
procedures for immediate unplanned fire support should be clarified and
integrated into widely-disseminated Joint Tactical Doctrine and Procedures.

Tactical decision aides should be developed in support of capability-based
operations. The Joint Fires Cell processing time and efficiency would benefit
from these automated tactical decision aides. Additionally, they will form the
basis for fully automated prioritization, pairing, and deconfliction algorithms

required by the DJFSN alternative.
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The DJFSN requires a fully joint common operational picture. To achieve
commonality and timeliness of the information, the team recommends a single
Joint PEO to provide oversight in the design, acquisition, and fielding of a
common interoperable C3I system to enable distributed networked decision

making.
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1.0 INTRODUCTION

1.1 PURPOSE

The purpose of this report is to document and detail the conduct and
results of the Wayne E. Meyer Institute’s cross-campus study entitled Joint Fire
Support in 2020: Development of a Future Joint Fires Systems Architecture for
Immediate, Unplanned Targets. Conducted at the Naval Postgraduate School
(NPS) from July through December 2006, this study was led and managed by
students in the Systems Engineering and Analysis (SEA) curriculum and includes
the academic efforts and intellectual contributions of numerous members of the
NPS student and faculty community. The purpose of the study was to provide
insight into the theory and execution of Joint Fire Support in order to improve its
application in future conflicts. This project fulfills a major portion of the SEA
student’s academic requirements to be awarded the Masters of Science degree

in Systems Engineering and Analysis.

1.2 TASKING

Working with their project advisors, students in SEA Cohort Ten (SEA-10),
were tasked to lead a six-month systems engineering and analysis study to
investigate alternative architectures to improve the US Department of Defense’s
(DoD) execution of Joint Fire Support (JFS) in 2020. Stemming from background
issued in the Joint Battle Management Command and Control (JBMC2)
Roadmap, study and analysis was conducted of JFS concepts as they pertain to
the current and planned DoD doctrinal, organizational, and equipment constructs.
The broad tasking was to “design a conceptual system of systems to enable
future Joint Close Air Support, Time Sensitive Targeting, and Joint Fires
missions.” The scope of the tasking allowed for exploration of a wide variety of

topics to determine an area of study with potential for significant impact or

! Frank. E. Shoup, “SEA-10 Capstone Project Objectives,” Naval Postgraduate School,
Monterey, CA, 3 April 2006.



insight. Focus areas identified in the tasking were: to identify capability gaps;
options for the integration of different service air, surface, and subsurface fires;
and to address Concepts of Operation (CONOPS), systems capabilities, and
training issues as part of a system of systems for the missions and capability
gaps identified.?

The diverse professional makeup of the SEA-10 Project Team was
significant to the selection of Joint Fires Support as the area of study. The team
consisted of four US Navy officers, two US Air Force officers, and one US Army
officer. Each member of this unique team brought with them extensive
operational experience: in USN and USAF tactical aviation, USN surface and
undersea warfare, USN and USA communications and networking operations,
and USAF acquisition and aircraft maintenance projects.

In addition to conducting the bulk of the project work, the team led and
managed the effort, supported by other student and faculty teams from across
NPS. Our team employed the project management tools and methodology

studied in their course work at NPS.

1.3 PROJECT METHODOLOGY

The Project Team utilized a Systems Engineering Design Process (SEDP)
that fused design and methodology elements from several recognized System
Engineering experts, including Buede, Blanchard, Fabrycky, and Paulo.>* The
SEDP is an iterative process that facilitates a methodical approach to a design
problem. A tailored SEDP was utilized in the Joint Fires project that was
composed of three phases: Problem Definition, Design and Analysis, and
Decision Making.

The products of each of the SEDP phases combined to form an overall

systems architecture for the project. The systems architecture used follows the

2 F.E. Shoup, “SEA-10 Capstone Project Objectives,” Naval Postgraduate School, Monterey,
CA, 3 April 2006.

® E.P. Paulo, “Systems Engineering and Architecture,” (Class Notes), Naval Postgraduate
School, Monterey, CA, 2006.
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model attributed to Buede.” He describes the overall systems architecture as
being composed of a functional, physical, and operational architecture.
Throughout the process of developing and assessing the proposed system of
systems, the team considered each of the three architectures in the framework of
the DOTMLPF model (Doctrine, Organization, Tactics and Training, Materiel,
Leadership and Education, Personnel and Facilities).

The purpose of a functional architecture is to provide a framework for all of
the interactions within a system and within the environment in which the system
will exist. It identifies the connections between all of the functional parts of the
system. According to Buede,

The functional architecture defines what the system must do, that
is, the system’s functions and the data that flows between those
functions. The functional architecture of a system contains a
hierarchical model of the functions performed by the system,...a
data model of the system’s items; and a tracing of input/output
requirements to both the system’s functions and items.”

A physical architecture defines the resources and components which
comprise the system identified in the functional architecture. These resources
are identified in a “top-down” manner that creates a hierarchical architecture.
Buede states,

The physical architecture of a system is a hierarchical description of
the resources that comprise the system. This hierarchy begins with
the system and the system’s top-level components and progresses
down to the configuration items (CIs) that comprise each
intermediate component. The Cls can be hardware or software
elements or combinations of hardware and software, people,
facilities, procedures, and document’'s. The physical architecture
provides resources for every function identified in the functional
architecture.®

The last architecture to be developed is the operational architecture. The
operational architecture combines the elements of the functional and physical

* D.M. Buede, The Engineering Design of Systems, John Wiley & Sons, Inc., 2000, p. 175.
® Ibid.
® |bid., pp. 215-216.



architectures to completely describe the system design. This architecture is
specific enough to begin modeling and conducting analysis of alternatives.
Buede describes the operational architecture as follows:

The development process for the operational architecture is the
activity during which the entire design comes together. The
operational architecture integrates the requirements decomposition
with the functional and physical architectures.’

The process of developing these architectures, described in detail in
Chapters 2, 3, and 4, enabled us to propose alternative solutions and analyze
them during the Design and Analysis Phase. Several alternative system designs
were assessed and comparisons included analysis of modeling and simulation
results. Details of this process and the modeling performed are described in
Chapter 4 of this report. Cost, risk, and reliability assessments are discussed in
Chapters 5 and 6. The Decision-Making Phase was the final step in this project,
and the rationale and analysis for those decisions are described in the Chapter 7
of this report.

1.4 JOINT FIRES EXPLORATION

Joint Fire Support (JFS) can be most simply described as coordinated fire
support from more than one service component. Because of the challenges
involved in coordination between services, JFS has historically been an area
where the reality of joint operations performance falls short of expectations.
According to the Defense Science Board,

To take advantage of the full potential for joint fires and close air
support in a future characterized by non-linear battlespace
operations, zero tolerance for fratricide and collateral damage and
emerging expanded capabilities in coordinate-seeking weapons
(CSW), there must be a commensurate improvement in the

" D.M. Buede, The Engineering Design of Systems, John Wiley & Sons, Inc., 2000,
pp. 245-246.
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approach that our forces employ in command and control for fires,

both within the Services and in joint fire support across Services.®
The potential benefits of truly “joint” fire support where all services can potentially
interoperate with all other service are enticing. By applying a methodical study
process based on a top-down view of this area of opportunity, the Project Team
attempted to identify areas of improvement with both Materiel and non-Materiel

solutions in the context of the DOTMLPF concept.

1.5 CONCEPT OF OPERATIONS

The modern battlefield contains a wide variety of weapon systems, each
with unique capabilities, limitations, tactics, and technology. Employing these
weapons, and their associated lethal or nonlethal effects, in a synchronized
manner to achieve a desired outcome is the essence of fire support. The
weapon systems that will be used to affect JFS operate from different
environments (land, air, sea) and may be operated by different service
components. The mechanisms by which a commander can improve the
synergistic effects of these weapons systems can be anything from a small
organizational structure change to the development of large, complex battle
management systems. The tactical complexity of this type of situation has
challenged past leaders and continues to challenge current efforts to deploy a
system that efficiently utilizes all available resources on the battlefield.

As a historical reaction to this complexity, major weapon systems and the
fire support they provide have been deployed and controlled along service and
functional guidelines. For example, the methodology and routing for requesting
artillery support is completely different from the methodology and routing for
Close Air Support (CAS) requests. In a similar way, although the methodologies
for requesting US Army or Marine artillery support are very similar, the routings of

the requests are through different channels. Similar distinctions exist for naval

® Department of Defense, “Report of the Defense Science Board Task Force on Integrated
Fire Support in the Battlespace,” Office of the Undersecretary of Defense for Acquisition,
Technology, and Logistics, October 2004, p. 55.
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fire support providers and close air support, to include a conspicuous separation
between the Navy/Marine aviation and Air Force aviation request and tasking
systems. Despite the differences in request formats and methodologies, the
basic target information is all essentially identical throughout these processes.

These organizational or functional fire support request “stovepipes” were
intended to simplify the problem and allow for relatively efficient movement of
requests and tasking within the associated systems, but they inhibit the
movement of requests and/or tasking across these stovepipes. This placed the
burden for selection of a fire support asset on the requesting unit, and assumes
the unit possesses the equipment, training, and routing knowledge to send their
request. It also required duplication of capabilities between stovepipes in order
to minimize response time within each stovepipe.

The current system can be described using the simplified example in the
graphical depiction shown in Figure 1. A forward element, represented by the
figure at the bottom of the graphic, has identified a target and determined that fire
support is required. In the current system, that forward element must choose a
fire support provider and the associated functional stovepipe to send their fire
support request through. In this example, the forward element is capable of
sending their request through four request pathways: Army artillery, Air Force
CAS, Marine CAS, or naval gun fire. There is no way for the forward element to
know which request pathway will provide the most effective response, in terms of
both response time and response effects. If a request is vetted through a
stovepipe and there are no weapons or providers available to service the
request, the forward element must then re-send the request through a different
stovepipe. These delays and repetitive requests add delays and reduce the
effectiveness of the response.
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Figure 1: Current Fire Support Request System Stovepipes

An improved concept for Joint Fires should effectively eliminate these
stovepipes in order to more efficiently use the wide variety of systems deployed
on, above, or near the battlefield. The conceptual design could be built to
efficiently pass requests and tasking orders across these functional or service-
specific stovepipes, or it could eliminate the stovepipes altogether and route all
requests and tasking orders through a single pathway or methodology. A
conceptual system that strikes a balance between these two alternatives may be
the most effective. This type of system would transition those requests into the
appropriate fire support provider stovepipe for tasking and response. In much
the same way that a “911” call center connects callers with the appropriate
emergency response agency (police, fire, ambulance), this conceptual system
could allow all units with compatible equipment to receive any of the available fire
support from any available providers. Using the simplified example and available
fire support providers shown in Figure 1, the same forward element no longer
has to choose the functional stovepipe to contact. The conceptual system shown

in Figure 2 allows the requesting element to use a common methodology and
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routing to send a request for fire support. This request is then tasked to the
“best” available provider. The choice of which provider is “best” is defined by
numerous factors including, but not limited to: intent of the request and/or the
force commander, the availability of the weapon systems, the degree to which
the weapons are capable of meeting the requested effect, and the characteristics
of the target. This type of request system would allow for fire support that is
effects-based rather than fire support that is service-centric. This conceptual
system could improve the efficiency of JFS; and when combined with the
improvements in weapon lethality and precision, it could affect a dramatic
increase in JFS effectiveness.

Tasking

\\Bestﬂ
Some Considerations: Fire Support

Commander’s Intent . Selection
Availability -
Weapon Effects

Target Characteristics

Forward Element in
Need of Fire Support

Figure 2: Concept of Operations
1.6 INITIAL PROBLEM FORMULATION AND SCOPE

The transformation of the DoD from traditional roles and equipment into
scalable, expeditionary units demands effective JFS. The overall reduction in the

organic fire support capability of proposed future ground and littoral forces is
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driving a requirement for responsive and reliable fire support from any available
weapon, regardless of service component. There is an increased risk to any
military mission if it cannot get the fire support it needs at the time and place
needed. This risk can be reduced through sound operational planning, but not all
fire support needs can be anticipated. Military elements that are presented with
unplanned opportunities that could benefit from effective JFS may not be able to
take advantage of them due to a lack of timely support.

It is essential, therefore, that integrated functional, physical, and
operational architectures are developed that efficiently link joint fires requests
with weapon system tasking. Within these architectures, the mechanisms and
entities processing and tasking the requests to the weapon systems need to be
identified and assessed. The most basic needs of such a construct would
include speed of response and effectiveness of target-weapon pairings.
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2.0 PROBLEM DEFINITION

2.1 NEEDS ANALYSIS

In order to understand the challenges of designing a joint fires system, the
purpose and functions of the proposed system must be completely understood.
According to Blanchard and Fabrycky, “The identification of a problem and
associated definition of need provides a valid and appropriate starting point for
design at the conceptual level.” The Needs Analysis that was performed for the
Joint Fire Support in 2020 began with the identification of a “desire” for Joint Fire
Support that was based on a real deficiency in execution. The remainder of the
Needs Analysis translates the “broadly defined ‘want’ into a more specific

system-level requirement.”*°

By addressing questions such as: What are the
functions that the system needs to perform? And When and how often does the
system need to perform these functions?, the Needs Analysis defines the

WHATSs of the problem and avoids the HOWs.**

2.1.1 Context and Components

In order to provide a useful and accurate solution, the designer must first
completely understand the problem and the context in which it exists. To do this,
we must define all of the elements and components that affect the system. Fires
are “the effects of lethal or nonlethal weapons” and fire support is defined as
“fires that directly support land, maritime, amphibious, and special operations
forces to engage enemy forces, combat formations, and facilities in pursuit of

tactical and operational objectives.”?

Joint Fires are simply “fires produced
during the employment of forces from two or more components in coordinated

action toward a common objective.”*®* Those fires may be from similar weapon

° B.S. Blanchard and W.J. Fabrycky, Systems Engineering and Analysis, 4th ed., Pearson
Prentice Hall, 2006, p. 54.
1% 1bid, p. 56.
! bid.
E Department of Defense, Doctrine for Joint Fire Support, Joint Pub3-09, May 1998, p. I-1.
Ibid.
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systems like Air Force, and Navy aircraft, or from completely dissimilar weapon
systems.

The challenges to joint fires execution may include the weapon tactics, the
weapon release authority, or the deconfliction of weapon effects. Joint Fires are
not specific to weapon systems or missions, but are defined by their effects and
the component source. According to the Joint Pub,

Joint Fire Support may include, but is not limited to, the lethal

effects of close air support (CAS) by fixed- and rotary-wing aircratft,

NSFS, artillery, mortars, rockets, and missiles, as well as nonlethal

effects such as EW.*

A common tool used to describe the necessary sequence of events
leading to destruction of a target is called the Find, Fix, Track, Target, Engage,
Assess (F2T2EA) model.™®> This sequence of events is often referred to as the
“kill chain” and covers the entire lifespan of a target, from discovery through
confirmed destruction.  Although several DoD components, government
agencies, and contractors have defined alternative models to describe this
process, the basic process is identical in all of these models. In the context of
the F2T2EA model, the proposed system examines the JFS process from the
end of the track phase through targeting to the beginning of engagement. The
F2T2EA model and the portions of the kill chain studied in this project are shown

in Figure 3.

 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, May 1998, p. I-1.
> Us JFCOM, Joint Networked Fires Capabilities JNFC Roadmap, 30 September 2004, p.10.
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Figure 3: F2T2EA Concept and Design Area

The design challenge of this project was to create a framework for an
improved system, but the multifaceted nature of JFS required boundaries on the
areas addressed by this study. The scope of this project included the actual
request for fire support, but not the means by which the target was found,
identified, and tracked nor the methods and equipment by which the necessary
request data was compiled into the request. This is the final step of the Track
phase. Likewise, future engagements will undoubtedly utilize tactics and
weapons that are impossible to predict accurately. For these reasons, this
design only included the tasking of the weapon to service a target and not the
future hardware that will be used to send and acknowledge the tasking. It also
does not specify the methods or tactics by which the target should be engaged or
the required outcome from that engagement. This is the first step in the Engage
phase. Additionally, this system design does not include a mechanism for Battle
Damage Assessment (BDA) of tasked targets or the ability of BDA results to
force another engagement of the target.

Another large facet of JFS that was not specifically tackled in this report
was the deconfliction of joint fires. Deconfliction of fires is a task that must be
accomplished throughout fire support planning, tasking, and execution. This

includes not only deconfliction between weapon systems (i.e., artillery and CAS),
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but also deconfliction between weapons effects and the environment (i.e.,
fratricide and collateral damage). Deconfliction is an area that requires
considerable future study and although this project does not specifically address
it, many of the insights gained from this study can be leveraged towards
improved deconfliction.

Additionally, the hardware system and methodology used to prioritize
requests was not studied in this report. The mechanisms by which the fire
support requests will be prioritized are assumed to exist. There are numerous
methods for prioritization of requests and a future system will have to be built to
perform a prioritization. The choice of the best way to prioritize requests is

another area that will require additional study and analysis outside of this report.

2111 Evolution of Fire Support

As the lethality and mobility of weapons improves, the process by
which those weapons are employed should also improve to take full advantage of
new capabilities. JFS, as we think of it today, epitomizes the complexity of
modern warfare and its evolution from battles won by virtue of mass towards
battles won through synergistic effects. Fire support for forward ground units is
not a new concept and it has been, for the most part, the sole dominion of the
artillery since well before Napoleon. Although naval gunfire was sometimes used
in preparation for a ground assault or amphibious landing, it was not used in
concert with ground force maneuvers until much later. In fact, the concept of
non-artillery fire support of ground forces was not practiced until the evolution of
CAS around the beginning of the 20" century. Until then, the weapons available
to each military branch didn’t possess enough range and accuracy to effectively
support the other and therefore didn’t merit the coordination and training involved
to do so. Each service component essentially fought by itsel—Army supported
Army and Navy supported Navy. As a result of this exclusivity, the organizations
and procedures for fire support were tailored to the capabilities of the weapons
systems being employed. In a simultaneous growth process, the procedures and

methods of fire support were developed in parallel with the capabilities of the
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weapon and communication abilities. This has led to organizations that were
built to fit the weapon and integrate it into the service branch. Even today, that
legacy continues to an extent in the organizations and control systems being
developed to “include” new weapons into the battlespace.

The complexity of executing effective fire support can present
daunting DOTMLPF challenges to military leaders that can result in lost or
passed up opportunities in training and battle. Despite the expanded capabilities
of today’s joint fires, military leaders are sometimes reluctant to completely rely
on those capabilities or engage the enemy in a way that challenges historical
truisms. For instance, despite the plethora of long-range, joint fires available to
today’s ground commander, they are typically reluctant to advance at a faster
rate than their artillery support can sustain. With regard to CAS,

Recent conflicts in Kosovo, Irag and Afghanistan have shown Joint
Close Air Support successes and failures. Since the evolution of
Close Air Support in Vietnam, the Army and Air Force had grown
apart. Successes were forgotten and correct doctrine was not
documented. Differences in equipment, doctrine, attitude and
outlook inhibited integration.*®
Despite the evolution of equipment on and above the battlefield, for the most part
the fire support integration measures and techniques developed during the
Vietnam Conflict are still being used today.

The evolution of technology and its proliferation onto the battlefield
has enabled changes in the Joint Fires integration processes, but the measures
used to integrate those fires have not changed significantly. Due to historical or
other reasons, the service components have “paired up” and declared
themselves joint; the Army with the Air Force and the Navy with the Marines.
Unfortunately, these pairings have not adopted similar organizational structures
and methodologies that could also be applied to components outside of the pair.

Fires that are truly “Joint” will include and synchronize weapons from across the

® A.E. Lindahl, “Integrating Naval Surface Fire Support into an Improved Joint Close Air
Support Architecture,” Master's Thesis, Naval Postgraduate School, Monterey, California,
June 2006, p. 15.
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spectrum of the armed forces, including traditional air power from all service
components, artillery, naval fires, guided missiles, and unmanned vehicles.
Effective Joint Fire Support will be the fusion of these diverse weapons
capabilities and limitations into a usable benefit for the supported commander.
Despite this straightforward description, Joint Fires is difficult to execute
effectively, primarily due to the number of entities and conflicting requirements
involved.

JFS in the future should continue to evolve into a system that is
focused on the effects of the weapon instead of the employment of the weapon.
This evolved system will be flexible with respect to the weapons available and
employed because effects can be applied regardless of the weapon. This
approach will enable the service components to standardize and restructure their
JFS organizations into units that are built around generic weapon capabilities or

functions, not a specific type of weapon.

2.1.2 Existing Command and Control (C2) Relationships

Although sometimes used synonymously, Command and Control are
separate functions that are applied simultaneously by the military leader.
Command concepts are primarily applied to organization and authority
relationships whereas the concepts of Control deal primarily in the flow of
information and intent. The Joint Chiefs of Staff define Command and Control as

The exercise of authority and direction by a properly designated
commander over assigned and attached forces in the
accomplishment of the mission. Command and control functions
are performed through an arrangement of personnel, equipment,
communications, facilities, and procedures employed by a
commander in planning, directing, coordinating, and controlling
forces and operations in the accomplishment of the mission.’

C2 systems bring all applicable information together for collation and decision
making. C2 systems, personnel, equipment, and a variety of related procedures

support the execution of JFS missions. Unity of effort is one of the keys to the

" Department of Defense, Department of Defense Dictionary of Military and Associated
Terms, Joint Pub 1-02, 12 April 2001, p. 101.
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effective coordination of JFS. Vertical and horizontal coordination is also
essential for effective JFS. For this reason, service and functional components
currently provide a hierarchy of fire support coordinators, fire support
coordination agencies, and liaison officers. These fire support entities have one
goal in common—to efficiently direct the use of fire support to accomplish the
mission. However, the number and sheer variety of C2 systems challenges
these entities to comprehend different information from different systems in order
to make fire support decisions. For example, the screen displays of a few of the
more prevalent C2 systems are shown in Figure 4. Although the information
displayed by these systems is similar, the presentation of that information is very

different between these systems.

C2PC

Figure 4: Sample of C2 System Duplicity

Currently, each of DoD’s service components use different C2 systems to
manage its operations. For example, the Marine Corps maintains the Command
and Control, Personal Computer (C2PC) as its primary C2 system. The Army
maintains the Command Post of the Future (CPOF), part of the Maneuver
Control System (MCS), at its division level but has separately developed systems

at other levels, such as Force XXI Battle Command, Brigade and Below (FBCB2)
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and Blue Force Tracker (BFT). The Air Force maintains the Global Command
and Control System, Air Force (GCCS-AF) and the Theater Battle Management
Core System (TBMCS) as its primary C2 systems. The Navy maintains a
completely different version of GCCS called Global Command and Control
System-Maritime (GCCS-M) as its primary C2 system. However, the Navy also
has a capability to receive inputs from TBMCS and is projecting a level of
interoperability with C2PC.

The C2 required for JFS requires intensive coordination between affected
agencies. Two interrelated functions account for the complexity of this
coordination: planning and coordination, and execution planning. The first of
these functions is the overall C2 planning process for employing fire support
assets within a service or functional component during joint operations. This
process includes fire support planning and coordination, tactical fire direction
procedures, air operations procedures, and other general supervisory tasks.

The second interrelated function involves the tactical planning required to
execute JFS missions. This execution planning provides the requisite technical
parameters—including weather data, terrain, target location data, defenses, and
weapon system data—needed to deliver accurate JFS. The many different
platforms and training and execution requirements set by each of the services
complicates the process further. This often leads to a wide variability in the
execution of Joint Fires between commanders. For this reason, technical
execution planning is normally accomplished within a single service or functional
component, although some input of data may come from outside the service or

functional component.*®

2.1.3 Existing Organizational Components

As a result of many years of organizational and leadership refinement,
today’s military operations are executed under the construct of the Joint Force

Commander (JFC). In this chain of command, the JFC is the single responsible

18 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, May 1998, p. II-5.
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agent for the Joint Force Area of Operations (JFAQO). Each military branch which
operates within the JFAO aligns its service-specific chain of command under the
JFC and provides its most senior leadership to his support staff. Establishing
supported and supporting command relationships among or between
components helps the Joint Force Commander integrate operations inside the
JFAO. Although sometimes challenged by service parochialisms, command
relationships are defined and clarified in the Joint Publications issued by the Joint
Chiefs of Staff.’® However, because every theater of operations is unique, the
overall military commander must specifically define the command relationships
within their area of operations. A generic joint task force upper-echelon

command hierarchy is illustrated in Figure 5.

!9 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, May 1998, pp. 1-
95.
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Figure 5: Possible Joint Force Organization (From?°)

Successful military campaigns depend on how effectively all the elements
of joint fires are coordinated within a Joint Force Area of Operations. Within the
JFAO, a high density of friendly weapons systems and air power vehicles, with
overlapping operating envelopes and flight profiles, must contribute maximum
combat effectiveness without interfering with each other. All weapon platforms
must be coordinated effectively without hindering the blue force combat
maneuvers. The JFC, through his component commanders, with the assistance
of their staffs, controls the JFAO at the Joint Operations Center (JOC). These
staffs are responsible for the organization, personnel, procedures, and

20 Department of Defense, Unified Action Armed Forces (UNAAF), Joint Pub 0-2,
10 July 2001, p. V-3.
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equipment necessary to plan, direct, and control joint fires operations by
coordinating fires amongst the services (and allied forces, when required).

To execute a plan for Joint Fires, it is imperative that the services be
flexible, versatile, and have a common understanding of joint doctrinal matters
and terminology. Even when speaking the same language, communicating intent
jointly across the services has been a stumbling block due to cultural and service
differences in terminology and organization and translating the understanding
into actionably items that have the intended results. For example, each service
has an organization and/or an individual, who plans for the use of air power,
controls the function of air defense, coordinates air-to-ground support operations,
and coordinates ground fires. Each of these entities performs similar, if not
identical, functions within their service but depending on the component, each
organization or individual has a different title and command relationship.

The combatant commanders, through subordinate commands, assign
responsibilities, establish or delegate appropriate command and support
relationships, and establish coordinating instructions to effect Joint Fires
coordination. Fire support coordination includes efforts to deconflict attacks,
avoid fratricide, reduce duplication of effort, and assist in shaping the
battlespace.”> As an example of the complexity of these relationships, the
coordination of air-to-ground fires is connected through the organizations or
systems shown in Figure 6. Keep in mind that Figure 6 only shows the lines of
authority and communication for air-to-ground fire support (i.e., CAS) and not the
entire fire support organization. A complete list of the acronyms used in Figure 6

is provided in Table 1 following the figure.

1 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, 12 May 1998, pp.
-11.
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THEATER AIR GROUND SYSTEM COORDINATION LINKS

Figure 6: Theater Air Ground System Coordination Links (From??)

2 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, May 1998, p. IlI-8.
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ABCCC airborne battlefield command and control JAOC joint air operations center

center JFACC joint force air component commander
ACE aviation combat element JMCC Joint Movement Control Center
ADA air defense artillery JOoC Joint Operations Center
AFARN Air Force Air Request Net JSTARS joint surveillance, target attack radar system
AFFOR Air Force forces MAGTF Marine air-ground task force
AFSOC Air Force special operations component MARLO Marine liaison officer
AME air mobility element MEF Marine expeditionary force
AMLS airspace management liaison section MLE Marine liaison element
AOC air operations center (USAF) NALE naval and amphibious liaison element
ASOC air support operations center RECCE reconnaissance
AWACS airborne warning and control system SF special forces
BCD battlefield coordination detachment SOLE special operations liaison element
BDE brigade TAC(A) tactical air coordinator (airborne)
BN battalion TACC tactical air command center (USMC);
CCT combat control team tactical air control center (USN);
CRC control and reporting center tanker airlift control center (USAF)
CRE control and reporting element TACP tactical air control party
DIRMOBFOR Director of Mobility Forces TARN Tactical Air Request Net
DIV division TALCE tanker airlift control element
FAC(A) forward air controller (airborne) TADC Tactical Air Direction Center
FSCC Fire Support Coordination Center wocC Wing Operations Center
GLO Ground Liaison Officer

Table 1: Theater Air-to-Ground System Coordination Agencies

In order to better understand these existing organizational components,
the following sections (arranged by service component) describe the functions of
these key service organizations that advise commanders on the use of

Joint Fires.

2.1.3.1 Army Fire Support Organizations

The Army provides the Army Forces Commander (ARFOR) to the
JFC staff. ARFOR is responsible for all Army forces within the JFAO and is
subordinate to the JFC.

ARFOR establishes a staff to assist him in the execution of his
duties. With respect to the coordination of battlefield functions, a Battlefield
Coordination Detachment (BCD) is created. The BCD provides direction to
subordinate army units and acts as the senior liaison between ARFOR and the
other services. The BCD is usually collocated with the Air Operations Center
(AOC) or Joint Air Operations Center (JAOC). The BCD is also the army’s
primary liaison with other specialized functions like the Air Force Air Mobility
Element (AME), the Marine Liaison Officer (MARLO), the Naval and Amphibious
Liaison Element (NALE), and the Special Operations Liaison Element (SOLE).
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The BCD interface includes exchanging current intelligence and operational data.
The BCD is not a Fire Support Element (FSE), but acts as the ARFOR senior
liaison element and also can perform many fire support functions. Figure 7

illustrates a simplified Army organizational structure for fire support.

| \\\ Artillery \\
S Artillery B * E
Artillery |88 4 . TACP g
TACP gl

Figure 7: Simplified Army Organizational Structure for Fire Support

At the company level, the basic fire support organization is called
the Fire Support Team (FIST). The FIST is led by the company Fire Support
Officer (FSO). The FIST coordinates field artillery and mortar fire support for the
company. When it is available, the FIST initiates the request and helps
coordinate the delivery of CAS and naval fires. In addition to the FSO, the FIST
may directly interface with other specially trained personnel such as the Forward
Air Controller (FAC), Forward Observer (FO), Air Liaison Officer (ALO), Navy
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Ground Liaison Officer (NGLO), Combat Lasing Teams, or others.

At the battalion and brigade levels, the basic fire support
organization is called the Fire Support Cell (FS Cell). The FS Cell is led by the
Fire Support Coordinator (FSCOORD). Typically, the senior field artillery
commander is designated the FSCOORD and therefore serves as the maneuver
commander’s principal assistant for the integration and application of fire support.
The FS Cells coordinate field artillery and mortar fire support for subordinate
FISTs and between adjacent fielded units. Additionally, the FS Cell helps
coordinate CAS and naval fires. The FS Cells are located in the maneuver
Tactical Operations Center (TOC).

The division also maintains a FS Cell. In addition to coordinating
artillery and mortar support, these units also support specialized functions like
the Deep Operations Coordination Cell (DOCC), coordination with Army aviation
units, Electronic Warfare (EW) support elements, Air Force Tactical Air Control
Party (TACP) planning, and others.

The Army uses a wide variety of equipment to complete its fire
support missions. The equipment fielded today will no doubt be improved in the
future. The following discussion of particular systems, in addition to providing a
general background in the topic, is designed to outline the desired functions of
such systems so they may be reproduced in the overall system design.

In order to conduct coordinated artillery and mortar fire support
efficiently, each FIST team is equipped with a Target Location, Designation, and
Hand-off System (TLDHS) or similar equipment that is compatible with the
Advanced Field Artillery Tactical Data System (AFATDS). The TLDHS allows
operators to accurately determine their own location, the location of their targets,
and digitally transmit (hand-off) this data to supporting arms elements through
AFATDS. Once received by AFATDS, AFATDS terminals at the FS Cell provide
fully automated support for planning, coordinating, controlling, and executing fires
and effects. The TLDHS and AFATDS combination may be networked from the
FIST to the BCD, providing a common operating picture to connected units.

25



Portions of this network (usually at the battalion and below) are
maintained via FM radio links (SINCGARS/JTRS radios) which have low data
rates (1-10 kb/s). Above the battalion, more robust connectivity via the TCP/IP
backbone significantly reduces network latency. However, since virtually all of
the requests for fires originate from a company FIST or a battalion FS Cell, data
rates remain a concern.

The primary method to request Close Air Support (CAS) involves a
VHF/UHF radio and the Air Force Air Request Network (AFARN). While
targeting information may have been collected via TLDHS/AFATDS, the CAS
request will be sent by voice and recorded manually onto a DD Form 1972, Joint
Tactical Air Strike Request (The AFARN will be described in the Air Force
section below).

2.1.3.2 Navy Fire Support Organizations

The Navy provides the Naval Forces Commander (NAVFOR) to the
JFC staff. NAVFOR is responsible for all Navy forces within the JFAO and is
subordinate to the JFC. Due to the close ties with the Marine Corps, NAVFOR
has two primary divisions under him: the Commander, Task Force (CTF), which
deals with the fleet, and the Marine Air-Ground Task Force (MAGTF), which
deals with all Navy support to the Marine Corps. A Marine Expeditionary Force
(MEF) can be compared directly to a MAGTF and their differences have more to
do with overall campaign timing than organizational structure.

The CTF has three divisions that cover Navy operations from the
shore to the open ocean: the Commander, Landing Forces (CLF), the
Commander, Amphibious Task Force (CATF), and the Commander, Carrier
Strike Group (CSG). A simplified Navy organizational structure for fire support is

shown in Figure 8.
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Figure 8: Simplified Navy Organizational Structure for Fire Support

In order to effectively and efficiently address the dynamics of Navy
and Marine landing operations, two, cross-service, single point-of-contact
organizations have been created. The first of these is the Supporting Arms
Coordination Center (SACC), which coordinates all artillery and most naval
surface fires. The second is the Tactical Air Coordination Center (TACC), which
coordinates air support from Marine or Navy aviation units. The SACC and
TACC serve the requirements of both the Navy and Marine Corps.
Organizationally, the SACC and TACC usually report directly to CATF, but there
are many other formal and informal command and control links which evolve
during an operation.

During the initial phase of an amphibious operation, while control
and coordination responsibility of supporting arms is still afloat, the Marine Air-
Ground Task Force (MAGTF) typically provides the landing force representation
in the Navy’s Supporting Arms Coordination Center (SACC). Functioning as a
Fire Support Element for the naval forces, the SACC is supervised by the
supporting arms coordinator.

In an amphibious operation, the Commander, Amphibious Task

Force (CATF) exercises the overall responsibility for coordination of Naval
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Surface Fire Support (NSFS), air support, and landing force artillery fire support.
When the Commander, Landing Force (CLF), normally the MAGTF commander,
is established ashore, the CATF may pass this responsibility to the CLF. Once
the passage of control ashore is executed, the CLF will coordinate fires within the
AO. When control is afloat, the senior naval fire support coordination agency is
the SACC. The SACC is then the primary agency that coordinates and controls
all supporting fires for the CATF in order to establish the landing force ashore.

Despite the operation of the SACC, control of the naval surface fire
assets (i.e., the ships which carry the naval guns, rockets, and missiles) is
retained by the CVBG. The carrier battle group maintains strike planning and
operations staffs to deconflict SACC direction and to perform specialized support
for certain assets. These relationships are further defined in Joint Pub 3-02,
“Joint Doctrine for Amphibious Operations,” and Joint Pub 3-02.1, “Joint Tactics,
Techniques, and Procedures for Landing Force Operations.”

The Tactical Air Control Center (TACC) controls all air operations
within the Amphibious Objective Area (AOA). Like the Air Force Air Operations
Center (AOC), the TACC is responsible for planning and conducting Close Air
Support (CAS). Its air support control section coordinates with the SACC to
integrate CAS and other supporting arms. The organizational relationships of
these Navy and Marine organizations are illustrated in Figure 9.

Within the TACC, the Direct Air Support Center (DASC) is the
central coordination point for all aircraft support. The DASC assigns direct air
support aircraft to terminal control agencies, provides aircraft ingress and egress
route instructions, disseminates advisory information, and other key tasks. The
DASC conducts its operations via a communications network referred to as the
Tactical Air Request Net (TARN).

A number of specially trained personnel are required to provide
comprehensive support. The Navy has established the positions of Air and
Naval Gunfire Liaison Company (ANGLICO), Naval Gunfire Liaison Officer
(NGLO), and Forward Air Controller (FAC).

The Navy has fielded the Naval Fire Control System (NFCS) to
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assist in the coordination of most naval fires. A few other, stand-alone, systems
are required in certain cases. In the future, NFCS should have a degree of
interoperability with AFATDS. These systems have significant capability overlap
which has been noted by various government agencies including the General
Accounting Office.”®

The primary method to request CAS involves a VHF/UHF radio to send
the request via voice over the TARN. While targeting information may have been
collected via NFCS or AFATDS (if a Marine unit), the CAS request will be
translated by a human operator into a Joint Tactical Air Strike Request.

2.1.3.3 Marine Corps Fire Support Organizations

The Marine Corps provides the Marine Forces Commander
(MARFOR) to the JFC staff. MARFOR is responsible for all Marine Corps forces
within the JFAO and is subordinate to the JFC.

The Marine Air Ground Task Force (MAGTF) or Marine
Expeditionary Force (MEF) command element organizes a Force Fires
Coordination Center (FFCC), which is responsible for fire support coordination
within the Marine Corps and the primary interface with the SACC for coordinated
actions. At each level below the MEF command element (division, regiment, and
battalion), a Fire Support Coordination Center (FSCC) is established as an
advisory and coordination agency within the Ground Combat Element (GCE).
The FFCC and each FSCC is staffed with representatives of the various Marine
Corps and Navy supporting arms.

The Marine Tactical Air Control Party (TACP) establishes and
maintains facilities for liaison and communications between supported units and
appropriate control agencies. An air officer leads the TACP, normally with two
teams assigned per maneuver battalion. Their mission is to inform and advise
the supported ground unit commander on the employment of supporting aircraft
and to request and coordinate air support missions. In addition, the TACP

provides final attack control for CAS missions. A simplified Marine organizational

% Department of Defense, Acquisition of the Naval Fires Control System, Office of the
Inspector General Report No. D-2002-036, January 8, 2002, pp. 1-49.
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structure for fire support, including the ties to Navy, is shown in Figure 9.
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Figure 9: Simplified Marine Organizational Structure for Fire Support

The supporting Marine Corps artillery battalions provide Shore Fire
Control Parties (SFCPs) to supported units. The SFCP consists of a liaison team
and a spot team. The liaison team is headed by a Navy officer and is located in
the supported battalion’s Fire Support Coordination Center (FSCC). The FSCC
is a single location that centralizes communications facilities and personnel for
the coordination of all forms of fire support. The FSCC is organized and
supervised by the FSCOORD and is collocated with, and in support of, the
operations officer. The SFCP spot team is led by a Marine Corps officer and is
normally employed with the maneuver companies.

There are very few differences in fire support between the Marine
Corps and Army below the brigade (Army) and regiment (Marine Corps) levels.
Army FSEs and Marine FSCCs are virtually identical in function and the fire

support execution methods and data processing equipment used are the same.
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Even though they are organizationally tied to the Navy, the Marine Corps has

designated the AFATDS, not NFCS, as their preferred system for fires support.

2.1.34 Air Force Fire Support Organizations

The Air Force provides the Air Forces Commander (AFFOR) to the
JFC staff. AFFOR is responsible for all Air Forces within the JFAO and is
subordinate to the JFC.

The Air Force component commander exercises operational control
over assigned forces through the Air Operations Center (AOC) or Joint Air
Operations Center (JAOC). The AOC implements the Theater Air Control
System (TACS). Subordinate TACS elements perform the tasks of planning,
coordinating, monitoring, controlling, reporting, surveillance, and executing air
operations. This includes creating and distributing the daily plan for flying
operations called the Air Tasking Order (ATO). The TACS elements include: the
Air Support Operations Center (ASOC), the Control and Reporting Center (CRC),
the Control and reporting Element (CRE), Tanker and Air Lift Control Element
(TALCE), and TACPs. TACS functions may also be executed from airborne
assets such as the Airborne Warning and Control System (AWACS), the Joint
Surveillance, Target Attack Radar System (JSTARS), and/or an Airborne
Battlefield Command and Control Center (ABCCC). The AOC coordinates CAS
and other joint air operations that support land, amphibious, and maritime forces.
It does so through the ASOC, TACPs, Forward Air Controllers (FACs), and Air
Liaison Officers (ALOs). The following paragraphs describe key Air Force
elements that relate to JFS.

The ASOC is the key Air Force TACS agency involved in
coordinating CAS for ground forces. It performs coordination, direction, and
control of the air effort to support land forces’ maneuver objectives, usually at
Army corps level and below. The ASOC is an operational component of the
TACS, subordinate to the AOC. The ASOC processes requests for “immediate
CAS” which have been submitted by ground maneuver forces. These requests

are sent via voice over the AFARN in the Joint Tactical Air Strike Request format.
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The ASOC also tasks aircraft to service those requests in accordance with
command guidance. The established TACS organization between the Air Force

and Army elements is depicted in Figure 10.
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Figure 10: Air Force/Army Coordination Links (From?®*)

Additional information on the functions of specific Air Force C2
elements can be found in Joint Pub 3-09.3, “Joint Tactics, Techniques, and
Procedures for Close Air Support (CAS),” and Joint Pub 3-56.1, “Command and
Control for Joint Air Operations.”

The Air Force TACP is a control element usually stationed with and
supporting an Army combat unit. Air Force TACPs are not normally aligned with
Marine Corps combat units. Located at Army corps, division, brigade, and
battalion levels, TACPs are tailored to the unit they support. The TACP provides
the interface between the unit it supports and the TACS system. The TACP
advises the ground commander on the capabilities and limitations of tactical
aircraft and weapons and assists in planning for tactical air support. The TACP
also provides final attack control for CAS missions. However, TACPs above
brigade do not normally perform Forward Air Controller (FAC) functions.®

 Department of Defense, Doctrine for Joint Fire Support, Joint Pub 3-09, May 1998, p. 1I-13.

® Department of the Army, Army Airspace Command and Control in a Combat Zone,
Field Manual 100-103, October 1987, p 1-8.
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TACPs are under the operational control of the ASOC or senior TACP element
deployed.

The FAC, also known as a Joint Terminal Attack Controller (JTAC),
is a member of the TACP who executes control of close air support aircraft and
integrates air attacks with fire and maneuver of supported ground forces. He
may operate from an aircraft airborne or from a ground position. The FAC
maintains contact with the CAS aircraft, other TACS elements, and the
appropriate fire support coordinator or ground commander. His airspace
functions include coordination of air attacks with field artillery, Air Defense
Artillery (ADA), and appropriate aviation elements of the supported force in the
target area.?®

The Control and Reporting Center (CRC) is directly subordinate to
the TACC and is the primary TACS radar element concerned with decentralized
execution of air defense and airspace control functions. Within its area of
responsibility, the CRC directs the region or sector air defense; provides threat
warnings to friendly aircraft; provides aircraft guidance or monitoring for both
offensive and defensive missions; relays mission changes to airborne aircraft;
coordinates control of missions with subordinate TACS elements and other
agencies; and provides positive identification of aircraft. During joint operations,
the CRC assigns appropriate hostile airborne targets to the Army air defense
system through the air defense liaison officer (ADLO) located within the CRC.?’
The AWACS aircraft provides radar control and surveillance of air traffic. It can
also function as an alternate CRC and as a limited-capability AOC. As a result of
its elevated line-of-sight, the AWACS can establish communication linkages with
the ground AOC allowing it to also communicate warnings and surveillance
reports to other designated liaison agencies, such as an ASOC.

Joint Surveillance, Target Attack Radar System (JSTARS) is a joint
surveillance, targeting, and battle management C2 system designed to provide

near real time, wide-area surveillance and targeting information on moving and

26 :
Ibid.
2" Department of the Army, Army Airspace Command and Control in a Combat Zone,
Field Manual 100-103, October 1987, p. 1-8.
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stationary ground targets. JSTARS is a component of the theater wide battle
management system and/or a C2 platform that conducts ground surveillance to
develop an understanding of the enemy situation and supports attack operations.
These functions support the primary mission of JSTARS, which is to provide
dedicated support of ground commander requirements. However, the JFC
determines the most effective use of JSTARS based on the situation and the
concept of operations.

The Air Force does not have an automated system to process
requests for fires that could be closely compared to TLDHS, AFATDS, or NFCS.
Wide variation in the installed equipment across the fighter/bomber fleet would
create serious interoperability challenges for such a system. JFIIT has compiled
a matrix of system compatibility, which is included in Appendix A. While there
have been numerous exercises and demonstrations that have, in some fashion,
connected the “sensor-to-shooter,” none of these solve the problem across

the organization.

2.1.35 Special Operations Forces Fire Support
Organizations

The Joint Forces Special Operations Component Commander
(JFSOCC) (or Joint Special Operations Task Force [JSOTF] commander, if
established) is the commander within a unified command, subordinate unified, or
JTF on the proper employment of SOF. The JFSOCC is responsible for
establishing planning and coordinating Special Operations (SO) or accomplishing
such operational missions as they may be assigned. The JFSOCC will normally
be the commander with the preponderance of SOF and the requisite C2
capabilities. When the geographic combatant commander designates a JFC, the
theater special operations command may be designated as the JFSOCC. The
JFSOCC exercises overall responsibility for coordination of all fire support in
support of SO and, when tasked, fire support using SOF assets in support of
other elements of the joint force. A simplified SOF organizational structure for

fire support is shown in Figure 11.

34



JFC

JFSOCC

BCD CTF/OTC
SOLE SOLE
SOCOORD|  |SOCOORD

Supported Commander

JSOACC SOCCE

AFSOF ARSOF NSWTG

>
e .===_
<

AFARN[E 22
TARN m

Figure 11: Simplified SOF Operational Structure for Fire Support

The Joint Special Operations Air Component Commander
(JSOACC) is the commander within the joint force special operations component
responsible for planning and executing joint special air operations and for
coordinating and deconflicting such operations with conventional, non-SO air
activities. The JSOACC normally will be the commander with the preponderance
of assets and/or greatest ability to plan, coordinate, allocate, task, control, and
support the assigned joint special operations aviation assets. The JSOACC may
be subordinate to the JFSOCC (or JSOTF commander) or to any non-SO
component or directly subordinate to the JFC. The Special Operations
Command and Control Element (SOCCE) is the focal point for the
synchronization of SOF activities with land and maritime operations. The
SOCCE is normally employed when SOF conduct operations in conjunction with
a conventional force. It is collocated with the command element of the supported
commander and performs C2 or liaison functions directed by the JFSOCC (or

JSOTF commander). The focus of the coordination is on the synchronization of
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effects and deconfliction of fires. To do this, the Special Operations Liaison
Element (SOLE), who works directly for the JFSOCC, places liaison officers
where required with the JFACC and/or JFC staff as appropriate within service
component C2 facilities and operations centers. The SOLE coordinates during
development of the ATO to reconcile duplicate targeting, resolve airspace
deconfliction, and prevent fratricide of SOF contingents spread across
the battlefield.

Naval SOF assigned to the JFSOCC are normally under the C2 of
a Naval Special Warfare Task Group (NSWTG) or Naval Special Warfare Task
Unit (NSWTU). The NSWTG is a naval special warfare organization that plans,
conducts, and supports SO in support of fleet commanders and JFSOCCs (or
JSOTF commanders). The NSWTU is a subordinate unit of a NSWTG.

The Special Operations Coordination Element (SOCOORD) serves
as the primary advisor to an Army corps or MEF commander with regard to SOF

integration, capabilities, and limitations. The SOCOORD is a functional staff

element of the corps (or MEF) operations officer (G-3) and serves as the J-3 SO

advisor, with augmentation, if the corps (or MEF) is established as a JTF.

2.1.3.6 Summary of Existing Fire Support Organizations

Each of the services has tailored its own organizations, personnel,
and systems/equipment to aid them in prosecuting targets. This has resulted in
duplicate systems and agencies. In many instances, direct comparisons
between organizations can be made both in terms of capabilities and span of
control. Additionally, the diversity of these systems and organizations has
created personnel training requirements that are different but parallel. The
understanding that an Army FS Cell is functionally comparable to a Marine Corps
FSCC would come easily to all involved. However, in some areas, like in C2
systems of record and favored fires support systems, the differences are
designed into the system and much harder to reconcile. For example, if each

service uses different information systems to maintain their C2 common

36



operating picture, no one can be certain that decisions made across the services
have comparable quality. Even if the input data to these systems is identical, the
different presentations and functions may not permit comparable analysis by the
decision makers. The growth of unmanned systems, especially unmanned
vehicles, continues to complicate these C2 systems further. A comparison of the

C2 differences between the services is illustrated in Table 2.
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Fielded Personnel

Air Force Army Marine Corps Navy
Forward Air Fire Support Officer|Shore Fire Forward Air
Controller (FAC), (FSO), Forward Coordination Party [Controller (FAC),
Forward Air Observer (FO), Air [(SFCP), Tactical Air |[Forward Air
Controller - Liaison Officer Control Party Controller -

Airborne (FAC-A),
Tactical Air Control
Party (TACP)

(ALO)

(TACP)

Airborne (FAC-A),
Navy Ground
Liaison Officer
(NGLO)

Ground
Organizations
(Mortar / Artillery
type fires)

Fires Support Team
(FIST), Fire Support
Cell (FS Cell), Fire
Support
Coordination
Center (FSCC)

Fire Support
Element (FSE), Fire
Support
Coordination
Center (FSCC),
Forced Fires
Coordination
Center (FFCC),
Supporting Arms
Coordination
Center (SACC)

Supporting Arms
Coordination
Center (SACC), Air
and Naval Gunfire
Liaison Company
(ANGLICO)

Air Organizations

Air Support
Operations Center
(ASOC), Air
Operations Center
(AOC)

Fire Support
Coordination
Center (FSCQC),
Battlefield
Coordination
Detachment (BCD)

Tactical Air Control
Center (TACC)

Direct Air Support
Center (DASC),
Tactical Air Control
Center (TACC)

Special Operations |Ground Liaison Marine Air Liaison | Navy and
Others Liaison Officer Officer (GLO) Officer (MARLO) Amphibious
(SOLE) Liaison Officer
(NALE)

C2 Systems of
Record

Global Command
and Control System
(GCCS) and
Theater Battle
Management Corps
System (TBMCS)

Command Post of
the Future (CPOF)

Command and
Control, Personal
Computer (C2PC)

Global Command
and Control System
- Maritime (GCCS-
M)

Fires Support

See JFIT capability
matrix
(Appendix A)

Target Location,
Designation, and
Hand-off System
(TLDHS), Advanced

Target Location,
Designation, and
Hand-off System
(TLDHS), Advanced

Naval Fires Control
System (NFCS)

System Field Artillery Field Artillery
Tactical Data Tactical Data
System (AFATDS) [System (AFATDS)
Table 2: Parallel Organizational Structures
2.2 CURRENT FIRE SUPPORT REQUEST SYSTEM

Within the organizational structure of these units there are processes and

methodologies for requesting fire support.

There are currently three basic

categories of fire support request systems in the DoD: Land-Based Indirect Fire
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Support, Naval Fires Support, and Close Air Support. Each of these categories
utilizes a different fire support request system or method and often has service-
specific differences within each functional category.

Land-based Indirect Fire Support is lethal or nonlethal fires that are
provided to a forward element from an artillery or rocket battery within weapons
range. For the purposes of this study, this fire support comes from another unit
and does not include indirect fire systems that are organic to the requesting unit,
such as mortars. Land-Based Indirect Fire Support is discussed in further detail
in Section 2.2.1.

Naval Fires Support is lethal or nonlethal fire support provided to a forward
element by a naval vessel. This category of fires typically encompasses naval
gunfire from surface ships, but can also include missiles launched from
subsurface assets. It does not include naval aviation strike assets. Naval Fire
Support is described in further detail in Section 2.2.2.

Close Air Support is fire support from the air by fixed and rotary-wing
aircraft against targets in such close proximity to friendly forces that detailed
integration with the fire and movement of those forces is required. CAS is
currently being employed by all service components, although Army doctrine
refers to it as “Close Combat Attack” instead of CAS.?® CAS request systems
also vary between services. CAS is described in detail in Section 2.2.3.

Each of these individual fire support request systems has been doctrinally
established to work independently of the others and they do not possess a robust
capability to interface with the other systems. With few exceptions, there are no
established capabilities to redirect a request to another fire support category if for
some reason it cannot be fulfilled by the requested method. These request
systems are isolated in both communications and organizational pathways.
Complicating the situation, the service components are not doctrinally obligated

to provide support equally to the other services. Section 2.2.4 describes the

% T. Crutchfield, W.T. Golden, IV, and T. Throne, Jr., "Close Combat Support,"
[http://www.globalsecurity.org/military/library/report/call/call_00-9 partl.htm], Sep 06.
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challenges to the current JFS request routing system. A simplified summary of

doctrinal fire support roles and missions obligations is shown in Table 3.

DOCTRINAL Arm . Nav . Air Force | Marine Corps
ROLES FOR Fi Sy Prowde-s Fi Sy Prowdefs Provides Fire Provides Fire
FIRE SUPPORT ire Support to: ire Support to: Support to: Support to:
Collateral . . Collateral
- Army Support Primary Mission Support
4
) Navy No Doctrine Collateral Primary Mission
a Support
L
e Air Force Collateral No Doctrine Air Force No Doctrine
DO: Support
a . . o :
o | Marine Corps Collateral Primary Mission Collateral Marine Corps
8 Support Support
SOF Primary Mission| Primary Mission|Primary Mission| Primary Mission

Table 3: Summary of Service Doctrinal Obligations for Fire Support
2.2.1 Land-Based Indirect Fire Support

In land warfare, the generation of maximum combat power results from
the most efficient use of firepower. Firepower is defined as the battlefield effects
produced by all weapons and attack systems available to the force commander.
Many of these weapons and attack systems are in the category of land-based
indirect fire support. Army Field Manual 6-20 describes fire support as follows:

Indirect fire support is the collective and coordinated use of land-
based indirect-fire weapons, and other lethal and nonlethal means
in support of a battle plan. Fire support includes mortars, field
artillery, air defense artillery in secondary mission, and air-delivered
weapons.  Nonlethal means are EW capabilities of military
intelligence organizations, illumination, and smoke. The force
commander employs these means to support his scheme of
maneuver, to mass firepower, and to delay, disrupt, or destroy
enemy forces in depth. Fire support planning and coordination exist
at all echelons of maneuver. Fire support destroys, neutralizes, and
suppresses enemy weapons, enemy formations or facilities, and
fires from the enemy rear area. In most land-based large-scale
conflict, fire support systems such as field artillery or mortars could
be the principal means of destroying enemy forces.?

% Department of the Army, Fire Support in The Airland Battle, Field Manual 6-20, May 1988,
p. 1-2.
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A typical unplanned request for Army artillery support from an Army unit
should follow the chains of command and communication as detailed below and

shown in Figure 12.

S aEs

/
cebr
AFATDS \

Artillery

Figure 12: Typical Request Routing for Army Unplanned Artillery Support

A soldier alerts the company FIST team of a target. A TLDHS is used to
accurately fix the target position. The TLDHS data is transferred into AFATDS
and additional target information is added as required. The AFATDS file is
transmitted up the organizational chain of command via a radio network (EPLRS,
JTRS, or other). The AFATDS file is reviewed within the battalion, brigade, and
division as required. At the brigade level and higher, C2 information from the
CPOF system is also reviewed. The FSCOORD within the division FS Cell
determines which artillery battery should provide support and assigns
the tasking.

At this point, the artillery battery receives the AFATDS file for action and
other organizations, like the BCD or involved FS Cells, also can review the
updated file for their information. Up to this point, the target data has remained in
the AFATDS system and has been transmitted via radio networks. However,

within the artillery battery’s Fire Direction Center, key data from the AFATDS file
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(i.e. target coordinates, etc) are now re-entered into the artillery control system.

Additionally, the artillery battery must now make voice contact with the originating

FIST team to coordinate the fire mission.

Voice communications confirm the

firing solutions and ordnance type, etc. This process is described in Figure 13.

Artillery Call for Fire Process

Forward Observer (FO)
calls for and adjust fire
on enemy.

(*% .. 200,

Fire Direction Center
(FDC) computes firing
data (range, trajectory
and shell/fuse info) to
pass to gun line’s gun(s)

Gun line gun(s) fire the
mission. FO observes
the effects, continues to
adjusts fall of shot until
“End of Mission” (EOM

(FDC) monitors the
mission and intervenes
as needed

Figure 13: Artillery Call for Fire Process (After®)

For planned fires, this organizational construct may be tailored to a more

direct connection from the FIST or FS Cell to the artillery battery. However, for

unplanned fire support, coordination through the division FS Cell and FSCOORD

are required. In any event, even in the more complicated case, decision making

is completed at a maximum of the O-5 level and the majority of the steps are

completed within the AFATDS system.

% Department of the Army, Tactics, Techniques, and Procedures for Observed Fire, Field

Manual 6-30, July 1991.
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2.2.2 Naval Fire Support

Naval Fire Support includes all weapons, other than naval aircraft, that are
launched from the maritime environment. This includes naval gunfire from
surface ships and missile fires from surface and subsurface ships. Naval guns
are employed from cruisers (CG-47 class with two 5-inch guns) and destroyers
(DDG-51 with one 5-inch gun; and DD-1000 with two 155 mm or 5-inch guns
planned). Tomahawk Land-Attack cruise Missiles (TLAM) can be launched from
cruisers, destroyers, and submarines, depending on loaded inventories.

Employment of naval fires support currently requires a qualified forward
observer team (FO) ashore to propose a target to the applicable Fire Support
Element (FSE). This request is forwarded up the chain of command (Marine
Corps) to the senior FSE known as the shore based Fire Support Coordination
Center (FSCC). A Forced Fire Coordination Center (FFCC) may also exist at the
MAGTF/MEF level.

The FFCC directs both the TACC (for air support) and regiment or
battalion FSE (for artillery and naval guns). To provide naval gun fire support,
the FFCC contacts the navy Supporting Arms Coordination Center (SACC) to
have a ship tasked for support of the request. The ship is assigned to support
the requesting FO either for a single mission, a designated period of time, or until
further notice. The ship then establishes radio communication with the FO and
provides fire support as requested. When an FSCC is not established ashore,
the forward observers report directly to the SACC. Ships will then typically be
pre-assigned as gun fire support units and will be available for tasking by
designated FO.

TLAM employment is directed by the Commander, Joint Task Force
(CJTF) strike cell. A formalized record message exchange, along with mission
plans are sent to the ship and the weapons are employed as directed.
Employment of tactical Tomahawk missiles is expected to be ordered by the
CJTF to the JFMCC then the ship or submarine. The initial request for fires

would come from the forward observer, be validated at the CJTF level then

43



tasked. If release authority and mission planning software was available to the
SACC (or firing unit), the communication flow would follow that used for
naval gunfire.

Current employment of naval guns in a fire support role closely resembles
the employment of artillery. A qualified forward observer establishes and
authenticates radio contact on a specified frequency with the pre-designated fire
support ship. Calls for fire are passed via voice to the ship and repeated back to
the observer to ensure that they were correctly understood. The coordinates are
entered into the gun weapon system aboard the ship, which calculates aiming
parameters, and spotting round(s) are shot. Corrections from the impact of the
spotting round(s) are passed by voice from the forward observer and additional
spotting shots, if required, are made until the aim point is correct. The target is
then engaged with the requested volume and type of fire.

Errors in initial round impact stem from a variety of sources. Position error
of both the ship and forward observer even with GPS can be several meters.
Accuracy of the map in regards to the datum used will also introduce errors in
positioning. Aerodynamic effects on the round, especially at longer ranges
achieved by the new Extended Range Guided Munitions (ERGM) may not be
consistent throughout the fires mission and cannot be perfectly evaluated prior to
shooting. Precision in the quality of the target position is inherently difficult due
to equipment limitations. Laser range finder accuracy in range determination is
very good, but the lack of portable laser ring gyroscopes limits bearing accuracy
to that obtainable by a digital magnetic compass. These errors combine to
produce a “danger close” range of 750 meters which require direct
communication between the firing ship and forward observer to “walk” the
spotting rounds onto the target.®

The installation of the Mk 160 5-inch/62 caliber upgraded gun weapon
system on cruisers and destroyers, along with the automated Naval Fires Control

System (NFCS) provides a digital interface from the forward observer to the

3. Department of the Army, Tactics, Techniques, and Procedures for Observed Fire,

Field Manual 6-30, July 1991, p. 4-4.
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SACC and fire support ships. NFCS receives and processes digital data
requests from various USMC fire support systems via radio frequency data links
from a Military Ruggedized Tablet (MRT) or Personal Digital Assistant (PDA)-
based system via AFATDS or directly depending upon specific system
configuration. Fire missions are planned within NFCS and tasked to the support
ships. NFCS also displays a common operational picture of the littoral area of
operations and highlights conflicts of air, sea, and land assets with respect to
fires response.*?

NFCS is used along with AFATDS and Command and Control Personal
Computer (C2PC) to maintain a coherent operational picture of the battlespace.
Transfer of data between these systems is transitioning to a fully automated
digital information exchange. Data link information is also received from USAF
Theater Battle Management Core System (TBMCS) Air Tasking Orders and Air
Control Orders. NFCS displays conflicts with air assets along the 5-inch
projectile flight path, but these displays are dependant upon the quality of the
inputs for aircraft positions from these other systems and operator interaction.
One advantage of naval surface fires is the ability to reposition the firing ship.
This action may allow for a suitable gun-target line to resolve airspace conflicts.

Another Naval Fire Support weapon is the Tomahawk. Improved TLAMs
and the Tactical Tomahawk variants are both expected to be in the inventory in
2020. Currently, TLAM missions are designed by planning system detachments,
either land-based or afloat on the carrier. The mission data is then sent to the
shooter (surface ship or submarine) via tactical data link along with the tasking
and authority to fire. Ship’s company plots the missile flight path to the first pre-
planned waypoint, ensuring the missile is deconflicted with nearby air and naval
traffic, and fires the TLAM. Planned improvements in the Tomahawk Afloat
Planning System (TAPS) will allow the battle group commander to plan or modify

TLAM missions while at sea.®

% G. T. Kollar, “Naval Fire Control System,” Field Artillery, March/April 2005.

% Federation of American Scientists, “MK 37 TOMAHAWK Weapon System (TWS), Afloat
Planning System (APS), Theater Mission Planning Center (TMPC),” [http://www.fas.org/man/dod-
101/sys/ship/weaps/tmpc-aps.htm], Oct 06.

45



“Tactical Tomahawk has the capability to be reprogrammed in-flight to
strike any of 15 preprogrammed alternate targets or redirect the missile to any
Global Positioning System (GPS) target coordinates”.* This capability for GPS
targeting allows for rapid mission planning to be conducted by the firing unit
(CG/DDG/SS(G)N) as a potential time sensitive fire support response. While this
planning and re-tasking option will reduce the time required for response, the
TLAM as a weapon is not well-suited for un-planned targets. One reason for this
is the subsonic fly-out of the TLAM that limits response time, especially for long
range targets. Although the range of a TLAM is nearly 1000 miles, at 600 mph
only targets within 100 miles could be reached within 10 minutes. “Tactical
Tomahawk will have a limited capability against time-sensitive targets. Unlike an
armed unmanned aerial vehicle or the unmanned combat aerial vehicle, Tactical
Tomahawk cannot be recalled, and its ability to loiter over the battlefield is limited
by its relatively short endurance.”®

In a typical request for Naval Surface Fires from an ashore Marine Corps
combat element should follow the chains of command and communication as

shown in Figure 14.

3 Federation of American Scientists, “BGM-109 Tomahawk,” [http://www.fas.org/man/dod-
101/sys/smart/bgm-109.htm], Oct 06.

% 3. Morrow, “What Comes after Tomahawk?,” Proceedings, retrieved on October 2, 2006,
from www.usni.org/Proceedings/Articles03/PROmorrow07-2.htm, July 2003.
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Figure 14: Marine Requests for Artillery or CAS

The Marine Corps GCE uses a TLDHS to accurately fix the target position.
As before, the TLDHS data is transferred into AFATDS where additional target
information is added as required. The AFATDS file is transmitted up the chain of
command to the battalion, regiment, and division FSEs, the FSCC, and/or the
FFCC via a radio network (EPLRS, JTRS, or other). At the FFCC, for a Marine
Corps-only scenario, C2 information from the C2PC system is also reviewed. |If
this fires request will involve naval surface fires, C2 information from GCSS-M is
also considered.

For the case where Marine Corps mortars/artillery will support, the FFCC
director tasks the appropriate providing battery. Again, while the AFATDS file is
forwarded to the providing battery, key targeting data is re-entered into the
artillery weapon control systems. Also, a voice link from the providing battery to
a forward observer (usually in the originating FSE) is established to coordinate
the fire mission.

For the case where Naval Surface fires will support, the FFCC must
interface with the SACC. At this point, the original AFATDS request is re-entered
into NFCS. GCSS-M is also reviewed. Once the SACC decides on a course of
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action for potential NSF support, leadership for the MAGTF, CATF, and or CTF
must be notified (also known as the Supported and Supporting commanders in
some theaters). A tasking message for the Commander of the providing ship is
generated and the NFCS targeting information is passed to that ship via standard
ship-to-ship communication networks. The providing ship makes voice contact
with a FO within the requesting organization to direct fires. The CAS case will be
described in the following section.

In the Marine-supporting-Marine example, decision making is completed
at a maximum of the O-5 level and the majority of the steps are completed within
the AFATDS system. However, in order to get support from the Navy, the level
of leadership complexity increases to the O-7 level with a corresponding number
of extra steps. From a communications/networking perspective, re-entering the
data into NFCS and the integration of a separate C2 system, GCCS-M, is
problematic. It is unlikely that a Marine FO, using his AFATDS system, will be
completely in synch with the providing ship, using its NFCS system. So the
coordination step requires comprehensive voice communications support, which
is often difficult for ship-to-shore message traffic. The same dilemma is posed by
using different C2 *“systems of record” which, by definition, display

information differently.

2.2.3 Close Air Support

According to Joint Pub 3-09.3, “CAS is air action by fixed- and rotary-wing
aircraft against hostile targets that are in close proximity to friendly forces and
that require detailed integration of each air mission with the fire and movement of

those forces.”®

CAS includes a variety of weapons delivered from Air Force,
Navy, and Marine Corps aircraft. These weapons include guided and unguided
bombs, rockets, and missiles as well as nonkinetic effects delivered by aircraft.
CAS effects on the target vary dramatically according to the weapons employed

and the platform that employs them.

% Department of Defense, Joint Tactics, Techniques, and Procedures for Close Air Support
(CAS), Joint Publication 3-09.3, Change 1, 2 September 2005, p. GL-7.
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Close Air Support engagements are inherently difficult to perform well due
to coordination and integration challenges. This employment difficulty stems
from several sources, including the physical differences between the land and air
environments, the contrasts in equipment speeds, and the communications
challenges between these two settings. These are some of the many reasons
why CAS employment typically requires a qualified FAC or JTAC who is
intimately familiar with the supported friendly force status and intent. The JTAC
and the TACP, which the JTAC is a part of, is the ground commander’s sole
conduit to CAS fires and the primary mechanism he uses to maximize the
employment of CAS. Joint Pub 3-09.3 describes the commander’'s
responsibilities for CAS employment:

CAS is an element of joint fire support. Synchronizing CAS in time,
space, and purpose with supported maneuver forces increases the
effectiveness of the joint force...The supported commander
establishes the priority, timing, and effects of CAS fires within the
boundaries of the land, maritime, SOF, or amphibious force’s area

of operations.®’

The “synchronization” of CAS in time and space with other fires is an art
that requires training, practice, and understanding of the ground situation
and intent.

CAS requests can be divided into two categories: planned CAS and
immediate CAS. Planned CAS is typically requested to support offensive
operations or as a preventative measure based on anticipated target
opportunities. Immediate CAS requests are reactive by nature and are
unplanned but too urgent to wait for tasking via the day-long ATO cycle.
Whether tasked via a preplanned or immediate request, there are typically CAS
assets available or “on-call” to strike evolving targets. The concept of “Push
CAS,” where CAS aircraft are launched to an on-call mission in anticipation of an
immediate CAS request, was used extensively in Operation Iragi Freedom but its

successful application is reliant on an abundance of CAS assets.

3" Department of Defense, Joint Tactics, Techniques, and Procedures for Close Air Support
(CAS), Joint Publication 3-09.3, Change 1, 2 September 2005, p. I-1.

49



In a typical immediate request for CAS, the ground commander will have
to first decide to request CAS in lieu of or in addition to other fire support. Upon
making the decision to request CAS against a target, the commander instructs
his TACP to send a request via the AFARN (Army request) or the TARN (Marine
request). The critical request information is compiled by the TACP onto Section |
of the DD Form 1972, Joint Tactical Air Strike Request, and sent via voice over
the AFARN to the ASOC, or over the TARN to the DASC. The portion of the
target and engagement data in block 8 of the DD Form 1972 is commonly
referred to as the “9-line.” Figure 15 shows a sample of the DD Form 1972.
(Note: There are actually 21 different versions of the 9-line. Please see

Appendix B for an explanation of data formats.)
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JOINT TACTICAL AIR STRIKE REQUEST

See Joint Pub 3-09.3 for preparation instructions.
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Figure 15: DD Form 1972, Joint Tactical Air Strike Request (From %)

* Department of Defense, Joint Tactics, Techniques, and Procedures for Close Air Support
(CAS), Joint Publication 3-09.3, 2 September 2005, pp. B-5.
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When the request is received at the ASOC or DASC, it is aligned with one
of the available CAS providers available. The ASOC typically only has Air Force
aircraft available for tasking and the DASC typically only has Navy and Marine
aircraft available for tasking. In practice, if either the ASOC or the DASC do not
have enough CAS providers to fulfill their requests they contact the other to
attempt to pass target requests.

As the CAS request system exists today, there is very little, if any,
consideration given to the synchronization of CAS providers and desired effects.
The immediate CAS requests are sent to the ASOC or DASC and an available
asset is assigned to fulfill each request. These pairings are completed in a more
or less “first come, first serve” manner with only some consideration given to
urgency of the request (“troops in contact” requests are given priority).

The target tasking orders that fulfill the requests are then passed to the
CAS aircraft via a UHF/VHF voice transmission. Once the aircraft arrive near the
target area, they contact the JTAC directly via UHF/VHF radio. The JTAC
provides the CAS aircraft with a brief description of the ground situation, the
known or suspected anti-aircraft threats, and describes any deconfliction
measures in place to protect the fire support providers (separating the aircraft
from other aircraft or ballistic fires like artillery). The JTAC then verbally or
digitally passes the target data to the CAS aircraft using the “9-line” format or
derivative. Once the CAS provider has the required information and a situational
awareness of the engagement area, the JTAC will then typically send a verbal
description of the target to the aircraft to aid in acquisition of the target during the
attack. Once the attack begins, the JTAC or FAC will give final weapons release
approval to the CAS aircraft only when he is satisfied that the aircraft is attacking
the intended target. Because of the amount of coordination involved to execute a
CAS engagement, it typically takes at least 10 minutes from first radio contact
with the aircraft to weapons impact on the first target in the area. Subsequent
target attacks in the vicinity take less time. A typical Army request for Air Force
CAS support should follow the chains of command and communication as

detailed below and shown in Figure 16.
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Figure 16: Army Request Routing for Artillery or AF CAS

A soldier alerts the company FIST of a target. Again, a TLDHS is used to
fix the target position and the data is routed up the chain of command via the
AFATDS system and the radio networks. At one of the command levels up
through the BCD, based on the target characteristics, permission is given to a
FO, FAC, TACP, or JTAC to contact the ASOC to request Air Force CAS
support. At this point, the AFATDS file is manually transcribed into the “9-line”
request format and read to the ASOC. The ASOC (within the AOC) considers
the resources it has under its control and the C2 operational picture as presented
by TBMCS (or GCCS). It makes a decision to task one of its assets and makes a
voice connection to that platform via one of many possible communications
routes. (The complexity of aircraft communications and data links is shown in
Appendix A, JFIIT Interoperability assessment matrix.)

The ASOC may pass part or all of the “9-line” data to the tasked platform
with instructions to contact the originating FAC, TACP, or JTAC. The aircraft
commander will confirm “9-line” data, coordinate with the FAC or JTAC, and

complete the engagement.

53



While it has been technically demonstrated that AFATDS data can be
passed to specifically configured aircraft and presented in the cockpit via
particular data links and special on-board systems, this capability is not high
priority for the services as it could not be generally applied across an aircraft fleet
with divergent communication link and on-board system baselines. Continued

translation to a verbal 9-line format is far more likely.

2.2.4 Challenges of a Joint Fire Support Request

The examples above outline the basic chains of command and
communication for fires support requests. The environment becomes
significantly more complicated when non-standard service pairings are
considered. The example in Figure 17 illustrates the coordination and decision
making complexity within a Marine request for JFS from providers outside of

standard request channels.
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Figure 17: Coordination and Decision Making Complexity of JFS

The Project Team approached this analysis from the perspective of
standard, published organizational constructs that preserve standard operational,

tactical, and administrative lines of control. This was done for two primary
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reasons. First, it allowed decision-making to be completed within the boundaries
of fielded systems and current training methods. It also allowed system failures
to be traced back to the appropriate level of command within the owning service.

The team concedes that there are probably an infinite humber of ways to
assemble an organizational structure if different assumptions are applied. For
example, a capabilities-based construct could be used to greatly simplify the
overhead associated with chains of command. However, that construct would
assume perfect interoperability of all underlying systems. The team deemed an
approach like this one as more risky than the one chosen.

Coordination and decision making complexity examples are shown in
Appendix C. Networking and automated information system complexity is
evaluated in Section 4.3.1. Conclusions from these diagrams may be found in
the metrics summary table in Section 2.6.

2.3 FUNCTIONAL ARCHITECTURE

The SEDP (as described in Section 1.3) transforms the stakeholders’
requirements and needs into a set of system functions and process descriptions
that generate information for decision makers and provide input for the next level
of functional development. These system functions and process descriptions
also form a “blueprint” of what the system needs to do and what performance
criteria are used for assessment of alternative solutions. This set of artifacts
forms the functional architecture.

Many Systems Engineering experts refer to this process as a functional
analysis. According to Blanchard and Fabrycky, a function is “a specific or
discrete action (or series of actions) that is necessary to achieve a given
objective.” The objective of this analysis is to determine what the system must

do but not constrain the solution space into how it must be done.

2.3.1 Input-Output Modeling

% B. S. Blanchard W. J. Fabrycky, Systems Engineering and Analysis, 4th ed., Pearson
Prentice Hall, 2006, p. 62.
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The JFS system and environment can be described on the basis of the
inputs and the outputs of the system, and this Input-Output model serves as a
key artifact of the overall functional architecture. These system flows include
Controllable and Uncontrollable Inputs and Intended and By-Product Outputs.
The Input-Output (I-O) Model for a fire support request is critical to ensuring the
end-product is flexible and responsive to any operating environment in which the
end-product may be used. The I-O Model was a tool used by the Project Team
to help scope and bound the problem.

The system being proposed consists of a process that accepts a valid
target, generates and transmits a tasking order to the “best provider” based on
the current rules of engagement, commander’s intent and COP. The intended
output of the system is secure tasking orders with an expectation of improved
timeliness and reduced risk of fratricide. Unintended results of the system were
evaluated to include risk of transmission intercept; undetected errors in the fires
request; and uncontrollable environmental interference preventing transmission
of request or tasking. The process used for determining the inputs and outputs is
described in more detail in Appendix C. Neither the input nor the output items
were prioritized in this modeling step. The resulting input and output model is

described in Figure 18.

Controllable Intended
Valid Requests For Fires Fires Tasking
Commander’s Intent Logistical Updates
Rules of Engagement Secure Transmission
Provider Status Avoid Fratricide
Training Update Operational Picture
Inputs The System Outputs )
Uncontrollable
Operator Error By-Products
Data Error Transmission Intercept
Transmission Delays Improved Utilization of Assets
Interference Sensor Failures
Topography Enemy Response
Weather

Figure 18: Input-Output Model
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2.3.2 Functional Decomposition of Joint Fires

Due to the complexity of the existing Joint Fire Support system and the

constructs chosen thus far, a time-flow approach was taken to perform the initial

functional breakdown. In a general request for fire support, the following steps

are completed:

First, details on a potential target are collected by a fielded unit.
Second, when a unit decides it cannot prosecute the target with its
resources, the target details are forwarded to higher organizational
levels in some form of Joint Fire Support (JFS) request.

Third, at the higher organizational levels, a data collection and
synthesis occurs. There are organizational constraints on the
range of data that can be collected so the data synthesis that
results is a function of the data input. Steps two and three can
happen repeatedly until one of the organizational levels has the
ability to act.

Fourth, a decision and a corresponding action plan are made.

Fifth, the decision and action plan are disseminated to affected
organizational levels.

Sixth, the involved organizational levels execute the action plan.

This functional flow is outlined in Figure 19. The functional flow within the

project design space aligns with the Track, Target, and Engage functions
described by the F2T2EA model.
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Figure 19: Functional Flow Diagram of the System

These system functions are multi-faceted and inter-related. This system’s
primary functions include: sending the JF request, processing the JF request
(which includes making a decision based on collected information), sending the
JF tasking to the provider, and receiving feedback from the provider that the
tasking was either accepted or rejected (reclama). Additionally, this system must
have a sufficiently capable communications infrastructure to transmit and receive
the necessary information. The following are descriptions of what is involved in
each one of these overarching, top-level functions (see Appendix D: Functional

Flow Analysis, for a more detailed analysis):
Send JF Request: This system function involves the process of

gathering information about the target, the requester, and the desired effects on

the target. The output of this function is a majority of the actionable information
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for the rest of the system. (See Appendix B for more information about fire
support request formats)

Process JF Request: This function involves gathering information from
other sources to help decision makers develop a preferred course of action. The
ability to pull data from C2 systems regarding position of Blue/Red forces, as well
as other on-going operations, and link this information with provider availability is
a key component of this function. This function will also prioritize each request
within the context of the larger area of operations. It will also provide a listing of
necessary actions to deconflict a particular fires provider with the target area (i.e.
avoid flying aircraft through artillery landing zones). The output of this function is
all available information to make a preferred requester/provider pairing. This
quality of the output is highly dependent on the source data. Based on the
information available to the appropriate decision-maker, a preferred course of
action will be selected.

Send JF Tasking to Provider: At this point, the request along with
relevant additional information will be transmitted to the fires provider. This may
be the first time the fires provider has been contacted regarding a particular
mission, so complete and accurate information transfer is important.

Provider Accepts/Reclamas Tasking: Based on the mission tasking
and current provider status, there is an opportunity for a provider to opt out of a
tasking. Until the designated fires provider accepts a tasking and coordinates (as
required) with the requesting unit, the management structure will continue to
track the fires request.

Communication: Underlying these other system functions, this system
requires communication. Lack of adequate communications is a primary failure

mode of this system so it will be tracked as a stand-alone function.
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2.3.3 F2T2EA Functional Analysis

The “Find, Fix, Track, Target, Engage, Assess” kill chain forms the basis
of the Joint Fires chronological process. The target type is an “unanticipated,
immediate target” that was not planned to be struck and needs to be serviced
outside of the normal air tasking order planning cycle.** An analysis of the
functional sequence and the chronological order of the functions provide
additional insight into the design problem. Additionally, the data that must be
utilized by each of these functions must be identified. The movement of essential

data between functions is summarized in Figure 20.
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Figure 20: Context Diagram of Functional and Data Flow
2.34.1 Track Functional Analysis

During the track phase, the requester has a valid target position

and maintains contact throughout engagement. The request message is sent to

“0 Secretary of Defense, Commanders Handbook for Joint Time-Sensitive Targeting,

Department of Defense, 22 March 2002, p. I-2.
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the appropriate authority for processing and approval. Target updates may be
made through the same process until ordnance is delivered.

The request for fires process is subdivided into a series of
sequential events. First, a formatted request message is created (either voice or
data message). Regardless of the method used, the request message is sent
and receipt is acknowledged by the receiving entity. The request may be filtered
through several levels of command based on organizational structure, rules of
engagement, and commander’s intent. Next, the target is approved as valid for
prosecution and assigned a priority. The following items would normally be
considered prior to validating the request: proximity to friendly forces; presence
of special operations or coalition forces without real-time blue force tracking;
battle damage assessment from previous attempts against target; collateral
damage estimates; military law or Intel pre-set no-fire zones; and request
duplication. The validated target is then forwarded to a target-provider pairing

authority and/or an automated algorithm within the target system function.

2.3.3.2 Target Functional Analysis

The targeting phase begins with a validated target. To generate a
provider tasking the system will assess desired effects, engagement options,
assets available, location of available assets, and target environment. The
algorithms required to generate the pairings can be automated or manually
processed within a system, organization, or staff.

The request processing function and the assignment of a fire
support provider are intertwined, but the methodology options to determine the
pairings of the requests with the providers is a unique function with numerous
options. Regardless of the specific methodology involved, a method or process
is needed to perform the function of matching or pairing a request with a
weapon system.

The system should allow providers responding to a validated target
to be re-tasked, if required. If a higher priority target “pops up”, assets on the

ATO with lower priority targets should be considered as available providers.
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Depending on operational tempo, it may not be advantageous to change the
ATO. However lessons learned from Desert Storm indicate that “flexibility of the
ATO must be improved to account for changes, shifting priorities and real time
target requirements as the campaign progresses.”*

When the provider-target pairing (and deconfliction functional
process, if required) is completed, the authority to task the asset is obtained and

tasking message is generated.

2.3.3.3 Engage Functional Analysis

The engagement phase begins when the tasking order is
transmitted to the designated fires provider and receipt is acknowledged. This
tasking can be voice or a data message specific to the provider platform
receiving the order (i.e., NFCS, AFATDS, ATWCS, Link 16, etc.). The provider
should have the capability to return the task to the tasking authority (reclama or
cantco [can not comply] for authorized reasons such as low fuel state or lack of
weapons). Additionally, the requesting unit should be informed of the tasking
and, at a minimum, be provided with a reply delineating who is providing the
support and when it should be expected.

Concurrent with the provider tasking, an asset to provide battle
damage assessment (BDA) should be identified. For the targets considered, time
sensitive in direct contact, the requester is assumed to be capable of providing
this BDA.

For some targets, it may be required to establish direct
communications from the provider to the requester. This may include “Danger
Close” situations with artillery or naval guns, and most close air support missions
rely on voice communications to prevent fratricide.

The proposed system does not consider the actual engagement.
Once the provider is tasked and the requester is informed. The engagement
becomes a matter of the tactical operation of the weapon platform. BDA is
presumed to feed into the common operating picture so that destroyed targets

* Department of the Navy, “U.S. Navy in Desert Storm and Desert Shield,”

[http://www.history.navy.mil/wars/dstorm/ds6.htm], Sept 06.
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are not re-attacked. Similarly, requests for re-engagement are treated as a new

request with an updated priority based on current operational situation.

2.3.4 Functional Hierarchy

The functions identified in the F2T2EA functional analysis were distilled
and arranged into a hierarchy of functions. The advantage of this construct is
that it allows analysis of functions based on functional groupings instead of a
chronological sequence.

The Track phase of the F2T2EA process is simply the transmission of the
fire support request data. The next phase of the system can be sub-divided into
four distinct functions: process request, match user to provider, task the provider,
and send tasking feedback to the requester. Once tasked, the provider
acknowledges the receipt of the tasking by accepting or declining the tasking.
This reply from the provider defines the end state boundary of this system
design. All of these functions are enabled by the communication of data, intent,
and authority between the functions. The hierarchy of functions for the proposed

system is shown in Figure 21.

The
System
Track Target Engage
Requestor Provider
Sends JF Accepts/
Request Reclamas
Tasking
Process Match Task JF Send Feedback
Request User-Provider Provider to Requestor

Figure 21: Functional Hierarchy
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2.4 NEEDS ANALYSIS

In accordance with the SEDP, the stakeholder’'s needs and desires were

decomposed, assessed, and compiled in an Analysis of Needs.

2.4.1 Stakeholder Analysis

The primary purpose of stakeholder analysis is to identify the people or
agencies that are relevant to the design problem and to determine their needs,
wants and desires with respect to it.** Due to the size and complexity of the
design problem, and the broad scope of the JFS study area, determining the
stakeholders was a difficult task. Thanks to the joint nature of the Naval
Postgraduate School’'s student body, the Project Team was able to speak with
numerous groups of students intimately familiar with JFS procedures and
challenges. The service-diverse makeup of the team also improved the team’s
ability to identify and contact stakeholders both on and off-campus. Throughout
the stakeholder analysis process, the stakeholders were asked to specifically
identify and discuss their “needs, wants, concerns and desires” for a Joint Fire
Support system of systems in the year 2020.

During the interview process the team conducted several trips to visit
stakeholders, arranged video teleconferences, and made numerous telephone
interviews with stakeholders outside of the local area. Group meetings were held
periodically with the student and faculty stakeholders identified at NPS. All of
these interviews were vital to the process of extracting the specific and overall
expectations of a proposed JFS system.

Stakeholders for a JFS system are a diverse group with different
perspectives and priorities. Identifying the perspective of the stakeholder not
only assisted with locating other stakeholders with a similar perspective, but it
also helped the team to understand the motivations for the system needs and
wants identified by the stakeholder. The perspectives of the identified
stakeholders run the gamut between decision makers and end users in the field.

“2B. S. Blanchard, and W. J. Fabrycky, Systems Engineering and Analysis, 4th ed., Pearson
Prentice Hall, 2006, p. 323.
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The stakeholders’ perspectives were considered when the team began fusing the
numerous stakeholder needs and wants into a manageable and conclusive list.

The decision making stakeholders have the authority to make impacting
and final project decisions when multiple design choices are available. For a
Joint Fire Support system that may include tasking of joint military assets, one of
the primary decision makers is Joint Forces Command (JFCOM). Additionally,
the Combatant Commander (COCOM) and the acquisition leadership of each
service component were also identified. JFCOM has established the Joint Fires
Integration and Interoperability Team (JFIIT) at Eglin AFB, Florida to “act as the
lead agent for USJFCOM to investigate, assess, and improve the operational
effectiveness of joint fires.”™ The team contacted JFIIT and conducted several
telephone interviews. Additionally, the team traveled to JFIT in
June 2006 and met with them again at the National Training Center, Fort Irwin,
California in October 2006. JFIIT's insights were vital to the identification of
JFS needs.

The organizational leadership entities of any proposed JFS system would
certainly have a significant input into the decision maker category. This includes
leadership utilizing the system to lead, direct, and protect their forces. At higher
command levels further from the battlefield, the military leader’'s needs and wants
are not the same as the needs and wants of the battlefield commander. For this
reason, the team consulted with mid-level military leaders from all of the combat
services. Through trips to Fort Sill, Oklahoma, Fort Irwin, and Nellis AFB,
Nevada the team was able to gather the wants and needs of a wide range of
military leaders involved in JFS. At Fort Sill, the team interviewed the USMC
detachment responsible for training Marines to operate AFATDS and its
associated systems and later the AFATDS program manager for software
development. At Fort Irwin, the team interviewed National Training Center
exercise participants in the field during maneuvers and assisted JFIIT personnel

with data collection efforts during the exercise. At Nellis Air Force Base, the

*3 Department of Defense, “Joint Fires Integration and Interoperability Team (JFIIT),”

[http://www.jfcom.mil/about/com_ffiit.htm ], May 06.
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team consulted with the cadre of Air Warrior, the organization responsible for the
CAS component of the National Training Center exercises. Additionally, the
team met with the Joint Test & Evaluation agency for Joint Fires Coordination
Measures and the Joint Air to Ground Operations Group.

The team had the unique opportunity to attend the National Fire Control
Symposium in Tucson, Arizona to discuss JFS with both defense contractors and
academia. The involved agencies that presented concepts for future JFS
included Raytheon, NAVSEA, MIT Lincoln Labs, and Lockheed, among others.

The most obvious group of stakeholders for a JFS system is the engaged
troop requesting the JFS. Discussions with numerous combat veterans on NPS,
at Fort Sill, and at Fort Irwin provided the team with a very solid understanding of
the desires for this group of stakeholders. Additional information on the methods
used to identify and specific comments made by the stakeholder can be found in
Appendix D.

After fusing the input from all of the stakeholders, the following list of
“needs, wants, concerns and desires” that defines the characteristics of any
proposed JFS system. The list below is arranged in relative order of importance:

o Efficient Turn-Around Time On Fire Support Requests

. Reliable System

o Very High Level Of Availability

. Flexible Communication Methods

. Ability To Manually Override Any Automation

o Easy To Maintain And Setup

. Simple Training

J Scalable System

. Interoperability With Current Platforms

o Share A Common Awareness

o Efficient And Accurate Decision Support

. Reliable Archiving Of Historical Message & Tasking Data

. Uncomplicated, Straightforward System Operation
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2.4.2 Effective Need

The Needs Analysis process allows for a summation of the stakeholder
defined needs into a refined and summarized need statement. Based on the
current state of JFS, the anticipated future capabilities for JFS, and the needs
and desires of the stakeholders involved, the effective need that will drive the
proposed system design and define the functional, physical, and operational
architectures of the solution is to: “Define an operationally feasible Joint Fires
request, coordination, and tasking architecture that enables rapid battlefield
effects for the Commander.” Any system design alternatives will be measured by

their ability to satisfy this effective need statement.

2.4.3 Hierarchy of Objectives

The individual needs identified through stakeholder analysis and review of
source documents were consolidated and organized into the Objectives
Hierarchy shown in Figure 22. System objectives are composed of functions and
attributes. This Objectives Hierarchy allowed the Project Team to develop
relevant metrics and measures of effectiveness used to evaluate the
performance of design alternatives. A detailed discussion of the system

attributes and metrics follows in Sections 2.5 and 2.6.
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EFFECTIVE NEED:

Define an Operationally Feasible Joint Fires Request, Coordination, and Tasking
Architecture that Enables Rapid Battlefield Effects for the Commander.
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Figure 22: Objectives Hierarchy
2.5 NECESSARY SYSTEM OBJECTIVES

The functions and attributes that the proposed system must possess can
be traced to three sources: the intended environment of the system, essential
stakeholder needs, and analysis of the source documents requesting the system.
The Project Team sorted and evaluated these objectives according to the
primary needs the proposed JFS system will support. These objectives have
been segmented according to the objectives hierarchy and are described below.

The primary system objectives are: Request, Process, and Task,
Coordination, and Operational Feasibilities. The sub-objectives that make up
these top-level system objectives are described Figures 23 and 24. Any
proposed system must efficiently process a joint fires request and then select an
appropriate provider. The processing of the request must be accomplished in

less time than the current JFS system (Figure 23).
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Figure 23: Request, Process, and Task Objectives of the System

The proposed system must provide efficient procedures for tasking of
effects-based requests and must be able to pass those tasking orders to a
variety of weapon systems in a format that is useable. A variety of methods and
procedures exist to request fire support depending on the service, type of
delivery platform, and area of operations. Any proposed JFS system must
simplify the request process and standardize the information required to engage
the target.

The prioritization, pairing, and deconfliction algorithms used in this
process must be flexible in order to support a variety of operational environments
and changing ROE in support of the commander’'s intent. A single, fixed
algorithm for pairing, prioritization or deconfliction is insufficient to support the
broad spectrum of commander’s intent. Dynamic algorithms, or a selection of
algorithms that provide varying degrees of control, collateral damage
considerations, and asset risk are appropriate and required to support a variety
of operations and enable the process to be scaled and tailored to the current
environment. The system must also possess key attributes related to the

coordination of requests and tasking orders (Figure 24).
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Figure 24: Coordination Objectives of the System

The proposed system must integrate the individual service capabilities into
a joint fires effort, standardize training, tactics and procedures, and consolidate
and fuse a variety of C2 information. It should provide greater horizontal and
vertical integration. The final top-level system objective is operational feasibility
(Figure 25).

Operational
Feasibilities
|

—1 Availability

Inter-
operability

— Usability

— Reliability

—] Sustainability

Figure 25: Operational Feasibility Objectives of the System

Feasibility encompasses the foundations required to actually produce and
field the family of systems that enable joint fire support. In short, the system
must work in the way that it was intended to work. Operational feasibility must be

assessed in the fielded environment and it must meet or exceed accepted levels

70



of performance. A JFS system, as the basis of its design, should be
interoperable, usable, reliable, available, and sustainable over the duration of an
operation

or mission.

In order to meet the need for interoperability, the system under
consideration must be able to accept requests from all four service components,
SOCOM, and potential allied or coalition forces and pass data and tasking orders
along to a similar variety of providers. Individual fielded systems, including
request input devices, radios, data fusion tools, and C2 systems should meet
specified usability, reliability, maintainability, and availability requirements
developed in the detailed design.

The usability of the system is an attribute that assesses or determines the
ease-of-use of interfaces. It should include system efficiency, errors, and
satisfaction of the user. Reliability of the system refers to the ability of the
system to perform and maintain its designed function in routine, hostile, or
unexpected situations or circumstances. The standard for maintainability should
be that the system will be maintained in or restored to the specified working
condition within a set standard of time, provided the appropriate maintenance is
performed in accordance with the designed maintenance procedures and
available resources. Availability standards refers to the degree to which a
system or sub-system is available and operable. In simple terms, it is the time a
system is available to perform the function it was designed to perform. A true
assessment of Operational feasibility can only be done on a more detailed,
physical SoS design. Reliability of the conceptual systems is qualitatively

assessed in chapter 6, Risk and Reliability

26 SYSTEM METRICS

The necessary system attributes and essential functions defined in the
previous sections were assessed and divided into those objectives that could be
directly measured (quantifiable metrics) and those that could only be subjectively

assessed or validated (qualitative metrics). The Objectives Hierarchy developed
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in Section 2.4.3 was studied to determine how to assess satisfaction of those

needs. The results of that analysis were the metrics that should be evaluated.

Several quantifiable metrics were identified for evaluation using modeling and/or

simulation. Those metrics are:

1.

2
3.
4

o

Processing Time (for a Request to be Serviced)

Pairing Effects Ratio

Number of Systems Involved (in the Request-to-Tasking Process)
Number of Decision Points (involved in the Request-to-Tasking
Process)

Number of Steps Involved in the Process

Number of Process Gaps (in the Request-to-Tasking Process)

Blue Force casualties.

These metrics can each be traced to an identified need in the

Objectives Hierarchy, as seen in Figure 26.
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EFFECTIVE NEED:

Define an Operationally Feasible Joint Fires Request, Coordination, and Tasking
Architecture that Enables Rapid Battlefield Effects for the Commander.
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Figure 26: Traceability of Quantifiable Metrics to Identified Needs
Qualitative metrics were identified and assessed based on discussions
with stakeholders and among team members. Additionally, qualitative metrics
were influenced or defined by the environment in which any JFS system will

operate in and the capabilities of the current JFS system. A summary listing of

potential metrics and functional breakdown is shown in Table 4.
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Functions

System Objectives

Metrics

Standardized Process

# of Systems Involved

# of Decision Points

Coordination

Horizontal & Vertical
Integration

# of Steps in the Process

# of Process Gaps

Processing Time

Request, Reduce Time to Process :
Process, Blue Force Casualties
Task Effects-based Pairing Pairing Effects Ratio
Availability Future Studies
Operational Interoperability Subjective Assessment
Feasibility Usability Future Studies
Reliability Subjective Assessment

Sustainability

Future Studies

Table 4: Performance Metrics of System Objectives

These metrics will be used to compare proposed JFS system alternatives

through modeling, simulation, risk assessments, and subjective evaluation by

subject matter experts.
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3.0 PHYSICAL ARCHITECTURES

Continuing with the deliberate SEDP and building on the functional
architecture developed in Chapter 2, alternative physical architectures were
developed. By design, a physical architecture “should provide resources for
every function identified in the functional architecture.” To do this, the physical
alternative must be built in a way that meets the identified needs and fulfills the
identified functions. The physical architectures generated by the Project Team
accomplished this because they were conceived in the context of the DOTMLPF
construct and address the uncertainties of several scenario concepts. This
section will first describe the proposed system alternatives. Then, scenarios will
be used as the backdrop for evaluation of those alternatives presented. The
anticipated environment and the associated threats to a JFS system are also

elaborated as part of the development of the physical architectures.

3.1 GENERATION OF ALTERNATIVES

The team began developing alternatives for the system with an
understanding of the operational environment and the stakeholder needs. Using
concepts developed from the stakeholder discussions or linked to the user-
defined needs and wants, the team developed numerous distinct alternative
concepts for the proposed system. The methodology and concepts developed
during the team’s generation of alternative architectures is discussed in more
detail in Appendix E.

The alternative generation efforts produced five alternatives that were
assessed for feasibility. Three distinct alternatives were determined to be
feasible architectures in the year 2020 and are described in the following
sections. It is important to note that the alternatives all assume a similar level of
peripheral materiel acquisition. For instance, current plans for improvement in
communication abilities for FOs include some type of digital entry device that can
send data (equivalent or follow-on to TLDHS). Additionally, a continued

*4 D.M. Buede, The Engineering Design of Systems, John Wiley & Sons, Inc., 2000, p. 246.
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improvement in networking infrastructure and the maturation of the Global
Information Grid (GIG) is assumed for all three alternatives. The environment the
alternatives will exist in is a factor in defining the feasibility of alternatives and

therefore need to be included and addressed.

3.1.1 Alternative 1. Status Quo Plus

The JFS process will certainly evolve between now and 2020. There are
already programs under development that will attempt to meet the needs of JFS
in 2020 and beyond. The Status Quo Plus alternative is an expansion of the
current “as is” system based on the growth path of existing programs of record.
This system alternative is based on realistic improvements in both capabilities
and materiel during this timeframe, but it also retains many of the current aspects
of fires support organizations and processes.

With respect to doctrine, the relationships between the services are not
projected to fundamentally change. The Marine Corps remains closely linked to
the Navy, and the Army to the Air Force. Each service continues development of
its own command and control systems, although information sharing between
them is still considered a benefit to interoperability.

With respect to organization and leadership, technological advances
permit faster transmission of battlefield data through the same hierarchical
structures used today. Where duplication of functionality exists between services
(e.g. the FFCC (Marines), BCD (Army), and SACC (Navy)) a separate but equal
relationship remains. There is no effort to consolidate these organizations to a
more comprehensive joint capability.

With respect to materiel, each service continues its essentially
independent development efforts. Systems which provide service to fielded
troops and to delivery platforms continue to be thought of as mutually exclusive
projects, stratified by service, development community, and prime contractor.
Interoperability is thought of as a *“connector” that links otherwise distinct
development efforts. Service experimentation is characterized by configuring

very specialized data channels to complete a specific mission rather than viewing
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data transmission as a utility that can be broadly applied for any and all missions.
Artillery requests can be sent digitally to the requester’s parent service for
processing and pairing. For example, although the Army and Marines both use
AFATDS, or an AFATDS derivative/follow-on, their databases and assets remain
functionally separated and requests do not freely flow between these two
services. Continued development of the Marine version of AFATDS will allow
communication directly to NFCS through a data converter resulting in some
degree of shared targeting database.

The pairing of requests and providers for all other JFS requests is
primarily completed using a blended methodology based on service component
of the requesting party and a weapon system priority. The Air Force and Navy
are continuing the practice of “push CAS” to expedite servicing of tasking orders.

The command and control structure that forms the organizational
framework for the sharing, processing, and tasking of JFS in the Status Quo Plus

alternative is depicted in Figure 27.
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Figure 27: Status Quo Plus Alternative Architecture

The requester is a forward element, such as a FO or JTAC, routing a

request for fire support up the chain of command. In this architecture, the call for

fire request is sequentially sent to the next organizational level and the target is

either engaged with assets available to that organization or the request is

forwarded to the next echelon for tasking.

If the request is passed up to the

Division or Corps Operations Center, that agency has the communications and

coordination ability to send the request to a joint functional organization for
support, such as the ASOC, DASC, or SACC. The request is then vetted within
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those organizations and a provider is selected and tasked for support of

the request.

3.1.2 Alternative 2: Centralized Joint Fire Support Network

This alternative will enable a fire support request to be sent into a single
decision making organization and then allocated and tasked to a provider. Of
these three alternatives, this alternative most closely resembles the “911 Call
Center” concept discussed in Section 1.5. The requesting unit would se